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Abstract

TRANSPARENCY is used routinely as part of a host of visualisation functionalities in

software applications for image-guided procedures, though little research is de-

voted to the rigorous validation of the use of transparency in clinical visualisation. This

thesis presents three psychophysical studies aiming to understand how the human visual

system interacts with transparent stimuli. The first sets out to measure the performance

of users in a 3-D manual segmentation task. Visualising the stimuli in stereo improved

performance, though no effect of transparent surface rendering was revealed. In addition,

subjects performed better using a standard 2-D mouse compared to a 3-D tracking device.

The next two studies explore the intensity and figuraI conditions for perceptual trans-

parency using a novel six-luminance stimulus. While a number of models of intensity

conditions have been previously proposed, it was found that the luminance--based formu-

lation of Metelli 's episcotister model, and a model based on ratios of Michelson contrasts

best predicted the subjects' settings, which were found to be very precise. The resu1ts

also showed that there exists a reasonably wide range of stimuli that give rise to at least

sorne degree of perceived transparency. It was demonstrated that the relative arrangement

of the colours around contour crossings (X-junctions) was a salient feature indicating to

the visual system the plausibility of a transparent fi1ter and the depth ordering of layers.

In addition, the occlusion of X-junctions and perturbation of the orientation of a transpar-

ent fi1ter's contours at the junction gave rise to reductions in performance, indicating the

importance ofjunctions in transparency perception.

11



RésUlllé

B IEN que la transparence fasse partie intégrante d'une gamme d'outils de visualisa­

tion utilisés par les logiciels de thérapie guidée par l'image, peu d'efforts ont été in-

vestis afin de valider rigoureusement son utilisation en milieu clinique. Cette thèse présente

trois études de psychophysique qui visent à améliorer la compréhension de l'interaction du

système visuel humain avec des stimuli transparents. La première étude mesure la per-

formance des observateurs lors d'une tâche de segmentation manuelle tri-dimensionnelle.

Il a été prouvé que la visualisation des stimuli en stéréoscopie améliore la performance,

même si aucun effet du rendu transparent des surfaces n'est révélé. Qui plus est, les sujets

obtiennent une performance supérieure avec une souris standard plutôt qu'avec un appareil

tri-dimensionnel.

Les deux études suivantes explorent les conditions d'intensité et de formes

géométriques dans le contexte de la perception de la transparence en utilisant un nouveau

stimulus à six luminances. Parmi les nombreux modèles de conditions d'intensité déjà

proposés, il est établi que le modèle d'épiscotistère de Metelli en formulation basée sur la

luminance, ainsi que le modèle selon les proportions de contraste Michelson constituent les

meilleurs prédicteurs de réponses des sujets. Ces dernières sont par ailleurs très précises.

Les résultats montrent qu'il existe toute une gamme de stimuli provoquant, dans une cer-

taine mesure, une perception de transparence. L'arrangement relatif des couleurs autour

d'un croisement de contours (une jonction en X) est une caractéristique saillante indiquant

à la fois l'existence plausible d'un filtre transparent et l'ordre des couches en profondeur.

De surcroît, une occlusion des jonctions en X ou une perturbation d'orientation des con-

tours d'un filtre transparent à la jonction causent une réduction de performance, révélant

ainsi l'importance des jonctions pour la perception de la transparence.
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Preface

Original contributions and organisation of the thesis

This thesis consists of six chapters, three of which describe empirical findings. Chapter 1

serves as a general introduction to the concept of transparency both in the context of com­

puter graphies and human vision research. An overview of the history of transparency

from ancient times through the Renaissance and inc1uding the present state of knowledge

is provided.

Chapter 2 provides an overview of visualisation techniques and the most prevalent uses

of transparency in the context of image-guided surgery. It reviews the sources of different

types of medical images and the ways in which they are combined, highlighting the uses

of transparency, and providing in the process a background for the experiments of Chap­

ter 3. Chapter 3 explores sorne of the visualisation parameters (inc1uding stereoscopy and

transparency) used during manual segmentation by presenting a series of psychophysical

experiments aimed at identifying the specifie combination most appropriate for the task.

In Chapter 4, a set of luminance-based transparency models are compared to find the

one that best describes human observers' responses when processing stimuli containing

illusory transparency. The accuracy and precision, as well as the flexibility in the model

are also investigated. Chapter 5 subsequently uses the stimulus and model developed in

Chapter 4 to look at the figuraI conditions, and specifically the role of contour crossings

(junctions), in achromatic transparency.

Finally, Chapter 6 discusses and summarises the main findings ofthe thesis and suggests

avenues for future research.

XIV



The significant contributions made by this thesis are as follows:

• Development of a comprehensive image-guided neurosurgery software application

(VIPER) for clinical use;

• Adaptation of software modules for interaction with virtual surfaces using 2-D and

3-D input devices;

• Finding that users are more adept at performing a specifie manual segmentation task

using a standard 2-D mouse than a 3-D tracking device;

• Observation that stereoscopie visualisation improves segmentation accuracy in the

above task;

• Use of a novel circular six-luminance stimulus for interrogation of the human visual

system's internaI transparency model;

• Empirically proving the validity of two particular luminance-based models for trans­

parency perception;

• Derivation of the modified method of pair comparisons for two-alternative forced­

choice studies where the 'correct' stimulus is either unknown or not present in every

trial;

• Showing that there is a wide range surrounding an observer's ideal transparency point,

wherein some degree of transparency is perceived;

• Revelation of a significant role of X-junctions in transparency perception; and,

• Showing empirical evidence of the visual system's sensitivity to the polarity ofcontours

which form X-junctions.
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FOR the truths are obscure, the ends hidden, the doubts manifold,

the minds turbid, the reasonings various; the premisses are

gleaned from the senses, and the senses (which are our tools) are

not immune from error. The path of investigation is therefore

obliterated and the inquirer, however diligent, is not infallible.

Consequently, when inquiry concems subtle matters, perplexity

grows, views diverge, opinions vary, conclusions differ and

certainty becomes difficult to obtain.

-Ibn al-Haytham (preface to The Optics [1])



Chapter 1

Introduction

1.1 Purpose

T HIS work aims, in part, to bridge the gap between the fields of computer graphics,

medical image visualisation, and visual perception. A series of experiments is in-

troduced which deve10ps and uses psychophysical techniques to focus on different aspects

of the perception of transparency. The purpose of these studies is twofold. First, to find

a combination of visualisation parameters in a specific surgical planning task which facil-

itates the performance of observers interacting with medical images. The second aim is

to understand under simple stimulus conditions the effects of form and luminance on the

accuracy and precision of transparency perception by the human visual system. Whereas

the former is in the context of a complex task involving chromatic stimuli which contain

many cues---including surface shading, texture, and stereo disparity-the latter concerns

itself only with the minimal intensity and figuraI conditions necessary to give rise to a

transparent percept.

1



1.2 Motivation

With the continuaI increase in the processing power of relatively affordable computers, and

the increase in the variety of their applications to medicine, the questions regarding how

weIl computers and algorithms perform are slowly being replaced by those examining the

nature of the interaction ofhumans with machines. Computers are now involved in numer­

ous aspects of medicine, from simply recording bioelectric signaIs to controlling the ac­

quisition of medical imaging data. Computers are also employ.ed in manipulating medical

images by using image--processing algorithms to render images for diagnosis, therapeutic

planning, or surgical guidance. It is these final images which become the input stimuli in

visualisation tasks performed by observers (typically clinicians). These tasks are as varied

as the clinical procedures which exist, and can range from detection of pathology on an

x-ray to measuring the size and position of a therapeutic lesion. It is clearly desirable then

that these images convey not only the most accurate information, but that they represent it

in a fashion an observer can best understand. As will be discussed in this chapter and the

next, transparency plays a role in a number of visualisation techniques used in surgical and

diagnostic practice, providing the motivation for a better understanding of the manner in

which the human visual system interacts with stimuli containing transparent surfaces.

The questions addressed here encompass many existing domains of inquiry, and define

new, multi-<lisciplinary ones. The appropriate background knowledge needs to include as­

pects of human vision research, computer graphics, and psychometric and psychophysical

techniques. The work here was originally motivated by the desire to inform the recent

dearth of medical visualisation techniques with rigorous analyses. Indeed, the application

of sorne of the techniques and conclusions reached herein will be to tasks involving the

visualisation and manipulation of neurological images. As a result, the review of CUITent

2



knowledge contained in this and the next chapter will also include sorne neuroanatomy and

the description of sorne neurosurgical techniques. In the interest of conciseness, however,

in areas where no more than a cursory background is required, the survey will be limited to

the most relevant materials.

1.3 Organisation ofthis chapter

The present chapter provides the necessary understanding ofwhat is meant by transparency

and how techniques for simulating transparent surfaces have developed over time. After de­

scribing the different types oftransparency and presenting a few basic definitions, the chap­

ter discusses the observations and theories conceming perceptual transparency throughout

the history of optics. This will include an overview of the use of a device called an episco-

tister, originally usedin experiments on colour mixing. The 18th and 19th century obser­

vations on colour led to the formulation of the Talbot-Plateau Law which rose out of the

independent work of two vision scientists in the l830s. This law formed a natural basis in

the 1970s for the first algebraic formulation ofperceptual transparency by the Italian Fabio

Metelli. The chapter finishes by following the way the simulation of transparency using

computer graphies developed out of the requirements of the motion picture industry in the

1970s, simultaneously yet independently from the vision research community.

1.4 Transparency

Transparency is a property of surfaces through which sorne amount of light is passed. The

proportion of total incident light which passes through a surface is its transmittance, repre­

sented by t l, and the proportion of light reflected from the surface is usually denoted as r.

lFollowing computer graphies nomenclature [2], t = 1 - a, where a is the opacity.
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(a) (b)

Figure 1.1: (a) Classicallayer transparency stimulus with four luminances, and (b) region
of superposition viewed in isolation, showing that physical transparency is not required for
perceptual transparency.

Given that most surfaces also absorb sorne of the incident light,

r + t + a =1, (1.1 )

is an identity, where a is the proportion of absorbed light. In practice, neither is the absorp-

tion of light by different surfaces generally a known quantity, nor is it used in models of

the way the visual system interprets transparent surfaces.

1.4.1 Seeing the medium

In the absense of a refiective component the transparent medium is not directly observed

and distinguished from light travelling through it, since air, ether (or empty space) and

water, not being particularly refiective media, do not significantly distort light except at

their interfaces.

And yet humans do perceive transparent media, as when viewing a riverbed through

the water's surface, or when looking through a dirty window at a field. From a formaI
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viewpoint, transparency constitutes a special case ofa class ofchanges in a scene caused by

variations in illumination. The latter is complemented by a class of variations in luminance

and spectral reflectance due to changes in the material properties of surfaces in an image.

How does the visual system detect the existence and compute the properties of transparent

media, and more generaIly, changes in illumination? Subsequently, how does one create an

image to give the best possible impression of an artificial world consisting of one or more

transparent objects? These are the types of broader questions that motivate the particular

psychophysical studies discussed in this thesis.

1.4.2 Types of transparency

Physical transparency phenomena may be divided into different categories [3, 4] such as

media, substances, and layers. The former category refers to air, fog, water, as weIl as

rich, heterogeneously-lit environments with different sources of lighting and shadows.

Substances include coloured liquids and glasses which may distort light by refraction or

absorption. Whereas translucent objects allow light to pass through in a diffuse man­

ner [5], transparent surfaces do not distort or blur the contours of the background. In this

sense, substances are sometimes translucent, implying they have a non-zero transmittance.

Conventionally-at least in the most common vision research usage--transparency refers

to the last of the categories, namely layers. Layers have been studied more widely than the

other categories, presumably because their homogeneous nature lends itself to generation

of simpler stimuli for psychophysical research. This dissertation is concemed with this type

oflayer transparency (sometimes caIled 'filter' transparency), as shown in Figure l.l(a).

It must be emphasised that aIl of these types of transparency may be simulated in the

laboratory to give rise to illusory-transparency percepts. Just as media such as clouds may

be displayed in a flight-simulation application, the impression of spatiaIly-homogeneous
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layers (or filters) may be created by arranging pieces of appropriately--eoloured paper next

to one another. On the other hand, physical transparency is not always perceived, as we oc­

casionaIly walk into glass doors. Thus, as will be discussed in detail (in §4.6; see also [6]),

neither is physical transparency necessary for perceptual transparency nor vice versa. The

stimuli for aIl of the studies reported in this dissertation were displayed on CRT displays,

and any perceived transparency is illusory in nature.

1.4.3 Lightness and brightness, refiectance and luminance

In order to describe the different types of percepts associated with grey-scale images, the

perceptual concepts of lightness and brightness must be defined. In tum, this requires

definitions of the physical properties reflectance and luminance. RefIectance (r) is simply

the ratio ofrefIected light to totallight incident on a surface. r, t, and a (from Equation 1.1)

are typicaIly scalar functions ofwavelength. An image or surface is said to be achromatic if

the refIectance spectrum is fiat, and chromatic otherwise. Neutral-density (ND) filters, as a

special case, have no refIective component (r =0), and are opticaIly indistinguishable from

shadows. Lightness, then, is the perceived refIectance of a surface. This is sometimes also

described as the "colour of ink" on a page, or the perceived shade of grey if the surface is

achromatic. Lightness and refIectance are often not linearly related--lightness depending

additionaIly on other factors such as surround effects [7]-although their values are both

typicaIlY expressed as fractions of unity or as a percentage.

Similarly, brightness is the perceptual (or proximal) counterpart of luminance, which

is in tum a strictly physical (distal) quantity describing the amount of light coming from a

surface. Luminance is measured in units ofluminous intensity per surface area, such as can­

delas per square meter (cd/m 2). Luminous intensity is measured in candelas (one lumen

per steradian). AlI the studies presented here were performed on a calibrated cathode-ray
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tube (CRT). Consequently, it is simplest to describe the stimuli either by the luminance or

relative refiectance oftheir different parts (i.e., contrast), regardless of the ambient lighting,

which was generaHy kept constant throughout aH the studies.

1.4.4 Contrast

Contrast is a measure of intensity differences within an image. Depending on the type of

image and the number ofdifferent intensities involved, contrast may be defined in a number

of ways. The standard definition of contrast between a patch on a relatively large, uniform

background is the Weber contrast:

c = t::.I
l'

(1.2)

where t::.I is the luminance difference between the patch and the background, and 1 is the

luminance of the background.

The Michelson contrast is defined as

C
- I max - I min

M- ,
I max + I min

(1.3)

where I max and I min are the luminances of the two adjacent patches. Michelson contrast

is typical1y used for images containing periodic patterns such as sinusoids, but can also be

used in mode1s describing transparency [8].

1.5 History of transparency

1.5.1 Pre-history

The phenomenon oftransparency "which is that, beyond which nothing is hidden" [9] was

implicated early among the multitudinous ancient theories of vision. Competing Greek

philosophers proposed alternatively extramissive (after Euclid, where rays are projected
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from the eyes) or intromissive (after Epicurus, whereby the eye receives light projected

from objects) theories of vision. Another interesting conception, which was not widely

adopted, began with Aristotle and his pupil Theophrastus (ca. 300 B.C.E.). They suggested

that light was generated by the sun, but that it required a medium, called the transparent (or

the diaphanous) through which it travelled before being received by the eye ([10], p. 12).

These ideas were, in turn, handed down by the Greeks and preserved by Muslim scholars,

and included such original insights as a crude version of the anatomy of the eye and the fact

that light travels in straight lines. Due to strictures against dissection, however, the Muslims

did not make significant progress on other theories inherited from the Greeks, particularly

with respect to the anatomy of the eye.

The Muslim scholars did, however, make strides in optical theory. Notably, Ibn al-

Haytham (latinised to Alhazen) being familiar with the Greek writings, agreed with Aristo-

tle in that the medium was paramount. As al-Haytham (ca. 1040 A.D.) observed, " ...the air

and the transparent bodies are not tinged by the colours and the lights nor are they perma-

nently altered by them; rather, the property of lights and colours is that their forms extend

in straight lines, and it is a property of the transparent body that it does not prevent the pen-

etration of the forms of lights and colours through its transparency." ([ 1], p. 89). His Book

of Optics (Kitab al-Manzir [1]) along with the seminal works of a number of other Per-

sian and Arab scholars (such as Ibn Sina or Avicenna, Kamal al-Farisi, and al-Kindi) were

introduced to Western Europe at the beginning of the second millennium, and provided a

physical and mathematical starting point for the scholars of the Renaissance.

Aside from sorne indirect observations with lenses and eyeglasses 2, transparency was

2Perhaps one of the longest-standing barriers to the discovery of the correct geometry and anatomy of the
eye was the lack ofunderstanding of the laws ofrefraction which describe the behaviour oflight as it passes
through different transparent media. At the same time, unavailability of a correct anatomical model delayed
the deduction of the path of light rays as they travel through the lens to the retina. It was not until the late
l3th century that reading glasses were, probably accidentally, first developed.
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Figure 1.2: An episcotister (from the Greek epi-, upon or above + skotos darkness produced
by a shadow).

not studied as a perceptual phenomenon until the late 19th century. This may have been due

to the relative paucity of examples of transparency in nature. Nonetheless, the fact that an

image depicted on a single plane can create a compelling multiplanar impression, suggests

the question is worthy of study. As Gerbino [4Jhas suggested, "the obvious discrepancy

between perceptual multidimensionality and stimulus unidimensionality accounts for the

interest for transparency phenomena shown by many theorists."

1.5.2 Episcotisters and colour wheels

In the absense of present-day CRT displays, 19th and 20th century vision researchers used

an episcotister, shown in Figure 1.2, to simulate transparency. An episcotister is simply

a disk with eut out sectors, such that when the disk is spun faster than the visual system's

critical fusion velocity, it appears as a transparent filter through which an underlying surface

may be seen. Though it was Metelli's experiments in the 1970s using an episcotister which

led him to formulate an algebraic model for transparency [Il J, similar studies in colour

mixing had been performed beginning much earlier using colour wheels.
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The simple idea of a co10ur whee1 (or top) is to combine co10urs by painting them

on a disk which rotates sufficient1y rapid1y that the co10urs fuse. Ptolemy (ca. 150) was

perhaps the first to describe the phenomenon: "For when colour rotates about a distance

perceptible to sight in the same perceived temporal moment, it is deemed to spread itself

over all places through which it travels. For the phenomenon that occurs in the first rotation

is always followed later by repetitions of the same sort" ([12], pp. 60-61). And later al­

Haytham observed, "If the top is painted in different colours forming 1ines that extend from

the middle of its visible surface, close to its neck, to the limit of its circumference, then

forcefully made to revolve, it will tum round at great speed. Looking at it the observer will

now see one colour that differs from all the colours in it, as if this colour were composed

of all the co10urs of those 1ines." ([ 1], p. 145)

First used in the 19th century by Musschenbroek [13], and later by Plateau [14] and Tal­

bot [15] for photometry, the episcotister was redesigned by Maxwell [16] "with the radii

cut so that the disks [could] be fitted together and the resu1tant sectors varied at will" [17]

thus coining the moniker 'Maxwell's disks'. Talbot (1834) observed that "...a regularly

intermittent luminary whose observations are too frequent and too transitory for the eye

to perceive, loses so much of its apparent brightness from this cause, as is indicated by

the proportion between the who1e time of observation, and the time during which it disap­

pears." ([15], pp. 328-329) Almost simultaneously with Talbot, Plateau (1835) proposed

"...to report the results of experiments that l have conducted, without know1edge of the

work of M. Talbot, which establishes the same princip1e in a direct manner. This principle

can be described in the following way: When a luminous object excites the rye in a regu­

lar and intermittent manner, and ifs successiveness is not distinguishable because oftheir

close temporal proximity, resulting in if being perceived as continuous, then the apparent

brightness ofthis object isfound to be diminished in the ratio ofthe sum ofthe durations of
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each period oflight and dark, to the duration ofa single period oflight" ([18], pp. 52-53).

As a result of the discovery of these relationships, the phenomenon was more generally

formalised as what came to be called the Talbot-Plateau law.

The Talbot-Plateau law

The law may be summarised as stating that the effect of a brief presentation of a colour is

proportional to its intensity and the duration of presentation. Since aIl points on a colour

wheel travel at the same angular velocity, the effective intensity of a colour can be con­

trolled by the size of the sector painted with that colour, as weIl as its physical intensity

(reflectance). Thus,

tx + (1 - t)y = z, (1.4)

where x and y are the reflectances of the two mixing colours, t and (1 - t) the relative

sector sizes (mixing proportions) respectively, and z the resulting fused colour.

The application of Talbot's law to transparency follows naturally if one replaces one

of the mixing co10urs with the colour of the background seen through the episcotister's

open sectors. The open sectors allow the surface behind the episcotister to be seen, and the

proportion of open and closed sectors controls the mixing of figure and ground colours.

1.5.3 Figurai and intensity conditions

In the latter part ofthe 19th century, Helmholtz, in keeping with his high-Ievel or top-down

philosophy, believed transparency to be akin to an illumination effect. He thought of it as

a judgement requiring previous experience of similar surfaces under different illuminants.

According to Helmholtz we can "[eliminate] the differences of illumination by which a

body is revealed to us" ([19], p. 287). Similarly, he argues, when an observer views an

object through a "coloured mantle", the visual system can separate the effects due to the
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object's reflectance pattern from those due to the mantle. This idea of a putative transpar­

ent stimulus being split into figure and ground led eventually to a formaI model based on

scission. This model, described first by the Italian vision scientist Fabio Metelli almost a

century later, proposes that "with the perception of transparency the stimulus color splits

into two different colors, which are called the scission colors. One of the scission colors

goes to the transparent layer and the other to the surface of the figure be1ow" ( [6], p. 93).

This model set the groundwork for other algebraic models (e.g. [20, 4D, and is described

more fully in Chapter 4.

Meanwhile Helmholtz' contemporary and student, Ewald Hering, disputed Helmholtz's

description of transparency as "seeing through". To support his daims of a 10w-Ieve1

description where prior experience with similar stimuli plays no role, he showed that when

an observer fixated only the region of superposition, as demonstrated in Figure 1.1 (b), it

was the fusion colour which was perceived. Fuchs [21], and later Kanizsa [22], showed

that beyond sirnply superposing materials of different colours, the geometry of the objects

was also important. Sirnply put, "transparency depends on form as well as on colour" ([6],

p.92).

The experiments by Koftka and his students, Grace Heider [23] and B. Tudor-Hart [24],

at Smith College (Massachussettes) in the 1930s continued Fuchs' investigations. Arnong

other things, they found that transparency on completely homogeneous ground is not possi­

ble. While these researchers were aware of the interplay between form and colour, they did

not fully explore stimuli with articulated backgrounds where the edge of the episcotister

disk transected refiectance changes on the ground. As discussed in Chapter 4, the relation­

ship between pairs of adjacent patches on the background as seen directly and indirectly

(through the layer) are the key parameters in the model based on scission.

Since the early 20th century, the relationship between the two necessary conditions of
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form (configuration or shape) and colour (both luminance and chromaticity) in perceptual

transparency has sparked a debate on the primacy of one over the other. Studies can be

found that demonstrate, according to the stimulus conditions, that the lack or disruption

of one condition destroys the transparency percept. Namely, under sorne figuraI arrange-

ments, transparency is never perceived [22] no matter what colours are chosen, and vice

versa [25]. Just as with the Helrnholtz-Hering debate, in alllikelihood the truth lies some-

where in between. Since both conditions are constitutive, absence of either one will block

the percept; moreover, under sorne circumstances, the constraints of one of the conditions

may be looser. The last two studies contained here (Chapters 4 and 5) address each ofthese

topics separately.

1.6 Transparency using computer graphies

1.6.1 Compositing images

Consider the following simple equation:

ax + (1 - a)y = z. (1.5)

In 1977, two researchers at the New York Institute of Technology developed the above

equation to describe the mixing of a partially opaque foreground with an opaque back-

ground [26]. Here, x is the colour of the foreground, y the colour of the background, a the

opacity of the foreground, and z the resulting mixture of the two images3. This is the origin

of the term 'alpha-blending' as it is known in computer graphics today. Opacity (a) in

this context is defined as zero if the image is completely transparent, and unity if it is fully

opaque. The quantities x and y are also typically expressed as fractions of unity, implying

3In practice, the operation is applied pixel-wise to the images.

13



that z E [0, 1]. This operation, however, is not associative, meaning that the outcome is

dependent on the order in which the images are blended together.

In 1981 Bruce Wallace [27], working at the Hanna-Barbera production studios, devel-

oped a more generalised formulation whereby both the contributing images and the final

image could be semi~paque:

z= (1.6)

where CXout is the opacity of the final image, and CXfgd and CXbgd are respectively the opacities

of the foreground and background images. While this description is more cumbersome, it

is independent of depth order and thereby associative.

A simplification ofthe above equations was shown in 1984 by Porter and Duff[28], then

working at Lucasfilm, by pre-multiplying x and y by their respective opacities, resulting in

Z' = x' + (1 - CXfgd) y', (1.7)

h l 1 d 1W ere x = CXfgdX, Y = CXbgdY, an z = CXoutZ.

Equation 1.5 can in principle be thought of as a way of gradually blending one image

into another as the relative weighting parameter t varies from 0 to 1, without any require-

ment that one image be perceived as transparent. But, as it was discussed above (see Equa-

tion 1.4), the first generation of algebraic relationships describing perceptual transparency

deve10ped in a different and independent manner to give rise to essentially the same formu-

lation.
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1.6.2 Spatial and temporal interlacing

In the absense of hardware aeeeleration of graphies, two early methods of eompositing

two images consisted of interlacing them pixel-wise either spatially or temporally. In the

former, a mixed image was produced by alternating the pixels of the two images into a fine

checkerboard pattern [29]. In the latter, the two images were displayed in the same spatial

location, but refreshes of the frame buffer would alternate between the two contributing

images. Using temporal interlacing, the relative weighting of the two images could be

eontrolled by varying the relative display times for each frame.

Though in the strictest sense these computer graphies manipulations do not implement

any type of perceptual transparency model, they suffice to the extent that they provide the

impression of a blended final image composed of two others. With the introduction of

more sophisticated video hardware and a more-or-less common application programming

interface (API), implementing transparency using computer graphies has become routine

and almost trivial.

1.6.3 Alpha-blending today

With the use ofmost high-level graphies libraries nowadays (e.g., Vtk4
, Openlnventor5) it

is sufficient to set the opacity of an image or a surface (per-pixel or per-polygon if desired)

in order to render objects transparently. Of the lower-level libraries available, the most

widely used is OpenGL [2], originally developed by Silicon Graphies, Inc. The library's

routines may be accessed either directly or indirectly through 'wrapper' routines of a mid-

or high-leve1 package.

In the context of digital image compositing, Equation 1.7 is in effect a formulation

4Available from www.kitware.com

5Silieon Graphies Ine., Mountain View, CA, USA
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which may be generalised to any logical operator, and graphicallibraries such as OpenGL

are capable of implementing 12 operators producing aIl manner of related effects such as

antialiasing, billboarding (see also [30]), simulated blur, and strokes of a paintbrush.

1.7 Summary

This introductory chapter places the use and generation of stimuli depicting illusory trans­

parency in an historical context. Phenomenal transparency has been studied since at least

the time of the Greek philosophers. Interest in the subject continued through the Arab and

Persian scholars into 19th century Europe when experiments on the mixing ofcolours using

episcotisters resulted in the Talbot-Plateau law. This in tum provided the foundation for

the first algebraic formulation of perceptual transparency in the early 1970s. The motion

picture and animation industry contemporaneously began to provide the impetus for the

development of hardware and algorithms for compositing digital images.

It was not, however, until the latter part of the 20th century that psychophysicists be­

gan empirical studies on the human visual system's internaI models oftransparency. While

the use of CRT-based transparency is prevalent in many domains (including medical im­

age visualisation), comparatively few empirical studies have set out to ascertain whether

the simple equations presented here correspond optimally to the way the visual system en­

codes and processes transparency. In the next chapter, sorne of the most prevalent uses of

transparency in medical image visualisation are discussed. Although the chapter focuses

almost entirely on virtual models ofbrain structures (for use during image-guided neuro­

surgery), the questions are in principle equally applicable to the visualisation of the layers

of the earth's crust or the different sub-components of an automobile engine.
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Chapter 2

Transparency in image-guided surgery:

•an overVlew

"Although information visualization is one aspect of the problem, the

paradigm of interaction between the physician and the information is an

equally significant one..."

-M. Solaiyappan [31]

2.1 Introduction

The investigation of transparency in this thesis was originally motivated by its routine use

in various clinical visualisation applications, as discussed in §1.2. In order to familiarise the

reader with the types of visualisation techniques and applications which make use of trans-

parency in sorne way, this chapter presents an overview of the different imaging modalities

and rendering techniques used in the visualisation of medical images. Issues related to the

visualisation of images incorporating information from multiple modalities are also dis-

cussed, using examples of images generated by the software platforms developed in the

laboratory. The chapter continues with a brief survey of CUITent uses of image-guidance
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in different therapeutic and interventional procedures, as weIl as sorne of the perceptual

considerations regarding depth cues in mixed reality displays.

While the results of specific psychophysical experiments are not reported, it is impor­

tant to note that the design of software prototypes developed at the Montreal Neurological

Institute (MNI) and the Robarts Research Institute (RRI) was carried out in conjunction

and consultation with clinicians in an iterative manner. Nevertheless, psychophysical ex­

periments are valuable in demonstrating the viability and clinical utility of image-guidance

systems, and so the chapter concludes with an exposition of the use of such techniques at

sorne other centers, and the role played by transparency is highlighted throughout. This

chapter thus sets the context for Chapter 3 in terms of the types of clinically relevant tasks

which may be examined more closely using psychophysical techniques.

2.2 Image-guided surgery

Image-guided surgery (IGS) refers to a practice or an environment whereby surgical or

therapeutic procedures are aided by images [32, 33]. Even though the term image-guided

surgery implies the use of any sort of diagnostic image as an adjunct to surgery, it typically

refers to the use of recently-developed, more sophisticated and comprehensive software

platforms. In the stricter sense, however, IGS has a century-dd history which started with

the discovery ofx-rays by Rôntgen in 1895.

The first reported North American use of x-rays for guidance of a surgical procedure

appeared in the Montréal Medical Journal [34]. John Cox, a professor ofphysics at McGill

University produced a radiograph (or a new Rôntgen photograph, as it was then known)

of the leg of a patient with a bullet lodged against the outer edge of the tibia. Robert

Kirkpatrick, a surgeon at the Montréal General Hospital removed the bullet with the aid of
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the image. Since the nascency of these early projection radiographs, diagnostic imaging

has evolved into a rich and mature field assisting procedures in nearly every part of the

body. As such " 'image-guided surgery' is hardly specifie as operations have been guided

by images for decades," as Dorward [35] has pointed out.

The use of image-guidance in the different surgical specialties has not developed at the

same rate, however. The elasticity of soft tissues as well as physiologie motion (breathing,

heart-beat) create serious challenges for procedures relying on pre-operative images, such

that interventions within or near bony structures (such as orthopaedic surgery [36], neuro­

surgery, and craniofacial reconstruction [37, 38, 39]) have benefited relatively more than

others from IGS techniques. These bony structures can be used as landmarks for finding the

correspondence between the the pre-Dperative image data and the patient intra-Dperatively.

The overriding importance and delicacy of the central nervous system (eNS), however, re­

quires such accuracy and minimal invasiveness that image-guided neurosurgery (IGNS)

systems are by far the most prevalent and sophisticated in the research/academic [40] and

commercial sectors ([41, 42, 43, 44] to name a few). As a result, most of the examples dis­

cussed here will draw from neurosurgical cases encountered in the Image-Guided Surgery

Laboratory at the MNI and the RRI, as well as in other research groups.

The images used to guide surgical interventions may or may not reflect the exact ge­

ometry of the surgical patient. For example, before the widespread use of computers in

neurosurgery, surgeons relied upon stained sections (compiled into anatomical atlases) re­

flecting the cytoarchitechtonic pattern of the regions of interest (RÛIs), which were some­

times overlaid with contours outlining the anatomical structures. These atlases, however,

are only faithful to the anatomical specimen used and do not correspond exactly to the

anatomy of the surgical patient. Due to recent advances in intersubject registration algo­

rithms [45,46], these atlases may now be made patient-specific either manually [47,48] or
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automatically [49]. Interventions that use live intra-operative (such as video, ultrasound,

and so-called open MRI) images have also enjoyed significant advances in IGS during the

last decade.

2.3 Sources of images in neuronavigation

The images employed in IGNS may in general be morphological or functional in nature.

IGNS, or neuronavigation, in the context of modem neurological surgery connotes the

use of pre-operative morphological {e.g. computed tomography (CT), magnetic reso­

nance imaging (MRI) or angiography (MRA), ultrasound [50,51, 52]}, functional {e.g.

electroencephalography (EEG), magnetoencephalography (MEG) [53], positron emission

tomography (PET), single-photon emission computed tomography (SPECT), functional

MRI (fMRI) [54]}, and/or biochemical {e.g. magnetic resonance spectroscopy imaging

(MRSI) [55, 56, 57]} data.

It is worth noting that while for the most part imaging studies used in neurosurgery are

still acquired pre-operatively, the surgical planning is more frequently continued intra­

operatively and more interactively [58]. As mentioned above, when the pre-operative

imaging modality does not reveal the necessary underlying functional or morphological

boundaries, atlases [59,60,61, 62] are sometimes matched to the patient's pre-operative

brain geometry and integrated into the visualisation and navigation software [49].

Surgeons may also map out the different functional areas of a patient's brain intra­

operatively by recording electrical signaIs from sensory or motor activity of the patient,

using a micro-recording electrode [63]. Responses may also be induced through elec­

trical stimulation of the cortex or the basal nuclei using a macro-electrode [64, 65, 66].

Moreover, these recording and stimulation data from an ensemble of patients may be ac-
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Figure 2.1: Macrostimulation point--eloud (yellow). Note also the hyper-intense therapeu­
tic radiofrequency lesion on the post-operative MRI corresponding to the position of the
point--eloud.

Figure 2.2: Cut-aways of deep brain structures revealing point--elouds ofphysiologic stim­
ulation. Figures 2.1 and 2.2 courtesy ofK. Finnis, Robarts Research Institute.
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cumulated into a probabilistic functional atlas [67, 68]. One way this latter type of data

may be visualised is by colour-eoding a point cloud according to the responses elicited and

displaying it in the 3-D scene along with patient-specific anatomical data, as in Figures 2.1

and 2.2.

2.4 Transparency and multimodal integration

Though most of the advanced visualisation applications employ image-processing algo­

rithms to extract clinically relevant information, the so-ealled raw image data still represent

a crucial part of the ensemble of intra-operative information. Recent visualisation systems

allow the registration and integration of data from many different imaging modalities in

order to provide the maximum amount of information to the clinician [69, 70, 71, 49, 72].

The integrated visualisation techniques associated with these images can be broadly dis­

tinguished into 2-D and 3-D presentations, even though the final images are always 2-D

projections onto a computer display (or light box). In 2-D displays, the images are viewed

as planar cuts (slices) through the volume of interest. 3-D displays generally refer to the

visualisation ofpre-segmented surface and volume renderings (see §2.5.1).

Multimodal visualisation may further be divided into integrated and adjacent dis­

plays [73]. Adjacent displays show corresponding slices of the different modalities sep­

arately but side-by-side [74]. In these types of presentations a linked cursor is quite useful

in comparing corresponding structures or contours [51, 75]. Since adjacent displays do not

actually superimpose images, they are not considered further here. Integrated displays, on

the other hand, use either spatial or temporal interlacing (see §1.6.2) to form the combined

image. In integrated 2-D displays, sections of volumetrie anatomieal data are typically

overlaid with the corresponding functional or biochemical images, such that the underly-
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Figure 2.3: MRSr biochemical concentration images superimposed on the corresponding
anatomical MR image. High choline concentration (left) indicates area ofhyper-eellularity,
whereas low N-acetylaspartate (NAA) concentration (right) in the tumour area indicates
lack of viable neuronal tissue.

ing structure can be "seen through" the functional image. The simultanous visualisation

of structural and functional data is important not only for localising and navigating within

often pathological anatomy, but also for reducing the need for intra-operative stimulation

with the patient awake. Two examples of diagnostic biochemical and anatomical images

are shown in Figure 2.3.

2.5 A taxonomy for visualisation in biomedicine

Given the wealth of different modalities providing information pertinent to surgical and

therapeutic procedures, it is little wonder that visualisation of composite images has be-

come an avenue of investigation in its own right. To better track the course of their devel-

opment, it is helpful to categorise the types ofdisplays and applications based on both their

visual characteristics and inherent complexity.

To this end, Solaiyappan [31] has grouped visualisation systems into several gener-
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ations. For example, while l-D waveforrns comprised the first generation systems and

were used primarily in patient monitoring systems (i.e. electrocardiography and blood

pressure), second generation systems perforrned 2-D image processing such as contour

stacking. Similarly, third generation systems refer to those using surface and volumetrie

rendering, and fourth generation devices include a fourth component (e.g. time) in ad-

dition to the three spatial dimensions. Fifth and later generation systems are the state of

the art and incorporate additional features such as images from multiple modalities, 3-D

spatial tracking systems such as the optically-based POLARIS l, the magnetically-driven

devices such as the Flock of Birds2, the ultrasound-based 3-D Logitech mouse3, and sen-

sory (haptic and tactile) feedback devices for more immersive virtual reality. In order of

technological sophistication and diagnostic power, aIl visualisation applications may be

described as illustrative (first, second, and third) investigative (fourth), or imitative (fifth

generation) [31].

Transparency plays a role in a number ofthird and later generation displays. For exam-

pIe, Figure 2.4 shows a screen-shot ofa fifth generation IGNS system developed for clinical

use at the MNI by the author, in collaboration with other members of the IGNS Laboratory.

The software (VIPER) incorporated a number offunctionalities, including: support of 3-D

tracking systems for frameless stereotaxy; support for stereotactic frame-based procedures,

along with the ability to record tag points corresponding to regions of physiological stim-

ulation; stereoscopie visualisation; visualisation of multiple pre-registered images; and,

surface and volume rendering. ASP, the successor to VIPER, developed by members of

the laboratory at the RRI, is able to integrate many of the same and other functionalities

into a highly modular, object-oriented and extensible application (see Figure 2.6). Mul­

1Northem Digital, Mississauga, Canada

2Ascension Technology Corporation, Burlington, VT, USA

3Fremont, CA, USA
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Figure 2.4: A screenshot of the IGNS Laboratory surgical guidance software
(VIPER) displaying the Schaltenbrand and Wahren atlas overlaid on an MRI. The
trajectory and position of the leukotome is also modelled. The bottom-Ieft panel
shows surface-renderings of sorne deep brain nuc1ei, inc1uding the thalamus (red
mesh) and the vim (green).
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Figure 2.5: A polygonal-mesh representation of a cortical surface.

timodal visualisation, as described in §2.4, involves the superposition of more than one

co-registered image, where aH but the background image (typicaHy the anatomical scan)

are assigned an opacity of less than one. As the next section discusses, surface and vol­

ume rendering are two volumetrie visualisation techniques which also involve the use of

transparency.

2.5.1 Surface rendering

Two of the most prevalent ways of representing volumetrie data include surface render­

ing and ray-easting (including volume rendering), each with its own advantages and draw­

backs. Using volumetrie data derived from CT or MRI, surfaces corresponding to structures

of interest can be extracted (or segmented out, see [76, 77], for example). These surfaces

are mesh-like representations approximating the geometry of underlying surfaces of inter­

est [78] (see Figure 2.5). In many cases, depending on the neuroanatomical nomenclature
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used, a surface is enclosed within, or is transected by, another structure. For example the

vim (ventralis intermedius nucleus), a thalamic nucleus typically targeted in Parkinson's

surgery, is part of the thalamus as shown in Figure 2.4 (bottom left panel).

Other surfaces of interest one may wish to visualise include prospective lesions (see

Figure 2.7). Therapeutic lesions may be created in brain tissue using one oftwo methods.

A simple mechanical technique makes use of a leukotome [79], which is a hollow shaft

approximately 20 cm in length from the end of which a narrow wire protrudes in a "D"

shape to cut the tissue as it is rotated about the shaft's axis (see Figure 2.8).

Lesions are more typically caused by heating brain matter using a radiofrequency (rf)

probe [80]. The extent ofthe resulting rflesions is a function ofprobe temperature and the

length of time the probe is active. Regardless of the technique used, however, the planned

lesion may either transect or envelope a target structure. Should one wish to visualise

both the lesion (either prospectively during pre-surgical planning, or segmented out of a

post--{)perative scan) and the targetted anatomical structures, one or both must be rendered

transparently.

One type of 'transparent' surface rendering (shown in Figures 2.4 and 2.5) makes use

of the underlying polygonal representation by drawing only the mesh, with no interpolated

surface shading, except at the mesh lines themselves. The possible advantages of different

modes of surface rendering is discussed in Chapter 3.

2.5.2 Ray--easting

The main advantage of surface rendering is the compression of large data sets into compact

lists of polygons, reducing computational load during visualisation. Segmentation of the

surfaces of interest, often requiring user intervention (also discussed in the next chapter),

represents a large operational overhead. Moreover, the surface of interest is determined
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Figure 2.6: Example of a fifth generation visualisation system (ASP). Volume rendering of
the brain's right side is mixed with surface rendered ventric1es (red) and texture mapped
MR data (greyscale). Figure courtesy of IGS Lab, RRI.

Figure 2.7: A prospective leukotome lesion (red) along with surface rendered surrounding
thalamic nuc1ei, visualised using the VIPER application.
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via a one-time binary decision, and cannot typically be manipulated interactively during

visualisation. Ray-easting techniques, on the other hand, make use of aIl the volumetrie

information and require no calculation ofstructural boundaries. The drawback is, ofcourse,

the large computations required for the reconstruction of each view during visualisation.

As the name implies, ray-easting entails shooting virtual rays through a volume to

ca1culate the intensity of incident pixels on the image (projection) plane, which can be ar­

bitrarily placed to simulate different viewpoints. The resulting images can be thought of as

resembling standard projection x-rays. Whereas intensities on a standard x-radiograph are

a function ofthe log-sum ofthe attenuation coefficients ofthe different materials within the

irradiated volume, in ray-easting the original voxel intensities can be combined in a variety

of ways to highlight different structures. In maximum intensity projection (MIP) images,

for example, the maximum voxel intensity encountered along each ray is recorded at the

corresponding pixel location on the projection plane. MIP is typically used to visualise CT

or MR angiograms (see [81], for example).

Another ray-easting technique, called volume rendering [82, 83, 84, 85], allows the

observer to view parts or aIl of a volumetrie data set by assigning opacity values to voxels

(volume elements), both as a function of voxel intensity (luminance) and as a function of

depth (distance from viewer). In aIl these instances, the surface or reconstructed slices sim­

ulated to be closer to the observer are rendered as semi-{}paque, or transparent. Sorne more

sophisticated volume rendering methods also weight opacities with the gradient volume (a

sort of 3-D contrast volume) [86] to enhance sharp surfaces.

Although sorne investigators recommend using transpareney in volumetrie renderings

only when the surfaces of interest are too ill-defined to segment [87], use of a particular

rendering algorithm (volume or surface) in the end depends on the particular application.

For example, for lower resolution functional (SPECT or PET) data, volume rendering might
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be more appropriate [88] than surface rendering. But volume renderings of rich anatomical

MR images of brain have yet to find a clinical application, except perhaps to facilitate the

identification of surface landmarks for patient-to-image registration for frameless image­

guided neurosurgery.

2.5.3 Virtual endoscopy

The use of transparency is nowadays routine in many imitative visualisation applications.

Surface and volume renderings of the walls oforgans such as the cerebral ventricles [89,90,

91,92], the bronchi [93, 94] and the upper airways [95], the nasal sinus [96], the ear [97,

98, 99], the gastro-intestinal tract [100], and the lower urinary tract [101] are generated

from different views to simulate real endoscopy. One advantage ofvirtual endoscopy [102]

is that these walls can then be 'peeled away', or made transparent, to reveal the structures

behind. Distances between rendered objects can be measured [103], and virtual biopsies

can be made based on voxel intensity. Figure 2.9 shows a transparently rendered torso

revealing the inner organs for minimally-invasive image-guided cardiac surgery [104].

Mixing polygonal surfaces with volumetric renderings (e.g. Figure 2.6), however, is a

relatively complex operation. As a simpler example, how does one volume render a data

set embedded with surface-rendered transparent objects? Since the transparency operation

of compositing (or blending; see §1.6.3) may not be commutative depending on the im­

plementation, the graphics primitives to be rendered (whether they be volume or polygon

elements) must be sorted in depth and composited in the proper (back-to-front) order. De­

pending on the size of the volume and the number ofpolygons, this can be a very expensive

operation in software, and so far the hardware solutions proposed deal only with images

generated by pure ray-casting. Although sophisticated algorithmic solutions are beginning

to be developed [105], the achievement of interactive or near-real-time performance still
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Figure 2.8: VIPER displaying a leukotome about to sever the connection between the vim
(red) and surrounding tissue (not shown).

Figure 2.9: Peeling away surface layers for minimally-invasive cardiac surgery.
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requires high-end (e.g. Infinite Reality, Silicon Graphies Inc., Mountain View, CA, USA)

graphies systems.

Not all applications of data fusion, however, require the use of transparency. Video

images from real endoscopes [106, 107] are sometimes used in sorne mixed reality (see

below) visualisation environments as texture maps [108] to enhance reconstructed pre­

operative images. Information from functional images may also be mapped as a texture

onto pre-segmented cortical surfaces.

2.6 Mixed reality: From reality to virtuality

In discussions involving the integration of data from different sources it is helpful to de­

velop a uniform terminology to describe the visual environment. Milgram [109] among

others [110, Ill] has defined a so-called taxonomy for environments which mix the real

and virtual worlds. The continuum from strict reality to complete virtuality is subdivided

according to three broad criteria: Extent of World Knowledge, Reproduction of Fidelity,

and Extent of Presence Metaphor. Milgram gives examples of six cases which encom­

pass the mixed reality portion of the continuum, from augmented reality (or AR, where

sorne computer-generated objects are integrated into a mostly direct view of the world,

such as Figure 2.10) to augmented virtuality (or AV, where sorne directly-viewed objects,

such as video images of the surgieal field are blended into a mostly artificial rendering of

anatomy [112]). Most of the examples discussed in this work and in the field ofmedical im­

age visualisation lean towards the strictly virtual extremum of the spectrum. Even though

the volumes and surfaces depicted represent real objects (viz. a patient's neuroanatomy),

they are viewed neither directly (i.e. with the eye) nor indirectly (i.e. using analog or digital

video). These types of displays are often incorrectly referred to as AR displays, as most
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Figure 2.10: Mixing live video with surface rendering.

mixed reality displays are, while they are in fact AV displays.

2.6.1 Obstacles in rnixed reality

Sorne clinical sites do, however, incorporate pre-segmented surfaces of interest into the

ocular of an operating microscope [113, 70] or into an intra-operative video view of the

surgical field [112, 114, 115, 116] for neuronavigation, resulting in an AV environment.

Combining live video images with computer models may, however, result in an inconsis­

tency in visual cues, leading to suboptimal perception of the scene. Drascic [117] lists a

number of such issues.

Interposition failures, for example, are caused when near objects are occluded by far ob­

jects, even though the remaining depth eues (such are relative disparity, familiar size, etc.)

are otherwise consistent. This creates difficulties, for example, in superimposing surface

rendered subcortical objects with live video of the surgical field (shown in Figure 2.10).

Another problem is a discrepancy in spatial frequency content between computer models
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and objects viewed directly or indirectly. Drascic suggests that this resolution mismatch

may be interpreted as a difference in accomodation, making the graphic object appear

closer than the video object. A general problem relating to stereoscopic visualisation is

the uncoupling of two physiological mechanisms relaying depth information: (lens) acco­

modation and (eye) vergence. When stereoscopic images are presented, the depth of the

display (monitor) is constant whereas the vergence of the eyes changes to foveate different

regions of the scene.

These considerations outline the difficulties involved in the fusion of images not just

from different modalities, but from different parts of the mixed reality spectrum. No matter

whether aH registration and calibration problems are solved, unless the latter depth cue

issues in visualisation are also addressed, perceptual errors willlikely continue to occur.

2.7 Measuring truth and veridicality

In the context of the discussion of visualisation in this dissertation, the fidelity of the im­

ages (i.e., Truth) is taken as an article of faith. This being said, there are two basic ways

to ensure the accuracy of images. One is to use cadavers [118, 119] or anthropomor­

phic phantoms [120, 121, 122] whose geometry is known, and the other is to simulate

the objects on the computer (viz. a digital phantom) [123]. This work rather concems

itself with whether the images are perceived veridicaHy by the observer. That is, an eval­

uation of visualisation is independent of the accuracy of either the image acquisition or

processing techniques. This is not to say that aH sources of error (from acquisition to

intra-operative tracking [124, 125, 126] and visualisation) should not be characterised be­

fore bringing any surgical guidance system into the clinic. While many image-guidance

systems are continuaHy incorporating additional information and functionality into the sur-
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gical navigation environment, it is a huge undertaking to quantify the overall clinical gains

in terms of clinical outcome and time or money savings, and only a small number of re­

searchers [127, 128, 129] have carried out such comparative studies.

Depending on the system deve1oper's needs, measurements ofan observer's acceptance

of an application may be taken along different dimensions [130], such as user satisfaction

or performance, among others (see [131] for a complete review). For example, while the

observer may perform tasks using one tool more rapidly and accurately, the tool may de­

mand a heavier cognitive load and have a less satisfying interface. While performance is

generally easier to measure directly, user satisfaction may be equally important as a fac­

tor in clinically acceptability. More subjective factors may still be quantified using other

statistical methods such as surveys with scaled responses (e.g. from 1 to 5 correspond­

ing to "strongly agree" to "strongly disagree") and receiver operating characteristic (ROC)

curves [132, 133, 134].

For example, Choyke et al. [81] used areas under the ROC curve, as well as K; (kappa)

statistics to compare five methods for depicting hepatic MR angiograms. K; statistics were

also used by Hans et al. [135] to measure interobserver agreement in the visualisation of

the inner ear using various ray-easting and surface rendering algorithrns.

A recent study by Stokking et al. [136] serves as another example where differing vi­

sualisation techniques were compared under controlled conditions. Three 2-D displays (a

SPECT only display; a SPECT-MRI adjacent display; and aSPECT display superimposed

by the 2-D cortical contour segmented from MRI) and one 3-D rendering method ("Nor­

mal Fusion", whereby cortical SPECT activation is mapped onto the segmented cortical

surface along the direction of the surface normal) were presented to five clinical observers.

The observers assigned pre-selected hot and cold spots on the functional image to their

anatomical locations, specifying lobe and gyms, along with a confidence rating for each
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observation. Mean confidence rating and inter-observer agreement were used to order the

four displays in terms of clinical utility. Although the superiority of the Normal Fusion

technique may not be surprising considering the inherent additional pre-segmented three­

dimensional anatomical information displayed, the adjacent SPECT-MRI and SPECT with

contours displays showed no significant differences. This indicates that simply overlaying

anatomical images with functional ROIs is not necessarily optimal for identifying the pre­

cise anatomical correlates of functional activation in 2-D displays.

Charland and Peters [137] conducted a series of experiments with a view to optimising

a task that required positioning a 3-D cursor in depth. The stimuli consisted of stereoscop­

ically displayed digital subtraction angiograms (DSA) of cerebral vasculature. The task in

this multi-observer study was to place a cursor in the same depth plane as targets identified

on the images. Among the salient parameters emerging from the results were (eye-to­

monitor) viewing distance, contrast of the cursor with the vessels and with the background,

and inclusion of a size versus distance cue in the cursor.

In a study intended to compare the difference in performance between mono- and

stereoscopie viewing as weIl as the effect of contrast and viewing distance, Tendick et

al. [138] used a laparoscopic imaging system in a knot-tying task. They found no dif­

ference in performance between stereo and mono views, but did show, in agreement with

Charland and Peters, that "good contrast was found to be most important at longer working

distances." From a vision research standpoint this is not a surprising discovery, considering

the interrelationship of contrast and spatial frequency in visual acuity. At higher spatial

frequencies contrast sensitivity, or the ability to resolve details of an image, decreases with

increasing spatial frequency.

Even though the last section presented a few psychophysical studies in the context of

medical image visualisation, validation is more typically described in terms of clinical
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utility as reported anecdotally by a clinician, or in the context of a limited number of cases

where a diagnosis is confirmed by biopsy or at surgery [139, 140, 141].

2.8 Discussion

A large number of unsolved problems remain relating to visualisation of volumetric data

in medicine. Although further increases in computational power can certainly be expected,

to the extent that static (or low frame-rate dynamic) images are still in widespread use,

there is a need for continued investigation into the interaction of clinical observers with

single-view (or non-dynamic) multimodal images. Hôhne and Pommert [142] cite the

"large number of rather technical parameters for controlling segmentation and shading"

as an obstacle to the widespread acceptance of novel rendering techniques by the medical

community. Similarly, Kaufman et al. [143] in outlining the complex parameter-space

associated with volume rendering observe that "by far the most commonly used method

for finding good transfer functions [which assign values to properties of the object being

visualised, such as colour and transparency] is 'trial and error'."

An idea which is slowly emerging in light of the myriad of types of images available

to clinicians, is that of context-dependent multimodal visualisation. Clearly not aIl the

different images are required simultaneously and throughout a surgical procedure. Sorne

investigators [144] are therefore beginning the important task ofscripting the steps involved

in different surgical cases. At each step, the surgeon defines the task along with the rele­

vant images to build up the full script for the particular type of procedure. This mode of

operational planning should enhance the clinical utility and effectiveness in incorporating

images from different modalities. After aIl, the goal of multimodal image-guided surgery

is not merely to display aIl available information in a single view, but rather to present it in
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a clinically relevant and understandable manner. As Kundel [145] has pointed out, "A good

display is one that emphasizes the diagnostic features and minimizes the camouflaging

effects of the nondiagnostic anatomic features."

Given the number of "information-guided" therapy systems with a large number of

common functionalities that are available, the single most salient point of distinction may

indeed tum out to be user interface. Clinicians, and specifically surgeons, "must be able

to focus on the patient and the procedure rather than on devices...The machine inter­

face ...needs to be designed in a way that conforms intuitively to the physicians' needs,

not vice versa." [146]. Unfortunately there are few investigations [147] into novel input

devices that are appropriate for the operating room and can be used by surgical staff. And

with the majority of today's IGS systems requiring a dedicated operator (i.e. technician

or engineer) in the surgical theater, it is clear that the majority of surgeons are far from

interfacing directly and independently with the computer.
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Chapter 3 Preview

While the scope and complexity of different rendering algorithrns is ever increasing,

relatively little work is dedicated to the rigorous psychophysical study of the nature of

the interaction of the human visual system with the images generated. Clearly, given the

complexity and richness of medical images, especially those integrating multiple imaging

modalities, this is not a simple task. Nevertheless, an extensive psychophysicalliterature

exists, exploring different aspects of human visual perception, which provides the begin­

nings of a course of investigation. Moreover, a rich array of psychometrie and evaluative

techniques has emerged not only to validate the fidelity of structures and volumes derived

from imaging, but also to measure the performance of observers with respect to the various

rendering methodologies.

The next chapter presents a series of psychophysical experiments using a manual seg­

mentation editing task. An initial pilot study sets out to examine the performance of sub­

jects using a 3-D pointing device, similar in functionality to the types of tracking devices

used in clinical settings. Considering a particular use oftransparency in the visualisation of

medical images, the rest ofthe chapter's experiments aim to find an optimal set ofvisualisa­

tion parameters for this specific pre-operative clinical task. An earlier version ofthis report

appeared in R. Kasrai, K. Finnis, D. G. Gobbi, Y. P. Starreveld, and T. M. Peters, "Advan­

tages of visualisation and manual segmentation in 3-D: an empirical study," in Workshop

on Interactive Medical Image Visualisation and Analysis, MICCAI 2001, Utrecht, Nether­

lands, October 2001.



Chapter 3

3-D Manual Segmentation

of Brain Structures

"The gold standard for the value of any method of displaying a medical

image is human performance on a medically relevant task."

-H. L. Kundel [145]

Abstract

This chapter presents a series of experiments examining the relativeeffects of two visu­

alisation parameters (type of surface rendering and presence of stereo disparity) and one

interaction parameter (2-D or 3-D mouse). These effects are measured as a function of

subject performance on a manual segmentation task. The task involves interacting with

and manipulating control points in order to completely capture a hyper-intense lesion on

a grayscale volume within the segmentation surface. The volumetrie stimuli were either

ellipsoids or therapeutic lesions on a real MR volume. While the results indicate no signif­

icant effect of surface rendering type (wireframe vs. transparent vs. opaque), the subjects

performed better when using a traditional 2-D mouse than when using a 3-D tracking

device. A significant improvement of performance was also revealed in trials containing

stereo disparity.
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3.1 Introduction

One of the more common tasks in the visualisation of medical images is image segmen­

tation. While medical images can be generated and acquired from a variety of sources

(see §2.3), rarely are the regions ofinterest already identified or well circumscribed. In re­

cent years most efforts in image segmentation have concentrated on either the automation

of algorithms or their generalisation to a variety of modalities and applications. Perhaps

justifiably, little or no attention has been given to manual techniques, since the ulimate goal

of any digital image processing algorithm is to be free of supervision. Yet, the automa­

tion of such algorithms is a difficult problem unlikely to be fully and robustly solved in

the near-term. Issues such as noise, sampling artifacts, spatial aliasing, variability within

and across subjects, and the complexity in the shape of sorne objects of interest contribute

to the difficulties involved [148]. Moreover, the noise and signal statistics of images vary

significantly as a function of the imaging modality, hindering the generalisation of auto­

matie algorithms originally developed for specifie types of images. To the extent that such

obstacles exist, there will continue to be a need for efficient and intuitive tools for user

intervention or supervision.

In light ofthis, the goal ofthis study is to explore sorne of the factors implicated in vi­

sualising and interacting with medical images, with a view to finding a combination which

gives rise to the best performance by subjects in a specifie segmentation task. These factors

include: two different modes of interacting with 3-D images (using either a 2-D or a 3-D

input device); monoscopic versus stereoscopie visualisation; and, three types of surface

rendering technique (see §2.5.1).
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3.1.1 Manual and semi-automatic 2-D segmentation techniques

Segmentation algorithms may be roughly divided into two categories: image-based and

model-based. Image-based (or low-level) techniques rely on operators that analyse local

image statistics such as intensity (and/or gradient) and shape. Model-based methods, on

the other hand, begin with templates incorporating global knowledge of shape or semantic

context in an attempt to subsequently characterise the patient-specific geometry.

A number ofboth image- and model-based segmentation methods require sorne degree

of supervison or interaction by a user (e.g. [149]). Sorne model-based methods may need

a rough delineation of a few contours before beginning the optimisation process. High­

contrast images such as CT scans of bony structures are easily segmented using a low­

level thresholding operation where voxels are labelled either as background or object (e.g.

bone) depending on user-defined ranges of intensity. Seeding or region growing is an­

other low-Ievel technique that requires the user to select a starting point within an object.

Neighbouring pixels are then combined together, as the region grows out from the seed

point (implemented, for example, in [150]), based on local image features such as texture

or intensity.

3.1.2 2-D versus 3-D manual segmentation

Most classical tools designed for manual segmentation or user intervention rely on visualis­

ing 2-D images, which may be appropriate depending on the modality (e.g., ultrasound, x­

ray) and acquisition technique. If, however, the structures ofinterest are three-dimensional

in nature, segmenting them on 2-D eut-planes using contours (as shown in Figure 3.1) or

by growing regions, has inherent drawbacks. Apart from the general problems associated

with manual segmentation (reproducibility ofresults, operator bias, operator fatigue, etc.),
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Figure 3.1: Segmenting a ventric1e using a 2-D contour.

stacking the 2-D contours to reconstruct a 3-D surface or volume requires an additionnaI

processing step which may introduce further artifacts (see, for example, [49]).

On the other hand viewing objects in 3-D while ensuring the ensemble of depth cues

inc1uding stereo disparity is self-eonsistent (see §2.6.1), is c1early more intuitive from a

visualisation standpoint. In addition, a 3-D environment lends itself directly to interacting

with and deforming 3-D structures, and does not force "the operator to view each 2-D slice

separately to deduce and measure the shape and volume of 3-D structures" [148].

Although visualising the segmentation "field" stereoscopically as a 3-D rendered object

is possibly advantageous, another limiting factor is that drawing or editing contours is

typical1y performed with a conventional (2-D) mouse. A novel form of interacting with

meshes is introduced here, using a true 3-D navigation device. Thus it is important to

differentiate between 3-D visualisation and 3-D interaction, and to examine the relative

and combined improvements in performance of the procedure using this approach.
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3.1.3 Specifc goals of the study

The motivation for the present study is twofold. Firstly, despite the putative advantages

of 3-D renderings in inherently 3-D tasks, there are few studies which set out to show

rigorously the superior performance of users under these conditions. Although the results

of this or indeed any task involving so many parameters can in general rarely be applied

to other tasks, it is nevertheless worth quantifying the effects of a few o1:>vious variables.

Moreover, with the increase in computational power (and relative decrease in cost) ofper­

sonal computers, the limiting factor remaining in improving human----eomputer interfaces is

the inadequacy of our understanding of the human visual system. Though much headway

has been made in basic human vision research, few of the psychometric techniques used

in that arena have been employed in the applied domains. As such, the second goal of this

study is to serve as an example of how to devise a simple protocol to investigate quantita­

tively not only the performance of users under different conditions, but also by extension

the usability or qualitative advantages of one technique over another.

Given the CUITent interest in minimally-invasive image-guided procedures and ther­

apies, there is no shortage of software environments that incorporate a number of func­

tionalities. In addition, sorne low- and high-level non-automatic segmentation algorithms

require at least sorne degree of supervision. The interaction of users with these software

applications, however, is not necessarily optimal, and there is always a trade-off between

usability and the number of tools and functions one would wish to inc1ude.

3.2 System description

The different aspects of the visualisation platform (ASP) have been previously de­

scribed [40, 151] and only the relevant components are presented here. This system uses
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the OpenGL-based Visualization Toolkit1. The different components of the software are

written in C++ and the Python programming language2 . Rigorous object-oriented soft-

ware design methods have been applied to ensure hardware independence and a standard

application programming interface (API).

3.2.1 Real-time nonlinear deformation of surfaces

The visualisation system used in this study incorporates a 3-D thin--plate spline (TPS)

transformation module [152]. This module, implemented as part of a generalised nonlinear

transform c1ass, makes use of landmark (control) points to interactively modify a 3-D

TPS transformation (see also [153] for a description). Considering a plane in space as an

example, the area local to the control points (which need not necessarily be on the surface)

may be warped or stretched, much as a rubber sheet. As shown in Figure 3.2, users may

place control points with the mouse and drag them around to visualise in an interactive

manner the result ofapplying the transformation to a 3-D image. The image may consist of

either data along a regularly-sampled structured grid (e.g. an MRI volume), or a polygonal

mesh describing a surface, or both.

3.2.2 Visualisation

Apart from the standard monoscopic 2-D display of the viewing volume, the software

system supports stereoscopie visualisation using either liquid crystal glasses 3 or a liquid

crystal polarizer on the monitor. In aIl the experiments described here, subjects wore liquid

crystal goggles in both stereo and mono conditions with the difference that during the

mono conditions the stimuli contained no stereo disparity. For rendering scenes containing

1Available at www. ki tware. cam.

2Available at www. python. org.

3CrystalEyes, Stereographies, San Rafael, CA, USA
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Figure 3.2: Defonning a wireframe surface using 3D spline control points.

mixtures of multiple transparent and opaque surfaces, care was taken to depth-sort the

polygons in the correct order for proper alpha-blending ([105]; see also §1.6.1). Surfaces

can also be displayed either by rendering only the underlying mesh or by Gouraud-shading

polygons and setting a unifonn opacity as desired.

3.2.3 Interaction

Input devices

Users have the option of interacting with the display using either a traditional (2-D) com­

puter mouse or a true 3-D tracking device. Among the 3-D tracking systems tested and

supported are the POLARIS, the Flock of Birds, and the 3-D Logitech mouse. Optical

tracking systems, including the POLARIS, have been found to have a operating accuracy

and precision of about 1 mm [125, 126]. The Flock of Birds system has a reported [154]

accuracy of ~1.8 mm for translation and 0.5 0 for rotations. The stated accuracy of the

Logitech mouse is 2% of the transmitter-receiver distance (on the order of 1 mm in this

case). For the experiments described here the 3-D Logitech system was used, as shown in

Figure 3.3. The hardware uses ultrasound emitted from transducers to track the 3-button

mouse equipped with small microphones.
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Figure 3.3: Subject using the 3-D mouse and wearing stereo goggles.

Camera

A general problem associated with navigating a 3-D scene using a 2-D translational input

device is that of mapping the 2-D mouse position to points in 3-D space, simulating dif­

ferent camera viewpoints. Because of the many-to-one nature of the 2-D to 3-D mapping,

the trajectory of these camera viewpoints is path-dependent, such that the reconstruction

of the virtual camera's movements does not depend solely on the start and end positions

of the 2-D cursor on the image. Even though this may seem non-intuitive, most users are

able to adapt rapidly.

When the camera rotation functionality was selected, left-right translations of the 2-D
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mouse resulted in rotations of the camera about the vertical axis, and forward-backward

translations rotated the camera about the left-right horizontal axis. Camera rotations using

the 3-D mouse enjoy the benefitof an additional degree of freedom as compared to the

2-D mouse. AU rotations with the 3-D mouse were computed so as to produce mirrored

rotations of the objects in the scene. For example, (c1ockwise) rotations of the 3-D mouse

about the vertical and left-right horizontal axes naturaUy resulted in reverse (counter c1ock­

wise) rotations of the scene about the same axes.

Navigational functionalities such as zooming and rotating the camera were bound re­

spectively to the right and left buttons on both 2-D and 3-D mice. Panning of the camera,

although available in the laboratory version, was not permitted in the experimental version,

and the focal point of the camera was fixed to the centre of the segmentation target.

The position of the current point was indicated in 2-D mouse mode by a cross-hair

cursor which traveUed along the c10sest surface faUing on the line between the camera and

the focal point. In 3-D mouse mode, a simple rendering of a probe indicated the position

of the pointer tip. It is important to note that the perceived position of the 3-D probe (even

during stereoscopie visualisation) did not correspond to the physical position of the 3-D

mouse.

Control points

The 3-D TPS control points were selected and dragged around using the middle button of

the 3-D mouse. In 2-D mouse mode the spline control points were selected and moved

along the surfaces of the objects in the scene also using the middle mouse button. In 2-D

mode, the control points may also be moved towards or away from the centre of rotation

(the camera's focal point) using a keyboard modifier (8hift or Ctrl) along with the

middle mouse button. In both 2-D and 3-D mouse modes the control points changed

48



colour when the cursor or pointer was close enough to be selected and moved.

eut-planes

Although the 3-D mouse may also be overloaded with additional functionality using key­

board modifiers in combination with buttonpresses, this was explicitly avoided in order

to leave the user's other hand free (e.g. during intraoperative use) for other instruments or

devices. Thus, moving the three mutually orthogonal (axial, sagittal, coronal) eut-planes

was also accessed by the middle mouse button, such that if the pointer tip was within a

certain threshold of one of the planes, that plane could be selected and dragged when the

middle button was pressed. When using the 2-D mouse, the cut-planes (as well as the

control points) could be dragged while depressing the middle mouse button.

3.3 Experimental setup

An example of the type of application which would benefit from the functionalities of the

system described above is the segmentation of lesions on post--{)perative clinical images.

Specifically, the Image-Guided Surgery Laboratory has a database of images containing

therapeutic lesions created using radiofrequency thennocoagulation probes (see [68] for

a detailed overview). These lesions, as shown in Figure 3.4, are created in deetrlJrain

structures such as thalamic nuclei to relieve Parkinsonian symptoms. Subsequently, the

segmentation of these lesions on post--{)perative MR images allows clinicians to correlate

clinical outcome with the position and size of the lesions. Segmentation of other objects

such as tumours or demyelination lesions due to multiple sclerosis in longitudinal studies

is useful in observing and quantifying the progress of disease [155].

The following experiments consist oftwo separate types of stimuli. The first is a simple
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Figure 3.4: Sagittal MRI section showing hyper-intense post-operative lesion.

'white' ellipsoid in a 'black' surround, which resembles the clinical lesions in its high

contrast with the surround, but only roughly in its shape. In the second type, a post­

operative MR volume of a patient who had undergone functional surgery was used. While

the first type of stimulus has the advantage that the exact geometry of the target region is

known, the latter stimulus type is more representative of the kind of images used in clinical

practise.

3.3.1 Subjects

Subjects with normal or corrected-to-normal vision were allowed sorne time (1-2 hours)

to become familiar with the 2-D and 3-D interfaces. Subjects were selected who had
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prior experience with application software for visualising, interacting with, and segmenting

digital medical images, but were kept naïve with respect to the experimental hypotheses.

3.3.2 Generation of stimuli

Ellipsoid phantom

A digital phantom (a binary-valued volume) containing an ellipsoid with non-equal princi­

pIe axes was constructed, along with another ellipsoid surface ofslightly different geometry

(see Figure 3.5). The two ellipsoids' axes were rotated in space with respect to each other

such that the two shapes did not correspond perfectly in any of the three cut-planes. The

semi-axes of the target volume and initial surface were 7.5 x 8.5 x 10 and 9 x 10 x 8,

respectively. The subjects' task was to drag around 20 pre-positioned control points to

match the surface to the underlying volume within a 5-minute time limit. For the purposes

of the following experiments, subjects did not have the option ofplacing additional control

points. At the end of the allotted time for each trial, the subject's manually-edited mesh

was written to disk for analysis.

Post-operative lesions

These images contained a hyper-intense deep-brain therapeutic lesion bounded by a hypo­

intense region of edema, as shown in Figure 3.6. The subjects' task was to capture as much

as possible of the lesion by deforming the initial surface (in this case a sphere centred on

the lesion) as above, using the 20 control points. The surfaces segmented by the subjects

were compared to a segmentation performed by an expert in deep-brain neuroanatomy,

using the same interface and a 2-D mouse, but with an unlimited number of control points.

The radius of the roughly-sphericallesion was about 5 mm.
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Figure 3.5: Ellipsoid stimulus.

Figure 3.6: Post--{)perative lesion stimulus.
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3.4 Analysis

For experiments involving the ellipsoid stimuli, the resultant meshes were compared with

a reference surface (not displayed during the experiments) corresponding exactly to the

boundary of the test volume. The nodes of the polygonal surfaces generated from each

trial were matched to the reference surface using a nearest-neighbour search algorithm.

Node-wise difference maps between the reference surface and each of the subjects' meshes

were generated [156, 157]. The mean and maximum difference vectors for each mesh

were extracted and their magnitudes (the .e2-norm) used as a figure of merit indicating the

subject's accuracy in each trial. If the two surfaces were significantly different in shape the

mean difference vector would have a larger magnitude. A long maximum difference vector,

on the other hand, reflects significant deviations from the reference surface at a particular

region of the surface.

The mean and maximum magnitudes were then averaged across aIl of a particular sub­

ject's repeated measurements. In the case of single measurements, the data were averaged

across subjects.

3.5 Pilot experiment:

Interaction using 2-D vs. 3-D mouse

The first experiment carried out aimed to test (among other factors) the effect of (2-D vs.

3-D) interaction mode. The combination of (2-D vs. 3-D mouse) x (mono vs. stereo

viewing) x (Gouraud-shading with opacity of 0.7 vs. 1.0 vs. wireframe rendering) re­

sulted in 12 conditions. Using only the ellipsoid stimulus, three subjects (lM, PS, and RK)

performed 12 trials each.
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The raw results, showing the deviation vector magnitudes (both the average over each

segmentation surface, as weU as the maximum), are displayed in Table 3.1. Note that in this

table (and the foUowing similar ones) aU values are dimensionless distances. For a sense of

the scale ofthese error distances, refer to §3.3.2 describing the extent of the corresponding

target surfaces.

The mean and maximum deviation vectors were averaged across subjects. A three­

factor analysis of variance (ANOVA) test, surnrnarised in Table 3.2, revealed an enhance­

ment ofoveraU performance in stereoscopie compared to monoscopic viewing, but a degra­

dation ofperformance in 3-D compared with 2-D mouse interaction.

Given that interaction using the 3-D mouse did not improve performance, the foUow­

ing two experiment focussed on the visualisation aspects of the study using only the 2-D

mouse.

3.6 Experiment 1: Segmentation of ellipsoids

This experiment involved three subjects (AD, HW, and RK) who performed three repeti­

tions of six conditions: (mono vs. stereo viewing) x (Gouraud-shading with opacity of 0.7

vs. 1.0 vs. wireframe rendering). The raw results are shown in Table 3.3.

A three-factor ANOVA, surnrnarised in Table 3.4, revealed a significant effect due to

stereoscopie visualisation, but no effect ofrendering type. The results also show a statisti­

caUy significant difference between the subjects.
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3.7 Experiment 2:

Segmentation of post-operative lesions

The same subjects as in Experiment 1 perforrned segmentations ofa post-{)perative hyper­

intense lesion under the same six experimental conditions as above. The raw results are

shown in Table 3.5. The ANOVA results, displayed in Table 3.6, show a significant im­

provement due to stereoscopie visualisation in the maximum deviation vector magnitudes,

as well as a significant difference between subjects.

3.8 Discussion

The experimental results illustrate a number of points worth highlighting. The assumption

that interaction using a 3-D tracking device afforded inherent advantages was not borne

out by the data from the pilot experiment. There are a number of factors which may have

contributed to this result. Firstly, users have had years, if not decades, of experience using

traditional 2-D mice. Issues such as a limited workspace (vîz. the mouse pad) and mapping

movements in the horizontal plane to cursor movements in a vertical plane (the monitor)

are either not fundamental problems or have been resolved through years of practice using

the device. 3-D tracking systems, on the other hand, are relatively new additions to the host

of available input devices. A fairer experimental design would either have allowed subjects

months or years to become as familiar with the 3-D mouse as they are with 2-D mice, or

have attempted to find subjects who were as unfamiliar with traditional computer mice as

they were with 3-D devices. The latter may well be an exercise in futility more than 20

years after the introduction of the first personal computers. Even if such subjects could be

found in North America, they would likely have little experience with computers, let alone
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medical imaging applications.

Another concem from the human factors viewpoint is the lack of limb support when

using 3-D devices. It was demonstrated in the pilot study that it is quite difficult to achieve

positional accuracy and precision while holding one's ann out in space. Attempts were

made to limit the required physical workspace to less than l m3 by selecting an appropriate

gain factor for zooming, rotating, and translating the camera, while subjects rested their

elbows either in their laps or on the backrest of another chair. It is unlikely that using this

set-up subjects were as comfortable as they were using a standard 2-D mouse. As a result,

the error in positioning due to ann fatigue or nonnal tremor is much greater relative to

the positional accuracy of the 3-D mouse. This is despite the fact that the desired target

position of a control point is detennined through visual feedback and not by the absolute

position of the pointer in space. It is thus conceivable that given enough time the subjects

could have perfonned equally as well as when using the 2-D mouse. If so, the factor

limiting their perfonnance was ann instability rather than inferior target planning.

If inferior perfonnance using the 3-D mouse was in fact due to differences in the ap­

paratus, an appropriate control condition might have been to program the 3-D mouse to

be functionally identical to the 2-D mouse, with the exception that it would be operated

in 3-D space. In other words, the subjects would hold and operate the 3-D mouse as be­

fore, but without one of the degrees of freedom (e.g. twist rotations, or translations in the

Z-direction). The results from this condition would, in principle, distinguish between per­

fonnance differences due to the particular apparatus and those due to perceptual or motor

factors.

The data revealed a consistent improvement in perfonnance in trials where the scene

was rendered stereoscopically. This is a result which would be expected in a task that

requires an appreciation ofthe three-dimensional position and shape ofpoints and surfaces.
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As is well known, stereo disparity is a powerful depth cue which, if used in a consistent

manner with other monocular depth cues (such as occlusion, parallax, and kinetic depth

effect occuring when the scene is rotated [117]) can convey a compelling sensation of

depth. Again, it is possible that subjects would have performed equally well without the

stereo disparity cue provided unlimited time. Given the 5-minute time limit, however,

the trade-off between speed and accuracy is revealed by a statistically significant drop in

performance in monocular trials.

The data failed, however, to show a significant effect of surface rendering method.

This is a surprising result, considering one might have expected performance of the task

to have been facilitated by transparent surfaces. The task can essentially be boiled down

to the simultaneous matching of contours. As the subject moves the cut-plane through the

volume, at each position a comparison is made between the 'white--black' contour of the

underlying volume (whether ellipsoid or post-operative lesion) and the portion of the blue

surface which intersects the three cut-planes. The subject then manipulates the position

of the nearest control point to overlap the two sets of contours as closely as possible. It

would follow then, if the blue surface is opaque and occludes the volume's contour, that

the surface must be pushed past the volume's contour to make it visible, and then pulled

back again to the overlapping position. If the blue surface is transparent (or rendered as a

polygonal mesh) it can be moved directly to the appropriate position, thus saving time and

. .
mcreasmg accuracy.

Nevertheless, the data showed consistently that in this task there were no gains in per-

formance associated with transparency. One possible explanation might be the following,

illustrated in Figure 3.7. Assume that at a particular position of the cut-plane the two

contours are matched and the blue surface is Gouraud-shaded but transparent. Since the

underlying volume is more or less binary-valued (either 'bright' or 'dark'), the increase in
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Figure 3.7: Region where the underlying lesion may be masked by the transparent surface.

brightness of the overlapping region (bright lesion seen under the transparent blue surface)

might be aH attributed to a brighter blue surface. In that case the subject might perceive no

lesion at aH, and only a brighter transparent blue surface, prompting the subject to move

the surface to (re)detect the underlying contour, as in the case of an opaque surface.

3.9 Summary and future work

In this chapter, a novel software system has been introduced which aHows for visualisation

of and interaction with images, both in 2-D and 3-D. An experiment has been described

which evaluates the effectiveness ofdifferent visualisation and interaction parameters using

a manual segmentation task. The results show that while comparable segmentations can be

achieved using a 3-D tracking device, neither did the subjects feel as comfortable nor did

they show superior performance when compared with performing the same tasks using a
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standard 2-D mouse. The subjects did show an improvement in performance with stimuli

containing stereo disparity, but no effect of surface rendering type was revealed.

Extensive experience using this system with clinical images in the laboratory leads

to the following general observations and suggestions. Although using control points to

interact with surface meshes is intuitive and convenient, depending on the starting surface

many such control points may be required to match the surface locally to the underlying

volume. These control points may in tum occlude the volume of interest which may be

quite small relative to the total volume. In these cases a feature to toggle the visibility or

opacity of the control points as weIl as the visibility of the segmented surface is useful.

Moreover, though thin-plate splines were used to warp the space (and thus the nodes in the

meshes), other nonlinear 3-D schema (including direct interaction with a subset of mesh

nodes) could equally weIl have been implemented. Thus for complex shapes the system as

described is better suited to editing the results of automatic or semi-automatic algorithms

rather than actual segmentation from a generic starting surface (e.g. a sphere or ellipsoid).
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subjects

average

opaque 1.85 1.80 1.48 1.37 1.63 1.34 2D rnouse

1.61 1.94 1.51 1.68 1.69 1.49 3D rnouse

transparent 1.70 1.49 1.48 1.47 1.55 1.55 2D rnouse

1.58 1.95 1.57 1.52 1.92 1.55 3D rnouse

wirefrarne 1.54 1.58 1.64 1.46 1.68 1.43 2D rnouse

1.45 1.71 1.65 1.53 1.69 1.59 3D rnouse

maximum

opaque 5.39 4.76 5.41 5.68 5.62 4.99 2D mouse

7.41 6.09 6.38 5.16 5.82 5.40 3D mouse

transparent 7.85 5.38 5.66 5.43 5.53 5.71 2Dmouse

6.12 6.44 6.57 6.11 5.41 5.64 3D mouse

wireframe 6.27 5.81 5.65 5.95 5.50 4.99 2Dmouse

5.62 6.01 7.09 6.49 5.79 5.97 3D mouse

=====~;::::====;:=rn=o=n=o=;===~~===rs=t=er=e=o;=====:~,=====
~ lM 1 RK 1 PS ~ lM [ RK 1 PS ~

Table 3.1: Raw data from pilot experiment: average and maximum error (deviation) vector
magnitudes.

average p max. p

2-D vs. 3-D mouse 0.10 0.03

rendering type 0.83 0.39

stereo vs. mono 0.15 0.02

Table 3.2: Results ofpilot experiment: p-values for average and maximum deviation vector
magnitudes.
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trial #

average

opaque 1.16 0.97 0.96 0.65 0.59 0.88 0.75 0.79 1.05 mono

0.91 0.83 0.82 0.44 0.66 0.92 0.57 0.69 0.72 stereo

transparent 1.15 0.95 0.90 0.58 0.74 0.78 0.74 0.83 0.86 mono

1.10 0.92 0.93 0.52 0.78 0.77 0.62 0.79 0.86 stereo

wireframe 1.57 0.99 0.86 0.69 0.64 0.65 0.67 0.79 0.68 mono

0.92 0.83 0.77 0.54 0.50 0.65 0.75 0.79 0.74 stereo

maximum

opaque 2.65 1.86 1.63 1.64 1.57 1.63 1.66 2.37 1.80 mono

1.69 1.61 1.66 1.38 1.67 1.57 2.14 1.86 1.98 stereo

transparent 2.57 1.94 1.49 1.56 1.69 1.52 1.94 1.81 1.61 mono

1.84 1.66 2.10 1.26 1.70 1.56 1.67 1.64 2.45 stereo

wireframe 1.57 1.60 1.80 1.76 1.75 1.50 2.00 2.03 1.70 mono

1.88 1.53 1.71 1.36 1.28 1.55 1.67 1.67 1.74 stereo

Table 3.3: Raw data from ellipsoid stimuli: average and maximum error (deviation) vector
magnitudes.

average p max. p

stereo vs. mono

rendering type

subjects

0.02 0.15

0.64 0.31

< 0.01 0.001

Table 3.4: Results of Experiment 1: p-values for average and maximum deviation vector
magnitudes.
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trial #

average

opaque 0.50 0.53 0.43 0.42 0.45 0.33 0.40 0.40 0.68 mono

0.51 0.57 0.36 0.34 0.43 0.38 0.46 0.60 0.62 stereo

transparent 0.63 0.56 0.49 0.32 0.34 0.41 0.54 0.59 0.65 mono

0.56 0.44 0.41 0.37 0.34 0.37 0.55 0.49 0.65 stereo

wireframe 0.69 0.62 0.67 0.28 0.28 0.48 0.59 0.42 0.61 mono

0.59 0.54 0.50 0.30 0.33 0.34 0.53 0.43 0.49 stereo

maximum

opaque 1.36 0.93 0.89 1.27 1.65 1.13 0.98 1.28 1.52 mono

1.56 1.33 1.02 0.88 0.91 1.12 1.31 1.62 1.64 stereo

transparent 1.58 1.48 1.58 0.98 0.89 1.27 1.23 1.61 1.59 mono

1.43 1.03 1.00 0.87 0.93 0.79 1.18 1.62 1.53 stereo

wireframe 1.43 1.58 1.95 0.88 0.77 1.00 1.62 1.13 1.66 mono

1.41 1.51 1.11 0.90 0.81 1.00 1.45 1.00 1.40 stereo

Table 3.5: Raw data from lesion stimuli: average and maximum error (deviation) vector
magnitudes.

average p max. p

stereo vs. mono

rendering type

0.16

0.73

0.07

0.99

subjects ~ 0.001 ~ 0.001

Table 3.6: Results of Experiment 2: p-values for average and maximum deviation vector
magnitudes.
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Chapter 4 Preview

The previous chapter examined the raIe of transparency in an applied context. In the

next chapter a significantly simpler stimulus is presented in arder ta find the model which

best represents subjects' internaI model of achromatic transparency. Chapter 4 is an adap­

tation of the following article:

R. Kasrai and F. A. A. Kingdom, "The precision, accuracy, and range of perceived

achromatic transparency," Journal of the Optical Society ofAmerica (A), vol. 18, no. 1,

pp. 1-11,2001.



Chapter 4

The precision, accuracy, and range of

perceived achromatic transparency

"At the thought of statistics, the Collector, walking through the chaotic

Residency garden, felt his heart quicken withjoy... For what were statistics

but the ordering of a chaotic universe? Statistics were the leg-irons to be

clapped on the 'thugs' of ignorance and superstition which strangled Truth in

lonely byways." -J. G. Farrell, The Siege ofKrishnapur

Abstract

How accurately do human observers perceive the properties of an achromatic trans­

parent filter with both refiective and transmissive components? To address this

question a novel six-luminance stimulus was employed, consisting of three transparent

layer luminances set against three background luminances, which satisfied the conven-

tional constraints of perceptual transparency. In one experiment, subjects adjusted one of

the three layer luminances to complete the impression of a uniform transparent disk. It was

found that the luminance-based formulation of Metelli 's episcotister model, and a model

based on ratios of Michelson contrasts best predicted the subjects' settings, which were

both accurate and precise. In another experiment, pairs of stimuli selected from a range

with various values of the adjustable layer luminance were presented in a series of forced-

choice trials. A novel implementation of the pair comparisons method was employed to

recover the distribution which describes each subject's preference pattern. Results showed

that there exists a reasonably wide range of stimuli which give rise to at least sorne degree

of perceived transparency.
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(a) (b) (c)

Figure 4.1: Transparency stimuli. (a) Tw(}-luminance stimulus does not provide a strong
transparent percept; (b) four luminances simulating an episcotister in the classical bi-partite
display; and, (c) six-luminance stimulus with mid-grey background.

4.1 Introduction

4.1.1 The re8ectance formulation

The perception oftransparency has intrigued vision researchers for at 1east a hundred years.

Investigators from Helmholtz [19] to Metelli [6] have proposed different theories to explain

the phenomenal experience associated with perceiving a background through a transparent

surface, and employed different techniques for testing and proving those theories. Metelli

used an episcotister-a rotating opaque disk with open sectors of varying size giving the

effect of different illusory opacities. When the altemation of the episcotister's open and

opaque sectors exceeds the critical flicker frequency, it appears as a transparent disk through

which a bipartite background can be seen, as in Figure 4.1 (b). Metelli 's observations led to

the formulation of his s(}-Called episcotister reflectance model [6, Il]

p = ta + (1 - t)r

q = tb + (1 - t)r, (4.1)

where r is the reflectance of the opaque episcotister surface, t is the fraction of the disk
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that is open, a and b are the refiectances of the background surfaces, and p and q are the

resulting layer refiectances l , such that 0 :::; {a, b, p, q, r, t} :::; 1. The episcotister refiectance

model is an expansion ofTalbot's law ofcolour mixture (see also §1.5.2), ax+ (1- a)y = z,

where x and y are two colours expressed as refiectances, a and 1 - a are the relative linear

mixing proportions, and z is the resulting fusion colour. In each case, refiectances from

two sources contribute linearly to produce the desired mixture.

4.1.2 Illumination considerations and the luminance formulation

Metelli 's original refiectance equations have since been reformulated by Gerbino [4] to al-

low for non-homogeneous illumination of the transparent layer and the background, since

illumination considerations cannot be incorporated into a purely refiectance-based formu-

lation. It has been shown the visual system is able to correctly perceive characteristics of

surfaces in two differently-illuminated depth planes [158]. Similarly, an opaque surface and

a transparent overlay may in general be differently illuminated. This consideration neces-

sarily requires reformulating Eqs. 4.1 in terms of luminances rather than refiectances. The

luminance formulation ofany transparency model is also more amenable to psychophysical

studies using CRT displays, where luminance (emitted pixel intensity) is the variable being

manipulated. When luminance, instead of refiectance or lightness (perceived refiectance),

is used as the independent variable to describe the necessary colour relationships for per-

ceptual transparency, Eqs. 4.1 become

P = taJ + (1 - t)rJ' = tA + (1 - t)rhJ = tA + F

Q=tB+F, (4.2)

1The tenns "layer reflectance" and "layer luminance" are used throughout this paper to denote the absolute
reflectance or luminance of the stimulus corresponding to the putative transparent layer, even though the
variations in luminance would, in the physical case, be due to the background.

66



P = taI + (l-t)rI'
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a
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Figure 4.2: Optic array describing the episcotister luminance model. Note that the back­
ground is illuminated only directly and not through the layer.

where P and Q are the luminances of the portion of the image representing the layer (P and

Q; see Figure 4.1), A and B are the luminances of the background (A and B), ! and l'are

the (generally non-equal) illumination components for the two surfaces with ratio h, such

that l' = hl, and t and r are the transmittance and reflectance of the layer. The second

term is collapsed into an overall additive component F, since with four known luminances

(A, B, P, Q) and two equations, only two unknowns (t and F) can be extracted, and the

product rh! cannot be disambiguated without additional assumptions or prior knowledge.

Figure 4.2 shows the optic array describing the luminance episcotister (LE) model from

which Eqs. 4.2 are derived, which assumes that the background surface is illuminated di-

rectly and not through the layer. Others [20] have assumed that the background is illumi-

nated exclusively through the transparent layer. From an ecological standpoint, isotropie

diffuse illumination is the norm, and neither assumption is strictly valid. Rather, when the

layer is close to or flush with the background, most ofthe light reflecting offthe background

(through the layer) will have already passed through the layer once, giving rise to a t 2 fac-

tor. This quadratic term, and multiple reflections between the filter and the background, are

the defining characteristics ofthe filter model ofBeek et al. [20] (the formulation for which
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is given below; see Eqs. 4.4). When the layer is at a distance from the background, most

of the light refiected from the background will not have passed through the layer first, and

Eqs. 4.2 are more valid. It should be made clear that even though these models have a basis

in optical physics, they should not be taken as physical models per se, rather as models of

the assumptions the visual system makes when interpreting transparency stimuli.

Isolating t and F from the luminance-based Eqs. 4.2 gives

t=

F=

P-Q
A-B

AQ-BP
A-B '

(4.3)

implying that given the four known luminances the visual system can extract the values

of t and F. Even though it has been shown that sorne form of illusory transparency is

possible withjust three luminances under certain conditions [21, 159], this is generally not

the case; four luminances are necessary to unambiguously render a given combination of t

and F, as evident from Eqs. 4.3. Figure 4.1 shows the progression from two luminances (no

phenomenal transparency) to four (the minimum necessary), to the six-luminance stimulus

used in this study, the rationale for which is described below.

4.1.3 Measuring perceived transparency

It is unlikely that the visual system calculates the values of t and F explicitly, as one does

not appear to have phenomenal access to the absolute values of these parameters when

viewing a transparency stimulus. This is not to say that one cannot perceive a filter to be,

say, more opaque or less reffective than another, but it would presumably be difficult to

select a filter with, say, t = 0.5 from an array of filters with different t values. How might

one measure the accuracy and precision with which human observers perceive and encode

the properties of a simulated transparent surface? Accuracy is a measure of closeness to
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an expected setting. This may be a setting according to the observer's internaI model of

transparency. Precision, on the other hand, is the reliability or reproducibility of the set-

tings, which will be reflected in their variability. Consider the four-luminance display

shown in Figure 4.1 (b). Fixing both of the background luminances and one of the layer

luminances leaves a range of the other layer's luminances that will produce valid trans-

parencies, i.e. valid combinations of t and F. In other words, there is no unique solution

with the four-luminance display, and therefore the four-luminance display is insufficient

on its own as a tool for measuring perceived transparency. In their study ofperceived trans-

parency, Gerbino et al. [160] used two four-luminance displays (i.e., eight luminances in

total): one a test stimulus, the other a comparison stimulus. Their subjects adjusted F (thus

simultaneously altering both P and Q) on the test to perceptually match thatofthe compar-

ison. The investigators showed that subjects were capable of making reasonably accurate

settings according to the luminance version of the episcotister model.

A simpler and better suited stimulus for measuring transparency, however, is a six-

luminance display,2 one forrn of which is shown in Figure 4.1(c). Six luminances are

the minimum necessary for a unique solution using just one adjustable luminance. 3 The

stimulus in Figure 4.1 (c) consists of three background and three layer luminances. With

two of the background luminances and their two corresponding layer luminances appro-

priately set, a valid transparent surface can be created (as the minimum four-luminance

requirement for transparency is satisfied). With the third background luminance then set

arbitrarily as a test, the subject can adjust the remaining layer luminance to complete the

transparent surface--to create a perceptuaIly uniform t and F consistent with aIl three layer

2The principle of the six-luminance method has also been described by W. Gerbino in a conference
presentation, though it was not mentioned in the associated conference abstract, [161].

3Additionally, in this display all the relevant luminances are in close proximity in central vision, such that
no scanning of the image is required. In Gerbino et al.'s study, even though subjects were instructed to fixate
halfway between the test and comparison patterns which were presented side-by-side, it is equivocal where
the observers actually fixated.
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Figure 4.3: Range of possible test patch settings. The correct image, according to the
luminance episcotister (LE) model, is in the centre.

luminances. In principle the subjects do not need to be phenomenologicaIly aware of the

distinction between t and F with this method, since they are only required to make the

whole layer appear uniform in its transparency properties. It is worth emphasising here,

however, that the subjects do not adjust t and F independently. Consequently, the results

do not directly show how weIl these two properties of transparent filters are independently

set. Rather, the results will speak to the overaIl salience of the transparency percept, and

how weIl subjects perform while directly manipulating a single stimulus luminance.

To understand how the six-luminance stimulus is employed, consider Figure 4.3. AlI

the stimuli are identical except for one of the layer luminances, which increases system-

atically as one progresses through the series. Inspection of the stimulus set reveals that

at the extreme ends of the series, the layer does not appear to form a uniform transpar-

ent surface. However, in the middle of the series one does have the percept of a milky
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(F > 0.0), semi-transmissive (0 < t < 1), unifonn transparent surface. Only one of the

stimuli, however, is the correct one, at least according ta the episcotister luminance model

(midway in the middle row; provided the luminances have been correctly reproduced in

the figure). It is important ta understand that the correct third layer luminance depends on

the particular model oftransparency. Although there are certain restrictions on the possible

settings of the two fixed layer luminances, within those restrictions a given combination

of background and layer luminances will produce a different t and F combination depend­

ing on the transparency model assumed by the visual system. In Experiment 1, subjects

were required ta adjust this third layer luminance ta provide the best perceived transparent

surface, for a number of stimuli with various combinations of background luminances and

layer t's and F's.

The first goal of this study is ta employ the six-luminance stimulus ta test between

various models of perceived transparency, and ta measure bath the accuracy and precision

with which observers make transparency settings with respect ta their preferred mode!.

4.2 General methods

4.2.1 Stimulus

The stimulus consisted of two simulated concentric disks, each divided into three equal

overlapping sectors, producing an illusory transparent layer on a tri-partite background

[see Figure 4.1 (c)], such that the sectors P, Q, and S were on top of the background por­

tions A, B, and C. The layer luminances P and Q were calculated ta produce a range of

t's and F's according ta the LE mode!. It must be emphasised, however, that this in no

way precludes the subject from making settings according ta another internaI mode!. The

difference in predictions between three of the models is quite small as will be shawn be-
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low; setting two of the layer luminances according to one of the mode1s mere1y ensured

that there was an adequate range of t and F values represented in the stimuli for any of the

mode1s. The luminance of the area surrounding the stimulus was fixed at an intensity of

ha1fthe maximum luminance produced by the disp1ay (i.e., 20 cd/m2
). Stereoscopie image

pairs with a maximum outer diameter of7.5 x 7.5 cm2 were viewed through a custom-built

8-mirror stereoscope with a principal ray path--1ength of45 cm, for a maximum visua1 an­

gle of 7.1 0
• Even though alI parts of the image were in the plane of fixation, a stereoscope

was used because these experiments were part ofa 1arger project which inc1uded sorne con­

ditions where the layer was set to a different depth from the background. The stereoscope

a1so served to maintain a fixed viewing distance. However, on1y the data from flat--p1ane

stimuli are reported here.

4.2.2 Display

AlI experiments were performed using an SGI (Silicon Graphies, Inc., Mountain View, CA,

USA) 02 workstation (l5O-MHz R10000 processor) on a 17-in. monitor displaying 1280

x 1024 pixels at a vertical refresh rate of 72 Hz. The luminance output of the monitor was

measured using a single channel optometer with photometrie detector (Modei S370, United

Detector Technology), and calibrated to produce luminances between 0 and 40 cd/m2 •

4.2.3 Subjects

Three subjects participated in the experiments, one of whom was naïve to the purpose of

the experiment (KW) and two of whom were the investigators (RK, FK). AlI three sub­

jects were experienced psychophysical observers who had normal or corrected-to-normal

vISIOn.
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4.3 Experiment 1: accuracy and precision

4.3.1 Procedure

A combination ofluminances of A, B, G, and F (ranging from 0 to 30 cd/m2
), inc1uding

four different values of t (0.2, 0.4, 0.6, 0.8) were pre-selected with the constraints that {A,

B, C} #- 20 cd/m2 (surround colour), and {A, B, C, P, Q, 5} < 40 cd/m2 (maximum

luminance output). The contrasts between adjacent stimulus regions were minimised in

order to avoid potentially extreme non-linear behaviour of the visual system. This was

done by limiting the (Michelson) contrast between the background values (A, B, G) to

30%-40%. The contrast between the layer luminances is, from the model definition (see

Eqs. 4.2), always equal to (for F = 0) or smaller than the contrast between background

luminances. The subjects' task was to adjust the luminance 5, using the computer mouse

to drag a slider on the display, such that they perceived the transparent layer as a contiguous

disk with uniforrn transmissive and refiective characteristics on the tri-partite background.

The luminance 5 was set to a random value at thebeginning of each trial. An example of

the range of possible settings for one stimulus is shown in Figure 4.3. Each subject made

three sets of adjustments on the set of fortYpre--computed stimuli.

4.3.2 Results and discussion

Subjects' final settings of the luminance 5 were compared first to the theoretically expected

luminance for each stimulus, as ca1culated according to the LE mode1, 5 = tG + F. The

results for the three subjects are presented in Figures 4.4(a}-{c). Each datum point is the

average of three adjustment values, with the bars indicating standard error. Points falling

on or near the y = x (45°) line indicate good agreement with expected values, or high

accuracy. For all three subjects, the coefficient of deterrnination (r 2
) was at least 0.99.
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Figure 4.4: Left column (a-c) shows adjustment settings for three subjects (along with solid
line depicting a linear regression) compared to the expected episcotister luminance settings
(dashed 45° line). The right column shows the data from one subject (KW) compared to
predictions according to altemate models: (d) filter model, (e) Michelson contrast model,
(f) arithmetic mean model, (g) average brightness model. The performance of subject (KW)
matches the first three models the most closely.
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Small standard errors are the result of low variability in repeated measurements, or high

precision. The results shown in Figures 4.4(a)-(c) clearly reflect very good performance to

the extent that both accuracy and precision are high for aIl subjects.

The rest of the plots in Figure 4.4 compare the results from one subject (KW) with sorne

alternative models. The first alternative model was the filter model of Beck et al. [20].

Whereas the LE model does not require an illumination component (it is implicit in the

additive term F), the luminance version ofthe filter model includes an explicit illumination

variable, 1. For the purpose ofcomparison with the LE model, the highest luminance in the

image was taken as the illumination component, which makes the implicit assumption that

the highest luminance is 'white', with reflectance 1.0. From the luminance formulation of

the filter model [4J,

J(A - BHP - Q)(I2 - AQ)(I2 - BP)
A(12 - BP) - B(I2 - AQ)

P(AQ- BP)
A(12 - BP) - B(I2 - AQ)'

12

ti12 _ Fee + Fj , (4.4)

where t j and Fj are the transmittance and the reflectance terms, and S j is the expected

luminance setting. After eliminating stimuli which gave negative t j and F j values, the

expected settings for Sj given e were calculated. Even though in using Eqs. 4.4 one

obtains different t j and Fj values from the LE model, the resultant luminances, S j, are

still quite close to the LE predictions. This is not surprising, as it has been shown by

Gerbino [4J that the reflectance and transmittance values of the filter model (Eqs. 4.4)

approach those of the LE model (Eqs. 4.2) as higher and higher values of the illumination

component are assumed. The fact that a number of stimuli had to be rejected due to illegal

values of t j (outside the range [0, ID and Fj (Fj < 0) suggests that the solution space of

acceptable transparent percepts is smaller for the luminance filter model than the luminance
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episcotister mode!. It should be noted that the results for the filter model apply only insofar

as the assumption of the lightest patch being white is valid.

A model recently proposed by Singh and Anderson [8] employs ratios of Michelson

contrasts between adjacent areas as a predictor of subjects' perceived transmittance. Instead

of the luminance differences in Eqs. 4.3, the transmittance, tM, is given by

P-S P-Q
t - P+s - P+Q
M- A-C - A-B·

A+C A+B
(4.5)

To compare this with other models, Eq. 4.5 was rearranged such that expected values of the

luminance S could be directly plotted, giving

s = pA(AQ - BP) + e(AP - BP)
M A(AP - BQ) + e(AQ - BP)·

(4.6)

Another hypothesis is that subjects may simply have used the average contrast between

the layer luminances and their background when making a setting. This would be equiva-

lent to making the assumption that the transparent layer is a neutral density filter i.e., that

F =0, even though this assumption is not supported by the physical characteristics of the

stimuli. There are a number of different indices that could measure average contrast. One

such index would be the arithmetic mean, i.e., S = ~ e(~ + ~). Another is the geometric

mean---the equivalent of taking the average in log-space--which is given by

S
log­e

S

1 P Q
- (log - + log - )
2 A B

e(~~)1/2. (4.7)

Since the geometric mean of two values is in general close to the arithmetic mean

when the two samples are similar (recall that an effort was made to avoid large stimulus

contrasts), in this case the two means are almost identical, and only the comparison with

the arithmetic mean is shown in Figure 4.4(f). Finally, the average luminance

S= P+Q
2
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was also calculated and plotted against observed data, since it is conceivable that subjects

were making sorne sort of average brightness setting of the three layer luminances, inde­

pendent of the background intensities.

The results show that the LE model, the ratio of Michelson contrasts model, and to

nearly the same extent, the luminance filter model (r 2 = 0.99 for aIl three for subject KW)

account very weIl for subjects' performance. Neither of the other plotted predictions shown

in Figure 4.4 match the results as weIl as the LE model (r 2 = 0.96 and 0.90 respectively,

for the arithrnetic mean and average brightness hypotheses), and both the slope of the re­

gression and the goodness of fit are inferior. Taken together, the results from Experiment

1 demonstrate that with the six-luminance display, human subjects make accurate (i.e.,

close) and precise (i.e., reproducible) transparency judgements according to the luminance

formulation of the episcotister model, and the Michelson contrast mode!.

The performance of the subjects in this experiment says little, however, about whether

there is a range of settings around the ideal luminance S, given a set of {A, B, C, P, Q}

that nevertheless produces sorne degree of perceived transparency. The next experiment

was designed to address this question.

4.4 Experiment 2: Range of perceived transparency

To understand the purpose ofthis experiment consider the following 100se analogy. Imag­

ine that one wishes to determine the wavelength perceived as unique yellow. In principle,

one might adjust the wavelength of light until unique yellow was perceived. The estimate

of unique yellow and the precision of the estimate would then be given by the mean and,

say, standard error of a series of such adjustments. One might then compare the measured

estimate of unique yellow with a prediction based, for instance, on sorne physiological
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model of colour vision. This is analogous to Experiment 1, where the luminance needed

to produce the best transparent percept was deterrnined and compared to a putative physi-

callpsychological model, and the accuracy and precision of a range of such settings ascer-

tained. One could, however, ask a quite different question: over what range ofwavelengths

around unique yellow do subjects perceive at least sorne degree ofyellowness? To estimate

this range one might ask subjects to indicate the wavelength boundaries on either side of

unique yellow, beyond which no yellowness was perceived. This, however, would be a

somewhat crude measure, since it would not take into account the pattern of decline of

perceived yellowness as one moved away from unique yellow.

In this experiment the range of luminances over which a degree of transparency is per-

ceived was measured, using a novel technique that allows the deterrnination of the pattern

of decline of perceived transparency as one departs further and further from the point of

ideal or best transparency.

4.4.1 Procedure

The subjects were presented with forced-choice4 pairs of six-luminance stimuli in two

temporal intervals and were asked to indicate (by a button press) which of each pair con-

tained the most compelling transparency, insofar as it presented a layer with most uniforrn

transmissive and reflective properties around the entire disk. Each stimulus was presented

for 1250 ms, with a 250-ms interstimulus interval. When no stimulus was present the

screen was a blank mid-grey colour. Whereas in the adjustment data of Experiment 1 the

stimuli encompassed a wide range of different combinations of parameter values, in this

experiment all the trials were based on a stimulus with the following fixed parameters:

4There is disagreement"in the literature over the usage of the term 'forced-choice'. Some maintain it
should only be used if there is a correct answer on every trial, which is not the case in this experiment. The
term forced-choice is meant here to imply that there are two alternatives on each trial from which one must
be chosen. See [162] for a discussion ofthis issue.
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A = 6.0 cd/m2
, B = 14.7 cd/m2

, C = 24.0 cd/m2
, t = 0.75, and F = 9.0 cd/m2

, resulting

in expected values of P, Q, and 5 of 13.5,20.0, and 27.0 cd/m2 , respectively, according to

the LE model.

In each trial two stimuli with, say, 51 = 24.5 cd/m2 and 52 = 34.5 cd/m2 were chosen

from the list of nine potentialluminances of 5. The values of 5 were sampled every

2.5 cd/m2 , and the list was centered on the expected LE model value (i.e., 27.0 cd/m2
),

such that 5 i E {17.0, 19.5,22.0,24.5,27.0,29.5,32.0,34.5, 37.0} (see Figure 4.3, for

example). Each stimulus pair was presented twice, in different presentation order. The

angular orientation of the stimulus was randomised such that the test patch did not appear

in the same location from one pair to the next, while the orientation within each pair was

held constant. The trials were interleaved such that in one trial the luminances P and Q

were held fixed while the luminance 5 was selected from an array ofnine values (as above),

while in the next trial Q and 5 were heId fixed while the luminance P was selected from a

list ofnine values centred on its expected value, and so on. The values of A, B, C, t, and

F, as well as the colom of the surround, were heId fixed throughout.

Three sessions of 216 trials were performed by subjects FK and KW. Each session

consisted of three interleaved stimulus sets--one set for each third of the circ1e: P, Q, and

S. There are 8~9 ways of selecting pairs from a list of nine. With two presentations of each

pair within each of the three session, this yields a total of8 x 9 x 3 x 3 =648 trials, which

were grouped together and tallied.

The subjects were, in addition, asked to make three free-adjustment settings for the

three parts of the circ1e (as in Experiment 1) to determine each subject's best transparency

setting.
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4.4.2 Analysis: Modified method of pair comparisons

The method of pair comparisons [163] is traditionally used to rank: order objects (e.g.,

carrots, zucchini, celery) in a category (e.g., vegetables) in order of preference, and to

subsequently find the objects' co-ordinate values along a unidimensional preference scale

with an arbitrary origin, e.g. {-1.2, 0.2, 1.5} for {celery, carrots, zucchini}. The traditional

method of pair comparisons cannot be used, however, to recover an underlying preference

distribution where a unidimensional parameter space with equally spaced samples is al­

ready defined. In the case of this experiment, the parameter space is the luminance of

the variable test patch (be it P, Q, or S) which is sampled strictly every 2.5 cd/m2
• This

distribution describes not only how much more compelling a stimulus is than another (by

comparing the two corresponding points on the function), but also delimits the range of

stimuli regarded as transparent at all. Presumably, if two stimuli are equally undesirable,

each will be selected an equal number of times, and their ordinate values will be equal.

The following modification to the classical method of pair comparisons was made in

order to recover what will hereafter be referred to as the a priori probability density func­

tion (PDF). It is assumed that given a range oftransparency stimuli (i E 1,2, ... ,N) which

vary along a single dimension (be the relevant parameter transmittance, reflectance, or lu­

minance of the test patch, as in this case; see Figure 4.3), there exists a probability for each

stimulus (0 ::; qi ::; 1) to be preferentially selected over the others by an observer over a se­

ries of repeated trials. An assumption is made also that the sampled range of the parameter

space is wide enough that the tails of the PDF tend to zero (that is, that the whole distribu­

tion is captured in the PDF), and that the area under the PDF is normalised, i.e. 'Eqi = 1.

For example, the PDF ofa series of seven stimuli might be {O.O, 0.1, 0.4, 0.3, 0.2, 0.1, O.O},

as shown in Figure 4.5. Data could also have been collected by presenting all seven stimuli

arranged randomly side by side over a number of trials, and by asking a subject to select
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Figure 4.5: Simulated example of underlying a priori probabilities (squares) and tally
scores (triangles).

the best one, or the one with most consistent transparency according to sorne criterion, or

even by presenting single stimuli and asking for binary (yes/no) or scalar (a score from 1

to 10) judgements, as Beck et al. [20, 164] and others [165] have done.

To sample the parameter space using a forced-choice paradigm with the pair compar-

ison method, random pairs were selected from the series and the observer was asked to

choose the preferred one. A tally was kept of the number of times each stimulus was se-

lected in favour ofall the others. This list oftallies (the observed data) will be called p. The

a priori distribution sought will be labelled q, where qi is the probability of selecting the

ith stimulus over all the other stimuli in the series. Given a pair of stimuli with underlying

probabilities qj and qk presented in a given trial, the probability of choosing stimulus j

over stimulus k is simply Pj'rk = qj/(qj + qk)' That is, the probability ofchoosing q3 over

qs in the above example on any trial where q3 is compared with qs will be 0.4/(0.4 + 0.2)

or 2/3. Another interpretation would be that on average, in two out of three trials where
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stimuli 3 and 5 are compared, stimulus 3 would be selected. If both of qj and qk are zero,

Pj>-k is assumed to be 0.5, since the observer is forced to make a choice, and willlikely

choose each stimulus an equal number of times. Over a series of N trials, the probability

of selecting any particular stimulus becomes

Pi

where

N
_1" qi
CN L..t '2 j=l qi + qj

joli

N!
k!(N - k)!

(4.9)

is the number ofpossible ways ofpicking k items out of N without replacement. Since one

is selecting pairs, k = 2, and if one ensures that each pair is presented an equal number of

times, lICf becomes a common factor to aH the terms in the sumo The terms where j = i

are exc1uded from the sum, because the same two stimuli were never compared in the same

trial.

The array Pi then contains the observed tallies, expressed as proportions of the number

of times stimulus i was selected across aH trials, and qi are the a priori probabilities one

seeks to recover, as shown in Figure 4.5. Since eachpi is dependent upon aH the qi (i.e., the

whole PDF), inverting the transformation is not a simple task. The problem can be easily

solved numericaHy, however, if formulated as a constrained minimisation with Lagrange

multipliers [166]. SpecificaHy,

is minimised subject to the constraints

N

Lqi = 1,0:::; qi:::; 1, Iqi - qi+l! < 0.3.
i=l
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P (cd/m2
) FK KW Q (cd/m2

) FK KW S(cd/m2
) FK KW

3.5 4 4 10.0 12 5 17.0 13 10

6.0 5 8 12.5 14 10 19.5 30 24

8.5 36 36 15.0 17 18 22.0 46 43

11.0 31 33 17.5 40 37 24.5 36 37

13.5 33 34 20.0 37 37 27.0 28 34

16.0 34 32 22.5 38 40 29.5 28 31

18.5 35 31 25.0 31 34 32.0 15 18

21.0 17 19 27.5 16 21 34.5 12 13

23.5 21 19 30.0 11 14 37.0 8 6

Table 4.1: Raw forced-choice resuIts. The data for each subject is presented for each sector
of the stimulus. The tallies show the number of times each stimulus was selected. Note
that when the stimuli with, say, P = 3.5 cd/m2 and P = 21.0 cd/m2 are compared, the
luminances, Q and S, of the other two sectors are heId fixed at the LE model values. These
raw tallies were normalised with respect to the column total (N =216) to give Pi for each
curve in Figures 4.6 and 4.7.

The constraints ensure that the PDF sums to unity, and that each individual probabil-

ity is between zero and unity. A gradient constraint was also added to avoid overshoots

and undershoots in the minimisation. 5 Visual inspection of the data confirms that large

differences in adjacent bins are artefactual or are due to outliers.

4.5 Results and discussion

Table 4.1 lists the raw (nonnormalised) tallies for both subjects. Figures 4.6 and 4.7 show

the recovered a priori probabilities (qi) as weIl as the raw tally data (Pi) for subjects KW and

FK. The solid verticallines show the LE model predictions. The dashed verticallines show

5The minimisation was perfonned using the constr () funetion in the MATLAB optimisation toolkit
(The MathWorks, Ine., Natiek, MA, USA).
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Figure 4.6: Forced-choice results for subject KW. Each plot shows the results from the
luminance perturbation of one part (P, Q, and S, respectively, from top to bottom) of
the stimulus around the value according to the luminance episcotister model (solid vertical
line). The original tally data is shown by triangles. The squares show the recovered a priori
probabilities, q. The dash-dot line joining the triangles shows a check of the solution by
substituting qi back into Equation 4.9 to compare with the observed tallies, p. The vertical
dash-dotted line is the first moment (average) of the a priori data, and the dashed line is
the average ofthree adjustment settings made by the subject.
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Figure 4.7: Forced--ehoice results for subject FK.

the subjects' average adjustment settings corresponding to each part of the stimulus, which

were measured separately. Rather than imposing a functional form (i.e., a Gaussian) on the

recovered results in order to obtain sorne measure of the central tendency and spread, the

average and standard deviation of the distribution were computed. The dotted lines show

the means of the three distributions. These results are summarised in Table 4.2.

The results show that both the subjects' free adjustments and the mean of the PDF are

reasonably close to (generally within 3 cd/m2 of) the predicted episcotister modellumi-
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FK KW

P, LE model value 13.5 13.5

P, free adjustment (std err) 16.3 (1.0) 12.7 (0.6)

P, PDF mean (std dey) 14.2 (6.5) 13.6 (6.5)

Q, LE model value 20.0 20.0

Q, free adjustment (std err) 17.9 (0.2) 19.7 (0.3)

Q, PDF mean (std dey) 20.3 (6.5) 21.2 (6.6)

S, LE model value 27.0 27.0

S, free adjustment (std err) 21.2 (0.1) 28.3 (1.5)

S, PDF mean (std dey) 23.8 (7.2) 24.7 (6.9)

Table 4.2: Summary of forced--<:hoice results. AU values are luminances in cd/m2 • No
distinction was made between P, Q, and S during the study since the angular orientation
of the stimulus was randomised.

nances. The widths of the distributions also confirm the hypothesis that there is a series

of luminances which give rise to at least sorne degree of phenomenal transparency. The

distributions appear to be unimodal, confirming that each subject has an individual point of

best transparency.

These results could also be understood in terms of balanced and unbalanced trans-

parency. Unbalanced transparency refers to displays in which MeteUi's mIes regarding the

limits on t and r (see Eqs. 4.1) are violated. Unbalanced transparency implies the presence

of two difJerent transparencies with different combinations of t and r for the two differ-

ent background-layer pairs, rendering Eqs. 4.1 indeterminate [167]. It may be that the

results of this experiment re:f1ect, in part, the preference of observers for balanced rather

than unbalanced transparency.
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4.6 General discussion

In this chapter the accuracy, precision, and range of perceived achromatic transparency

was investigated using a new stimulus and a new psychometric technique---the modified

method of pair comparisons. In the first experiment, observers adjusted the luminance of a

test patch on a putative transparency stimulus such that it created the most compelling im­

pression of a uniform transparent disk overlaying a tripartite background. The results were

compared to predictions from a number of models ofperceived transparency and other hy­

potheses concerning subject performance. It was shown that Singh and Anderson's ratio

of Michelson contrast model [8] and the luminance formulation of Metelli 's episcotister

model [4] (in agreement with a previous study by Gerbino [160] using an eight-Iuminance

stimulus arrangement) best predicted the subjects' adjustments. Our analysis revealed that

subjects did not appear to assume that the layer was a simple neutral density filter, reinforc­

ing the idea that they were sensitive to the additive reflective component, F. In turn, this

confirms the idea that a neutral density filter (which gives rise to multiplicative, subtrac­

tive [168], or film [3] transparency) is perceived as a limiting case of transparency where

the layer has zero reflectance.

The filter model proposed by Beck et al. [20] takes into account internaI reflections

between the filter and the background, resulting in a slightly different set of equations

(Eqs. 4.4). The protocol of Beck et al., however, required subjects to make a simple yes/no

judgement as to whether each surface, displayed separately, was perceived as transparent.

This binary response method is a cruder version of the modified pair comparison tech­

nique presented in Experiment 2. Although Gerbino et al. [160] did not compare their

results to predictions made by the filter model ofBeck et al., Gerbino [4] (and, presumably,

Metelli [6]) has favoured models compatible with the theory of colour scission-where
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image intensities can be attributed to two superimposable sources, namely a background

and a layer. According to Metelli and Gerbino, the luminance episcotister model would be

preferable to the luminance filter model. Irrespective of compatibility with scission theory,

the results of Experiment l show that the LE model encompasses a wider set of perceptu­

ally valid transparency stimuli than the filter model, even though the episcotister and filter

model results for the stimuli which did produce legal transmittance and reflectance values

were similar. In addition, the results show that the three subjects made settings with both

high accuracy and precision. This finding indicates that there is a definitive and reliable

ideal transparency point for human observers.

The second experiment explored the parameter space surrounding the predicted LE

model solutions on a specifie exemplar stimulus to find whether there is a range of stimuli

around this predicted ideal point that also gives rise to at least sorne degree of perceived

transparency. It was found that there is a wide range of the variable layer luminance (aver­

age standard deviation ~ 7 cdlm2
) within which a subject would report sorne phenomenal

transparency, even though the subject's mostpreferred point might be quite rigorously and

reliably reproduced to be near the mean of this distribution.

Few studies have endeavoured to determine the exact luminance or reflectance combi­

nation required to give rise to a perceptually transparent surface, whether by using a clas­

sical bipartite arrangement [such as in Figure 4.1(b)] or otherwise. For example, Gerbino

et al. [160] used two four-luminance stimuli to perform their matching experiments. The

simpler and more cohesive six-luminance stimulus employed here has a number of advan­

tages. In addition to displaying aIl of the relevant luminances simultaneously within central

vision, it leaves the luminance of only one patch to be manipulated. This setting has only

one correct solution according to the subjects' internaI model oftransparency, since accord­

ing to any algebraic transparency formulation requiring four luminances, the system's two
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Figure 4.8: Examples of modifications to the six-luminance stimulus for investigating fig­
uraI conditions in transparency. 1

unknown parameters can be uniquely identified, as evident from Eqs. 4.2. The results of

Experiment 2 suggest that ifthere is a so-called ideal point that is preferred by an observer,

it is flanked by a reasonably wide range which also engenders, albeit to a lesser extent,

perceptually valid impressions oftransparency.

Use of the six-luminance stimulus need not be limited to the study ofluminance-based

cues to transparency. There are figuraI conditions which must be satisfied in order to evoke

compelling transparency percepts. Variants of the six-luminance stimulus, such as those

in Figure 4.8, are currently being used to explore the role of X-junctions. Metelli [6] pro-

vided compelling examples of stimuli where the luminances were appropriately selected,

which nevertheless did not produce perceptually transparent images. More recently, argu-

ments have been made for the need for X- or T-junctions (the latter sometimes implying

X-junctions [169]). Anderson [25], and previously Beck and Ivry [164], have suggested a

series ofheuristics for the required contrast relationships across collinear segments of such

junctions. These mIes define the order of intensities (from brightest to darkest) around an

X-junction as a cue for transparency. These contrast polarities were satisfied as a con-

sequence of the modified Metelli equations used in these studies, and their role was not
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explored here. The six-luminance stimulus is ideaUy suited to test the importance of these

various proposed figuraI conditions, as it is easily employed to provide a rigorous and quan­

titative assessment of perceived transparency, rather than merely a qualitative assessment.

How can these findings be placed in the context ofmodels of transparency applied to the

chromatic domain? D'Zmura et al. [170] have proposed a chromatic transparency model

which describes the characteristics of filters based on the translation and convergence of

vectors in colour-space. It is at present unknown how perceptual models of chromatic and

achromatic transparency are related, and how the conditions necessary for chromatic trans­

parency can be coUapsed from a colour-space into the luminance dimension. The LE model

implemented here, however, corresponds to a scalar version of the vector convergence con­

dition in the study of D'Zmura et al. Westland and Ripamonti [171] have also suggested

a model which aims to predict cases of perceived chromatic transparency. Their studies

show that ratios of retinal cone excitations (across aU cone types) between a background

and its corresponding transparent layer are invariant over a wide range ofcases ofsimulated

physical transparency, and they cite this invariance as a possible cue or mechanism for the

detection of chromatic and achromatic transparent overlays. They are, however, careful to

point out, as Metelli [6] did originaUy, that physical transparency does not necessarily give

rise to perceptual transparency, nor do aU cases of perceived transparency correspond to a

physicaUy transparent surface. In other words, the s()--ÇaUed proximal-to-distal mapping

of perceptual versus physical transparency is not one-to-one, but rather many-to-many.

The real potential advantage of these newer models (such as Westland and Ripamonti's,

and Singh and Anderson's in the achromatic domain) over conventional models is their

use of contrast measures (cone excitation ratios, or Michelson contrasts), rather than dif­

ferences of luminances or reflectances. Considering the wealth of literature indicating that

the visual system is weU-adapted to detecting changes in contrast, it would be interesting
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to see whether the results of their simulations are supported by the type of psychophysical

evidence provided by the present study.
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Chapter 5 Preview

In the previous chapter a number of issues relating to the luminance conditions required

for perceptual transparency were discussed. A six-luminance stimulus was used to com­

pare different algebraic models, and it was found that the luminance episcotister model was

one of the best at predicting subjects' settings. The same model is used in the next chapter

to assess the effects of changes in figuraI conditions on transparency processing. Chapter 5

is an adaptation of the following in press manuscript:

R. Kasrai and F. A. A. Kingdom, "Achromatic Transparency and the Role of Local

Contours," Perception (accepted February 2002).



Chapter 5

Achromatic transparency

and the role of local contours

Abstract

This chapter investigates the role of contours and junctions in the perception of single­

plane achromatic transparency. In order to measure the accuracy with which observers en­

code transparency, a six-luminance stimulus was employed whose figuraI properties could

be easily manipulated. Accuracy was measured by requiring subjects to select (either by

the method of adjustment or by using a forced-choice procedure) the luminance that best

completed a simulated transparent filter. The X-junctions in the stimulus were destroyed

or perturbed in three experiments. Simple occlusion of the junction (Experiment 1), and

perturbation of the orientation of the contours of the filter as they pass through the junction

(Experiment 3) resulted in small but significant reductions in performance. On the other

hand, a sudden change in orientation of the background (material) contours (Experiment

2) resulted in a small but significant enhancement of overall performance compared with

the control stimulus. In the forced-ehoice task, reversaIs in the polarity of contours (as

defined by the brightness order of flanking regions) around the junction were shown to

effect large changes in subjects' accuracy in processing transparency. The overall results

show that X- and W-junctions are indeed salient properties of transparent stimuli. The

findings suggest that jagged contours with sudden changes in direction are more likely to

be attributed to reflectance (material) changes than to changes due to a transparent filter (or
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(a) (b)

Figure 5.1: (a) Classical bipartite background overlaid with a transparent filter, and inset
(b) X-junctions defined.

to illumination).

5.1 Introduction

Transparency, described phenomenally as 'seeing through' surfaces, has been the subject

of much recent study. Interest in transparency is motivated by more general questions re-

garding scene analysis. Transparency can be thought of as belonging to a broader class

of illumination effects, including shadows (a limiting case oftransparency) and highlights,

which cause abrupt changes in image luminance. While these changes in luminance may

correspond in general to either material changes in surface property or to illumination ef-

fects, the mechanisms used by the visual system to disambiguate the two in the achromatic

domain are as yet poorly understood. Specifically, how does the visual system distinguish

between two contours which cross at a junction, when one contour is due to a material

change and the other to a change in illumination?

Figure 5.1 (a) shows a classical zero-disparity illusory- transparency stimulus consisting

of a bicoloured background overlaid with a rectangular filter. The phenomenal segmenta-
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tion of the homogeneous filter layer from the bipartite background is effortless and quite

compelling. Kanizsa [22] referred to three types of conditions for the occurrence of this

type of transparency: chromatic, topological, and figuraI. Collapsing the latter two, the

conditions necessary for the perception of transparency can be broadly separated into in­

tensity and figuraI parameters. Intensity conditions describe the luminance (or contrast) and

chromatic relationships between parts of a putative transparent surface and its background.

Most of the research in transparency has been devoted to the development ofmodels which

describe and predict the achromatic luminance and contrast relationships required to give

rise to perceptual transparency [11, 20, 167, 160, 172,4, 173, 174, 171, 175].

FiguraI conditions, on the other hand, determine the arrangement and orientation of

contours that separate different parts of the image. As an illustrative examp1e, take the

two images adapted from Kanizsa [22] in Figure 5.2, which demonstrate the disparity in

percept strength due to the different figuraI arrangements. Even though both images contain

contours which cross (one caused by a change in background reflectance and the other by

an illusory filter), the relative orientation ofthe contours is not identicaI. While comparative

empirical analyses of different intensity models have already been reported [160, 175], a

quantitative survey of the role of figuraI conditions remains incomplete. In this chapter the

figuraI conditions necessary for sing1e-plane achromatic transparency will be examined

with a nove! technique which has been successfully utilised to study intensity conditions.

5.1.1 FormaI classification of junctions

To establish a common nomenclature, a brief overview of junction classification is pre­

sented (see also [176]). Junctions can be formally labelled as '3-junctions' and '4­

junctions', depending on the number of contours which come together at the junction.

Junctions ofthe type normally encountered in transparency stimuli depicted in Figure 5.1 (a)
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Figure 5.2: Discontinuity in direction of (top) the filter contour, vs. (bottom) the back­
ground (reflectance) contour (adapted from Kanizsa [22])
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will have 4--junctions, as shown in the inset, Figure 5.1 (b). If the 4-junction consists of two

pairs of collinear (but not necessarily perpendicular) contours, it is called an X-junction,

whereas if only two of the four contours are collinear, it is referred to as a w-junction [see

Figure 5.7(b)]. Similarly, 3-junctions consisting of two collinear contours are called T-

junctions. In the context of these definitions, it has been suggested that T-junctions serve

as a cue for occlusion of one surface by another [see Figure 5.3(d)], but that X-junctions

trigger transparency perception. 1 But it is not true that all X-junctions automatically lead

to perceptually valid transparency.

5.1.2 Intensity conditions

Although this chapter focuses on the role ofjunctions, it is necessary to consider the inten-

sity relationships required for achromatic transparency in order to understand the particular

techniques employed here to study figuraI conditions. Metelli [6] proposed the first quanti-

tative model describing the reflectance relationships required for phenomenal transparency.

Although others have since suggested alternative models which use contrast [8] or light-

ness [20] instead ofphysical reflectance, a more general model based on luminance, called

the luminance episcotister (LE) model [4], is used here. The performance of human ob-

servers with stimuli containing illusory transparency has already been compared with the

LE model and other mode1s [20, 160,8, 175]. The previous chapter demonstrated, using a

new technique described in §5.1.4, that subjects' adjustments were not only very precise,

but also very accurate compared to the LE model.

Given how well it predicts human observers' responses to stimuli containing simulated

transparency, the LE model (described below) was chosen as the intensity model for the

stimuli generated in this study. Taking a stimulus with a simple bipartite background and

1At least two studies have shown empirically that under specifie stimulus conditions, where the X­
junctions are implied from T-junctions, the perception oftransparency can be just as compelling [169, 25].
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an overlying transparent filter [such as Figure 5.l(a)], the luminances of the transparent

regions P and Q, are

P = tA + F, and similarly Q = tB+F, (5.1)

where t is the transmittance of the filter, A, B, P, and Q are the luminances of the two

background and two layer regions, respectively, and F is the additive terrn due to the re­

flectance of the filter. The implication here is that the absolute value for the reflectance of

the filter is inseparable from the illumination component of the filter, which in the general

case is not necessarily the same as that of the background.

Contour polarity and ordinal rules

Just as algebraic models attempt to provide a fine-scale description of the optimal intensity

relationships for transparency, ordinal roles goveming the correct arrangement of intensi­

ties around the junction predict in a coarse fashion whether a stimulus contains a plausible

or implausible transparent medium. These qualitative roles have been shown to give rise

to consistent predictions regardless of the exact algebraic model used (cf., for example, [3]

p. 213, [164] p. 588, and [25] p. 424).

A polarity, or relative direction, can be assigned to a contour depending on its flanking

luminances, e.g. positive polarity if the region on the right is brighter than the one on

the left. If the brightness arder is reversed as the contour crosses through an X-junction,

the contour is said to reverse polarity [Figure 5.3(b)]. If both pairs of contours in the

X-junction reverse polarity, it is called a double-reversingjunction [Figure 5.3(c)]. Non­

reversing X-junctions [Figure 5.3(a)] result in bistable transparency percepts, where the

depth order of the two surfaces is ambiguous; single-reversing junctions [Figure 5.3(b)]

give rise to transparency with unique depth order; and double-reversing X-junctions do

not evoke a transparent percept. Beck and Ivry [164] alluded to the same luminance-order

98



(a)

(c)

(b)

(d)

Figure 5.3: Example of (a) non-reversing, (b) single-reversing, and (c) double-reversing
X-junctions; also, (d) T-junction.

constraints by suggesting that "the likelihood of perceptual transparency is increased when

the direction of lightness changes across an x-junction is in the same direction" (p. 589),

or in the words of Adelson and Anandan [177], p. 80), "an edge which is transparently

occluded cannot reverse sign, while an edge which is in front may or may not reverse

sign." Within the context of these broad qualitative rules, algebraic models simply place

additional constraints on the solution-space of perceptually valid transparent stimuli. In

the experiments described in this chapter the data were analysed in terms ofboth the coarse

ordinal as well as the fine algebraic constraints in order to observe the effect of changes in

figuraI conditions on the processing of transparency by the visual system.

5.1.3 FiguraI conditions

Metelli [6] outlined three figuraI conditions which follow from Gestalt principles: "figu-

raI unity of the transparent layer, continuity of the boundary line and adequate stratifica-

tion" (p. 92). These conditions describe generally that the layer must: appear as a whole,
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segmentable surface; not have any abrupt changes in the continuity of its boundary; and,

appear to be between the observer and the background, such that "the underlying regions

must appear to meet under the whole of the transparent layer" (p. 93). Kanizsa [22] also

demonstrated that "each one of the two areas to be unified in the transparent surface [e.g.

P and Q in Figure 5.1(a)] must be in contact with the homologous area [e.g. A and B, re­

spectively] and with only one ofthe two other areas" (p. 158). Taken together, these define

qualitative constraints on the nature of contours and junctions (see §5.1.1) which normally

occur as a result of cast shadows, transparent media, or changes in material. Binocular

X-junctions also occur in stimuli containing stereo disparity; however, a discussion of

multiplane (stereoscopie) transparency is beyond the scope of this study.

That the existence of X-junctions is not a sufficient condition for perceptual trans­

parency can easily be shown by observing Figure 5.1(b). The mere presence of an X­

junction with four surrounding luminances does not result in a strong segmentation into

layer and background without the added context of the rest of the figure. The questions that

remain are whether X-junctions constitute a necessary condition for phenomenal trans­

parency, and which characteristics of X-junctions change the sa1iency of a transparent per­

cept. Adelson [178] has demonstrated a variant of the argyle illusion where two identical

patches, one inside and one outside an illusory transparent strip, were shown to have a 70%

difference in luminance. But when the X-junctions defining the illusory transparency were

destroyed, the effect was found to be reduced to 20%. He conc1uded that "the sense of

transparency tends to be reinforced by the Xjunctions" (p. 2044).

Overall, very few studies have endeavoured to quantify the specifie ro1e ofjunctions in

phenomenal transparency. In this study, three stimuli were employed as figuraI manipula­

tions to examine how destruction or perturbation of X-junctions affects the strength of a

transparent percept, as measured by subjects' settings compared with the LE model.
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Figure 5.4: Circular six-luminance stimulus (left), and circular stimulus with occluding
annulus and figuraI details (right).

5.1.4 Six-luminance stimulus

For this purpose a six-luminance stimulus described previously by Kasrai and King-

dom [175] was employed as shown in Figure 5.4. Six luminances are the minimum number

required in a transparency stimulus to interrogate the visual system's internaI model. AI-

though four luminances (see for example Figure 5.1) are the minimum number required to

obtain a transparent percept, fixing three of the luminances (e.g. A, B, and P) and ma-

nipulating the fourth luminance (Q) simply varies the refiectance or transmittance of the

simulated filter [174].2 On the other hand, in a six-luminance display such as in Figure 5.4,

holding constant four of the luminances (two background and two foreground-A, B, P,

and Q, respectively) fixes the transmittance and refiectance of the filter, whatever they may

be in a particular subject's internaI representation, while the fifth luminance (C) serves as

a test background patch. The subject then adjusts the sixth luminance (S), which makes up

one-third of the filter, to 'complete' the filter. It is worth noting that the geometry of the

stimulus in its 'neutral' (concentric disks) configuration satisfies the conditions described

2The three-luminance stimulus described by Fuchs [21] which gives rise to a transparent percept under
specifie conditions is not considered here.
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by Metelli and Kanizsa (see §5.l.3'above) in that the third (test) sector completes the inner

transparent disk, and the reflectance contours of the background meet under the layer. As

will be shown later, the six-luminance stimulus can also be easily modified to measure the

efficacy of other figuraI conditions.

The qualitative effect of contour polarities on the six-luminance stimulus can be ob­

served in Figure 5.5. The figure shows a range of six-luminance stimuli with the variable

test patch gradually changing from dark to light (from top-Ieft to bottom-right). Accord­

ing to the LE model, the image in the middle of the second row corresponds to the optimal

transparent stimulus. The polarity of the contours is marked by arrows (pointing from

darker to lighter) in three cases. Of these three exemplar stimuli it is only image X, in

which the reflectance edges (white arrows in the angular direction) change polarity, that

gives rise to a strictly nontransparent percept. In the cases of Y and Z the reflectance edges

consistently have non-reversing polarity (note parallel white arrows). For the purposes of

this chapter, stimuli similar to case X will hereafter be called polarity-reversing stimuli,

referring strictly to the ordinal property of the reflectance edge.

As for the edge corresponding to the transparent filter, in this case the circular contour

defined by the inner disk, recall that according to the contour polarity rules it may or may

not change sign (note the parallel and anti-parallel black arrows). Also, when neither of

the two intersecting contours reverses polarity, as in sorne of the junctions in stimuli Y and

Z [just as in Figure 5.3(a)], the local depth-order information is metastable at the junction.

Because of the unity of the figure, however, the depth-order ambiguity is resolved by the

other single-reversing junction(s) in the stimulus.

In addition to the benefits derived from integrating the reference and test areas into a

single display (as opposed to having two side-by-side four-luminance images as Gerbino

et al. [160] did), the six-luminance stimulus affords certain advantages regarding stimulus
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Figure 5.5: Example range ofpossible test patch settings. The image containing the correct
luminance combination as predicted by the luminance episcotister model is in the center.
Images labelled X, Y, and Z are sample stimuli, annotated with arrows illustrating contour
polarities. White arrows indicate the polarity of refiectance edges while black arrows show
the polarity of the filter's contours.
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geometry. The stimulus contours can be easily manipulated to simulate different figuraI

conditions, including those demonstrated in Figure 5.2. A brief report of sorne of these

findings has been presented previously [179].

5.2 General methods

5.2.1 Stimulus generation

Although the figuraI arrangement of the stimuli changed from experiment to experiment,

aIl the stimuli used in these studies were composed of six luminances--three background

and three layer luminances [see Figure 5.4(b)]. The three background luminances (A, B,

C) were chosen randomly, along with random values for the transmittance t (between 0.2

and 0.8) and refiective component (F ~ 0) of the filter, such that the maximum luminance

of the monitor (rv, 33 cd/m2 ) was not exceeded. An additional constraint ensured that no

two adjacent patches had similar luminances (i.e. were within 2 cd/m2 of each other). Two

of the three layer luminances (P and Q) were calculated according to the LE model (see

Eq. 5.1). The third layer luminance (S) was the variable test patch. The luminance of the

area surrounding the stimulus was fixed at an intensity of half the maximum luminance

produced by the display (i.e., rv 17 cd/m2). Image pairs were viewed binocularly through a

custom-built 8-mirror stereoscope with a principal-ray path length of 45 cm and a maxi­

mum aperture of 9.5 cm x 9.5 cm, for a maximum visual angle of 7.1°. Even though

aIl parts of the image were in the plane of fixation, a stereoscope was used because these

experiments were part of a larger project in which sorne stimuli were presented dichopti­

caIly [180] or stereoscopicaIly [181].
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5.2.2 Display

The display specifications were identical to those in the previous chapter (see §4.2.2).

5.2.3 Subjects

The subjects consisted of seven experienced psychophysical observers (RK, FK, PP, KW,

CR, HW, and NP) with normal or corrected-to-normal vision. Apart from the two authors,

the other subjects were kept naïve as to the purposes of the study.

5.2.4 Procedure

Method of adjustment

Two different procedures were employed in each of the following three experiments. The

first procedure, the method of adjustment, consisted of subjects manually varying the lumi­

nance of the test patch S, using the computer mouse to drag a slider on the display, such that

they perceived the transparent layer as a contiguous filter with uniform transmissive and re­

fiective characteristics on the tripartite background. In Experiment 1 (see §5.3) each block

contained both experimental and control conditions which were randomly intermixed, re­

sulting in 60 adjustments in each condition. In Experiments 2 and 3, each subject made

120 settings over three sessions of 40 trials. The luminance S was set to a random value at

the beginning of each trial. Figure 5.5 illustrates the range of possible settings of the test

patch S, from 'black' to 'white', for a fixed set of the parameters A, B, C, t, and F. The

subjects' settings of S for such stimuli were converted to residuals by subtracting the value

predicted by the LE model described in Equation 5.1 :

Spredicted =

residual =

tC+F

Spredicted - Sexperimental o
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The root-mean-square (nns) of the residuals for each condition were taken as a measure

of the subject's accuracy in processing transparency.

Two-alternative forced--ehoice

As a result of the unlimited stimulus presentation time in the adjustment task, subjects may

have developed cognitive strategies which aided them in making adjustments. Therefore, a

second technique with a short presentation time was also used in order to minimise the pos­

siblity of such putative computational strategies. A two-altemative forced--<:hoice (2AFC)

technique was employed whereby each subject perfonned a total of720 trials (360 for each

of the experimental and control conditions) in blocks of 120 trials. The stimulus presenta­

tion time was 250 ms [182], with a 500 ms interstimulus interval. A small black fixation

point was added in the centre of the disk. For the 'correct' stimulus of each forced--<:hoice

pair, the test luminance S was set according to the LE model (see Eq. 5.1). For the 'incor­

rect' stimulus, this modelluminance S was multiplied by a factor chosen at random from

the following list: 0.5, 0.7, 0.9, 1.1, 1.3, 1.5. Since both this factor and the model pa­

rameters (A, B, C, t, and F) were chosen randomly, it was ensured that the expected (i.e.

correct) luminance S fell between P and Q so that polarity-reversals (such as in stimulus

X in Figure 5.5) would occur in about half the trials. Clearly one would expect perfor­

mance measured by the proportion-eorrect responses to be, in general, worse for factors

close to 1.0 which result in similar test patch luminances (S) in both presentations, not only

because subjects would not be able to discriminate as weIl between two very similar stim­

uli, but a1so because such small increments or decrements are unlikely to have changed the

ordinal characteristics of the X-junction. The subjects' task was to select the stimulus with

"best transparency", similarly to in the adjustment task. Audio feedback was provided for

incorrect responses.
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5.3 Experiment 1: Occlusion of the junction

In the first experiment, the aim was to assess the result of eliminating or occluding x­

junctions. We used an annulus which was fixed at the mid-grey surround colour and strad­

dled the contour of the simulated filter. Figures 5.4(a) and 5.4(b), respectively, show the

circular stimulus without and with the occluding annulus. Figure 5.4(b) describes in detail

the configuration of this stimulus.

For the adjustment task, the rms residuals as ca1culated from Eq. 5.2 are shown in the

first column-pair of Table 5.1. Lower rms scores generally indicate better performance.

Even though not every subject's results reach significance on an individual basis, there is a

main effect ofannulus (F1,826 = 9.25, p < 0.01) showing betterperformance overall (lower

rms) in the non-occluded stimuli.

Tuming now to the forced-choice results, for each subject, data from stimuli which

had been perturbed from the LE model to produce contour polarities which do not induce

transparency (as in case X in Figure 5.5) were grouped together a posteriori, regardless of

the random perturbation factor. These were separated from those trials where the ordinal

properties were consistent with unique transparency [as in Y and Z in Figure 5.5; see

also Figure 5.3(b)]. Table 5.2 shows the 2AFe proportion--correct scores for aIl subjects.

The results (first two column-pairs) thus show four proportion--correct scores for each

subject: (with annulus versus without annulus) x (polarity-reversing versus non-polarity­

reversing). These individual proportion--correct scores were pooled and averaged, and a

binomial test ofsignificance [183] was performed. Both the polarity-reversal (p ~ 0.001)

and no-polarity-reversal (p < 0.01) conditions showed a significant difference between

the annulus and no-annulus conditions.

These results, together with the rms values from the adjustment data show that the
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Annulus (control) Kink (control) Clover (control)

RK 2.94 (0.34) 2.61 (0.29) 2.40 (0.30) 2.16 (0.28) 2.69 (0.33) 2.48 (0.31)

FK 4.83 (0.48) 2.95 (0.30) 4.09 (0.40) 3.89 (0.45) 4.86 (0.49) 3.10 (0.34)

pp 2.75 (0.34) 2.90 (0.36) 2.76 (0.32) 3.35 (0.39) 2.93 (0.41) 3.39 (0.46)

KW 2.82 (0.42) 2.65 (0.33) 2.38 (0.29) 2.93 (0.37) 2.85 (0.33) 2.51 (0.30)

CR 3.91 (0.55) 3.31 (0.38) 3.35 (0.42) 3.85 (0.47) 4.06 (0.46) 4.10 (0.46)

NP 3.44 (0.44) 2.54 (0.36) 2.24 (0.31) 3.07 (0.37) 3.22 (0.52) 2.58 (0.28)

HW 3.08 (0.35) 2.86 (0.33) 2.88 (0.38) 2.95 (0.34) 3.29 (0.42) 2.82 (0.36)

3.00Mean ~ 3.40 2.83 12.87 3.17 13.42

~~===<=0=.0=1===*'1====0=.0=3====:=1===<=0=.0=1===
p

Table 5.1: Root-mean-square (rms) residuals (cdlm2) for aIl subjects. The second-to-1ast
row shows the rms error for each condition, averaged across subjects. The standard error,
based on repeated measures, is marked in parentheses next to each value. The last row
shows the two-way ANOVA results.

simple occluding annulus shown in the stimuli in Figure 5.4 slightly, but significantly,

reduces or degrades the abi1ity to process transparency accurate1y.

It must be pointed out that the occluding annu1us did not change the alignment of the

contours that make up the X-junction, and was in fact concentric with the original layer-

background and background-surround contours. An argument may thus be made that al-

though the local X-junction had been destroyed in Experiment 1, according to the classical

definition ofX-junctions (see §5.1.3) the visua1 system may easi1y interpo1ate between the

two pairs of collinear contours into a (non-illusory) X-junction. 3 Nonethe1ess the destruc-

tion of the local X-junction resulted in a sufficient disruption of the transparent percept to

reduce performance on average in both adjustment and 2AFC tasks.

3Indeed, the observers in the this study did not report perceiving illusory contour completions across the
annulus.
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Expt. Annulus Kink Clover

Polarity Rev NoRev Rev NoRev Rev NoRev

Condition Exp Cont Exp Cont Exp Cont Exp Cont Exp Cont Exp Cont

RK 0.80 0.97 0.71 0.67 0.93 0.95 0.68 0.69 0.91 0.98 0.66 0.65

(BE) 0.03 0.01 0.03 0.04 0.02 0.02 0.04 0.04 0.02 0.01 0.04 0.04

FK 0.80 0.86 0.55 0.70 0.81 0.84 0.65 0.62 0.57 0.76 0.55 0.63

(BE) 0.03 0.03 0.04 0.04 0.03 0.03 0.04 0.04 0.04 0.03 0.04 0.03

pp 0.66 0.83 0.56 0.60 0.78 0.71 0.68 0.64 0.85 0.78 0.59 0.61

(BE) 0.04 0.03 0.04 0.04 0.03 0.03 0.04 0.04 0.03 0.03 0.04 0.04

KW 0.89 0.89 0.60 0.60 0.96 0.92 0.64 0.68 0.93 0.95 0.66 0.63

(BE) 0.02 0.02 0.04 0.04 0.01 0.02 0.04 0.04 0.02 0.02 0.04 0.04

CR 0.66 0.84 0.57 0.62 0.82 0.91 0.64 0.69 0.79 0.93 0.62 0.66

(BE) 0.03 0.03 0.04 0.04 0.03 0.02 0.04 0.03 0.03 0.02 0.04 0.04

NP 0.56 0.89 0.58 0.68 0.78 0.88 0.67 0.68 0.91 0.88 0.59 0.60

(BE) 0.04 0.02 0.04 0.04 0.03 0.02 0.03 0.04 0.02 0.02 0.04 0.04

HW 0.72 0.79 0.60 0.65 0.80 0.86 0.68 0.56 0.77 0.78 0.56 0.66

(BE) 0.03 0.03 0.04 0.04 0.03 0.03 0.03 0.04 0.03 0.03 0.04 0.04

Mean 0.73 0.87 0.60 0.65 0.84 0.87 0.66 0.65 0.82 0.87 0.60 0.63

(BE) 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01

p ~ « 0.001 ~ < 0.01 0.03 0.31 ~ «0.001 ~ 0.06

Table 5.2: Proportion correct scores for aH subjects. Each column-pair contains the score
for the experimental condition ('Exp', on the left side) foHowed by the score for the cor­
responding control condition ('Cont', right side). The respective binary errors (BE) are
shown below each score. The second-to-Iast row shows for each condition the average
score across aH subjects, and the last row shows the p values resulting from the ensemble
binary tests for significance between experimental and control conditions.

In order to ensure that the performance differences observed in the presence of the

annulus were due only to the occlusion of the X-junctions and not to the particular unified

shape of the annulus, an additional control experiment was performed with a different

stimulus, shown in Figure 5.6. Mid-grey disks with diameters equal to the width of the
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Figure 5.6: Stimulus for local junction-occlusion control experiment. Mid-grey disks are
used to occlude the X-junctions.

annulus [see Figure 5.4(b)] were superimposed on the original six-luminance stimulus

to occlude the three X-junctions locally. Only the 2AFC technique was used with the

participation of four (RK, FK, NP, and KW) of the seven subjects. They perforrned 720

trials each over 12 blocks; the luminances in the stimuli were calculated as above and the

two conditions (grey patches versus no occlusion) were interleaved randomly within the

blocks.

The data, analysed as above using a binomial test, reveal a significant difference in

performance for the stimuli containing polarity reversaIs (p < 0.001), but no difference

for the no-polarity-reversal stimuli (p = 0.19). Along with the results of the previous

annulus experiment, we can conclude from the trends in this experiment that the occlusion

ofX-junctions does indeed hinder subjects' ability to encode transparency, be the occlusion

limited locally or part of a global stimulus structure.
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5.4 Experiment 2: Discontinuity of the background

contour

In the next two experiments the significance of the alignment of the four contours was

examined. Kanizsa's two examples ([22]; see also Figure 5.2) showed stimuli where the

alignment of the contours was not preserved. In other words, either the contours corre­

sponding to the transparency edge (filter-background), or those corresponding to the re­

flectance edge (separating the two background colours) have an undefined gradient at the

\lJ-junction. Even though Kanizsa was not explicit in his categorisation of these two differ­

ent conditions, he c1aimed in the former case that the figuraI conditions were "not favorable

to the impression of transparency", whereas for the latter he states that "continuity of di­

rection is not a necessary condition of phenomenal transparency" (p. 161).

Two variants of the original circular six-luminance stimulus were used to examine the

two cases separately (in this experiment and the next), each with its own control condition.

The stimulus, shown in Figure 5.7, was the same as the original six-luminance stimu­

lus, except that the reflectance contours of the background were kinked (or tilted) by 45 °.

In addition to the 120 adjustments on this stimulus, the subjects also made another se­

ries of adjustments on a control stimulus with 0° kink in the background contours. Even

though this control stimulus is identical to the no-annulus stimulus ofExperiment 1 [Figure

5.4(a)], these data were collected contiguously along with the 45° kink condition because

of the time lag in data collection between Experiments land 2. Note that whereas in

Experiment 1 the experimental and control stimuli were interleaved randomly within the

adjustment and 2AFC blocks, in Experiments 2 and 3 it was the experimental blocks which

were presented in quasi-random order.

The residuals from the adjustment data were again compared to the expected settings
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(a) (b)

Figure 5.7: (a) Stimulus for Experiment 2 with 45 0 kink, and inset (b) showing W-junction.

derived from the LE model. The subjects' results, similarly to Experiment l, show no

consistent individual differences between the kink and no-kink conditions. However,

the pooled two-way ANOVA results show a significant effect of kink angle (F1,1666 =

4'.51, p = 0.03) but, as shown by the subject means of Tables 5.1 and 5.2, this time with

better performance in the kink condition.

The binomial test also revealed a significant overal1 difference in the pooled and aver­

aged 2AFC proportion-correct data in the polarity-reversal condition CP = 0.03) but not in

the no-polarity-reversal condition CP = 0.31). As with the adjustment results above, the

subjects' overal1 performance was better (lower rms, and higher proportion-eorrect scores)

with the experimental stimulus (45 0 kink) than with the control stimulus (no kink).
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Figure 5.8: (a) Clover stimulus for Experiment 3, and (b) rotated clover stimulus as control
condition

5.5 Experiment 3: Discontinuity of the layer

contour

In this experiment we destroyed the continuity of the filter-background contour. For this,

we used a clover-Ieaf pattern for the simulated transparent layer. The geometry of the

layer consisted of three overlapping circles, each with a 1.40 radius, with centres about 2.2 0

away from the stimulus centre, producing a three-Ieaf clover pattern. In the experimental

condition, the orientation of the clover pattern with respect to the tripartite background

was such that a so-called minimum of curvature occurred at the w-junction, as shown

in Figure 5.8(a). In the control condition the clover pattern was rotated 60 0 with respect

to the background, restoring the continuity of the filter boundary at the junction, as in

Figure 5.8(b). The latter served as a natural control stimulus because apart from the contour

geometry of the junction the individual sector areas and overall shape of the filter remained

constant. Thus, any performance differences cannot be due to the shape or area of the

overlay.
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In both the adjustment and 2AFC experiments, subjects' overaH performance was worse

in the experimental condition compared with the control. A two-factor (subjects x clover

orientation) ANOVA of the adjustment data shows an effect of the orientation of the trans-

parency overlay (F1,1666 = 8.69,p < 0.01).4 For the 2AFC data, the binomial test shows

a significant difference only in the polarity-reversal data sets (p <Z:: 0.001), and not in the

no-polarity-reversal data sets (p = 0.06).

5.6 Summary and general discussion

For ease of analysis, the averaged results are replotted in Figures 5.9 and 5.1 O. The plots

show respectively the rms residuals for aH adjustment conditions and percent-eorrect scores

for aH2AFC conditions, averaged across aH subjects. The results of the statistical analyses

(see the bottom rows in Tables 5.1 and 5.2) generaHy correspond to what can be gleaned

from the phenomenal experience associated with the stimuli, namely that under certain fig-

ural conditions the degradation of the transparency percept is matched by a reduction in

the accuracy with which subjects process transparency. Performance is on average worse

in relation to the LE model (see Eq. 5.1) in the stimuli where the X-junction is occluded

(Experiment 1) or where an extremum of curvature of the layer-background contour ex-

ists at the \[1-junction (Experiment 3). Conversely, a discontinuity in the direction of the

contours which define a reflectance boundary (the background) at the \[1-junction does not

degrade performance (Experiment 2) but slightly improves it. These quantitative results are

in agreement with Kanizsa's qualitative arguments demonstrated by the images in Figure

5.2.

4It should be noted that in this experiment, as in the previous two, there was also a significant effect due
to differences between the subjects (p « 0.01). In addition, there were also effects of interaction between
subjects (rows) and experimental condition (colurnns) in this experiment (F6 ,1666 = 4.21,p < 0.001) as
well as in Experiment 1 (F6 ,826 = 2.26,p = 0.04). These effects are neither particularly surprising nor as
interesting as the differences due to the changes in the stimulus condition.
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Figure 5.9: Adjustment data for all three experiments averaged across all subjects. See
Table 5.1 for details.
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Singh and Hoffman (1998) have discussed in detail the case where the contour of the

transparent filter (but not that of the background) has a direction discontinuity at the junc­

tion. They manipulated the sign of curvature, turning angle, and level of smoothing of the

filter contour, and asked subjects to judge the change in the salience of perceptual trans­

parency by rating on a 7-point scale the strength of a four-luminance transparency stim­

ulus. They found that it was sufficient for the filter contour to have a strong maximum or

minimum of curvature at the junction in order to have a loss of phenomenal transparency.

In the study reported here, rather than rating the subjective saliency of the transparency, the

subjects' accuracy in processing simulated transparency was measured. In addition, not

only was the influence of the contour of the filter examined here, but also that of the re­

flectance contour. The results of the clover experiment (Experiment 3) are consistent with

Singh and Hoffman's (1998) results insofar as the salience of the clover pattern as a trans­

parent overlay was reduced compared with the condition with continuous contours through

the junction.

5.6.1 Method of adjustment results

The results of the statistical analyses require a caveat, however. If the rms results are

reanalysed in a leave-one--{)ut fashion whereby the data from one of the five subjects are

omitted in turn, the relative weight or influence ofeach subject's results can be determined.

In the occluding-annulus condition (Experiment 1), leaving out CR or RK's results does

not change the ANOVA results (p rv 0.01). Leaving out FK's data, on the other hand,

raises the p-va1ue to 0.11, indicating that the large difference between FK's annulus and

no-annu1us conditions single--handedly pushes the ensemble results into being statistically

significant. Similarly, in the clvoer condition (Experiment 3), the p-value increases from

p < 0.01 to p = 0.31 when FK's data are omitted. In light of this one may say that the
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effect using the method of adjustment is subject to large interobserver variability.

5.6.2 Two-alternative forced--ehoice results

The 2AFC results are generally more consistent than the adjustment data, showing larger

differences between experimental conditions (cf. RK and CR's 2AFC polarity-reversal

data in aIl three conditions). A cursory inspection of the 2AFC data reveals that, even when

subjects' results do not reach significance on an individual basis, the differences between

the control and experiment data (in the annulus and clover experiments) across aIl subjects

are generally in the same direction. Consequently the same leave-one-<mt examination of

the results as in the adjustment data above was not performed. The differences between

the adjustment and 2AFC results appear to confirm our apprehension regarding the use of

cognitive strategies in the adjustment task. Since subjects had unlimited time to complete

each adjustment, and there was no audio feedback possible for training purposes, it is

difficult to know unequivocally the basis of their adjustment stratagem.

An additional set of analyses can be performed on the 2AFC results regarding the ordi­

nal rules for '4-junctions' (see §5.1.2). With reference to Table 5.2, the effects of changes

in contour polarity which are inconsistent with transparency perception can be seen by

comparing each polarity-reversal column-pair with its corresponding no-polarity-reversal

column-pair in the same condition. For example, considering the row of mean percent­

correct scores (second-Iast row of ceIls) in the clover condition (Experiment 3), the scores

for the polarity-reversing stimuli are dramatically reduced from 0.82 and 0.87 to 0.60

and 0.63. A binary test of the data for aIl three experiments showed a highly significant

(p « 0.001) superiority in performance in the polarity-reversal cases compared to the ones

with no polarity reversaIs, confirming what can be observed by visual inspection. Subjects

thus performed on average worse on trials in which both stimuli had contour polarities
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consistent with a transparent filter, compared with trials which contained an 'incorrect'

stimulus with reversaIs in the polarity of the background contour. This indicates that the

polarity of4-junctions is an extermely salient feature which is used to distinguish plausible

from implausible transparent media, as hypothesised.

5.6.3 Possible explanations

On the basis of these results it is possible to speculate as to the mechanisms underlying the

perception of achromatic transparency. As mentioned in the introduction, transparencies

and shadows can be more generally thought ofas bringing about changes in illumination. It

is conceivable, as Ade1son and Somers [184] have suggested that the visual system consid­

ers jagged edges as more likely to be refiectance edges than illumination ones. Refiectance

changes in an image define not only textures on surfaces, but also material changes between

different surfaces, be they two surfaces in different depth planes or adjacent to one another.

On the other hand, illumination contours are usually due to shading, changes in lighting

level, or transparent filters. These latter contours are more likely to be either smoothly vary­

ing or blurred, or, when sharp, due to straight edges ofobjects which somehow occlude the

illuminant. In other words, whereas refiectance contours are generally non-differentiable

(i.e. have an undefined gradient) along the direction of the contour, illumination edges are

more likely to be straight or smoothly varying.

This hypothesis may also serve to explain why there was a slight improvement of per­

formance in the 45° kink condition compared with the control condition. Although in

theory sudden kinks in the background (refiectance) contours are not inconsistent with

transparency, it may be the case here that the control condition (0° kink) created a weak

three-dimensional effect which was destroyed in the experimental condition. Even though

there was no disparity in the images, sorne subjects reported perceiving the center of the
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disk as the corner of a room or of a cube. This interpretation was less likely in the experi­

mental condition, and this may have aided the subjects' performance.
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Chapter 6

Conclusions

"But Marlow was not typical (ifhis propensity to spin yams be excepted),

and to him the meaning of an episode was not inside like a kemel but outside,

enveloping the tale which brought it out only as a glow brings out a haze, in

the likeness of one of these misty halos that sometimes are made visible by

the spectral illumination of moonshine."

-Joseph Conrad, Heart ofDarkness

T HE science of optics in its early stages was motivated by interest in the relationship

between the mind and the body, and in tum, in the interaction of the mind with

the physical world. This dissertation continues in the direction of both of these traditional

questions. Where is the boundary between Mind and Brain? How does the mind perceive

its environment? Ifthe eyes are windows onto the soul (or mind) then sure1y the same organ

can be employed by the mind to view the world. As humankind's descriptive knowledge of

the outside world increases, however, the mind's eye begins to gaze on the brain itselfin the

quest to understand itse1f. One may say that this in tum requires a specific understanding

of the function of the mind's organ ofsight-the visual system.
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6.1 General summary

This work addresses the above questions using two related approaches. Whereas the ap­

proach of Chapter 3 made use of medical images as the stimuli in a medicaUy relevant

task, Chapters 4 and 5 used much simpler stimuli in tasks involving fewer variables. Neu­

rosurgery and neurological procedures rely to an increasing extent on pre--operative im­

ages. Though the end-users of IGNS systems are clinicians with extensive training in

neuroanatomy, their visual system is not free of the biases and shortcomings of the generic

human visual system. As a result, it is worthwhile examining how humans interact with

rich medical images when carrying out a particular task. This richness and complexity is

defined by the very information that application designers are trying to convey to the end­

user. This visual information, as discussed in Chapter 2, cornes from a variety of sources

and is typicaUy spatiaUy co-registered to form a multi-modal image often involving the

use of transparency. Yet, during an image-guided procedure, rarely is aU the information

relevant at the same time. It becomes important then to convey only the most relevant data

in the most understandable way. Work has already begun [144] on compiling a database of

neurological procedures and their sub-parts in order to predict the types of images required

according to a script. The question remains as to what makes an image most understand­

able.

6.1.1 Summary of findings

Using the approach taken in Chapter 3, having defined a specifie clinicaUy-relevant task,

a series of experiments aimed to determine the combination of display variables which

yielded the best performance by the subjects. It was found that in the task as defined, while

stereo disparity was an important eue, the choice of surface rendering parameters (viz.

122



opacityand Gouraud-shading) did not influence subjects' performance. In addition, in a

pilot experiment using both 2-D and 3-D mice to interact with and shape the surfaces of

interest, it was found that subjects performed better using a 3-D tracking device compared

to a standard (translational) 2-D mouse. While additional control experiments may be

undertaken to clarify whether the performance differences were due to purely ergonomic

factors (e.g. lack of limb support in the 3-D case) or to perceptual ones, the results indicate

that three--dimensional interaction in this task does not confer an automatic advantage.

Following these findings, the second approach was to reduce the stimuli to their most

basic elements. Perceptual transparency can be thought of as requiring two necessary con­

ditions: intensity (or luminance) and form. Chapters 4 and 5 dealt with each of each

conditions respectively, using a novel six-luminance stimulus simulating transparency.

The intensity condition describes the combination of background and layer luminances

and the models which predict perceptual transparency. In Chapter 4 different models were

tested based on the accuracy and precision of subjects' settings using the method of adjust­

ment. The results indicated that subjects were both accurate and precise in their settings,

which corresponded most closely to the luminance formulation of the episcotister model

and the Michelson contrast model (see Equations 4.2 and 4.5).

The flexibility or range over which subjects perceive sorne degree of (not necessarily

optimal) transparency was revealed by a two-altemative forced-ehoice technique. Since

the 2AFC technique typically requires an a priori model which determines the 'correct'

stimulus to be displayed during one of the two presentations of an experimental trial, a

method had ta be devised ta analyse the data without assuming a particular model. As

a result, the modified method of pair comparisons was developed in order to retrieve the

probability density function describing the flexibility or range of acceptable transparency

stimuli. The forced-ehoice results showed that while subjects can set their 'best trans-
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parency' quite precisely, there is a wide range around this setting which evokes at least

sorne degree of perceptual transparency. The limits of this range are constrained by the

ordinal conditions described in §5.l.2.

Having validated the models describing the necessary and sufficient luminance rela­

tionships, in Chapter 5 the role of contour shape was examined. It has been suggested that

when contours between the filter and background (a change in illumination) cross contours

between the two background colours (a change in material), the resultingjunctions play a

significant role in transparency perception. In Chapter 5 the junctions in the six-luminance

stimulus were either occluded or perturbed in four experiments.

The data suggest that the two types of contours are qualitatively different for the visual

system. When the material (background) contour has a change in orientation at the X­

junction, subjects' accuracy (as compared to the luminance episcotister model) improves,

whereas orientation discontinuities of the illumination contour at the X-junction hamper

accurate processing of transparency stimuli. Occlusion of the junction was also shown to

degrade performance, indicating that the existence of X-junctions is a salient feature of

simulated transparency. Even though these observed effects were not very large, nor neces­

sarily consistent across aIl the subjects, the combined results were statistically significant.

In the forced-choice studies involving an additional factor having to do with the polarity of

contours, a highly significant superiority in the detection of 'incorrect' stimuli was shown.

This finding not only confirms quantitatively what can be appreciated phenomenologically,

but also what has been suggested in previous literature.

These results lead one to speculate as to the lack of improvement in subjects' per­

formance in the segmentation task of Chapter 3 when the surface was rendered transpar­

ently. As discussed in §3.8, one may assume that the task was essentially one of contour

matching. In light of the results of Chapter 5 one may suggest that the non-existence of
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X-junctions may have contributed to the lack of difference in performance between the

opaque and transparent conditions. Though the mesh-rendering condition contained nu-

merous X-junctions, these junctions were all associated with a texture on the surface and

not with crossings of background and layer contours. There is evidence to suggest that

articulation l of the background surface, accompanied by the associated junctions on the

edge of the filter facilitates transparency perception [174].

6.2 Suggestions for future work

In the context ofmedical image visualisation, it is as yet unclear whether transparency has

an automatic beneficial effect. As Tiede [87] suggests, "there is no doubt that an object

that is opaque in reality should be rendered as an opaque object to get the highest fidelity.

Exceptions that justify transparent rendering are cases where we really want to look into an

object that does not have distinguishable constituents or when we are not able to determine

the true surfaces automatically." But if the goal is to display a structure as well as other

objects it encompasses, what is the appropriate rendering method? Are judgments such

as distance or colour (intensity differences) through transparent layers adversely affected?

Is the human visual system capable ofsimultaneously distinguishing and processing more

than one transparent layer? Clearly, further psychophysical research is required not only

in the use of transparency in medical images, but also, in a general way, in displaying and

compositing images from different sources.

Although this dissertation was motivated initially by applications of transparency to

medical visualisation, psychophysical investigations of transparency of the kind described

in Chapters 4 and 5 are interesting in their own right. It is quite plausible that, given the

1Articulation refers to luminance variations on a surface, such as a sine grating or a texture.
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paucity of transparent layers in nature, the mechanism for detecting and encoding trans­

parency makes use of pathways which already exist for colour constancy and the detection

of shadows. This link has been suggested by the work of Westland and Ripamonti [171].

What is the relationship between the detection of shadows (a limiting case of transparency)

and transparent layers? Work along these lines has already begun in examining the role of

colour vision in disambiguating material and illumination changes in an image [185]. Simi­

larly, while the studies of Chapters 4 and 5 examined specifically the visual system's ability

to encode transparent layers, there are no known references in the visual psychophysics lit­

erature to studies of colour constancy behind transparent surfaces. To what degree is the

visual system capable of discounting the characteristics of an overlying layer in order to

maintain colour constancy on the background? The latter is the subject of ongoing work at

the McGill Vision Research Group.

In addition, it seems unlikely that stereo disparity is unrelated to the detection of trans­

parent layers. Layers, by definition, are on a plane independent of the background. In the

absence of stereo disparity, and in the case of shadows, they are considered flush with the

background, but as the Anderson [25] has suggested there may be a close link between

transparent layers and junctions in the presence of disparity cues. Thus, interest in trans­

parency is not limited to the few examples which occur in natural scenes, but also extends

to a number of other phenomena with which transparency may interact.
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