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Abstract

ln this dissertation. w~ consid~r som~ cla..'<Sical probl~ms in sourer eoding t.hrory in gl'nrral

and imag~ scqu~nc~coding in particular. Shannon rat.c-dist.ort.ion·fllnct.ion (I{[)F) providl'S

th~ un~atabl~ lower bound for a source cod~r's performance wit.h an arbit.rary eompll'xit.y.

In throry, for m'JSt cases ofint~rœt, th~ RDF is only achi~vabl~ in t.h~ Iimit of infinit.e dclay.

Practica.l communication syst.ems im~ constraints on t.h~ ma..ximllm coding dclay and

complexity. Henc~ the objective of source coding is to achieve performanc~ closest. to t.he

HDF bound for a given delay and complc.xity. The fact that rea.l·world input sources arc

usua.lly nonstationary a••d have memory may make the achievement of the ahove object.ive

more difficult.

Vector quantiuLtion (VQ) is known to provide performance close to t.he RDF, given

sufficient delay and complexity. Such high VQ performanc~ can bccom~ availabl~ t.hrough

the entropy constraint VQ (EC-VQ) strategy. To overcome the proolem of impract.ical

delay and complexity of EC-VQ, we pro~ a new EC dœign technique which combines

the merits of EC design with the benelits of recursive and adaptive VQ. For hisl.orica.l

l'casons, we will refer to this new scheme as EC code-cxcited Iinear predict.ive (EC-CELP)

quantization and will demonstrate that il. has an excellent potentia.l in accomplishing the

aforementioned source coding objective. In comparison with other schemœ, il. achieves the

closest performance 1.0 the rate-distortion bound for a given VQ dimension (delay) and with

a relatively low complexity. To quantify the EC-CELP's superior performance we provide

new ana.lysis for various EC quantizers which a.lso includœ the etrects ofquantization noise

al. low bitrates. New fonnulations for the maximum avai1able entropy-coded quantÏ7.ation

gains are developed which incorporate rate-distortion theoretic limitations al. low bitrates.

In the video coding portion of this thesis we propose a recursiœ and multi·framc
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vid,,,, codin~ syslN" "sing EC-CELI' quantization i" th~ t~mporal domain. This "p\\,

vid,,,, cod;n~ confi~uration is designro to overcome the performance limitations of the

cornmonly usro dirrerpntial pulse code modulation (DPCM) temporal video eoding. Its

rccursivp nature seLs this nel\' techuique apart among other recent non-recursiv~ multi­

frame techniques which can not provide similar high temporal video compression \Vith

miuimal delay (fe\V frames). A suitable motion estimation and coding configuration is

,Llso suggcstro. Within the scopc of this thesis, sorne of the problems and issues pertinent

to the proposro cading system arc addrcsscd. Significant bitrate reduction can be obtained

by using the proposcd temporal quantizer oV~r the conventional scheme.

ii
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Résumé

Titre de thèse: "Quantification vectorielle récursive avec contrainte d'entropie

et application au codage de séquences d'images"

Dans cette thèse, nous considérons des problèmes c1a....~iques de la throril' du co<lal':" d,'

source en général et de ses applications au codage de séquences d'images en p....rticulil'r. La

courbe débit distorsion ("RDF") de Shannon fournit la limite supérieure des l'l'rfornmn,'''''

d'un codeur de source de comple:l:ité arbitraire. En l.hrorie, celle "RDF" ue pl'ut <-tr,'

réalisée qu'à la condition d'un retard infini. En pratique, les systèmes de communimtion

imposent des limites à la complexité ct au retard. L'objectif du codage de source est donc

de s'approcher au plus près de la "RDF" au sens débit-distorsion, pour une complexit(' ct

un retard donnés. Cet objectif est rendu d'aatant plus difficile qu'en pratique les sources

sont généralement non stationnaires et :,. mémoire.

La quantification vectorielle ("YQ") fournit des performances proches de la "RDF" ,

avec le retard et la compleJdté idoines. De telles performances peuvent être atteintes en

utilisant une méthode de "VQ" contrainte en entropie ("EC-VQ"). Pour surmonter les

problèmes de retards et de compleJdté, nous proposons dans cctte thèse une nouvelle tech­

nique de contrainte en entropie ("EC"): elle permet de bénéficier des avantages de j'EC

ainsi que de ceux de la quantification vectorielle récursive ct adaptative. Pour des raisons

historiques, nous nommerons cette nouvelle méthode "EC code-excited linear predictive

(EC-CELP) quantization", et nous montrerons qu'elle fournit une e.'I:cellente réponse aux

problèmes du codage de source mentionnés auparavant. Par rapport à d'autres méthodes,

"EC-CELP" atteint des performances plus proches de la limite fournie par la "RDF",

tout en gardant une compleJdté relativement faible. Pour estimer ces performances, nous

iii
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fOllrnis""".s un" nOllvell<' technique (I"analy,,,, d"" quantificatellrs à -EC-. qlli ti"nt compte

dll I""it d" qnantification i, ba., débit. Ont <'galement été dévdopp<'CS de non velles formu­

lations du ,:;aiu lIIaximum qui pcut être' atteint par quantification contrainte en entropie.

qlli tient cOlllpte d"" Iimit"" théoriques ail sens débit-distorsion à bas débit.

Dans la partie de cette thèse concernant le codage vidéo. nous proposons un schéma de

codag(' r':","rsif et multi-trame. qui utilise la méthode -EC-CELP- de quantification dans

le domaine telllporel. Ce nouveau schéma est étudié pour améliorer les performances de la

1II<,tl<ode classique ~DPCM-. Sa nature récursive)e distingue parmi les nouvelles techniques

lIIulti-trames non récursives qui ne peuvent offrir de taux élevés d~ compression vidéo avec

un retard minimal (quelques tram~). Un algorithme d'estimation de mouvement associé

('Ct également proposé. Comparé aux méthodes classiques, ce schéma permet une réduction

notable du débit.

iv
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PC predictive coding

pSK Phase shirt keying

pTCQ predictive TCQ

pVQ predictive VQ

'1pr '1uantizer pcrrormance ractor

RC (rcsolution) ratc-constraincd or alphabet size constraincd

RDF ratc-distortion runction

RVQ rcsidual VQ

SBC su bband coding

Sec. second

SFM spectral f1atness measure

SNR signal-to-noise-ratio

• SQ scalar quantization

TC transform coding

TCQ trellis codcd quantization

VLC variable length code (coding)

VQ vector quantizer

• xvi
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Chapter 1

Introduction

ln today's world, digital signals are almost always preferred over analog on"". Prcx,.,;sing

ftexibility, random access in storage, and higher signal-tOonoise-ratio (SNR) for transmis­

sion are among the advantages of digital signal processing. The drawback is the incre;,..;ecl

bandwidth or raw data rate of the signal. In the case of time-varying imagery, if a typical

television signal is simply digitized, it amounts to a raw data rate of approximately 188

Mbit/sec.\ For the HDTY, the data rate may be around 1880 Mbit/sec.2 High data

volume means high storage capacity in the case of storage and high bandwidth or channel

capacity in the case of transmission. As another example. for a 4 MHz television signal,

sampied at 8 bit per sample, with the required Nyquist rate and a PSK modulation scheme

(1 Hz per 2 bits), the required bandwidth is increased by 8 fold (:rl MHz). Signal com­

pression reduces the bandwidth cost for the digitized signal. The above examples of the

data volume, typical oftime-varying imagary, show the essential role ofsignal compression

or source coding for transmission and storage of such signais.

One may think of availability of more capacity both in wideband channel technologies

such as liber optics and high capacity storage media such as optical disks. AIso one

may consider the lower resolution images which do not necessarily have a very high data

volume. This may malte the high data llOlume argument seem less convincing. The counter

1A...ming 512x512x30 pixd/oec.x8 bit/pixd x 3 enlor•
'For example using 1l2Sx112Sx60 pixel/oec.x8 bit/pixel x 3 cnIor.
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ar~ulllenL' which are not Iimited to video compression are as follows. First. the number

of pos.,ible multiplexed signais per channel or media is always a consideration. Second.

there 'm' cases of channels and media with Iimited capacity. Radio and telephony channels

are examples of such cases. These factors are particularly important in view of the fact

that wireles., communication and multimedia are the important technology trends into

the next century. Hence the need for compression is not only as strong as l'Ver, but has

become crucial for matching the supply with the explosion of the new demands. As it was

demonstrated by earlier examples, for high volume signais such as video this need is most

crucial.

A general digital communication system model is shown in Fig. 1.1, where encoder

and decoder are divided into source and channel encoder and decoder. The purpose of

the source encoder is to represent the source output as a sequence of binary digits with a

fixed or variable number of bits per unit time for this representation. The roll' of channel

encoder and decoder is to make a reliable reproduction of this binary sequence at the

channel decoder output possible. The overall goal of the system is reliable and efficient

transmission of source output over the channel, white meeting practical considerations

such as end-to-end coding delay and coding complexity.

The objective ofsource coding is to achieve efficient signal representation by removing

the redundancies in the signal. Two important categories which characterize the nature

of source coding methods are lossy or source coding with fidelity criterion and lossless

or noi..;ele..<s source coding. The latter is aIso rererred to as entropy coding. Shannon's

first and third coding theorems provided non-constructive description for optimum lossy

and lossless coding and bounds [103], [104]. Due to compression limitation of Iossiess

coding alone. we have to resort to the use of lossy coding.3 Lossless coding exploits

redundancy due to nonuniformly distributed source symbols and it operates on discrete

alphabet sources. Since the output of a lossy quantizer is discrete, we may decrease the

work for the lossy coder and increase the efliciency of system (as seen later) by a direct

'FUIlIaolleos codiDg tecImiqueo appIied cIirectIy bave :lOt provjded the required bigh-comprellllÏOD ratio.
For _pie. oaIy COlLjW ',n of 3:1 io reported wit.b .. 1aoIIeos open-Ioop DPCM followed by .. loooI....
codiDg [57] (a1IlO Re [73]).
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Fig. 1.1 A communication system modcl.

combination or the two schemes in a scquential 1000"\y+losslœs configuration repl""'Cnted

in Fig. 1.2. This configuration has advantages over the alternative of lassy coder a1one.

However, the variable nature or the output rate or most lossless coders (variable.lenglll.

coding (VLC)) can have some adverse elfects in the case or channels which cannot tolerate

such fluctuations. There are means to a11eviate such adverse elfects. As weil there are

situations where such variations May he tolerated (25), (86).

In the system or Fig. 1.2, the signal input symbol4 u(k) is analyzed and a set of

parameters s(k) is extracted.5 This set or parameters is quantized and represented by the

vector i(k). The combination or analyzer and quantizer blacks May he called the lossy

encoder black. This means that ir the inverse black or lossy decoder at the source decoder

was ta reconstruet the signal black using i(k), the resulting errar distance hetween6 u(k)

and û'(k) wouId he the coding distortion or Ioss. The output or the lossy encoder is

encoded by the lossless encoder to obtain the bit stream c(k) which is transmitted over

the channel. In the absence or channel noise, the bit stream c'(k) received by the decoder

•
4Bo1d faœ repl__r sigœ1 and k ;,. the time iadex for the _r,

•A 1eA generaI eue does DOt iDcIude the auaIysis bIocIc. ln tbat """" _ will deaote the iuput and
recoustructed sigpals as a(k) and i(k) roopectively•

·UD1eos otberwise stated _ will he UIÏDg ..~ errar cIistaDœ ............,.
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•
Fig. 1.2 A source coding system combining lossy and lossless coding.

is identical to c(k). At the decoder, the lossy and lossless decoder blocks perform the

reverse operation of their encoder counterparts. Parameter set i'(k) is obtained from the

bit stream c'(k) and the signal û'(k) is reconstructed from i'(k). As seen later, it is possible

to combine the lossless and lossy coders in this source coding system and to design them

in a joint fashion. Since throughout this thesis we assume an error-free channel, hereafter

we may assume c(k) =c'(k) and i(k) =i'(k).

1.1. Source coding techniques

For the general case of coding with fide1ity criterion, Shannon provided a theoretical

performance bound called the rate-distortion bound. However he did not provide an

instrumentablemeth~)or~btainingsuch performance. The ultimate goal ofsource coding

is providiDg means ta accomplish a performance as close as possible ta the rate-distortion

bound. Also there are a1ways other practical constraints such as coding delay, complexity,

• and robnstness that have ta he taken inta consideration.
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Let us a.,"sumc that tht" sour('(' codl'r USt':" a lo.........y+lc.l.........ll'S..... ("unfi~urat inn il.... in "'i~. l.:!.

Huffman coding. Run-Length coding. Arithm.,tk co<ling. "n.1 many a<l"pth'., "dll·m,.,. an'

among lassless coding techniques, l\lany variation" and "omhination" of ,,"d, co.I.·.,. lIlay

also he use<! [107]. Among 10""1"",, code.,.. the "Le uses ;: "mall.'r I.'ngth hit "t n'am

for the highly probable input block>;. and vice '·e.,.... Hence 10...~1.",,~ or .'nt rupy "...Iill):;

removes redundancies corresponding to the nonuniforlllly di"trihntl 1 'IU""til.N Ollt put

i(k) in Fig. 1.2. This kind of coding gain i" sollletilllcs rcferrt'tl to ~ "hapillg ):;;ùn. Th.,

goal is to make the average bitrate as clO&' to the entropy of th., qU;Ultil.''tI "Yl\lhuL~ ...~

possible (henee the name entropy coding).

Predictive coding ~PC), transform coding (TC). "ubband and wa\'CIl't coding, an,l

ve<:tor quantization (VQ) constitute the main lassy coding techniqnes. Adapti\'\' '"ari"tion..~

of the above techniques and a variety of their combinations can also he ul'l'd. DPCM i>'

the simplest and most common (linea.r) PC scheme and is frequently use<! in thl' tl'Illporai

component of image sequence coding. PC helongs to a mol'\' general class of 1ttUn<i.,..

coders. Black coding or VQ coding advantages, WÎth respect to scala.r quantization (SQ),

are rooted in Shannon's original coding theories. The advantage is due to the conclusion

that coding of gymbols grouped in vectors or blocks results in a. hetter \M!rformance than

scala.r coding or coding of single gymbols [48J, [41J.

VQ cau not only exploit the memory redundancy (memory gain) in the signais bllt

will also provide coding gains in the case of independent-iclentically-dhitribllted (i.i d.)

SOIlrces. Additional coding gains can he categorized as dimensiORGlityor spaœ filling aDd

shaping. For the entropy coded configuration in Fag. 1.2, in the absence of sbaping gain,

the additional gain is limited ta spaœ fiffing.

It is weil DOwn that VQ cao acbieve performance near the rate-diistortion bonncl. How­

everthe required dimension (delay) and complexity, especially in the case ofll()llSfationvy

signais, makes direct VQ impractical. We will sec 1ater that llSÎIIg hybrid teduùq_ with

VQ, one may aIIeviate this problem. Among otber meaDS ta address this probIem are

the classes of constnzined aDd structuml VQ. Stractllred VQ tecluüq_ sacb as Iattiœ

VQ are more suited for bigb rates aDd Cll8eS wbere Iow delay is DOt ofCOIlSicIerar.io. For
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low rates, hybrid techniques using structured VQ are more appropriate and have becn

succcs.,fui [72], [99].7

TC and transform VQ can he considered to helong to the c1ass of constrained VQ

(41). AlIlong the lIlost widely uscd source coding techniques for spatial image coding is

the TC lIlethod using the discrete cosine transform (DCT). For nonstationary signais,

adaptive techniques arc devise<!. :'C achieves decorrelation and what is referred to as

mergy compaction. Subband and wavelet coding arc c10sely related to TC. Wavelet coding

which has reœntly become an active research topic, particularly in image coding, can he

advant.ageous due to its interesting properties. An inherent multi-resolution rcpresentation

of signal is one advantage. Another potential advantage of wavelet transform in the case

ofimage signais is due to its regularity properties, which can provide good approximations

to a diversity of signais with relatively small number of coefficients.

Advantages ofVQ and other methods may be combined in hybrid (combinatory) coding

configurations. Among hybrid techniques, combining the advantages of recursive and

adaptive VQ, is the scheme of code-excited-linear predictive (CELP) quantization [101).

CELP has becn the most successful speech coding scheme in the past decade and has a

central role in this thesis. However, we emphasize that \ve use the name CELP both in its

generie speech coding sense and in a sense of recursive and adaptive VQ, which may be

considered as a good generaJ coding method for nonstationary input sources with memory.

The performance of the source coder of choice aIso depends on othn considerations

such as design method and bit a1loeation where it may be applicable (e.g. bit a1loeation in

subband and TC). There are tWt; clàssieaJ approaches for designing quantizers. One uses

the criterian of miniTnization of avèrage distortion for a fixed number of quantizer output

alphabeL This type ofdesign is referred to as alphabet si:e or resolution-constl'llined (RC).

Alternatively, the minimization may be subjeet10a. constraint on the output entropy (con­

stant CIluopy). For the configuration ofFig. 1.2, which uses an CIltropy coder, the second

altemativeoC~ (BC) design is known to be advantageous [26], [14]. EC

design as applied 10 the CELP quantizer (EC-CELP) is one of the key contributions of

•AIoo .... [23], [....] for Iattiœ q"'ntjptioll, (10) for ualar VQ (fixed rate Itruetured VQ), [62) for
oIc= n... fixed.rate 8tnIctUrecI VQ, aDd [83) for '1ieIlis c:ocIed qlllntjz·tion bued on [106).
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this dissertation.

1.2. Video corling techniques

j

•

•

The spatial and temporal characteristics of video signais are very different. For the spatial

domain, consideration with regard to representation of image edges significantly elf,'Ct.~

the outcome of the spatial compression performance. Motion and it.~ characteristks play

the key role in the temporal domain compression. In this introductory sectiou w,' will

briefiy describe the elements of the common video coding techniques. We will postpoue

the detailed discussion of common video coders, of more advanced techniques, aud a more

exhaustive survey of relevant publirations in high-compression video coding until chapters

2 and 5. We will see that thcre is a plcthora of rescarch works responding to the nced for

high compression v;-;!eo coding.

ln common video ';oding techniques, thc temporal and spatial redundancies are pro­

cessed independent,ly (although theoretically this is not optimum). As mcntioned, the

spatial redundancies are often removed using TC schemes. ln particular OCT, provid­

ing an order of 50:1 compression for still image;, has been the method of choice. Other

than energy compaction and decorrelation properties of the OCT, thc cxistencc of fast

algorithms has made the OCT popular. The success of the OPCM configuration, as thc

method of choice in temporal redundancy removal in most practical video codcre, is due to

its good performance and its relative simplicity. Combining spatial TC and OPCM results

in the hybrid OPCM-TC video coding, the most common video coding configuration.

Motion-compensated video coding uses the a priori knowledge of motion characteristics

to provide a significant gain. The assumption is that, regardless of motion, there is a

high correlation among image pixels in successive frames projected from the same sccnc

points. Motion-compensated coding is also a1most a1ways used in the OPCM-TC hybrid

video coder. For motion estimation, both block (block matching) and pixe1.based (dense)

motion estimation can be used. A1most ail practical video coders up to now have used block

matching for reasons of complexity. Once the motion-compensated residual (difference)

image in a DPCM configuration is obtained, it is fed into the spatial block transform
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'1uantizecl residuaJ image are entropy encodecl. Sometimes temporal reclundancies are

further cxploitecl with motion compensatecl interpolation.

The abave common approaches in video coding and available compression ratios to

these methods have limitations. Use of spatial square blocks in spatial coders at higher

compression poses problems which manifests itself in ~blockiness~ of the reconstructecl

image. Temporally, reduced·frame-rate video coding May save additional bits at the cast

of further degradation in quality. Higher performance compression is a1so obtained with

modifications such as subpixel motion accuracy to the common motion-compensated hy­

brid DPCM configuration (Appendix E of Ref. [52]). However to obtain the magnitude of

compressions required by the new video applications, the video research community has

a1ready made the conclusion that departures from the assumptions, models, and quanti-

• zation methods used in the common hybrid coders will be unavoidable. As an e.'l:ample

of the new directions in the spatial domain, the region-based approach has the potential

benefits of more efficient representation (modeling and compression) of stationary patches

(regions) in the still image [i6]. Coding techniques such as the wavelet transform have the

promise of bringing the benefits of multi-resolution and better time-frequency resolution

through time-Iocalization. Also there has been occasional departure from the two frame

difl'erential ideaofDPCM (entailing SQ in the temporal domain). But the benefits ofsuch

multi-frame schemes had no~ been shown until quite reœntly [94].

The video coding aspect of this dissertation aIso fa11s into this group of recent research.

But it will be seen, while a11 of the schemes in this new group are non-recursive in nature,

the propose<! scheme in this thesis being recursiœ has important advantages. The propose<!

motion-compensated recursive video coding system is based on the temporal EC-CELP

quantization. To our knowledge, prior to this work, no other temporally recursiœ multi-

• frame system has been suggested.
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1.3. Overview of thesis motivation and contributions

9

•

•

The domains of this thesis are source coding theory in gen"ral and \'iù,'O coding in par·

ticular. Therefore the contributions of this dissertation are also twofold: 1- D,'Sign a,,,1

analysis of a new efficient high compression soure" coder. entropy-eonstrain,,<1 "o<l,~,·x,·il.t,<1

linear predictive (EC-CELP) quantization. 2- A new high-,.omprl'S.~ion Illnlt.i-fr:lIn'· n,<'nr­

sive video coding configuration based on EC-CELP. The first part can be fnrth"r divid"d

into two parts. a- Design of EC-CELP and its special cases. b- Entropy-coded quauti­

zation theory at low rates and analysis of EC-CELP and its special cases.

As mentioned. the video coding aspect of the thesis is iu the context of the curr"nt

strive for pushing the frontiers of the state of art video coding by providing better quality

coded video at lower rates (high-compression). In motivating this work, w" first makI.' the

observation that the limits of performance of DPCM in temporal video coding plays a key

roll'. We proceed by investigating such limits and a search for more efficient quantization

techniques. The input sources of interest are sources with memory in general and highly

correlated sources in particular (intensities along motion trajectories in video coding). The

above search leads to the new scheme of EC-CELP quantization.

As an alternative to DPCM, the new scheme of EC-CELP, not only provides near

rate-distortion performance at low bitrates for highly correlated signais but also this is

achieved at low delay and relatively low complexity. To fully understand the reasons for

such high performance, various quantization theoretic aspects of EC-CELP scheme and

other alternatives is analyzed. As another contribution of this dissertation, rate-distortion

coding gains at low bit rates are defined and numerical results are obtained. Analytical

formulations for low bitrate coding gains of EC-CELP and other coders are derived.

To bring the benefits of the new efficient recursive coding technique to video coding,

we then propose a suitable video coding configuration and investigate the performance

gains over the conventional and other non-recursive alternatives.

Due to fundamentally different elements in this new video coding configuration, there

are Many problems and issues to be resolved. Within the scope of the thesis, we suggest

methods for resolving some of the main problems. We provide sorne preliminary simulation
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r",,,,IL. which show the feasibility and success of the proposed temporal EC-CELP motion­

compensated video coding configuration. The proposed temporal EC-CELP quantization

can be incorporated in an ail new motion-compensated video coding system which uses

spatio-temporal EC-VQ-CELP quantization. The multi-frame recursive video coding is

still in its early phases. Future work should provide a more complete evaluation and

comparison of alternative schemes by conducting further simulation of full coders.

1.4. Thesis organization

ln chapter 2, we first provide a more formai description of the motivation and the context

of the dissertation. This chapter contains both background and a survey of other relevant

works for source and video coding aspects of the thesis. For reference, sorne basic frequently

USl.od concepts and formulas are furnished. Throughout this chapter, the notation used in

the thesis is also established.

• The next two chapters are devoted to the source coding aspect of the thesis. Chapter

3 contains the design of EC-CELP quantizer. It presents the EC-CELP within the more

general class of EC recursive and adaptive VQ. It aIso presents EC-CELP as a general

configuration whose special cases include EC-VQ, EC-DPCM, and EC-PVQ. Simulation

results for the performance evaluation of EC-CELP and other alternatives are aIso included

in this chapter. Chapter 4 contains the analysis of the various EC predictive quantizers

especially EC-CELP and its special cases. It aIso contains a new classification and formu­

lation for the available coding gains at low bitrate using the entropy-coded quantization

theory. NumericaJ results for the above analysis and classifications are aIso included in

this chapter.

Chapter 5 is devoted to the video coding aspect of the thesis. The new multi-frame

recursive video coding configuration based on EC-CELP quantization along with related

issues are presented in this chapter. It includes investigation ofsuitable motion estimation

techniques and issues related ta the reconstruction ofdecoded motion-compensated multi­

frame images. The summary and conclusions of the dissertation are presented in chapter

• 6. Some of the techniques developed in this dissertation have been reported in conferences
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or arc to be submittcd to journal8 for publication [30]. [:12]. [:Il]. [:13]. [3;>]. [:1.1].8

11

• 'The work for tbia tbesis llDd the 6nt draft of tbia cIillortatioo -.. completed in Deœmber 1994•
Minor modificatioallllDd correctioas -.. made te> procIuœ tbia linal draft.
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Chapter 2

Coding Techniques for Sources

with Memory and Video

ln this ehapter background, notations, a detailed description of motivation, and a survey

• of past works both for the source eoding and the video e,xling aspects of the thesis are

pn!SC!nted. This ehapter is meant to facilitate the presl'ntation of other chapters and

provide the reader with the tools utilized. ln section 2.1, the information-theoretic source

coding bounds for input sources with and without memory are reviewed. It aIso contains

sorne relevant results on high-rate quantization gain classifications which will he used in

chapter 4. ln section 2.2, a history of the EC design and coding is presented. This will

aIIow the reader to see the place of EC-CELP among other EC coders. ln the last two

sections, a survey of high-compression video coding aetivities aIong with a review ofimage

characteristics and modeling are given. MateriaI in Appendix A, summarizing some basics

of information theory concepts, is include<! for referenœ and completeness.

lt will he seen later that the adaptive feature of the EC-CELP quantizer is one of its

important features. For the case of nonstationary input sources with memory (e.g. speech

[35]), this feature cau he most beneficial. However, for the video coding application pro­

posed in this thesis the adaptive feature is less crucial. To make our studies tractable,

throughout this work we often deaI with the referenœ stationary Gauss-Markov (GM)

• source mode!. AIso it is aIready mentione<! that one feature of EC-CELP is its use of VQ.
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In the next paragraph. we uS(' the stationary GM proccss 1.0 illtrodncl' thl' Vl'Ctor notation

use<! throughout the thcsis. We uS(' this occ'lSion 1.0 dl'IllOnstratl' SOIlll' nSl'fnl notions of

memory. pertinent 1.0 vcctor representations. Wl' will come back 1.0 th...... notions latl'r in

the thcsis.

For thediscrete asymptotically stationary AJ-th ordl'r GM process, GM(Ml {,,(,,)}~o'

with regression coefficients {am: m = 1, ..• , M}. Wl' have

where {w(n)}::"=o is the i.i.d. (white) Gaussian innovation sequence. For simplicity of

exa.mplcs and notation, we will mostly use the Iirst order (M = 1) GM processl

where a is the regre5Sion coefficient and 8(0) = 0 is assume<!. We sometimes refer 1.0 a

highly correlated source. By this we mean a ranging from 0.95 1.0 close 1.0 1.0. Note that

from the source coding perspective, the memory en\.ails redundancy (higher correlation

means higher redundancy). The GM(I), or Gaussian autoregressive process AR(I), can

be generated by passing the innovation process {w(n)}:.o through the synthesis filter

(having the Z-transform ~). The first order prediction filter coefficient is obviously

the regression coefficient a. Due 1.0 block nature of the f10w of signais in the caders

•

M
s(n) = L: ams(n - ml +w(n), n = 1,2,.",

m=1

s(n) =as(n - 1) +w(n), n =1,2, ... ,

(2.1 l

(2.2)

•
'The higher orcier CllIeO~ exteDd. However due to block Datun: of the lItudy, C1IlI<ll of N > M

aDd N <= M haoe to he :>. '~5ed oeparateIy (N is the bIocIc size). The iater+intra.-b1odc memory
cIacriptioD remains vaIid for bath c:ueo.
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considerlod, an l'q uiV'.ùent block (vector) rl'prl'Sl'ntation for the sou rce {s(k) }f:o is useful:

SI (k)

s2(k)

s(k) = where sl(k) =s((k - I)N + 1) 1=1.2, ... , N; k =1. 2.....

Using the above notation, we can describe the following useful equivalent block represen­

tation for the equivalent GM(I) source {s(k)}f:o:

SI (k) sN(k - 1) tDl (k)

s2(k) sI (k) tD2(k)

• s(k)= =4 +
sl(k) SI_I (k) tDl(k)

sN(k) sN_I(k) tDN(k)

{2.3)

innovation

Szsa

intra-Block memory
• . . •

. .
0 ... 0 0 tDl (k) tDl (k)

4 ... 0 0 tD2(k) tD2(k)
+... ... ... ... ... ...

4 N - I ... 4 0 tDN_I(k) tDN(k).
• .

SN(k-1) +

•
SztR

4

inter-block memory.

=

•

for k = 1,2, ... where k = rwl or n = (k -1)N + 1 with 1 = 1, ... ,N. In the later

discussions we will see that the identification of the inter+intra block memory and the

separation of the zen>statewresponse (ZSR) and zero-input-response (ZIR) of the synthesis

filter provides means for better comparative analysis of EC-CELP and its special cases. In

addition, separated ZSR and ZIR are commonly usee! in reducing the coding complexity

in CELP. Eqn. 2.3 demoostrates that for a simple synthesis filter l-ft(Z) = l-tz-l and its
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current state at vector time instant k (filter llll'mory from prl'\'ioll" ZSR filt"rin~ in thi"

case we have a scalar state sN(k - 1)). thl' k-th ZIR b gl'nl'rated by pa.,~ing a :"n> ",...tur

of dimension N through this given filter. It a1"0 dl'mon"trat~ that k-th ZSR i" g"IIl'rat,~1

by setting the state (memory) ofthl' syntll~i" filter (I-al;( 1) to Zl'rO and thl'n pa.,~ing th,'

k-th innovation vector to(k) through thi" zero-"tate filtl'r. Thl' r,,"ulting IIIl'lllory will 1...

used for the next ZIR filtering. We will give further detail" of ZIR and ZSR in """tiun :1.

2.1. Information theoretic source coding bounds

Digital compression in general (but not necessa.rily) entails the introduction of ,;ome kind of

coding distortion. The fundamental goal is to achieve the minimulll possible distortion for

a given coding rate, or equivalently, to achieve a given acceptable level of distortion with

the least possible coding rate. There are usually factors of ma..'Cimum a1lowable encoding

delay and coding complexity constraining this goal. Furthermore the following practical

considerations are of importance and make the achievement of the above constrained

fundamental goal more diflicult. First, practical source coding is usually at low bitrates

which entails the elfects of high quantization noise. The second factor is that the real

world signais are ra.rely stationary.

The maximum achievable lossless compression 2 is set by the Shannon noi..o;eles.. source

coding theorem. It states that for a given source with entropy3 H, using a sufliciently corn·

plex encoding scheme, it is possible ta encode losslessly with an average bitrate arbitrarily

(E) close to H,

(2.4)

•

From the definition of entropy one cau easily see that for a given discrete symbol set VI

(/ being the number of symbols) and the corresponding index set Z,

VI = {,,(;j;iEZ}, Z={1,2, ...,I},

"Ratio or average bitrate or ra_ data B to average bitrate or <:DCOded data R in bibo per ......ple (bpl).
'For definitioo or eatropy or otber inrormation notiOll8 ..., Appeadix A.



• 16 CHAPTER 2.

th" uniformly distribute<! set has th" highcst "ntropy rate Il'n;f.,m = logz J. As a rcsult.

for th" nonuniform set lhere is an associaled redundancy which is exploite<! by the losslcss

coders. I..osslcss coding (variable rate) methods include Huffman. arithmetic. and Lempel­

Ziv coding [6]. [lOi]. [6]. For applications which usually cannot accommodate variable rate

Ouctuations. buffering is rcquire<!. There is a tradeoff betwcen the associate<! cost and dclay

against performance [25], [86], [65]. We may dcscribe the set of output prefix-free codes

CI and the corresponding losslcss coding mapping r as

Cr = {cli); i e I}, .

r :I~Cr.

(2.5)

(2.6)

According to the more general fundamental rate-distortion theory, when we are only

willing to spend an average bitrate less than H, we have to tolerate sorne average distortion

D. For a given <;ource, there exists the theoretical performance bound of rate-distortion

• function R(D) (RDF), which may be compute<!. R(D) sets the limit for coding efliciency,

in a. sense that for a given D, no coding scheme can do better than the RDF limit,

R~ R(D). (2.i)

For a suflicient delay and complexity and a given D, the average rate R cau be made

arbitrarily close to R(D).

2.1.1. Theories for sources with memory

Eqn. 2.i expresses the fundamental theoretical performance limit set by the R(D) bound.

For sources with memory, being more amenable to compression due to inherent statistïcal

dependencies, base<! on N-tuple (ratherthan N = 1 in the memorylesscase) sourcesymbol

mapping and corresponding average mutual information, the useCul notion of N-th order

• rate-distortion function N R(D) is define<! (see Eqn. A.33). For Ia.rge N and stationary
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sources. ,/II R(D) approach<,:> R(D).

R(D) = lim .\' R(D).
N-tooXl

li

ln practical non-recursive quantizers. N R(D) is actually mort' meaningfnl t.han 11(1)) (1.1...

N-tuple dependency is directly available). Note that if tht' sanrct' is m,'nlOryl<'S.,. t.h,·

rate ,IIIR(D) is independent of N. As secn from the pr<'Ccding discns-'ions. for a l'ourc,·

{s(n)}::"=o wi~h RDF R(D), we may unambiguousIy l'peak of corr<':>ponding mt'moryl,'S.,

source {s"(n)}~o with rate R"(D) (from herc on subscript • indicatcs whitl'ncss or la"k

of memory) [lOS].

For the Gaussian sources, the N-th order RDF and its limit R(D) arc known and art'

given by the following equation pairs,

• {
{

! ,,'
. R"(D) = max{O,! Iog2 ~} = 2

Iog
2'1f

WhIte 0

D"(R) = 2-2R".;",

{

,IIIR('"'") = .L~N max{O llog :lt.}Correlated '1' N "'-k=1 , 2 2 4>

,IIID(4)) = 11 E~I min{4>,Àk},

{

R(4)) =..l.. r'" max{O llog s..c....,}tlJ..;
CorreIated 2" J-" , 2 2 4>

D(4)) =S.Ï-" min{4>,S..(ei"')}tlJ..;,

0:5 D :5 <T;"

D ~ <T;"

(2.8)

•

where Àk is the k-th eigenvalue of the correlation matrix ,III R.. of the proccss S with power

spectral density (PSD) function S..(eÏ"'). More detaiis about the derivation of the above

formulas are provided in Appendix A. The RDF resuIts for the Iow bitrate region can he

computed parametrica11y by varying <f> > O. For GM(l) source with rcgression coefficient

a, ~ S 4> S ~. The high rate or small distortion cases of D. =4> < min{Àk} and

4> < min,.,{S..(ei"')}, simplifies ta the special cases of
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(2.9)

NQ ~I N R.. 1
1/ N is the N-th order entropy power (J • 1indicating determinant), and 'Y;

is the spcclmlflalness mea._ure (SFM) for the process {s(n)}~~go. SFM is defined as

(2.10)

•

with 0 :$ "(; :$ 1 and 71; as the minimum prediction error variance. For white Gaussian

process for which 5••(é"') = 0';, we get"(; = 1. Process non-whiteness (color), quantified

by"(;, reprcsents its memory redundancy. The related factor ofspectral redundancy (ideal

memory) gain is the inverse orthe SFM, ("(;) -1. As an e.'l:ample, for the GM(I) "(; = l-a2

[58], [il.

Comparing the correlated source and white source expressions, it is easy to verify

the widely held helief that memory decreases the required bitrate when comparing two

sources with the same given variance. For the high rate region, it is easy to verify that

the RDF ofGM(I) process 5 or {s(n)}::O:o, generated by innovation process {w(n)}::O:O, is

the same as the non-redundant innovation process RDF (since we have "(;0-; =0-;,). Aiso

as Been next, the entropy and RDF of a source with memory is hounded by the entropy

and RDF of related memoryless source. For GM(I) source, this can he demonstrated by

the faet that, the higher the correlation, the lower the entropy or RDF curve. Note that

for other sources, explicit formulations of RDF as for the GM(l) source are not available.

However using the numerical algorithm of Blahut [8], algorithmic estimation of RDF May

he obtained for Many sources.

ln [lOS], [46]. [47], the following more general hounds for rate-distortion ofsources with

memory are provided. These hounds generalize the above conclusions (sometimes even for

nonstationary sources). The above GM source case is a. special case of these studies. The

proposed hound is

• R"(D) - M.......,.(N):$ NR(D} ~ R"(D), (2.11)
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wh..re

and where h(.) is the continuous or discrete entropy and E(·) is Ih., "XI""'I"lion "I,,'r:lh.r.

For stationary m..moryll'SS (indep"ndent) N-dimension..l \'l'Ctar, w.' h.."" th., f"lI"winl:

definition for th.. distribution fil p.-(s) =n~1 IP(s;). Thelimit "fthl' "ho"" :..".v --+ <X'

(~Rm._.,.(oo)) is also defined. For this limit-bound for ,;ome C:l.<l'><. inc\uding th., l::I.\(I)

source. l'quality holùS for 10\Ver bound (assuming high-re,;olution). For sudl ••:1.....'. tl..,

follo\Ving relation \Vith SFM cau be easily verified

H'h \.,,~ (";' '1 .,Ig rate: lm ........mo.,. " 1 -:: -2 og~1;·N .....oo • ..

Note that for th;! GM(I) source (\Vith memory) the associated memoryless ,;ource (0) is

the Gaussian memoryless source \Vith the same variance.

A some\Vhat more general classification by Lookaba.ugh and Gray, formulated to quan­

tify VQ advantages, includes other coding gains [80]4. The overall gain of the N-dimensional

VQ over SQ, using the re\ationship of distortion due to repea.ted SQ over distortion

due to VQ, is denoted by ~(N). In order to use tbe units of dB & we define ~(N) =

10 *log10(bVo;rN))' Tbe gain is subdivided to memory, sp,u.'.. filling, and shaping. Assum­

ing squared-error distortion 6 and units of dB for tbe RC quantization;' we have

Higb rate RC: ~(N) = A......,(N) +a.....{N) +~......(N). (2.12)

•

Memory g;;in is Jirectly rela.ted to tbe spectral memory gain, ("';)-1, delined earrler.

Lookaba.ugh and Gray used the Zador [llO] equation for the expected distortion for tbe

N-dimensional VQ and the Gersho's conjecture [40] for the coellicient ofqna.ntization for

• Allo ..., the altenmtnoe denfficorion of graauJar aDd ...n .... cIiotartiaa ... --a.d ÏD [nI.
'We will ...., the operator c1B(')=10 olog••(.).
"Throupout tbia worIc _ ...., oquared-enar diotartiaa.

TAs meDtioDeà ÏD cbapter 1, far the raoIutioa-coaotraÏDe (Re) quauti:zer cIooisD. the -.opy~
in F"Jg. 1.2 is _ -.-1.
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hi~h rate VQ to show that the high rate RC and EC memory gain would be given by

High rate RC:

High rate EC:

~ (N)=dB (II NP•• (S)IIN/(N+2))
m.m••, Il Np.(s)IIN/(N+2) ,

" (N)=dB (22[H( N p,.(Sll-(I/N)H( N P,(Sll))
,;",),m.mol1' ' (2.13)

where IIJ(:z:)II" = II J(:z:)")I/". For the Gaussian sources such as GM(M) source. the high

rate gain for both RC and EC is shown to be [80]

Comparing the above with Gaussian NRDF in Eqn. 2.9, the consistency of the above

with RDF results is seen. The high rate memory gain for the GM(l) process is shown in

Fig. 2.1.

•

Righ rate Gaussian: ~Q.'M""(N) = dB ( 0'; ) .
m.mo., NQ

Space filUng gain is relate<! ta the dimensionality of VQ and is given by

(
C(l) )

~.w.. (N) =dB C(N) ,

(2.14)

(?.15j

where C(N) is the coefficient of quantization, as deline<! by Zador [110]. For high reso­

lution, Gersho [40] has conjecture<! that C(N) is determine<! by the optimum regular œil

(Voronoi) shape for VQ matche<! to a uniform probabillty function. Base<! on Polytope

N-dimensional centroid and volume, bounds and approximation for the filUng gains of

o dimension N are provide<! in [SOl. They sUggest the foUowing useful bounds (the detail of

which ca.n be found in [80]): the spherical bound (approximation base<! on a partitioning

of input space using spheres), the Conway and Sloane conjecture<! bound [15], the known

lattice lower bounds, and Zador lower bound. We reproduce these high rate bounds for

tiUing gain in Fig. 2.2 [SOl. Compa.ring the maximum fiUing gain with memory gain in

Fig. 2.1, it is obvious that for the higbly correlated GM(l) source, the memory gain is the

llIore significa.nt of the 1:\vo.

Fmally, as mentione<! in chapter l, shaping g..m is relate<! ta the possible coding gain

due ta non-UDiformly distribnte<! source symbols (entropy or lossless coding provides this
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Fig. 2.1 High rate memory gain (VQ advantage nver SQ) for GM(I) source with coeffi­
cient 4 •

gain). For the EC system analysis we need not to he concerned with the shaping gain

(shown to he zero) due to the use of entropy coding. Hence we will have

High rate EC: a(N) = a ....,...(N) +a.III•• (N). (2.16)

•

The rigorous analytic expressions for the above gains at high rates, a1though informa­

tive, are not suited for low bitrates. This is mainly due to the Iimits induced by RDF

"water-filIing" concept at low bitrates. Since the above categorizations are powerful tools

and extremely useful as coding performance reference, in chapter 4 we develop alternative

formulation for these gains at low bitrates. The formulation incorporates dependence on

bitrate as weil as dimension N. Such low bitrate categorization provides a reliable reference

for low bitrate coding and a hetter understanding of the advantages of EC quantization

at low bitrates.
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• 2.2. EC history from EC-SQ to EC-CELP

ln this section, we present the history and context of Ee-CELP and its elements. It

was mentioned in chapter 1 that to combine the benefits of lossless coding with the lossy

coder, one direct approach is to use a configuration in which the lossy coder (quantizer

whose output symbols are not usuaJIy uniformly distributed) is foUowed by the lossless

., (entropy) coding to obtain a more compact signal representation to be transmitted over

the channel or storage medium. The formai definitions for the two classical quantizer

design alternatives cao he given as foUows.

DefiDitiOD 2.1. In a quanti.-er design, if the criterion of minimi:ation of aœrage distor­

tion i..~ for a fized si=e of quanû=er output alphabet, the design and quanti:e!. are referred

to as alphabet si=e or (rate) resolution-constrained (Re).

DeflDitioD 2.2. In a quanû=er design, if the criterion of minimi:ation of aœrage distor-

• tion is wbject to the con..<tmint that the entTopy of the quanû=er output alphabet be beloto
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a certain level. the design and quanti:cr i.- rrfcrn'd to a.- fIltropy-colI.-trni,u·d (I:'CI.

The EC class has certain well-known ad"antages [.1.1]. [110]. [26]. Variolls nlllll,'rieai

schemes for the EC zero memory SQ (EC-SQ) design ha".. b....n r..port,,<1. ln part.irlll"r

th.. EC-SQ design algorithms by Wood, B..rg..r, and Fan'ardin and i\'lodœtino [2li] an'

available. The classical results of Gish and Pierce [44]. und..r lIIiid conditions. show tlll'

asymptotic optimality of the uniform EC-SQ at high rates. Th.. perfornmnc,' gap with

R(D) was shown to he within 0.25 bps. Since then it has becn pro"cd that Olt low hitrat,'S.

neither uniform quantizer optimality nor the 0.25 bps gap hold [26].

The necessary condition for the optimality of EC-SQ algorithm for th.. g..n..ral distor­

tion measure case is given in [26]. Using the properties of EC quantizer and its relationshil'

\Vith RC (Lloyd-Max) quantizer [41], tht> tcdious EC-SQ design problem can he rcduccd to

a search among quantizers satisfying the nccessary condition with an output entropy <'<tuai

to a lixed leve\. The EC design algorithm which is a descent (Lagrangian) algorithlll nses

the known fact that the average distortion of EC quantizer is a non-increasing function of

output entropy.

Other than zero-memory SQ, another important class ofsource coders, directly related

to the fundamental theories in information theory, is the class of delayed decision coders

(Tree, Tre11is, and VQ). The Tree and Trellis quantization schemes can he considercd as

special class of general VQ [41]. Their merit is in providing coding gains (elliciency of ."p­
resentation) for sources with memory as weil as for memoryless sources (e.g. i.i.d. Gaussian

source). It was Shannon who showed that performance approaching the rate-distortion

theoretica1limits is possible by quantization of blacks (VQ) of source symbols instead of

the individual source symbols (SQ). '1'0 use a broader, more suitable terminology, we use

the N-dimensional general VQ which includes many VQ classes. Gersho and Gray [41]

have classilied the general VQ to classes of constrained VQ (e.g. product VQ, multistage

or residual VQ, transform coding VQ), recursive VQ [63] (e.g. predictive VQ, linite-state

VQ), and adoptive VQ (e.g. gain adaptive VQ).

Chou et al. [14] made a Lagrangian exteDsion of the EC-SQ algorithms to entropy­

constrained VQ (EC-VQ). The iterative descent minimization a1gorithm for EC-VQ bas
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similaritics to the Lindc-Buzo-Gray (LBG) a1gorithm [i8) and in the case of the memoryless

source is guarantccd to converge to a local minimum.

ln the EC class of coders, if there were no constraint on the VQ dimension N and

codebook size l, the EC-VQ may he considered as the ultimate coding scheme. This

is due to Shannon source coding theories, that in effect says that for sufficiently large

N, there exists a VQ coding scheme with a codebook size J, which yields a rate that is

arbitrarily close to RDF. The high rate VQ memory and filling gain for EC-VQ were given

in Eqn. 2.16.

For sources with memory, the required delay (black size N) and complexity for VQ

can increase considerably and may not he practical. Means to address search complexity

have bcen provided at the cast of sorne degradation through the class of constrained VQ

[5) and structured VQ [41). The delay requirements for satisfactory performance could still

he stringent. This is why recursive procedures of differential or predictive coding (PC)

such as OPCM are used in removing memory redundancies.

The numerical design a1gorithm of EC-SQ [26) or EC-VQ [14) set the path for the

design a1gorithms devised for EC-OPCM, EC bloclt transform quantization (EC-STQ)

[24), EC Trellis quantization (EC-TCQ) [28), [82), EC predictive Trellis quantization (EC­

PTCQ) [28), EC residual VQ (EC-RVQ) [68), EC predictive VQ (EC-PVQ) [64), and

in this thesis EC-CELP.8 The results of EC-CELP formulated in this thesis were first

published in [32). As weil, the 2-dimensional (2-D) varia.tions of these EC coders have

already bcen formulated for image coding. Examples of recent papers for 2-D EC coders

include 2-D EC-PVQ [Sï), 2-D EC subband coding (EC-SSC) [65), EC mean-gain-sbape

VQ (EC-MGSVQ) [iï], and EC frame-work for wavelet-ba.sed image coding [96). Otber

tban video coding application in cbapter 5, we bave aIso studied speech coding application

of EC-CELP in [35) (extension ta tbis thesis). Parts of the results of cbapters 3 and 4,

devoted ta EC-CELP design and analysis, are publisbed in [32), [33), [34).

F'mally, wewould \ike ta motiva.te the EC-CELP work througb looking at the EC-CELP

clements. As will he seen in detail in cba.pter 3, CELP uses PC and VQ. PC combined

"MaIsy of tbeoe EC codera. appeariag quile reœIItIy aad IOl1letÜIIa iD poraIJeI, .- the LagraagiaD
appI'OKh ofEC-VQ.
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with VQ bclongs to the larger c1a..<s of reeul'8ive "Q. Erreeti\'(' prediction of th,' si~n,,1 in

the case of stationary or slowly time-\'arying signals (!ocally statiOlmry) is J>O......ibl,·. This

is done by the good estimation of predictor mode! p"r,ulIt.'tt.'l'8. In sudt ea.....l.'S. PC pro\'ill,,,,

higher memory gain than other alternativl.'S. particularly tht.' lIon-rl.'Cul'8i\'t.' SClll'Ill'''' sueh

as TC [81). [58). Other coding configurations whidt also uS(' PC but e'ut bc eousid"""'ll

as special case of CELP are DPCM and PVQ. Nott.' that TC aud otht.'r ""'l"ul'8ivt.' scht.'Ill''''

such as RVQ helong to the constrained VQ c1ass which are devi.....oo to d,'al with eOlllpl,'xity

issues of VQ.

CELP also helongs to the c1ass of adaptive VQ due to its anal.;sis-by-synthl.'Sis ft.'aturl.'

and other adaptive components. The c1osed-loop analysis-by-synthl.'Sis structure of CELP

easily lends itself to adaptation of memory removal procedure for the slowly tillle-Vl\ryin!1:

signal. In chapter 3, we describc the above elements in more detail. Among othl'r thin!1:S

wc show that even for stationary signais, non-adaptive CELP has a PC ml'mory adVl\ntagl'

over PVQ. For the nonstationary input signais, the advantages are more eminent. Wl' al.'lO

brielly discuss the low bitrate quantiza.tion noise ell'ect.s. More rigorous analysis of such

ell'ects are presented in chapter 4. In the absence of shaping gain dul' to entropy coding,

at low bitrates whcre the coding gains are sca.rce and interactive with quantiza.tion noise,

a joint coding configuration using VQ and EC design becomes preferable. This becomes

the motivation for the EC design in EC-CELP. ln EC-CELP, the ca.pabilities of VQ can he

concentrated on the space-fiillng gain and the remaining source and quantiza.tion memory

redundancies. The rea.sons for the more efficient nea.r rate-distortion performance of EC­

CELP tha.n the previous methods principally lie in the hetter joint memoryIspace-fiillng

gains in the presence of quantiza.tion noise feedback. IfJgh coding elliciency obtained is

both in the sense of ra.te-distortion and the imposed low dela.y (VQ dimension) and low

complexity constraints.

2.3. High compression video coding

For time-varyiDg image seqaeDœ compression, d?'"'ka1 and modern sonrce coding t.beory

and the Jœowiedge of the SOllrce c:ba.ra.cterist and mocIeIing are nsed. Va.rioal; tecIuliq_
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havr I)('('n sUAArstrd in removing the video signal temporal and spatial redundancies with

illlprrs.~ive rrsuIL~. Neverthelrs.~. higher quality compression schemes operating at lower

bitrates are still in demand [54]. As a result, there has becn an intensified activity in video

communication research particularly in this decade. Current and emerging technologies

and trends such as video telephony. multi-media. and wireless are the driving force hehind

such demands. Video quality in different applications varies and ranges from large size

high quality HDTV to smaller size lower quality video telephony.

High compression video coding usually. but not necessarily. means very low bit rate

applications. Very low bitrate time-varying image sequence standards a:ld initiatives such

as H.261 and MPEG-4 have been underway [88]. [53]. [56]. [54]. [69], [ï4]. The H.261

standard (also referred to as Px64 where P is from 1 to 30) coders already produce good

low bitrate coders for ISDN telephony application. But for applicatiollS such as the basic

vidro telephony application'. considerable resea.-ch is still in progress. In particular, the

initiative under the name of MPEG-4, with target video bitrate of 4.8-64 Kbpsec. and

a time scltedule hetween 1993 and 1998 has been very active. Table 2.1 summarizes the

format and parameters of some possible very low bitrate configurations [2], [54] 10. For

this thesis too, the target coder would he similar to the ones targeted by the MPEG-4,

with rates in the order of 10 Kbpsec. Such high-compression coders must produœ high

qua\ity coded video at low bitrates of less than one bit per source symbol (bps). Note

that for the case of MPEG-4 targets with rates above 4.8 Kbpsec.. the bP6 is given in

Table 2.1. To make a meaningful interpretatioll of the bps, alternative collfigurations in

various coding scltemes snch as alIocatioll of higher bps for referellœ frames (for which 110

temporal redundancy exploitatioll is done) have to be taken into accoUIIl.

The three industries oftelecommunic:ations, computer, and TVlfilm traditiona1ly have

IlOt bad much interaction. Now an emergiDg intersectioll between these three industries

is the focus or MPEG-4 activity [55]. Such Ù1tersectioll entails mixed elements that have

"The cbamIel .. &Ile booic: twioIed wire rlorb... liDe wi&h 3.3 KHZ baDclwidlh.. Tœ _. p ..fi.s
..-- ........ .-............ cbamIel aDIl..-- opeocb c:ocIiDs' ' .!l' ....... for &~ _ of
.........t 10 Kbpoec:.
~ Cbal for __ pua. :.'-obaaId~ he :: • al for & si- fanuL AIleraa&iwI.r. """

...,. •• doAb r'ne ÎD format. parc. oCrate 1&1 ÏOIl
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format resolution raw rat(' MPEG-·I ratt' romprC':-'....ion hps
Mbp..«'C. Kbp..«'C.

QClF li6x144x30xS+ 9.1 6·1-16 1·12-56!1 O.OfI60.0 1·1
82xi2x30xSx2

AT&T 128 x 112 x 10 x 8+ 1.3 ·1.8 269 0.0\:1
2500 32 x 2S x 10 x S x 2

Table 2.1 Examples of format, raw, and target l\lPEG-·\ rat"", and otht'r ",..ram"l"rs for
very low bitrate time-varying image sequence coders. Resolution ",..r'LlIlt'tt'rs art' B = Shps
and spatio-temporal dimensions for luminance and colo~ cOlllponents. MPEG-·\ targ,'t ratt'
is 4.8-64 Kbpsec.

historically belong to individual industries. This poses new challenges which indudt' trt'nds

such as interactive multi-media TV/film, multi-media in interactive computer, 'Llld finally

audio-visual wireless. A preferred multi·resolution video quality, has prompt~1 rescarch

to match this preference. Finally, if video communication is to become reality for th.,

wireless channels, the characteristics of wireless channels and required robustness have to

be taken into account•

ln the next three subosections we look at the spatial and temporal video signal charac­

teristics from the perspective ofvideo compression. More complex multi·frame modeling of

image sequence intensities along motion trajectories (MTs) is devised and the advantages

of such models over conventional methods are shown. The hybrid DPCM, the common

video coding configuration mentioned in chapter l, is described. An overview of sorne of

the more advanced coding schemes provides the chronological context for the propoged

method of this work.

2.3.1. Image sequence characteristics and modeling

Let us assume that the video input to the source encoder is fuUy digital. AIso without loss

ofgeneraIity, let us focus OD the predominant video information of luminance componentIl

and assume a ~rogiessive sca.nning and sampling structure on a reguIa.r Iattice grid [17},

[18]. In pa.rticnlar scanning format ofQCIF in Thble 2.1 can he used.

Let us denote z = (z,1/) as the spatial coordinate of the image point. When explicit
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dep,,"d,,"Cl' 011 time 1 is IIccdcd, wc will use (z(l),I) = (x(I), y(I), Il. If the samplillg

structure is n'prcscntcd by Az " we cali use the discrete image sequence signal notation

g(x, y, 1), (x. y, 1) E Az ,. (2.1 il

For the QCIF luminance format Az • = {(x.y,l) : 0 ::: x :5 175.0::: y:5 143,1 = 0, ...}.

When ollly temporal notation is requircd. the spatial coordinates are eliminated and g(l)

notation is uscd. We also use

9(t) ={g(z,t);z E Az } tE A" (2.18)

•

•

referring to a single image frame, with bold face indicating a vector.

The digital video signal g(z, t) temporal and spatial domains have dilferent character­

istics. The coding configuration should take the dilference and interaction between these

two domains into consideration. The important feature in spatial domain video signal is

the scene edges. In many traditional methods, square blocks of image are processcd. As

a result at lower bitrates due to higher quantization noise, subjectively intolerable dis­

tortions oommonly referred to as "blockiness" will appear. Traditional methods, for the

sake of of simplicity, have not benefited from the more complex edge-based (region-based)

spatial modeling and coding methods. Region-based video compression schemes have re­

ceived most of the attention and focus of the recent research activities and obviously cao

be extreme1y beneficial. However, since the main focus of the video coding aspect of this

thesis is the temporal domain, we will suflice to a brief review of the spatial methods

during the next sections. We do this to focus and provide a more detailed treatment of

the temporal domain video signal characteristics and modeling.

ln the case of temporal domain, the characteristics of the motion plays the important

role. Apparent motion in the image sequence is the result ofeither camera motion, motions

in the scene, or both. In video-phone applications, the camera is fixed and the apparent

motion (ordinarily low) is due to the persan movements. In surveilla.nœ applications, most

of the apparent motion is due to camera movement (exœpt during an "incident"), while
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in sports scenes both camera and scrnr mo"ement,; may b,' hi!,:hly actiw [19J. 'l'Ill' ,'allll'fa

motion includes zooming, panning. and othrr motions. 'l'hr objl'Cts in th" SCl'lll' may ha\'<'

motion. described by translation, rotation and morr complex drformation op,'rators. '1'0

makI' this more realistic. one should include Iight variations and thr noisr intrOl!IIl','<1 hy

the camera. sampling. etc.

MTs trace out the projection of scene points in the image plane during thr tim,' lht'y

are visible in the image. The initial and Iinal frames (ti and 1J) deline thr visible pt'riot! an,.

correspond to the appearance and disappearance of the pixel point in the image 8CqUt'nCl'.

The initial and Iinal points not only happen at the picture frame cdges. but also t.1.ke place

when a point is nelDly exposedor occluded (18]. Two el'amples ofMTs arc shown in Fig. 2.3.

Similar to the notation for the spatial coordinates of the image point :1: =(z(t), y(t)), the

trajectory coordinate in the 3-D zyt space is denotcd by (z(t). y(t), t). The function

C(T;:I:, t) describes the 2-D trajectory or the spatial coordinate at time T of an image

point which was at location :1: at time t. The 3-D trajectory (C(T;:I:, t), T) = (Z(T), y(T), T)

has a unique mapping to the above 2·0 function and is delincd during the time ofvisibility

in the image sequence. It provides the spatial location of an image point at time T.

The intensities a10ng MTs which are highly correlatcd can he modelcd as a stationary

GM(l) process with 0.95:$ a < 1.0.

Motion compensatcd coding (a1ong the MTs) is an ellicient technique in removing

temporal redundancies in image sequence coding. Many qualitative (e.g. (53]) and some

quantitative arguments (89], (43] have been made to support motion-compensatcd coding

advantage over the alternative. Preferably MT estimation has to he incorporatcd into the

coding scheme or use a measure of rate-distortion (objective or subjective) performance

criteria. The idea behind the advantage of motion-compensatcd coding is that in an idea1

situation, given MT parameters, only the MT information and the initial frame necd to

he coded. The ideaIization includes simple motion transformations, robust and accurate

motion parameter estimation, and low information content of MT parameters. In reality

above a5l>'Umptions are vioIatcd and hence there would he residual motion-compensatcd

intensity to he quantized and transmittcd. As weil, the required bitrate for transmission of
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•
Fig. 2.3 Two motion trajectories are shown. One trajectory lasts from the initial time
ti to the final time tf> the period during which the point is visible in the picture frame
Sl!<Juence. The second trajectory from t/i to t'f traces out a newly e.'l:posed point up to the
Ume when it is occluded.

motion parameters cao be substantial. ft is obvious that the total average bitrate not only

includes the bitrate a1located for the coding of intensities but a1so the side information

a1located for the motion parameters

R=R; +R.. . (2.19)

As seen from the above, there could be situations where the motion-compensated coding

is not advantageous. Sucb situations arrive when the R....... ........... exœeds the saving in

the bitrate due to motion-compensated coding•

•4s was pointed out in reviewing source coding principles in section 2.1.1, a highly ran­

dom source is more difficult t,,) code than a source with memory. The poor MT estimation

ma,}' induce random noise whicb would waste parts of the preclous available bitrate. The

tradeoll'between overhead MT information rate and saving in bitrate as a result of motion­

compensation (Eqn. 2.19) is an important consideration whicb needs future investigation.

• For simplicity, in this work the MT estimation and coding are separate and not jointly
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done as suggested above. Further d<'SCription of :\ITs and :\IT ,'>'tilllation is pn'>','nl''<1 in

chapter 5.

2.3.2. Conventional techniques

The motion-compensated hybrid OPCM configuration video coding ha.~ r~lIl:ùn,,<1 popular

in recent standardization (H.261 and MPEG-lf2) and l't'St'arch activiti,'>'. EVl'n :unong

many emerging MPEG-4 coders. underlying assumptions beyond this confignr:,tion ar~

kept and sorne elements of hybrid OPCM configuration are used without ma.jor modifi­

cation. The basic block diagram of this configura.tion is shown in Fig. 2..1. To show th~

advantages and limitations of this configuration, we now brielly describe coding el~lIl~nL~

and basic assumptions leading to such techniques.

Without considerations with respect to the important spatial feature. namely edges,

this configuration uses a simple block-based TC to remove spatial correlations. The choic~

of TC method to remove spatial redundancics is often OCT. At least at higher rates

(low quantization noise) good quality coding at low computational rosts are produced.

OCT belongs to a more genera.l dass of unitary transforms. Unitary transformations

represent the signal vector in terms of a discrete set of basis functions. The signal Vl!Ctor

is only rotated and hence energy is conserved. This is without any loss of information

(conservation of entropy). The two most important characteristics of the transformed

signal is energy compaction and decorre1ation. The tendency of packing a relatively large

fraction of the average signal energy into relative1y few cornponents is what is referred t;' as

energy compaction. Fine quantization of high energy components and coarser quantization

of low energy components results in an ellicient use of the available bitrate (assuming

proper bit allocation) and a better distribution of distortion. The decorre1ation property

means that the ofl"-diagonal e1ements of the covariance matrix of the transformed signal

are re1ative1y sma.ll and hence the signa.l is almost decorre1ated. In the Karhunen-Loeve

optimum transform (KLT) (optimum in a mean-squared sense), the maximum average

energy is packed in agiven numberofcoellicientsand thesigna.l iscomplete1ydecorre1ated.

The choice ofTC Dot only depends on the above considerations, but a.lso on the availability
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Fig. 2.4 Motion compensate<! DPCM configuration coder.

• of fast a1gorithms [5i], [58]. In hybrid DPCM-TC coding of Fig. 2.4, a VLC lossless coding

follows the spatial DCT transformation and quantization. In the temporal domain, the

common hybrid configuration incorporates the motion redundancies by using a motion

compensate<! DPCM scheme. However, it assumes a relatively simple motion cha.racteristic

and modeling. Spatial blacks of image a10ng the direction of motion for two neighboring

frames are matche<!. The motion estimation of choice hence is the weil known black

m41.ching, possibly using one of the existing fast a1gorithms [98], [ï9]. The fact that both

spatial coder and motion estimation are block-based, makes the signal processing less

complex.

The motion estimation block in Fig. 2.4, produces the description of molion tleCtor

di."JIlacement fields from frame ta frame (special simple case of MTs described earlier).

The disp1aœment field description is used ta obtain the motion-compensated neighboring

frame in the predictor of the DPCM coder. The estimation could be either based on

the recoDStructed signal or, as often is the case. on the original signal. To make the

motion information avaiIable at the decoder, losslessly encode<! motion parameters are

• aIso transmitted.
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ln MPEG-2. in addition to PC (DPC':\I). int~r·fr'"I1(' int"r"olatinn is lN'<1 tn furth,'r

increase the temporal domain compr"",~ion. Th,'lo"~I",,,~ "odin~ h ....hni,lu'''' nf Run-I.,·np;th

and Hutrman coding are normally appliro.

Using the QCIF format and the hybrid DPCM confi~uration. a Il.2IH-lik,· ","h'r ,'an

only produce acceptable quality at minimum bitrat~ of around 90 Khp"'..... '\s un" ,'xam"I,·

of lower bitrate video coding using the hybrid coding configuration of Fi~. 2.·1. th" ,\·.'.';'."s

2500 video-phone obtained reasonable quality but with substantial sp.'\tial·Il'mpoml .."'.

olution reduction [21] (Table 2.1). To obtain higher quality with accepu,bll' ..",olutiun

and without fundamental changes in the coding configuration. attempL~ in l't.'llnl·ing tl..,

bitrate, by say one order of magnitude or more, have produced mixro results. H,'nl"<'. ""~

MPEG-4 study suggests, substantial innovations and higher quality advancro tl'<'hniq...",

are required to produce high quality video coding at very low bitrate.

2.3.3. Advanced techniques

Most of the conventional methods assume medium to high rate, and hence the etrectiV«.'­

ness of these schemes at very low bitrates has to he rœ.'Camined. Until reœntly, image

sequence mode!s have been kept simple to comply with the practical constraints imposed

by the available technology. Alternative schemes would emerge from a doser study of

the temporal and spatial video source cbaracteristics and more complcx models. As weil,

better low bitrate source coding schemes and configurations have to he designed to match

sucb models. The results of many new image coding techniques have appeared in publica.­

tions during the course of this work. In this introductory section we indude references to

some of the more relevant works.12 Sucb intense research activity also demonstrates the

importance of mucb needed advanced techniques.

Most of the more reœnt attempts in providing higher compression have focused on

spatial domain modeling and compression techniques. As part of the current MPEG-4

and other iow rate coders, new directions of morphoiogy, fractals, mode! ba8ed (regional)

spatial coding, and alternative spatial source coders sucb as VQ, subband, and wavelet

12MOIt oC the .-ardl work rererenc:ecl appeared bef_ the completioo oC the tbeIia worIc aDd finit. drart
iD December 1994. ID tIùa 6Dal drart IOme Iater rer""""",,, were aIIIO adcIod.
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coding are considere<! [76] [8,5]. Multi-resolution modelïng and description have bœn

particularly popular in many of these recent techniques.

Among elforL~ in rœxamining lhe temporal domain aspects. there has bœn som<' suc­

cess in improving usage of molion effects [,52], [76]. 13ctter motion estimation techniques

are d<'vise<! lo increase motion accuracy and to match other components of the new con­

figurations [102].

Although many of the recent new video coding configurations still use the tempo­

ral DPCM coding component of the conventional configuration, its efliciency for higher

compression coding has to be questioned. The departure from the scalar nature of tem­

poral DPCM coding leads to multi-frame video signal modeling and coding. Although

multi-frame video coding has been around for sorne time, its practical use involving con­

siderations with regard to the choice of models and suitable motion compensation and

coding techniques are fairly reœnt research topies. When using multi-frame configura­

tions, it should be noted that we are aIso constrained by the maximum delay requirements

(100-150 msee.). This kind of delay is typica.l of the ones imposed in most low bitrate

situations [56] [74]. Also note that in the conventiona.l schemes, to exploit redundancies

beyond two frames, of course one a.lternative already in use is the use of interpolation

[53]Y~

Non-recursive multi·frame coding. Although 3-D spatio-temporal video coding

was su~.ed as early as 1977, its success and popularity has been limited unti! recently.

This is âue 10 the less than acceptable tradeoff' off'ered between complexity and qua.lity

and aIso the availa.ble computing power. New focus of the more recent 3-D video coders

has been on the non-recursive techniques sucb as 3-D subband coding [11], [97], [94]. Sorne

of these techniques aIso inc1ude motion compensation. Among other suggested variations

10 the conventiona.l configurations is the use of VQ [11], [72].

Recursive multi-frame coding. Non-recursive (e.g. TC, VQ, subband) multi-frame

video coding bas certain disadvantages. Thi!se disadvanta.ges are due 10 the fact that the

temporal domain signa.! is highly corre1ated. For sncb signa.ls, high-<:ompression using non-

..AJ& an """",pie or the DCW ÙIIllgC lICqUCDCC mocleliDg uoiDg the multi-frames _ [9).



• SECTION 2.3. :m

•

•

rccursive coding requires long delays (Humber of frames). From th., high rail' m.'mury g..iu

results in Fig. 2.1. one mny conclude that 1.0 obtain good m""'''ry g..in. 1h.· r"'1uirt~1 si",

for the non-rccursive temporal block will be more than ten frames. Th., propo",...1st'ht'ml'

in this thesis which is bascd on EC-CELr l'ails into the alternativ., apprOl"'h of //IlIlti­

fmme recursive temporal coding. 1'0 our knowlcdge, there ha.< not ht"'U other \'id'~l t'Uding

schemes which suggest the use of such approach. The motÎ\~,tion for sud. :,n apprll..d. ,'an

be best expresscd by the ahove mentioncd impractical delay requirem.'nt of multi-fran,,'

non-rccursive schemes and by the study of expcctcd s:'turation of the DrCM (singl., frôllll<'

recursive) alternative al. low bitrates. At very low bitrates, the ratc-distortion !,<'rforman.·.,

of DPCM operating on the highly correlatcd GM mode! degenerates substantially. Lab'r

in this thesis, we will examine the e.'i:act limitations of DPCM coding for such correlat....l

sources. 1'0 deal with this problem, we first propose improvi.1g the performance of the

scalar DPCM configuration by adopting an EC-DPCM design stratcgy (scalar EC~CELI».

Ne.'i:t, we may further improve the coding performance by increasing the numbcr of frames

(multi-frame EC-CELP coding).

Toobtain higher video compression, in addition 1.0 the proposcd new temporal domain

schemes in this thesis, as suggestcd by the MPEG-t studics and the spatio-temporal

system in chapter 5, the spatial coding efficiency of the conventional configuration has to

he reexamined [54). As weil, the utilization of higher performance lossless i:tlUers such as

Arithmetic coding may he heneficial. In our coding configuration, we will use the higher

quality dense motion compensation. However as mentioned carlier, the tradcoffs of motion

and intensity information, rellected in Eqn. 2.UI needs future examination. As weil, more

efficient representation of motion parameters will he heneficial (e.g. (90)) •
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Entropy-Constrained

Code-Excited Linear Predictive

(EC-CELP) Quantization

• 3.1. Introduction

As a classica.l source coding task, it is desirable to obtain high qua.lity low bitrat.e quan­

tization of (nonstationary) sources with memory while meeting practica.l constraints of

low delay and complexity. The criteria in the above task are in a sense contradictory.

For example, Shannon source coding theories suggest that, given sufficiently long de1ay

(dimension) and complexity, block quantization or VQ (EC and RC) ca.n provide perror­

mance near the rate-distortion. Practica.l source coders hence search for a tradeoft' point

and in eft'ect attempt to de1iver the best perrormance for somE' practica.l delay and com­

plexity. Two important considerations which determine the outcome ofthis quest are the

cboice of coding configuration and the method of quantizer dœign. The new method of

ECoCELP quantization, introduœd in this chapter, oft'ers excel1ent results with regard to

the aforementioned tradeoft'. ln fact, as will he seen in chapter 4, among a certain group

of quantizers and for the CM sonrce, it has the best potential. As mentioned abovê, the

, • choice ofcoding configuration, name1y entropy-coded CELP and the method of EC design



• SECTION 3,1.

are the key considerations which Illake t.his po,,-'ibl.,.

:Ii

•

•

EC-SQ is the simplest and the earliest EC quantization "da'Ill" 'lIl.1 its ad\':lnt.a~.'S

al. high rates and for memor)'less sources are w<'ll known. Thl'rt, art' alStl a ,'ari.·t)' ,,1'

algorithms for the design of this EC Zl'ro·ml'Illory quantizer [26]lSt'l·t.ion 2.2). For th.,

more practical cases of sources with Illl'Illory and low bit.rates, both I-:C·DPCM [2i] and

EC-VQ [14] have been suggested. For the stationary GM( 1) sourcl'. th" ad,",nLa~.· of

EC-DPCM is its single symhol delay. a consequenc" of SQ. Th" rrcursivl' natnrl' or nSt'

of PC in EC-DPCM results in efficient memory removal performance. BoweVl'r EC-"Q

can deliver an overall higher performance provided sufficient deIay, thanks 1.0 Lh" filling

and memory advantages of VQ. 1'0 combine the advantages of VQ and rccursiVl' sch"IlI'''',

EC-CELP is an e:"cellent general method of choice and as will he secn. iL has :Ld\':\nL."\gl.'S

over its special cases EC-PVQ [8i], [64] and EC-DPCM [2i].

Similar to other EC coders, EC-CELP sulfers l'rom problems a....'lOCiated with variable­

length code (VLe) transmission over fixed channels. Bulfer overftow, underftow, and

delay as well as performance degradation in the presence of channel errors are among such

problems. However, in dealing with such draw-backs, it is cxpected that, through similar

techniques used for other EC schemes (e.g. [8i]), the resulting degradations can he dealt

with and minimized. Setter analysis of these issues for the EC-CELP wiII he tht! subject

of future research.

Temporal video coding is the focus application of this dissertation, where a highly

correlated GM(l) source models the intensities along motion trajectories (cbapter 5). Due

to its formulation, EC-CELP can also he partïcularly heneficial for nonstationary signais

sucb as speech [35].

In this cbapter, unless otherwise indicated, a lassy+lossIess coding configuration, in­

herent to EC quantizers, is assumed. In section 3.2, we introduœ the lassy CELP coder

as part of the more general class of tzdaptioe and recursioe VQ. At the same time, CELP

is presented in a fashion that will include two other important practical recursive coders,

namely PVQ and DPCM, as specia1 cases. Advantagcs of CELP due ta the cboiœ and

configuration of its main componellLs, PC, VQ, and analysis-by-synthesis are explained.
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""111.<'<1. The EC-CELP dl'Sigll a1gorithm can also furnish lIew. good. and compact dl'Sign

,ùgorithms for its special Casl'S of adaptive EC-DPCM and EC-PVQ with advantagl'S o\'('r

prl'viously publishl'd a1gorithms. Sl'ction 3.4 cOlltains the simulation rl'Sults alld the COII­

duding remarks. Previous EC work and advantagl'S of EC-CELP over thl'Sl' scheml'S arl'

given during the chapter presentation. Sl'ction 2.2 which alrcady surveyl'd prcvious EC

quantizers and the history of EC quantization should he consultl'd for additional rcfer-

~n('('S.

3.2. Entropy-coded CELP, adaptability and memory gain

CELP has undoubtcdly becn the Most suCCl'SSful speech coding configuration in the last

dccade [101], [13]. Reœntly 2·D CELP \VaS aIso applied to image coding [91], [50]. [1]. In

[90]. a video coding application ofCELP for coding the motion information is investigated.

• As \VaS mentionl'd in section 3.1. we May emphasize the nature of CELP by calling it an

(adaptive) analysis-by-synthesis PVQ or by referring to ils dass as recursive and adaptive

VQ.

The purpose of this section is to compare the minimum delay (measured in terms

of signal dimension N) memory gain and signal adaptation charac:teristics of the CELP

configuration with other alternatives which use PC (recursive) and TC (constrained) VQ

for memory redundancy removal. First \VI! present the CELP configuration as a general

scheme in a fashion that easily shows that DPCM and PVQ are speàaI cases ofCELP. This

representation alone cali give an intuitive and general cha.racterization for the minimum

delay memory gain advantage of CELP over the special cases as weil as the constrained

VQ alternatives. The robust adaptation charac:teristics of CELP are aIso discussed. We

wm use the GM(l) source in Bqn. 2.3 as the example source. To support the intuitive

conclusions, we present the simulation results for the rate-distortion performance of the

entropy coded CELP coder without EC design (first publishecl in [30]). EC consideration

and advantage will he considered in the foOowing sections. A more detaiIed analyticaI

• analysis is postponed to chapter 4.
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o implicit u~ of analysis-by-synth<':'is PC (intl'r-\·('l'tor and intra-\·I,<·tor Pt').

o implicit u~ of "Q.

o cIO&'d-loop analysis-by-synth.-sis configuration.

o (optional) far-sam pIe prediction filter (use<! for pitch in sp<'<'<·h).

o (optional) adaptation of prediction filter (backward or forward).

o (optional) gain scaling and adaptation. and

o (optional) perœptual weighting (noisc-shaping).

:Ill

•

•

ln this work we include the fcatures which relate to the coding thcary persp«ti~ for

source; \\;th memory. In the above list of features, one con8l!<)uence of c1oscd-loop config·

uration is in the sense of PC being based on reconstructed signal rather than unquanti7.ed

signal (as in c1assica1 OPCM versus O*PCM [58]). Sometimes, the ternIS cIO&'d.loop scareh

and analysis-by-synthesis are used interchangœb1y. Analysis-by...-ynthesis or the so called

tria1-and-error approach means that the (usually) exhaustive seareh through the c!'~tation

codebook uses a copy of the decoder at the encoder. It is a1so the analysis-bY'b-ynthesis

whicb allows for intra-vector PC.

ln [63]. [41]. the c1œed-loop or feedback PC is presented in a larger c\ass of recul'!\Ïve

coders. Sucb a genera1 cIass of recursive VQ cau he depicted as in Fag.3.1.1 We will he

presenting CELP as a member of this dass. Laler we will sec tbat in order to represent

and interpret the standard quantizer used by CELP in this genera1 configuration. wc would

have to use an effediœ qu;mti=er. This is not the case for the OPCM or PVQ coders,

where the standard quantizer is a direct SQ or VQ. By a standard.quantizer. wc simply

mean a quantizer which maps from a wel\-delined or expIicit inpot signaI to an outpot

signal. From the source input process {.(k)}~I' the encocIer produœs the outpot index

sequence (c:hanDe1 symbo1sor inputs tothéentropycoderin caseofEC c:oders) {i(k)}~l
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Fig. 3.1 Recursive VQ lassy encoder and decoder.

by means of astate SC!quence {f(k)}~t. States desc:ribe the lassy encoder behavior. The

decoder produces the reproduction output SC!quenœ {&(k)}~1 moving through the SlUI1e

..late SC!quence as the encoder {f(k)}~I' provided common initial state and stale tran..<ition

function as the encoder. The state ofencoder and decoder at each time is determined from

the previous state and previous index output.

Let us assume that the input proœss values are in the set S and the states are in a

certain metric space n. As well, the state transition function J, the Jassy encoder mapping

<1<, and lassy decoder output mappings il are defined as2

..(k) eS, I(k) e 12, i(k) ex,

<I<:sxn~x, fJ:xxn~s,

J:xxn~n.

Additiona11y _ describe the eqnivalent rec:ursive encoder and decoder mappings

+n =(Q,J),

.11 =(il,J).

(3.1)

(3.2)

(3.3)

(3.4)

(3.5)

• :zs.,. cbapcer 2 r... l ,. cary _ CDCIiDs _oli c.. -.l bore.
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ln oth~r words. op<'rations by th~ stat~ transition. ~n'·od,'r. and d,'('o<l.'r for "''''h tÎln,'

instant cOIn 1><' d~rib<'d by

f(k+ 1) = f(i(k).J(k»).

i(k) = a(s(k),J(k» = cl>f(k) (s(k».

s(k) =p(i(k).J(k)) ='i'f(kl (i(k» k =1,2.....

(:Ui)

(:1.71

(:I.S)

Assuming the encoder and decoder are both in state J. th~ sa c:ùl~d ••ltllt- ...,,/cb....k:ÙI'I...h,'l

of state J, a collection of state-depcndent outputs, is defint'd by

This allows the definition of the required rttU",,'Ïvc VQ netlrest ndg1<bor or minimum dis·

tortion property for a given state j3

• cl>f(s) = argrrJpp(s, 'i'f(i)), or cquivalently,

P(s,\IIf(cI>f(s))) = _minp(s,s),
se.A1

(3.9)

(3.10)

(3.11)

•

where p is the distortion measure (in this case squared-crror). As mentioncd earlier,

the analysis-by-synthesis configuration does not allow as to specify a quantizer (VQ) in

the conventional sense. However, the quantizer may he seen in the following conœptual

(effective) analysis-by-synthesis fashion. It is pœsible to show that an input to this VQ

exists in the analysis-by-synthesis sense. As an analogy to DPCM and PVQ cases, we will

use {d(k)}~1 for the "difI'erence" input signal to the quantizer. The N dimensional VQ

is defined as the mapping from 7) (subset ofthe N-dimensional Euclidean space for which

we have d(k) E 7) C RN) to a finite set of reconstruction codevectors in codebook VI.

'lnF-ai-will _ the lAIbocript of metric lIpIlœ n co iDdicate depeadeD c. OQ Ilt&te or the .......,.;."
--. of the c:ocIer. Otber timts for the <!lI<:Od<r/6et:oœr operatÏoas wbeno beiag iD • partic:uIar Ilt&te ..
-. _ will _1AIbOCriPt 1 or I(k).
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Fig. 3.2 Entropy-coded CELP and EC-CELP encoder and decoder black diagram

••e. dlC.
The quantization CaR be decomposed to encoder Q and decoder Q

...c. d..:.
Q:1)~X, and Q:X~VI, where

"C. _ d.c.
i(k) =Q (d(k» and d(k) =Q (i(k» k =1,2, ••• ,

(3.12)

(3.13)

where the codebook is defined as VI ={v(i);i E X}, X ={1,2, .•• ,I} and we also have

{vIi) E RN: i E Z}. The partition cell (Voronoi celI) associated with every i EX is

'R(i) = {d E 1) :Q' (d) = i} (3.14)

50 that the œIIs partition 1) or RN.

• Prior to more detailed description of the CELP and its speciaJ cases let us provide
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sorne relate<! definitions for the prroiction and synthc,;is filters usro. The Z lransform of

the M·th order predictor and corrc,;ponding synthc,;is filler (lhe inverse of lhe pr''<iict.ion

error filter. l-~{Z)) are defined as

M

P(Z)= L amZ-m,
m=l

H(Z) 1 _ ~(Z) = _ AI l '-m =f: h..Z-
m

•
1 Lm=l amZ m=O

(:1.16)

For the k·th time index (dependence on k indicates the adaptiveness of PC), we mOlY also

define the following useful N x N lower triangular matrix H (k) with its special simple

case for the stationary GM(I) case (h = a)

ho 0 0 1 0 0

hl ho 0 G~(I) h 1 0
H(k)= (:1.1i)

• 0 0

hN-1 hN-2 ho hN- 1 hN- 2 1

As seen in Eqn. 3.16, in the above {ho,hh •••hN_I} are samples of the impulse response

of the synthesis filter I-J(Z)' The choice of h = a for the stationary GM(I) source, as

seen in chapter 4, is close 10 optimum for most cases of interest. Note that if the synthesis

lUter drzr is driven by the signal {y(n)}~11 the synthesis filter output {s(n)}~ cau

he written as
00 M

sen) = L h".y(n - m) =yen) + L a",s(n - ml·
m=O m=1

(3.18)

•

Next we look at the detai1ed operation of the CELP coder as shown in Fig. 3.2.4 In this

figure CELP is the lossy coder in a lossy+lossless configuration. When the EC strategy is

not used, we refer to the coder as entropy-coded CELP. The use of the EC strategy results

in the EC-CELP quantization. The block diagram a1so represents CELP as the general

recursive VQ with its stat.:s as the M synthesis filter states or memories. For the M-th·

•Allo Bee [3S) for the more peral EC-CELP wbieh ;!ldudes other cam_ta required for a apeech
codiDg application. .
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order synthcsis filter as in Eqn. 3.18. the recursive VQ coder will have M states which

at time instant n are {s(n - m) : m = 1,2, ... , M}, 11-1 previous reconstructed samples.

For M = l, matched to the GM(I) source, there is a single state or expressed in vector

notation

J(k) = sN(k - 1).

The CELP encoder uses an exhaustive search through the excitation signal codebook.

The search proceeds by passing each of the 1 excitation vectors from the codebook VI

through the synthesis filter to obtain the candidates for the current input vector. The

synthesis filters ZIR and ZSR are separated to reduce the complexityS and to help analyze

the coders. In chapter 2 we provided the definition for ZIR and ZSR in the context of

GM(l) vcctor representation. One representation of ZIR and ZSR in the context of CELP

will he given later in Eqn. 3.24. The CELP encoder first generates the ZIR difference signal

dZSR(k) (which can also he called ZIR residual or ZIR error). Then each of the excitation

• vector candidates a1i1(k) from the codebook (where a1il(k) is the same as codevector

"lilk)), i E Il is passed through the gain scaling unit and the zero-state synthesis filter.

The results are the ZSR candidates ~R(k), i E X for the current input signal vector

s(k). We identify the winning excitation codevector as a1i1k))(k) ="lilk))(k) E VI. For

the block (vector) processing, suitable for CELP, the black ZIR 8zm(k) can he viewed as

the output of the synthesis filter driven by the signal

{Y(l),Y(2), ...,y(k - 1),O},

where °zero vector has dimension N. AIso the ZSR signal.izm(k) can he represented as

the synthesis filter output driven by the input signal

{O,O, ...,OlY(k)}•
•

/c-I

•
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Then it is c1ear that the reconstructed signal can bl' \l'rilll'n ;L~

where only ZSR depends on y(k) or vi(I:).

The output of the codebook search module is the \l'inning indl'l( i(k) \l'hich yil'lds

minimum cost. As will he seen later, this cost for the case of entropy-coded CELP is thl'

square<! error and in the case of EC-CELP is the EC squared error. This ind"l( is SI'ntt;

to the lossless entropy coder.' ln the configuration of Fig. 3.2. with or \l'ithout EC. \l'l'

are interested in entropy-coded performance and hence the codeTS always includes entropy

coding. For a given entropy rate. to measure the coding performance. the normalized

average distortion Diu;, or the signal-to-noise ratio defined as SNR = 10 lagto 1t and

measure<! in dB is use<!. For index k, the resulting error and squared-error betwœn the

input vector s(k) and the reconstructed vector s(k) are given by

• e(k)=s(k) - s(k).

D(k)=lIe(k)1I2
•

3.2.1. Comparisons between CELP and its special cases

(3.19)

(3.20)

•

1'0 hetter demonstrate the comparisons of CELP with DPCM and PVQ coders, we rewrite

s(k) as the summation of the separated ZIR and ZSR. As mentiolled, the ZUt vector

Szm(k) is the "ringing" from the previou~!y coded vectors and is fixed throughont tbe

search. The ZSR is the result of p;o.;sing tbe gain scaled codebook entry througb the

zero-state synthesis filter, 8zsR(k) =4t;l(k). lt is obvious that througbout the sea.rcb,

the Z5R will he different for each codevector entry index i E X. Let us denote d(k) =

[dl(k)~(k) •••dN(k)t = v(i(k))(k) E VI to he the selecte<! codebook entry at lime vector

"ID the eue or fixed-rate cocIiDg, tbia ÙIdex il< directly _ owr the chaaDel.
TCELP c:adiIIg lDlIf bave aIterDal.ive _eterCDDfi~ Note tbat the forwanl "dlp'.atioD aJ.

taDltive roquireo transminion orp..-r.......,._etenI. We "",.diDe oune:.... to the bodcwarcI ai:\optot.ion
eue wbich ia more~ for Iow deIaY" '......5' [36], [4~.j: Exteaoiono or the f_uIotiono for otber
eoaliguratioas obould be lItrIisJ>tforwo



CHA?TER 3.• instant k. Using the definition of I/(k) in Eqn. 3.17. wc may rewrite s(k) as

(3.21 )

Wc may also represent the error vector for the CEL? by

(CEL?) e(k)=s(k) - sZIR(k) - szsR(k)

=dzIR(k) - u(k)H(k)d(k). (3.22)

For the stationary GM(1) source we have u(k) = 1 and we may use h = a. We may

write the reconstructed vector as

• s(k) = =h

sN(k - 1)

sl(k)
+ (3.23)

The separated of ZIR and ZSR in Eqn. 3.21 cau he rewritten in detail as

"innovation"intra-Block memory
• .

• • . .
0 ... 0 0 d1(k) dl (k)

h ... 0 0 d2(k) d2(k)
+... ... ... .. . ... ...

hN- 1 ... h 0 dN(k) dN(k).
• •

inter-block memory.

s(k) =

(3.24)

Usïng the above representation for s(k) and the representation of GM(l) input signal

s(k) in Eqn. 2.3, it is interesting ta SP.e that the ZIR difference vector dzm(k) inc1udes

.• the filtered exàtation signal quantization error. For the case of stationary GM(l) source,
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using il =a. we get

a
.,

a-

aN

'-'N(k-l)+

Il', (l,.)

ail', (k) + ll'z(k)

·Ii

('1 ')').._a

•

wherc the first term ofthe LHS is the filtere<! excitation signal qualltizatioll ,'rror, ....~(k-l).

At this point we use Fig. 3.2, and Eqn. 3.24 to compare CELP and its special ca..~.

Table 3.1 summarizes the comparison of bask featurcs of CELP and other coders, Amollg

the recursive coders, DPCM and PVQ can he considere<! as special ca..~ oC CELP. Con­

sequently, in tl.e above equations Cor CELP, the scalar case oC N = 1 furnishcs the DPCM

signal formulations. To obtain the PVQ formulas, we need to eliminate the illtra·block

memory term from the above CELP formulas. As an cxample, by rcmoving such term

from Eqn. 3.22 we get the following description Cor the error signal in PVQ

(PVQ) e(k)=s(k) - SzIR(k) - u(k)d(k)

=dzIR(k) - u(k)d(k). (3.26)

•

From the above wc can aIso easily verify that codebook search in PVQ does not involve

analysis-by·synthesis. It is obvious that by combining more Ceatures, CELP is providing

hetter performance. This Cor example is reflected in the synthesis structure oC signals in

CELP (Equations 3.23 and 3.24) which resembles the GM(l) input process in Eqn.2.3.

This cannot he said about the PVQ case. As another example, since the ZIR differcnce

signal represented in Eqn. 3.25 is actually the input to the quantizer (VQ) in the PVQ case,
"

this input still contains intra-biéiclc innovation correlations, whereas the intra-block PC

feature ofCELP attempts ta remove such correlations. This allows Cor a. more efficient use

and design of VQ in CELP. The consequence of such-ilfIicient PC met:lory removaI re;u)ts

in overall improved efficiency of CELP over PVQ, particularly in the case of nonstationary

signais. The re;u)t can he a smaller dimension (de1ay) or codebook size (complexity) for

.-



CHAPTER3.• the VQ. In chapter 4, we will provide a more detailed analysis of available memory gain

for various coders and we will consider the effects of low bitrates on the aV"dilable memory

gain. It is ob"ious that the advantages of VQ, available to PVQ and CELP, are absent from

DPCM and SQ. At low bit-rates, as secn from the simulation results, these advantages

play an important role.

We may use the above presentation of PVQ as a special case of CELP to d raw the

following analogy for the effective VQ for CELP. A comparison of equations 3.22 and

3.26 demonstrates the nature of analysis-by-synthesis VQ mapping in CELP. We then

can easily derive the CELP analysis-by-synthesis conceptual VQ mapping and make the

following comparison with the PVQ case. Assuming no gain scaIing, we have

(CELP)

(PVQ)

dQ,0 ·Q·:d(k) = dz'R(k) - (H - L)d(k)~ d(k) = lli(k)

dQ,0 ·Q':d(k) = dZ.R(k)~ d(k) ': lli(k),

(3.2;)

(3.28,

• where L is the identity matrix. We wiIl reuse the above comparison between CELP and

its special cases in other places later on.

Quantization (inter-vector) 'PC VQ intra-vector PC

SQ
DPCM .;

VQ .;
PVQ .; .;

CELP .; .; .;
Table 3.1 A comparison of basic features ofCELP versus other coders is shown. DPCM
and PVQ are a.Iso recursive and cao be consideree! as speciaJ cases of CELP.

3.2.2. Search and codebook design

,',
.c

'.;"":· '

ln this subsection we describe the searcli module in Fig. 3.2 and present the codebook

design procedure in more deta.il. The search a;j design procedures in this subsection are
, '~

, ~-

the weIl known cla.ssic:aJ techniques for CELP. While presenting these techniques for the

non-EC case and as the background materia.l for the EC case, we provide some anaJysis
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which will also be relevant for the EC c;}.~c (section :l.:I).

At time instant k and rc: an input signal s(k) and f!;ivcn codt'l,ook VI = {v(i):i E

X}. X = {I,2, ... ,1}, the search through thc codcbook for thc codc\",'Ctor wit.h th"

minimum cost (squared-error distortion D) rcsult.~ in thc winninf!; ontpnt. ind.,x i(k),

i(k)=arg minD(i) (k)
,eZ

=arg~M~lIs(k) - s(i)(k)1I2

=argI)lJ~lIdtlR(k) - u(k)H(k)v( il Il2,

(:1.29)

(:1.:10)

(:1.:11)

•

•

-li) l' k)lwhert' we know that d (k) = v l(' • Note that dzm(k) depends on the rcsult of the

quantization of the previous input vector duc to the recursive natnre.

The above search is usually e."haustive and hence has to he compntationally simpIc.

Let us use the description of the error signal in Eqn. 3.22 and derive a simpler formulation

for D(i)(k), the squared.error for each codevector with inde." i E X. Wc denote the

gain normalized difference ZIR signal by dZIR(k) = dZIR(k)/u(k) and obtain the following

expanded expression

Dli)(k)=lIdzIR(k) - u(k)H(k)él Il2 = u2 (k)lIdz'R(k) - H(k)vlil Il 2 (3.:J2)

=u2 (k) [lIdzlR(k)112 + IIH(k)"li)1I2 - 2dzIR (k)TH(k)"li)j . (3.33)

Since during the search, the first term is constant, the minimization argument can he

chosen to be

i)(i)(k) = _2pT(k),,(i) +E(i)(k), where

p(k) = H(k)Tdzm(k), and Elil(k) = IIH(k)"lil Il2; i E X. (3.34)

Notice that p(k) is ca1culated once during the sea.rch and is constant for ail i. As well

E(i)(k) for ea.ch i E Z is pre-ca.lculated and cao remain constant as long as H(k) is not

updated (filter adaptation period)•

Next we describe the codebook design procedure in CELP. We will be using the training
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S(~lu"IIr<' {s(k)}f=,. The codebook can be dcsigncd usillg closed.loop. olX.'n-loop [3i]. [29].

or .'"cr!:.",iv, du.'lering [105J LBG-Iike algorithms for the CELP coder. Wc experimentcd

with a.llthrcc schelllcs alld it was confirn.t<l that for low bitratcs. where quantization noise

is hi~h. the clo.'t:d-loop dcsigll is more appropriate. The reasoll as sœn shortly is that it

ill<orporatcs the effcct of quantization error in the formulation. In ail of thcse schemcs.

itcrations on ncarcsl ncigliborscarch strategy and cluBlering and œnlraid calculations have

to dOlle. The iteratioll is hetwœn Ilew parlitioning and ncIC codcbook calculatioll. Let III

m
he the iteratioll illdex alld let VI he the codebook at iteratioll m. III the ncarcsl nciglibor

scarch, for Ilolatiollal conveniencc wc define the set of training indices includcd in the i-th
m

partition n li) as

During the iteration, the N-dimensional space is <Îlvided into 1 non-standardS Voronoi
m

cells (Eqn. 3.14). During the c1ustering iteration, the ;-th cell nli) with ; E l will he
m

populated with [(li) elements.•
nI m

1.:1.)= {k : arg lllinlldZlR (k) - u(k)H(k)dIl2 ="li)}.
dE\I,

(3.35)

Using the equations 3.22 and 3.2ï, we can obtain the squared-error distortion for the
m

;-th Voronoi œil (with codevector "li))

D(i)=-k- L IIs(k) - sli) (k) 112

[(li) M

kEA::I')

= ~ L [duR(k) - u(k)H(k)"Ii)t [dz'R(k) - u(k)H(k)"Ii)] •
Kl.1 M

kEA::I')

(3.36)

(3.3i)

When using the closed.loop design, we will lind the unknown ;·th cluster new centroid
m+l

codevector "li), by minil'lizing

• 'Voronoi .,.,u,. in the eue or CELP are tlOlM'taDdard ... VQ io an eJJertioe qucmti:er.
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h 1 d· . r 1 1 . 1 d-(i) ')" • 1 l' . 1t c tota Istortlon lor t I~ (" ustC'f \\'It 1 rpspl'C.'t 1.0 . lt.' ('put rou. nlill 11.I\HI 1:-; t Il'

n<'Ccssa.ry and sufficicnt t"ondition for th{' squarl'ti-f.'rror di;,t')rtion minimizatiun

m+l m na "1
( ') ') ') -1'v • = c"ntroid('Rl' ) = "rg Illin Dl' (d ).

..... tll
d

m (') (') ml
1'0 minimize DU) (a' ) \Vith rl'Spœt to a' .w" I"k,' Ih" d.'ri""li"" ,,1' !Jli) (dl' ) with

respect to a(i) and we set the resllit to zero. As a rl'Sult we gl·t thl' rollowinl!: lin.',,, sysh'lll

L: u2 (k) [H(k)TH(k)] ali
) = L: 0'(k)H(k)Td1.ll.(k).

m m
kEA:'C') kEA:(')

(:1..1(1)

•
The matrix u2(k)HT(k)H(k) and the Vl'Ctor U(k)d:'R(k) are acculllulated sep."rately l'or

...+1
each cluster and the 1 Iinear systems are solved to ob!.."in th" : new codevl'Ctors {vIi)}.

The matrix H(k) implicitly incorporates the time variations or the predictor filt"r in th"

formulation. The signal dynamic range variations are reOl'Cted in O'(k). W" rer"r to th"

ahove as the closed-loop centroid Mlle for CELP quantization dl'Sign.

Next we e.'i:amine and compare the solutions of open-loop and closed·loop centroid

updates. 1'0 simplify tbis analysis, let us assume a stationary input signal. In that ca.'<e

there is no need for solving a Iinear system and only the accumulation of the dilTerence...
vector dzm.(k) for k eK:li ) is sufficient and the closed-loop centroid ntle simplifies as follows

(3.41)

•
The ahove simplification certainly makes the stationary design procedure simple. 1'0

further examine the ahove expression, let us assume that the input source is a GMO)

source with innovation, signal {1D(k)}~ (Eqn. 2.3). After sorne a1gebra, the centroid



CHAPTER :l.• alllounts to the rollowin~ exprl'S."\ioll

",,..:(k - 1) + wdk)

lL'2(k)
Fl..!:!)

lt is ..asy 10 d..riv.. lh....xprt'S.~ion for th.. oPt'n-loop dt'Sign which is id..ntical to lh.. abov..

(acculllulaled innovalion samplt'S w) ..xc..pl it dOt'S nol includ.. the accumulated error

t'lreel reneeled in lh.. first dim..nsion. i....

wN(k)

This furth..r qualifies what earlier WOlS said in favor of c1osed-Ioop design for low rate

coding. The above analysis cau aIso he extended to the case of higher order GM input
•

(3.43)

source.

For the PVQ design, the special case ofCELP, we assumed a first order prediction with

coefficient h which is matched to the GM(I) source reglession coefficient h = a. Appendï.x

B provides details for the choice of predictor coefficients in PVQ. Similar to the case of

CELP, we mOlY arrive Olt the foUo\\ing centroid rule for the PVQ

aeN(k - 1)

ae[(k)

+ w[(k)

+ W2(k)

+ wN(k)

(3.44)

Comparison of clo>,:::.Q-loop case for CELP and PVQ shows how the focus of codevector

representation is deviated from representing innovation signal within the block. This is

• due to the lack of memory in the PC ZSR. This amounts to "more work for VQ'" and
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henel' less eoding l'fficil'ney -whN" il would b.. 1ll'l'lIe<I- ("milll'ul ill th,' lIullslatiullary

input signal easl').

Finally. 011.. rl'a.<on for th.. suee..s.' of CEL!> for th,' slowly lim'~\'aryillg signais sn.-h a.'

speech is th,' l'a.'<' and natur.. of adaptabilily in CELP. As S<'<'II. Ill<' furll/ultll;r", of r·I",,·r/·

loop design for CELP quantization. th.. sYllthesïs filt..r (II (k)) alld gaill /7(k) \1lrialioll ar,·

l'asily and implicitly rl'fIl'Cted in tlll' nearcsl ncighIH.r ah.1 a'nlmir! d,'Sigll formulalioll.

3.2.3. Rate-distortion performance of entropy-coded CELP

In this subsection. we present the ratMistortion resnlr.s for thl' l'ntropy Cod,,<! CELP

(without EC). We use<! this conliguration early in our work to l'valuatl' th.. perfornmncl'

of CELP without entropy-constrained (Ee) consideration. In the simulatioll ft'Sult... for

this case we allow the liction that codewords can have non-integer length. We USl'<1 th..

lirst-order entropy of the lossy coder output (CELP) to repl'e1ent the aVl'ragt' rate (..ntropy

of the index set {i(k)}~t). To provide a basic theoretical justification for this. we lirst

e.,..tend a similar required theory, e."l:pressed for Ee-OPCM [2;], to the more g..nl'ral PC

case (CELP). This theory and the one in [2;] extend the zero-memory case to CELP and

OPCM respectively. The theorem qualilies the utilized fact that the amonnt ofinformation

delivered by the output process about the input process equals the entropy of the output

process. ft applies to the general entropy-coded CELP (with EC or without EC).

Theorem 3.1. Let us group K vecto..s, each UJith length N, to fO"'1 the K N samplc

I7ector

KNs=(Ns(I), Ns(2), . .. , Ns(K)) , IlIhere

Ns(k)=(s «k - I)N +1),s «k -1)N +2), ••• ,8 «k - l)N +N)).

For the CELP coder UJith reconstruction formulation describetl by 3.23, lDC then ha«

lim _1_1 (KNs• KNd) =H (d)
K-+oo KN ' 00'
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u,ilil /(.;.) dcrlOling mulual infoM/lOlion and I/"",(d) being Ihe cnlropg raIe of {dl.

l'roof: l1sing lht' prop<'rly of mulual informalion \\'t' havt'

Assuming common inilial slatt' and slate transition rule for recursive encoder and decoder.

we no\\' uSt' the following one-t<Hlne relationship for v<'Ctors of size N.

to arrive at the following one-t<Hlne conclusion for blocks of size K N,

• Hence there is no uncertainty for d or

H(l'Nd 1 KNs) =0 and hence

/ (KNs; l'Nd) = H( l'Nd).

Now we can easily arrive at the desired result by dividing both sides by K N and letting

K~~ 0

Simulation results: The rate-distortion performance results of CELP (without EC de­

sign) in Fig. 3.3 were obtained using 106 samples from the input GM(l) source. The

goal of these e:'Cperiments W'"oS to obtain enough rate-distortion performance data to char­

acterize the coder performance. To do this we designed CELP coders with a variety of

codebook sizes (/) and vector lengths (N). The maximum vector size N =8 and maxi­

mum codebook size 1 = 512 were used. The simulations revealed that most points on the

rate-dj"tortion curves were obtained using lower dimensions than the maximum values.

For comparison we used an ideal ("infinite" level 1) entropy-coded uniform DPCM (UD-

• PCM). As seen in the results of F'Jg. 3.3, the entropy-coded CELP coder provides close to
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Fig. 3.3 Quantizers rate-distortion performance versus RDF (solid) for varions rcgrcs­
sion coefficients a. Performance of entropy coded CELP with ma.'l:imum N = 8 and
various codebook sizes 1 is shown in dash-dot (-.). Entropy-coded ideal DPCM (llDPCM)
is shown in cross (x). For a = 0.9, a second curve (the 10\Ver curve further from RDF) in
dash-dot (-.) shows the D4 Lattice performance as another reference•

RDF performance. From these results, there are two reasons to motivate the EC design,

the main subject of this work. First EC strategy matches the entropy-coded configuration

better than the above RC design approach. The second reason which follows from the first

is that lower deIay (N) and complexity (efficiency ofquantization through 10\Ver cod~hook

size 1) may be possible. This \Vas indeed verified as later Ee-CELP results \Vere compared

with the above case. These results showc<l that EC design strategy can provide substantial

reduction in coding delay and complexity for similar performance.

As seen in the results ofFig. 3.3, the performance gap between entropy-coded UDPCM

and CELP increases as the source correlation (reglession coefficient) a is increased from

0.2 to 0.99. It is easy to verify that for the GM(M) source and the DPCM quantizcr, the

input to the quantizer is aIso an M-th order Markovian process. In [3J it is shown that

although this process is not Gaussian it is dose to Gaussian. There, base<! on numerical

results, it is shown that higher data rate saving over DPCM for higher correlation should

be possible. As exp1ained in [3J and in chapter 4, the higher the correIation of the source,

the higher the correlation of the input to the quantizer. Later detai1ed analyses show at

lower bitrates the quantization noise feedbaclt limits the performance of DPCM. We will
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•

al,., see that the EC-DPCM (not uniform) has similar trends. Il is the VQ reature of

the CELP coupIed with Ls c1osed-loop configuration that reduces the quantization noise

effecL~ particularly at very low bitrates.9

3.3. EC-CELP Design algorithm

ResulL~ of section 3.2 showed that even at low bitrates and for highly correlated sourcps.

performance near the rate-distortion bound is possible by using the entropy-coded CELP.

This motivates the goal of designing the CELP quantizer codebook in a rate-distortion

theoretic sense. More preciseIy, we wish to minimize the overaU average distortion, while

the average transmission rate or entropy rate is kept below certain leve!. This is the goal

of the EC quantization design. Using Theorem 3.1, we may restate the above problem

as designing a codebook for the EC-CELP quantization scheme sucb that the overall

average square<! error distortion is minimized, while the entropy rate at the CELP output

(codevector indices) is held below a prescribed value say Ho. In this section we present

an iterative design a1gorithm for EC-CELP using a suitable empirical approach. The

simulation results in the next section show that the EC design strategy cau significautly

improve the elliciency of RC entropy-coded CELP of previous section by reducing the delay

and coder complexity.lO The notations in this section correspond to the black diagram in

Fig. 3.2.

First let us summarize the recursive (predictive) and adaptive VQ (CELP) variable

rate encoder and decoder pair (+0, 'Ïto) by the following mappings:

+0 = ro+o: $t-+C,

'Ïto =11/0 0 r-1 : C t-+ $,

(3.45)

(3.46)

•
The imp6cit state-transition properties are shown by the subscript n and the recursive

"The afonemeucioaed advantage8 are _ limiteel to CELP aDè exteDd to other delayed decilion predio.
tive cod.... llUCh as EC-PTCQ [28] [<] or predictive 'liee coders.

'''W" fim reported tIteoe EC-CELP qwmtization performattee rosulls for lltatÏoDaIy GM sctUrœ in [32],
[33].
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VQ lossy and lossless decomposition componenL' are d<'filled ...' lx.for<' by

For EC-CELP quantization design. to obtain locally optimum variabl('-I<'llgth r('('ursh'"

and adaptive VQ (CELP) coding \Vith respect to a fidelity criterioll. ail <'xt<'llsioll of

previous EC algorithms (particularl~' [14]) is formulated. Similar ta (14], th<, proposed

EC-CELP algorithm uses a Lagrangian formulation. However it differs from such EC

formulations by being recursive in nature (indieated by the state space Q subscript... or f
subscript to indicate a partieular state) and being p.mpiriea! ..... oppo&'<! ta analytical. As

in other empirical EC cases, the goal is to find the convex hull of the N -III arder operational

distortion rate lrajectory of the EC-CELP quantizer,Il

•

<l>n:S Hland r: l He.
r-I:c H l and \lin: l H S.

N- {1- 1. N}D(R) = inf NE[P(s,s)] 1 NEpen(s)] < R,
N(r·~n.O/In·r-11

(:1..1 il

(:I..I~)

(:1.49)

•

where p(s,s) is the distortion (here squared-error) between sand s. In the abave equation

D = (l/N)Ë (p(s,s» is the average distortion and R = (I/N)Ëpen(s)] is the average

rate.!2 1en(s) = Ir(i)1 = 1r(<l>/(s»1is the length of the codevectorl3 representing s (an

approximation of self-information or an approximation to the optimal codeword length)

in bits.!4

IlA gi_ initial at.ate ror the recunive encoder/decoder 8)'lltem ;,. _ed.
'2~(.) is the lI&IIIple average or lI&IIIple estimatioD or expectatiOD operator.
"len(,,) depends Oll the initialllt&te or at.ate wbieb is _ed to be gi_.
"For the CllIe or EC-VQ, the lower bouud to the N-th order operatioD&1 (VQ) RDF .. the N-th ont.".

RDF,

ND(R) = if! {~Ë(p(".â)lI ~/(s;â) < NR},

"1"
wbieb as N _ to infiDity (rorllQuared-error) becoIDes RDF. In the CllIe orEC-CELP, due to the recunive
nature orPC, sueb a Inwer bound C&D DOt be Ilt&ted. AloiwDiDg lligD&1Ilt&tiOll&l'Ïty and b,y UlIÏDg the elFoctive
blocle lengt.h N Wiiespcmdiug to PC, the value or N C&D DOt be clearIy defiDecL ln the aext chapter _
will """ t.hat elFective quantizer error and overaIl error ror the CELP coder are equaI. FroID tbis, _ may
speculate t.hat the optimum operatioaal perfe>nll&llœ b,y the EC-CELP llOugbt iD the EC-CELP algorit.hm
is reIated to the N-th order RDF or the residuallligD&1 d(k). This dewuples the PC elFoctive blocle oize
WID the residuallligD&1 d(k) bIodc oize N.
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J.d~n. 'Î'n)=Ê [pts. sIl + >.Ê ~en (s)). or

J.\(<I>n. r.l/ln)=Ê[p (s.l/In (<I>n(s))) + >'1 r (<I>n(s)) Il. (3.50)

where ->. graphica.lly represents the slope of the line passing through the point (R(<I>n. r.
I/In). D(<I>n. r.l/ln)) in the EC-CELP rate-distortion trajectory plane and supporting the

convex-hull.

3.3.1. Summary of algorithm

•
For each >., giving a point on the operationa.l rate-distortion convex hull, starting from an

m on m
initia.l coder, the iterative descent a.lgorithm repeate<:'ly up<lates the mappings (cI>n, r. '1'n)

for increasing index m until sorne stopping criterion lor the convergence of the above

functiona.l is met. The stacked index m annotates the design a.lgorithm iteration index.

The resulting EC coder triplet, winning with the lowest EC cost, would be denoted by

(+n, i.. ~n).
Each of the three main steps of a.lgorithm fixes two of the triplet coding components

in order to obtain the third one,

m m m step 1 m+! m m step 2 m+! m+1 m step 3 m+1 m+1 m+!
_(4)n, l', '1'n) =- (cI> n, l', '1'n) =- (cI> n, l' , '1'n) =- (cI> n, l' , '1' n).

First, for the given coding components œ, :Pn), the mapping tt1
n) is obtained by using

m m+l m m~l

the codebook sea.rch with theECcostdefined as p(s, '1'1 ( cI> 1 (s)))+>'1 l' (4) 1 (s»1 =
m m

pts, '1'1 (i) + >'1 l' (i)l· This is the EC neares/. neighbor nde. In the second step, given
m m m.±1 m m

(4)n, '1'0), the codevector lengths ( r ) are updated. Finally, given (cI>n, l'), the mapping
m+1

( '1' 0) is obtained. This last step amounts to the EC œntroid nde in the closed-loop

CELP design. As a result, as in the non-EC case ofthe previous section, for each nonempty

Voronoi œll, a set orIinear equations has to be solved (Eqn.3.40). The solution constitutes

the new codevector. As in [14], the empty Voronoi cell codevectors arc disca.rded. Again

• this formulation is nece8!'3.ry only for the general case of nonstationary Gauss-Markov
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source model, where the pr<,dictor P(Zl in th<, CELP cod<'r is "dapti"". For Ih., "tationary

Gauss-Markov case, ther<' is no net'<! for ,;olving "uch Iinear "yst"lIls. For ,'"ch \'oronoi Cl'II.

it suffices to accumulatc an N-dimensional v<'Ctor and divid" this v<'Ctor hy th,- Voronoi

ccII population numb"r. Th" accumulatro v<'Ctor is a silllpl<' fun,·tion (St·al....1 hy fix<'tl

matrix multiplication term) of the ZIR "rror signais (d'Ill ) for tlmt c..11 (E,(n. :1.·11 l.

For the EC-CELP neares! neighbor nlle, th" search procrour<' of pr.'vious St'Ction for

entropy-coded CELP has to be modified to includ" th" EC cOlllpon<'nt. \V,- will uS<' th.­

non-EC cost notation in Eqn. 3.33 to obtain the EC-CELP EC-squared-error cost fnnction.

The resulting EC cost function, for the codebook entry i, will have the forlll

D~t(k)=p(s(k), \II[(k}(cl>[lk)(s(k)))) + .\1(f(cl>[lk)(s(k))))1

=Dli}(k) +.\Iil·

(3.51)

(:1.52)

•
Similarly, the reduced comple.~ty EC-squared-error cost function using Eqn. :1.34 has th..

form

(a.53)

•

Before presenting the complete iterative algorithm, let us define the following notations.

The relative frequency of an event or the empirica1 probability mass function (PMF) will

he denoted by P. The sample average or estimated o!Xpectation operator notation Ë[.]

and the Euclidea.n distance notation \1 .\1 are aJso used.

For a fixed N and a given .\, providing a point in the N -th order rate-distortion

convex-hull, the algorithm will sta.rt with the following initial conditions:

(i) m =0, index of iteration,

(ii) {S(k)}f:l' training vectl"r sequence,

(iii) >., Lagra.ngia.n multipUer,

'"(iv) n= 0, the zero initial state,

'" '"(v) V...= VI, a properly chosen random codebook, index set Z= Z, and associa.ted lossy
1
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(vi) {Iii: i E I} = {Iii =-log2 Pti): i El} = {iiI =log2/: i El}. the equi-probable self-
m

information set associated with the Jossless coder r,

(vii) j= 00, optimum EC cost.

W" iteratc on m according to the following algorithm steps and rules,

(1) llpdate EC Nearesl neighbor rule by sequentially encoding s(k). k = l, ... , K, simpli­

lied using equations 3.31 and 3.34 in the following manner

m.t'/lk) (s(k)} = i(k) =argmi~ [P(s(k)'~/(k) (i)) + >"1 r (i)l]
,ex

= argmi~ [lIdztR(k) - a(k)H(k) ,,(il 112+>"1 r (i)l]
iex

•
=argm\!1 [V(i)(k) + >"1 r (i)l]

iex

'" - [ m m+l m m+l ](2) Update the functional J= E pts, 'lJ/ ( ~ / (s))) + >"1 r ( ~ / (s)}1 •

m
(possibly reduced index set Z and lossless coder,)

m •
(3) If J<J, set

• m
J= J,

• m
V...= V""r r

• m
r= r.

•

If m > m.... quit, otherwise set m =m + 1 and continue,

(4) Update IllSSY coding rule for èach non-empty œll i Em:t (possibly reduced size) a.c­

cording1o

moTl - {m,rl }1 r (ill = -log2 P ~ ds) = i

.• . m+l
(5) Update EC centroitl nrIe (sec equations 3.38 and 3.40 ), for ea.ch non-empty œllz E Z

m+~ m+l m+l
with population K('), find ,,(i) E V a.ccording 10
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•

. . m, _(")=arg min + L: m IIs(k) - s('I(k)1I =argmin D(') (d' ).
sl')(k)KI'} kEICI'} êl)

(
• [ T ] -U) or)satisfying L: m u-(k) H(k) H(k) d = L: ".+. u(k)lI(k) dZ\Il(k) .

keX::C1 } keKt l )

As seen in the above a1gorithm. unlike EC-VQ, for each ne\\' >. we initializl'<! \\'ith a full

codebook size. The reason for this is the couS<'quence of S<'nsitivity to S<'lœtion schenu' of >.

which is c.~plained in next subsection. In our notation the minimum cost coder p..~ral11ete,.,.

are indicated by stacked notation (.). In section 3.3.3 we will see that. in ""me c.....""". due

to instability of the convergence, a ~memory~ of minimum cost coder paramete,.,. may he

required.

ln our simulations. other than the above EC cIosed-loop design alternative, we e.~peri­

mented with the EC open-loop and successive cIustering alternatives. The previous sœtion

provided sorne analysis for the CELP c1ose-loop and open-Joop alternatives without EC

strategy. Consistent with those understandings in our e.~periments, the EC c1osed·loop

strategy provided better performance. Following the above procedure outlined for the

EC c1osed-loop centroid rule, the detailed open-loop and successive r.lustering EC centroid

rules cao aIso be easily derived.

3.3.2. Initial codehook, choice of ~, and lossless coders

One of the important issues in general VQ design is the choice of initial codebook. For

the recursive VQ schemes such as EC-CELP, the choice ofinitial codebook cao even have

greater consequences. In particular by using a "richer" initial codebook, the final perfor­

mance of the coding scheme cao be..substantially improved. In the case of stationary GM

source however, one easy choice would be a randomly selected codebook. Intuitivcly, sam·

pies from a pselldo-random sequence close to the innovation process would be reasonàble.

However, if the initial codebook size 1 is smaIl, this may not result in very good perfor­

mance. Anot.her alternative is to use the open.loop design strategy on random samples

from an innovation·like processsequence. The split methodsimilar toSÏlllple VQ LBG-type

design [78] cao aIso generate a richer initial codebook. For non»tationary signais such as
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spt'<-'Ch, the process of selection of initial codebook is more problcmatic. ;-"or these cases.

good results were obtained using the extension of the above ideas coupied with suitable

choices of "redictor and gain initial state and adaptation. Finally another alternativl'

which in cases of unknown input signal produced satisfactory results was structured VQ

codebook (designed bascd on variance of the innovation signal).

For the selection of À, the same strategy uscd for the EC-VQ design in [14] produced

satisfactory results in most stationary cases. In this strategy, the two extreme cases in the

range 00 ~ À ~ 0 (À = 0 correspoucling to non EC case and large À or 00 corresponding

to rate zero) are designed first. The ordered sequence of À in between this two values Were

selected by a certain intuitive rule. In our experiments, we encountercd great sensitivity

to the choice of À. Hence we uscd a priori selected V'.ùues in between the two e.xtreme À

value;.

The lossless entropy coding alternatives have been the subject of many EC papers

(e.g. [51]. [65]. [60]). Both infinite buffer option and finite buffer cases include variations

of classical Huffman. Arithmetic, and Lempel-Ziv coding [6], [lOi]. For cases where long

delay can be tolerable. Jones [59] has suggested an efficient Arithmetic coding scheme.

Such entro~y encoder maps long strings of lossy encoder output into long strings. Such

strategy requires either availability oflength ofstring (al the encoder) to the decoder or use

of end of block speci.a.I charaeter to be use<! by encoder and decoder. For applications such

as transmission over fixed-rate channels which necessitate buffering, there is the associated

overflow/underflow problems.

The common conclusion from previous investigations is that there is a tradeoff be­

tween performance and deIay. It is aIso concluded that the advantages of EC strategy can

be maintained \VÎth small degradation in coder quality. In the EC formulation presented

earIier, it is easy to see that the infinite delay ideal entropy coder mapping can be easily

replaced by a. specific entropy coder ofchoice. EC design procedure in that case wiII incor­

porate th~tradeoffsresulting from the Iossiess coding of choice. Note that in this thesis

minimum delay property refers to the VQ dimension deIay. Considerations ",,;th regard

to the buffer delay are not taken into consideration. Harrison and Modestino [51] ha.ve
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studicd a modified Huffman buffN-instrunwntNI strat"gy whkh n'snit,,,) in ,'nlmpy "",1·

ing with robust buffer manag"ment. Kim and l\\od<'Stino [(5) hav" sngp;''SINI an "dapliv,'

buffer control modification to Arithlll"tic coding of [59]. Th,' long la,,<y ,'ncad,'r outpul

is divided into sub-blocks markcd by end-of-black chara,·t"r. W" hav" "SSUIll''') Ihal Ih,'

conclusions fram th... abave studies will extend ta the EC-CELP c,....,. HOW"VN fUrlhl'r

simulations and studies will be required ta abtain quantitativ" "valuation of d"I".'" an,1

performance tradeoffs. Such l'valuations will he particularly importanl for th.. c,..<.. of low

delay (end-to-end delay) applications.

3.3.3. Algorithm convergE''lce

ln [14]. it is suggested that the EC-VQ design algorithm for the case of stationary signal

and under mild conditions ha:; a stable com~"rgence property. For the case of (ciosed-1CKlI')

general EC-CELP desig'l algorithm unlike EC-VQ (heing empirical rather tlmn analytieal

as weil as being recursive rather than non-recursive), derivation of such theoretical con­

vergence properties will be diflicult. On one hand. for the open-Ioop design aigorithlll.

e.'Ctension of similar conclusions as made in the case of EC-DPCM [2;] p.my he pos..ihle.

The c1osed-loop CELP design case (and a nonstationary input signal) on the other hand is

known [12] not to have a monotonie convergence characteristics and the general EC-CELP

design case wiII obviously have similar unstable characteristics. Experiment,.lIy however.

certain conclusions regarding convergence properties of the EC-CELP algorithm can he

made which wiII be presented next.

Since c1osed-loop design converglmce characteristics are not always monotonie, in our

design algorithm we used a similar strategy as fo~ the CELP coder design [12]. ThL~ strat­

egy amounts to the following ~memory" in the design. During the iteratiolls, the minimum

cost coder pa.ra.meters, indicated by stacked notation (.), are remembered. This allows

for possible (numerical instabiJ'ty) violation of non-increasing behavior in cost function.

Note that for the stationary input case, there is no need for such strategy and changes

smaller t.han a given epsilon in the cost value ca.n be used as a stopping critcrion.15

lSException were numerica11y unstable ClllleIl wh"", for example the GM(I) soun:e regJ'<:llllÏon ·.·",fficien'
was very dooe te 1 (e.g.O.999)
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Fig.3.4 Trend of convergence of EG-CELP design algorithm for a given À: cost value as
a. function of iteration numher in stable cases (most stationary cases) and unstable c~
(nonstationary cases or stationary case with GM(l) regression coefficient a very c1~ to
1.0). For the stable case changes less than an ( (epsilon value indicated by the gap hetween
the two dashed lines) in the cost value may he used as a stopping criteria.

ln our simulations, other than the sensitivity of the algorithm convergence to À value

(EG-VQ algorithm is reported to have similar tendencies), the source characteristics played

the lI\osl .. lportant role in convergence. In Fig. 3.4, typically observed convergence trends

are depicted. Stationary GM(l) source generally showed a stable convergence property

while nonstationary source such as speech signal [35] showed mostly unstable property

(especially for non-zero À values). The GM(l) source with regression coefficient a very

close to 1.0 (e.g. a > 0.99), as may he expected, also showed unstable characteristics.

3.3.4. EC-DPCM and EC-PVQ special cases

As mentioned previously, both EG-DPCM and EG-PVQ can he considered as special

cases of EG-CELP. However, in our early survey of literature before and up to the time

of publication of EG-CELP results [32], we had only come across the EC-DPCM work

[2;]. Later we learned about t.wo independent works on EC-PVQ [64], [Si]. The authors

• of these two independent works did not seem to know about the other work. The design
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approach in the above schemes are direct l'xt.ensions of EC'-SQ and EC-\'Q ln dilli·rt'nlial

configurations. More sp""ifically. direct applications of EC-SQ and EC-P\'Q 10 11... s,'alar

(case of EC-DPCM) and vector (ca.<l' of EC-P"Q) quant.izer dl'Sign arl' matil'. For 1.1...

recursive analysis-by-synthesis configuration of EC-CELP, snch approach \\'onl,1 havl' nol

been applicable. Moreover. as previous discussions snggestro. the EC-DI'CM anll 1'('­

PVQ algorithm using the special cases of EC-CELP is formulatro in the mort' snit.a!>I,·

recursive (predictive) frame \\'ork. The coupling and joint nse of coding compolll'nls in

design formulations of eC-CELP allo\\'s for an implicit and joint design that ml'r!!:es tl...

t\\'o steps of the previous algorithms. This cnupling is especially b..ncficial in th.. C'L'"

of adaptive source signals.16 As later simulation results and analysis in clmptcr ·1 sho\\'.

the EC-DPCM algorithm resulting l'rom EC-CELP (N = 1) is both casi..r and sho\\'s

better numerica1 performance over the previously rcported schemc [2;). Adllitionally this

approach can easily be used for an adaptivc EC-DPCM (an obvious ca.~y cxtension of th..

algorithm of [2i) is not possible). Similarly the additional step rclatcd to PC ntiliz..d in

EC-PVQ design of [64], [8i] is absent from the EC-PVQ as special case EC-CELI' (with no

ZSR). Hence in the case of EC-CELP algorithm, adaptivencss can he casily and implicitly

incorporated.

3.4. Simulation Results and Conclusions

In the presentation ofselected simulation results in this section, the following objectives arc

pursued. First, the benefits of the EC design stratcgy (E('~CELP) over the entropy-eoded

(with no EC) CELP configuration is shown. The second goal is to show the advantages

of EC-CELP special case algorit.hms, configurcd as EC-DPCM and EC-PVQ, over the

previously published algorithms for EC-DPCM and EC-PVQ. Finally simulation results

'OFor the non-ac!aptive case. l'rom Eqn. 3.31 it is easy ta "'"' that by modify;ng the codebook or EC­
PVQ. VI = {,,~') = H"C";i e Xl. x = {1.2••.•• /}. wc may obtain an equi....lence botween EC-PVQ
and EC-CELP. Neverthel.... due ta the difficulties B880CÏated with the choice of initial codebook and
Ils a conoeqU<Dce of other advantage8 of EC-CELP 0 .... EC-PVQ during the design (particuJarly in the
presence of quantization noise elrecto at low bitrates). EC-CELP obould provide botter overall ....u1e.. For
the adaptive case or nonstationary input signal. the advantage8 of EC-CELP over EC-PVQ are obviowdy
more emment.
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arl' usr'(j to show the EC-CELP advantages in comparison \Vith ,s special recursive cases

and other non-recursivc EC alternatives such as EC-VQ and EC-BTQ.

Th.. result.~ shown in this section arc ail b3S<'d on a training sequence of 105 samplœ

from the simulation of stationary GM (1) input source with various r..gression coefficients IL.

Therefore. gain and predictor adaptation are not used. We did not optimize the predictor

coefficient and used the suboptimal h =a. As analysis of chapter 4 and our experiments

showed. in the case of GM(I) input source, the effcct ofdeviation of h from a does not have

a sizable effect on the performance (adaptation is important in the case of nonstationary

signais snch as speech [35].). In our experiments, for black length values of NE {1,2.3}

and N = 8, the initial codebook sizes used are 1 = 512 and 1024 respectively.

As was shown in section 3.2, performance of an (RC) entropy-coded CELP configu.

ration for GM(l) input source is close to the rate-distortion·bound. However. in order

to show the EC design advantage, we compared the delay (black size N) and comple."ity

(codebook size il at a given rate. We observed that for the GM(l) source, in almast ail

ca.~ of rat.e less than one bps, through EC design strategy, the delay N and comple."ity.

related codebook size i was substantially reduced. Table 3.2 provides a comparison for

sorne sclected rates. Although we may expect this trend, the required delay and comple.,,­

ity for the high-quality EC-CELP are surprisingly 10\V. This confirms the efficiency of the

combination of PC, VQ, analysîs-by-synthesis 1 and EC in the algorithm.

We now compare the performance of EC-DPCM and EC-PVQ using special case EC­

CELP design algorithm \Vith previously published results for EC-DPCM [2ï] and EC-PVQ

[64]. The e."pected advantages of EC-CELP-special case algorithms are due to joint steps

in the cloo;cd·loop design \Vhich implicitly combine the features. The resulting advantage

manifests itself in t\Vo cases. First, at low rates \Vhen the quantization noise is high, the

joint steps in the closed-loop design is more effective. Hence for the GM(l) input source

\Vith higher correlations, there is substantial improvement over the EC-DPCM results from

[2i]. This is seen in the results \If llimulations shown in Figure 3.5. The second case where

the joint llteps in the closed-loop design should ?rovide a better alternative is in the case

of a nonstationary input sour.:e. The previously published EC-PVQ ada.ptation strategy
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N (dl.'lay) 1 (compll.'xity) R SNR "
CELP ; 128 1.0 IS.!} o.ns
EC-CELP 3 26 1.0 IS.fi 0.91'
EC-CELP 1 ·1 1.0 16.; 0.91'
CELP 8 :12 0.6 16.0 0.91'
EC-CELP 3 ; 0.6 16.0 o.ns
CELP 8 512 1.1 22.1 0.99
Ee-CELP 3 31 l.l 22..t 0.99
Ee-CELP 1 ·1 1.0 20..t 0.99
CELP 8 32 0.6 18.9 0.99
CELP 5 8 0.6 18.3 0.99
Ee-CELP 3 ; 0.6 18.9 0.99

Table 3.2 Performance comparison between CELP (entropy-codl'd without EC cl""ign)
and Ee-CELP, showing the EC lower delay and compIeldty advant."\gl.'s (a is the rl'gr<'S.~ion

coefficient of GM (1) source) .

•
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Fig.3.5 Rate-distortion performance of Ee-CELP (N = 3,8, dashed), Ee-VQ (N =
3,8, .), EC-BTQ (N =8, dotted, expected to he similar to EC-VQ for a =.il9), and RDF
(solid) for a=O.9 and a=O.98.
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is" r/tl.•.•ijit't/ tldtll'/tlti(m. One advantage providl'd by the EC-CELP-special case EC-PVQ

over such algorithms would be the implicil and continuou.. adaptation. ",hich in the case

of nOllstationary signais can be highly benefici"l. Unfortunately. for better comparisons of

I~C-CI~LP with previous EC-PVQ algorithms. reference simulation results from [6-1]. [8i]

with consid"rations of size of N and 1 \Vere not available. Ho\Vever. the analytical analysis

provided in chapter 4, predicts the possible gains (reduced size of 1 and N) of EC-CELP

over special case EC-PVQ, especially in the nonstationary input signal case.

Figure :l.S compares the EC-CELP and its special cases EC-DPCM performance \Vith

other EC alternatives. The comparison is \Vith alternative coding configurations of EC­

DPCM in [2i] and EC-VQ in [14], and entropy constrained block transform quantization

(EC-BTQ) [24]. The performance of EC-CELP \Vas the closest to the RDF for a given

low delay (small block length N) \Vith relatively lo\V computational cast (small codebook

size l). EC-VQ results are our simulations (consistent \Vith [14]) and EC-BTQ results

are taken from the available results in [24]. As expected, the EC-CELP performance gap

• over EC-VQ increases as the correlation coefficient is increased (e.g. a =0.98). Since the

codebook size for rates helow one bps becomes relatively small (Ï< l), the CELP coder

complexity is aIso low. More importantly, for highly correlated signaIs, the EC'-CELP is

the only coder which can achieve close to RDF with practical block length N = 3 and

hence low delay. Although for a = 0.98, results for EC-BTQ were not available, it is safe

to predict that Iike EC-VQ for hlock size N =8, only a fraction of possible memory gain

can he obtained using EC-BTQ (see chapter 4 for reasoning).

Results from the application of EC-CELP to speech signals in [35] and the video appli­

cation results in chapter 5 extend the GM(I) model results of this chapter to more practical

situations. The speech application aIso shows that the adaptation and EC strategy can he

effective. Future work should inc1ude Iossless coding considerations. Also more e:<tensive

investigations of full caden; aimed at particular speech, image, and video applications is

n«e..-.;a.ry.

•
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Chapter 4

Low Rate Entropy-Coded

Quantization Theory and

Comparative Analysis of

Entropy-Constrained Predictive

Quantizers

4.1. Introduction

ln chapter 3, the EC-CELP quantizer with its special cases of EC-DPCM and EC-PVQ

was introduced. The performance advantage of the recursive quanti7.ation technique of EC­

CELP over its special cases and the class of non-recursive EC quantizers such as EC-BTQ

and EC-VQ were shown. This chapter is devoted to sorne new l'\."'SuIts on low rate entropy­

coded quantization theory and a more rigorous analysis of various entropy·constraîned

predictive quantizers.

The contributions of this chapter are divided into two parts. (1) Result... are pro­

vided on q;:antization theory for EC quantizers at Iow bitrate and operating on correlated
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sources. Codin!!: gains and classifications under such conditions are suggested and cal­

cul>Ll'.d. Thes<' gain me"~urcs provide the reference for analysis of various quantizers in

the second part. (2) For various quantization schemes. analytieal analysis with numerieal

rl'Sults are provided to give better insight into the EC-CELP performance advantages.

Factors such as quantization noise elfects at low bitratcs. coding block size N (delay). and

coding complexity are taken into consideration.

ln our analysis, we confine ourselves to the Gauss-Markov processes. The choiee of

Gaussian is primarily due to the fact that we will be dealing with entropy-coded quantiza­

tion for which elfects of source symbol probability distribution function (PDF) or shaping

is absent. Simplicity of analysis and consequences of the Central Limit Theorem for real

world signals are other reasons for the choice of signal PDF.

The rigorous analytic expressions for memory and filling gains in the case of EC coders

at high rates [SOl which were presented in section 2.1.1, although informative, are not

suited for low rates. Since the above categorization is a powerful tool and e.'l:tremely

• useful for coding performance reference, in section 4.2, we make appropriate modifications

to adapt and formulate analogous gains for low bitrates. The modification incorporates

dependence on rate R as weil as dimension N. The resulting categorization provides bettE'r

understanding of the advantages of EC quantization at low rat·..s,.

ln section 4.3, we use the analytical formulations of [3], [9::], [93] on predictive coding

(DPCM) and make an extension to the vector generalized case: of PVQ and CELP. These

analyses provide insight into performance Iimits of various quantization schemes.

4.2. Rate-distortion theory analysis of maYÏmum EC gains

ln s,cLion 2.1.1 we rt'~iêWi,.oj the categorization of maximum EC coding gains over basic EC­

SQ by Lookabaugh and Gray [SOl to memory and dimensionality filling gains. However at

low rates, analytic e.'Cpressions for these maximum gains are not available and the high-rate

formulations in equations 2.13 and 2.15 are not appropriate. In this section, we propose

two computational formulations for the memory and dimensionality filling maximum EC

• coding gains. These ft'rmulations have an explicit dependence on average rate R as weil as
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dimension N, As sœn shortly. to obt.ain t.hese ~ains WI' nI"'" t.11t' com put 1,,1 paramet.rk HDI'

and N-th order RDF for GM(l). As weil. t.he resnlL< art' b:l.<l'" on EC quant.izat.ion t.h,,,'ry

and EC-VQ empirieal performance. Th('5e ~ains will be used a.< an appropriat.l' refl,rt'n,','

in analyzing the available low rate coding ~ains and in e\'alnalin~ lh,' pl'rformanl'" of th"

EC coders at low rates.

•

Let us use the parametrie formulas for R(D) and ,'II R(D) of GM(I) from section 2.1

and compute these functions for various regression coefficients a. Instead of normalizl'd

distortion in RDF (Diu; versus R). we use SNR values dB (11-) and denole th('8(' values by

SNRRDF• For the GM(l) source, the resulting low rate SNR~~~'I(R. N) and SNR~~I·1l(Il) =

SNR~~~II(R,oo) curves are shown in Fig. 4.1. The parametrie formulation of RDF for

correlated Gaussian sources [84], [il has the weil known graphieal interpretation of "wab'r­

filling~. The total average distortion D of the error spectrum "fiIls up~ p.1.rt of the area

under the signal spectrum much as a Iiquid fills an irregular container. Frequency ranges

whieh are completely "filled up~ make no contribution to the information rate. The above

parametric formulation for GM(I) RDF at low rates provided the intuition for the propo.<ed

computational approach in this section. The analytical formulation of such gains, as donc

at high rates, does not seem feasible.

Eqn. 2.16 expressed the total EC coding gain at high rates as the sum of memory and

filling gains. 1'0 extend this formulation for low bitrates, we must incorporate the "water­

filling~ phenomenon as discussed above. This is done based on a parametric formulation

and will use a numerica1 procedure detailed in the next two subsections. The resulting

estimated maximum coding gains a'''l.ilable to the EC coding is divided into RDF memory

gain and empirical space filling gain. For the source with memory 5, we may write

(4.1)

•
Note that dependence on R is emphasized by introducing the functional dependence on R

in the notation (compare this with &111.2.12). For the GM(I), case wc use the following
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• ..0,0 (momotylass)

2

.-0.99

notation

2

o R(bps)

Fig. 4.1 RDF and N-th order RDF plots (SNR) for Gaussian and GM(l) sources with
coefficient a (in the LHS top graph, the higher the graph the higher the a value). Note
the significance of N and R in SNR figures and the relationship with values of coefficient
a.•

~aM(II(N R) 1 - ~aM(') (N R) 1 +11.1.•.•. a"HI"(N R) 1, RDP- mt'mory , RDF -SOlDE ' RDF ~ (4.2)

4.2.1. RDF memory gain

For a given dimension N and rate R, and for the source with memory 5, {s(n)}:"o and

its corresponding memoryless source {s"(n)}:"o. we can describe the RDF memory gain

as

(4.3)

where as in section 2.1, the memoryless source (a) cao be unambiguously defined [IDS].

For the GM(l) source, the memoryless source is the memoryless (i.i.d.) Gaussian source.

with the samc variance,

• ~aMI') (N R) 1 = SNDCMI') (N R) _ SNDI.,.•. c...... (R)m••o.,. , RDF .&"'RDF' &"'RDF (4.4)
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For the GM(!) 80urce w" U8" th" "xplirit param"trk formulalioll8 of RD!' ill Sl~'lioll 2.1.

Ta cxtcnd this to a gencral source tri/Il mcmory and iL.... rorr<'Sponliint:: 1lU.~moryl(':'\ .... :-;uurl'i,'

('), the memory gain d·'finition relie8 011 th" a''ailability of80Ilr,·,' RD!'. \\,1"'11 V;"lll'ralioll

of typical memoryalld nlemoryle88 8OUrCe8 i8 p08.<ibl", w" may u"" th,- lIum,'rk,,1 "Iv;orithm

of Blahut [8] for computi\tion of the RDF to obtaiu th" "bo\"" m:L.ximum m,'mory v;aill.

If the quantization method only U8e8 black qualltizatiou of black 8iz" N (".V;. EC·"Q)

the above memory gain Can he interpreted as (8imilar to [80]) m:Lx;mum m"mory V;"ill o""r

basic EC-SQ. For other quantization 8Chemes such as DPCM or CELP whkh """ " ...·lIrsi""

8Chemes (e.g. PC), the black size N has to be interprcted as th" "lfectiv" in finit<- block

length. When prediction order in PC is appropriately selected. wc may "-<8l1m" an infillit,·

effective black length.

4.2.2. Space filling or dimensionality gain

Assuming relatively high correlation, at high rates and for the Gaussian memoryle88 8Onrt"e,

as shown in Fig. 2.2 and indicated by the small gap bctwccn thc EC-SQ ratc-distortion

performance and the RDF results in [14] [80], the filling gain advantage available lhrongh

dimensionality advantage of EC-VQ is consequently small. Availablc filling gain at low

rates decreases proportionally much like the memory gain docs. Once again, for the filling

gain we need to impose the dependence on rate R as weil as the dimension N. Wc propose

a new algorithmic definition for the filling gain whose computation particularly S<'ems

reliable at low rates. We make the assumption that the algorithmic performance of a

well-designed N-dimensional EC-VQ is available. We cau use such performance rcsults to

quantify the maximum achievable filling gain for a memorylcss source. 1

For low rates and general EC coders and for mcmoryless source ('j, wc propose the

algorithmically computable maximum empiricol spaœ fil/mg gain over basic EC-SQ as

(4J;)

ISucb llIIIUD1ption is realistic sinœ design of EC-VQ for low ral.ell and low dim.....Ollli for mcmoryl_
sources bas been sucœssful.
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For tl", G~I(I) source the rnemoryless source ("). is the rnemoryless (i.i.d.) Gaussian

sourCe with the same variance.

4.2.3. Simulation results

Toohtain numerical rcsulL~ for the ma:l:Ïmurn memory and filling gains of the GM(])

source wc procœded as follo\\'8. We first computed parametrir RDF results shown in

Fig. ·1.1 and then simulated the EC-VQ rate-distortion performance rcsults for various

block sizcs N. The EC-VQ simulations were based on lOs samples and were obtained

using the EC a1gorithms in [14] [32]. Figures 4.2 and 4.3 show the simulation results for

RDF memory and space filling gains for GM(1) input source. The RDF memory gains

for GM(1) source with a = 0.9,0.99, ~~~~~",(N, R) IRDF, are shown in two bottom graphs

of Fig. 4.2. High N gain, ~~~~~",(oo, R) IRDF, is shown in the top graph. Judging by

the near RDF performance of EC·CELP at low rates. one may postulate that ECCELP

nearly provides the sum of empirical filling gain and the high IV RDF memory gain (top

graph) (due 10 PC's effective high N). Note that an EC coder SNR is approximately

the SNRic-SQ+ coder memory gain+filling gain. As may he concJuded from the results

in Fig. 3.5, the combined memory and filling gains over ECSQ of ECCELP for a given

N and R is the highest. Hence it yields the highest SNR. Next in section 4.3, we will

provide a rigorous analysis of the memory gain for various EC quantizers which incJudes

the effects of high quantization noise at low bit rates.

4.3. Memory gain in EC-CELP and other EC-quantizers

ln section 4.2, i~ was secn that for relatively highly correlated sources, the memory gain is

the dominanv·.ailable coding gain, even at low rates. Nevertheless, due to reduced amount

of gains, '"every bit" of gain may count. Among known techniques 10 exploit memory

redundancy in the source, (linear) PC, TC, and VQ have becn popular. The objective, as

mentioned hefore, is achieving the highest SNR at low rates with the additional constraints

of minimum delay (dimension N) and low complexity and considerations with regard to

• nonstationary input signal. This section investigates the avai1able merr.ory gain to coders
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Fig.4.2 RDF memory gain for GM(l) sourœ. Graphs from top down: lligh nnd low N
RDF memory gains for Gauss-Markov source with coefficient a•
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which u~e th~e method~ and ~ngg~t~ the full utilizat.ion of PC a<!,oalltap;1' a~ an illlportant

fact.or among a....d.ilable choic~o We analyze variou~ rl"'n~i\"l' PC ~.:helll'''' nanlt'Iy ('EU'.

PVQ. and DPCM. We will ~cc how at low bitrat.~ a clo~N to optilllai p;ain lIIô'y h''''olll''

po~ible. Siqce at low bitrat~, the qnantizat.ion error fccdhaek elfl'Ct i~ not. I\('p;lip;ihl,', w"

have to take ~uch effccts into con~ideration.

Kolomogoroff provided the minimum prediction error variance ,.; (d~crihed in I<'rlll~

of SFM in Eqn. 2.10) which a1w dircctly relat~ to the ideal maximnlll pr<'<lietion p;ain

(.1.6)

(.1.7)

•
This gain is defined for the asymptotic case of high bitratcs.

The simplest practical coder is the memoryless l'CM quanti?er or SQ. The error vari­

ance for SQ is sometimes e.'tpressed in terms of the useful factor of quanti=cr 1lCrJon/laucr

Jactor (qpJ) [58],

(.1.8)

The analysis in this section incorporates the low bitrate effect through the qpf. This mean~

that higher qpf corresponds to coarser quantization. From the rate-distortion curvcs of a

quantizer, we May estimate the correspondence between the qpf and the rate R using the

SNR value of the quantizer for a given rate and source, SNRvQ = -dB((~). For example

assuming a memoryless Gaussian source and using the EC-SQ or EC-VQ rate-distortion

curves we get the correspondence between rate and qpf in table 4.1. Note that for the

case of recursive quantizers, the qpf is different for the effective quantizer whosc input was

previously denoted by the process {d(k)}~l" It is also important to note that the analysis

ofthis section based on qpf has to viewed in the light ofthe low-rate rate-distortion analysis

of section 4.2. The two approaches of these two sections provide complementary analysis

with dependency on rate and error feedback. Finally, in these analyses, we assun.e that

the PC order used for a given source is properly chosen. As a result, in the analysis of

• memory gain for the PC, we do not need to consider any dependence on the block size N.
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R -= 1 bps R = 0.-1 bps

1/

N =1

SNR ·1.64
(2 0.:14q

N =4

.5.02
0.:11

N = 1

1.69
0.68

1.1'9
0.68

•

Table 4.1 Corrcspondence between qpf (~ and rate R for Gaussian memoryless source
as function of rate R and dimension N.

ln other words. an infinite effective N can he assumed.

4.3.1. Review of PC memory gain for DPCM case

ln this subsection we review PC memory gain in the DPCM quantizer. DPCM is the

simplest quantization scheme which uses PC and May he characterized as a recursive SQ.

The analysis of UPCM has already becn the subject of a large number of previous publi­

cations. New analysis of PC for other quantization schemes in the preceding discussions

will he essentially based on the conclusions of the previolls section and e.'Ctensions of the

DPCM case.

To demonstrate the role of memory, the SQ error variance in Eqn. 4.8 should he

contrasted against the DPCM case2 given by

without feedback effect in PC. (4.9)

•

We assume that the qpf of the simple SQ case is approximately the same as the qpf of the

SQ within the DPCM (G,DPCU)'

Obviously similar assumption cannot he made about the qpfof the VQ and SQ. However,

once the input source characteristics ta the VQ is known, we May obtain approximations

similar ta the ones obtained for the memoryless Gaussian source in Table 4.1.

'Eqn. 4.9 is the special case of Eqo. 4.13, where the formulation includes the effect of feedhack in PC.
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s(k) d(k)
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48(k) 8(k) d(k)

P

Fig. 4.4 PVQ encoder black diagram

•
The block diagram of the PVQ encoder is shown in Fig. 4..t. This commonly tl~"d

representa.tion. resembling the common DPCM structure. is cq',ivalent to lhe ~pccial c~e

CELP reprcseptation provided in chapter 3. There, it was shown lhal balh DPCM and

PVQ can be considered as special cases of the CELP quanlizer.

In the current discussion, let us assume an additive (but not always white) noise model

for the quantization error. Without loss of generality of our discussion in mosl cases, we

will be using the GM(I) source with the regression coefficient a as the input source. The

correslJOnding PC coefficient is denoted b,.h. Notations for DPCM correspond to the ones

in Fig. 4.4 with SQ repl'l.Cing VQ. As secn in the figure, PC is bascd on the reconslructcd

signal â(k), and an additive quantizer model is used, d(k) = d(k) - q(k). Using simple

algebra describing the signais, we obtain

e(k) = q(k),

d(k) = s(k) - hs(k - 1) +hq(k - 1), (4.10)

Assuming vanishing correlation between the input signal and the quantÏ7.ation error. we

get

(4.U)

• The effect of feedback in DPCM is known to result in the following interesting con-
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c1usiolls. For the additive qualltizer modcl. although the output d(k) signal is white. the

qualltizatioll noise '1(k) and the input Il(k) are both non-white. no matter how fine the

qualltization. Ilowever it is suggcstcd that that '1(k) is close to Gaussian [a]. [.58]. Bascd

on thffil' conclusions, by using the near optimum prcdictor hopt ~ a in ""uations '1.11 and

4.10, we getthe fol1owing performance limits for the PC in the DPCM context

(4.12)

feedback effcct. (4.1a)

•

•

Comparing this with Eqn. 4.9, reveals the effcct of feedback on PC that appears as the

term in parentheses. The resulting memory prediction gain then may he defined as

( 2) (1 2 ')U. - Eq.DPCMa- 2 -1 2 2
~m.m.", PC IDPc.,= dB O'~ = dB 1- a2 = dB (("r.) (1- Eq,DPC.,a )) •

(4.14)

ln Fig. 4.5, it is shown that even for very high qpf at low rates, the deviation of hopt from

the value of a is very smaiI and has litlle elfect on r,PCM performance gain (SNR or PC

gain). This justifies the choice of hopt ::::: a. However from Eqn. 4.13 and Fig. 4.5. it is

easy to sec that at low rates, where the qpf has a larger value, the memory gain due to

PC has a sizable decrease. It is due to such elfect that VQ memory gain can supplement

the PC elfectiv"l memory gain and improve the qpf. Hence through the use of PC. close

to maximum memory gain at Iower rates becomes possible.

4.3.2. Prediction gain in CELP

Using tlte e.'<tension of the analysis used for DPCM, in this and the next subsection, we

derive e."pressions for prediction memory gain for CELP and PVQ. For the case of CELP,

since there is no direct quantizer in the usual sense (mapping from an input to an output),

we use its effectioe quanti::er. The detaiIs of S'lch an effective quantizer were explained

in chapter 3. This allows us to extend the DPCM formulation to the case of CELP.

This effectioe quanti::er, just like the standard quantizer, has an input and an output and
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Fig. 4.5 Top two graphs show deviation of hopt from matchcd h =a in DI'CM .nd
corresponding gain in PC memory gain (or DPCM SNR). Bottom graph shows loss in PC
memory gain due to feedback in DPCM. These curves will aIso he valid for CELP with a
lower qpf value.
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Fig. 4.6 Lassy encoder in EC-CELP: encoder (CELP) black diagram.
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is b.......o on an additive noise model q(k). Again a GM(I) input wurce is asslImerl for

simplidty. To avoid repetition we first refer the reader te> the notations and dcscrip'ion of

signals uscd in chapter :1. The block diagram of the CELP coder is shown in Fig. ·1.6. The

codebook search module in CELP minimi1.cs the squarcd error dcscriberl by Eqn. a.22.

The effect.ive quanti1.er was shown in Eqn. 3.2; to be

(CELP) d(k) = dz,.. (k) - (H(k) - L)d(k). (4.15)

which allows us to rewrite the error in the normal fashion of (vcctor) quantizer

e(k) = d(k) - d(k). (4.16)

•
Note that the second term of the RHS in Eqn. 4.15, which represents the ZSR, results

from the analysis-by.synthcsis operation and is absent in the case of PVQ. Using the above

effective VQ, we write the vcctor extension of DPCM derivations for PC memory gain for

the CELP

(4.1i)

(4.18)

(4.19)

(4.20)

(4.21)

(4.22)

intra-Block memory

due to ZSR filtering

• " •
0 ·.. 0 d'tek)

h ·.. 0 d'2(k) .... ·.. ... ...
hN- 1 ·.. h d'NU.;).

• .

•

=

d(k)=d(k) - q(k),

d(k)=s(k) - s(k),

e(k)=s(k) - s(k),

s(k)=d(k) + s(k),

s(k)=BzIR(k) + (H(k) - IJ d(k)
inter·block memory

"

•
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Again fOI the PVQ case, the intra-block PC' memory or th,- lUIS in th,- abo\"<' '''lualion

will be absent. Following similar algebra as for the DPC'M case, we may now d,-ri\"(' similar

results for the CELP. For the CELP coder we get.

e(k) = q(k)

SI (k)

s2(k)
d(k) =

sN(k)

-h

sN(k - 1)

sdk)
+h

q;v(k - 1)

ql (k)
(-1.2-1 )

•

Let us assume equal pel' sample quantization noise characteristics for all samples within

the VQ black. As before let us also assume a vanishing correlation betwccn input and

quantization error. Using similar steps as for DPCM for each sampie in ',he vertor d we

get identical formulation as for DPCM for PC memory gain and hence

(4.25)

(4.26)

As the dimension N of the VQ increases, we suggest that the f"lIowing approximation

for the E~, CELP \'alue,

decreases (Table 4.1). In other words, due to use of VQ in CELP (N ~ 1), for a given

rate, the qpfvalue will be the same or better (Iower) than the one in DPCM case (N = 1).

Hence for the same rate, the PC memory gain of CELP will be equally good or better

than the one of DPCM. i.e. There will be Icss quantization erraI' feedback in CELP,

(4.27)

Evidently in the CELP case, VQ may also provide additional (not removed by PC) avail·

• able memory gain. The total memory gain is the sum of PC and VQ memory gains.
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Fig.4.7 PC memory gain for CELP and DPCM with (dot) and without (solid) feedback
effect. The input SC'urce is a GM(l) with a =0.9,0.99.

Due to the similarity of the CELP PC memory gain expressions to the ones for the case

of DPCM, the results for the DPC~1 case in figures 4.5 (ho., ::::: a), 4.i, and 4.5 will also

valid for the CELP case. Again, for the case of CELP we need to make the adjustment

that for the same input source to the effective quantizer, the qpf will slightly decrease as

values of N higher than one are use<!.

4.3.3. Prediction gain in PVQ

VQ is the cornmon feature between PVQ and CELP. However, in these coders PC is not

use<! in exactly the same fashicn. The difference is that there is sorne Joss in the PC memory

gain for the PVQ. This will become clear as PC memory gain for PVQ is formulated next.

This is done by eliminating the intra-block term in the expressions derived for CELP. As

a result, we will get an "unhalanced" (unequal for samples within a vector) quantization

n<lise effect as reflected in the following expression for the d(k)

• e(k) = q(k), (4.28)
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SI (k)

il 1 il

s2(k) r' r',. ,.
d(k) = s.v(k-l)+ q,\"(k - 1). l·\.:!!) )

s",(k) ~:~ j il'"

In appendix B, we calculated the coefficients of the predictor for the case of G~I( 1) sourc.'.

when the quantization noise effect is not taken into consideration. These coemcient..~ are

used in the above expression. Using similar assumptions as for CELP now we can derive

the ~unbalanced~ expressions for quantizer input sample variances with the vector (size

N)

•
O'~,=O'; (1 + h2i - 2 (ah)2i + h2i(;,.,O'k) , i =1, ... , N - 1.

2 2(I+h2N _2(ah)2N)
O'dN=O'. 1 _ (2 h2 '

q,.,

1 N-I

O'~=N(O'k + L>~i)'
i=l

(.1.:10)

(.1.:11 )

(-1.a:!)

Using the above expression, in top graph of Fig. 4.8, we demonstrate that despite

different structure in PVQ difference SÎg:lal d, the optimum h value is also c1~ to a.

But the final objective of this discu.."Sion was to compare the PC memory gains. Using

the aDove relationships we obta;n a c10sed form expression for the PVQ PC memory gain

which again includes the effects of feedbacJ;

(
N (1 - (i,PVQa2N) (1 - a2

) )

a .....O'7pC IpvQ=dB ( ) ( ) ( )'N(I- a2 ) 1 - (i,PVQa2N - a 2 - a 2("'+'1 1 - (i,PVQ

(4.:la)

Unlike the CELP case, the qpf for PVQ cannot he assumed to he close to qpf of VQ for

i.i.d. Gaussian source. ln this case since VQ input still carries intra-block correlations,

the VQ in PVQ has a higher (worse) qpf than the CELP case. Neverthe1ess we make titis

assumption in view of the fact that the loss in PC memory gain due to lack ofintra-block

memory is much more significant than the small degra.dation for small N and R.3 The PC

• 'Note that theoretic:alJy speaIcing, in the ClIlIe of the statioaary input signal, if the d"'gn or th. VQ
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m('mory gain for th" case of ideal PVQ (when no fœdback eITeet) in Eqn. ·1.aa simplifies

to

~",.m.',.c l.vQ=dB ( (l (a2

) lN+II))'
N(1-a2 ) _ a2 _a2

=dB ( liN .) without fœdback effeet. (.1.a4)
1 - 'li! Lk=t a2•

As secn in the bol.tom two graphs in Fig. 4.8, as a result of lack of intra-block PC. as

the size of N is increased, there is loss in the overall PC memory gain. The loss is more

significant (Ilp to 6 dB) in the case of highly correlated GM(I) process with a = 0.99 for

the vcctor length N "" 10. In EC-CELP the analysis-by-synthesis feature provides the

intra-block PC gain and avoids such loss. The effcct of quantization noise feedback. or the

difference Detween the equations 4.:l:l and 4.34 is depicted in Fig. 4.9.

4.3.4. Memory gain for VQ and TC

Eqn. 2.13 gave the general ma.ximum memory gain formulation as a function of dimen­

sion size N. For the jointly Gaussian process, the following explicit formulation can he

computed (80) (Eqn. 2.14)

Righ rate: ~~::::':(N) IVQ= dB eN:!. II/N) . (4.35)

For the GM(I) process, further simplification lea.ds to the familiar formulation beIow

(4.36)

•

TC. which cali he considered as a constrained VQ (41). will provide the maximum

memory gain when the Karhunen-Loeve optimum transform (KLT) is used. Hence the

cocIebook in PVQ il' properly doue. the VQ memory gain sbould 'I1moot compeosate for the intra-b1ock
PC memory 1088 (see previous cbapler). Nevertbeless, such task may DOt prove to he fuIIy prac*al due to
the difticulties allllOCÏated with the cboiœ of initial codebook in the design aDd qlllmti'U'ti"" noÏ8e effec:ts al
1_ bitrateo. Moreover, for the DODOtatiolllllY input signal Clllle wbich is ofteD of interest, the PC memory
gain aDd otber adVllDtag<to of CELP """" PVQ will obvioualy result in betler overaII PC+VQ memory gain
aDd cocIer perf01'1lUll1Ce.
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Fig. 4.8 Top graph: PC memory gain variation for an N = 4 dimensional PVQ as a
function of h value. The input source is the GM(l) source with a = 0.9,0.99. The qpf
is fixed at G,PVQ =0.3. The memory gain for optimum h is only nominally bettcr than
the matched case of h =a. Bottom graphs: PC memory gain for PVQ (with no reedback
ell'ect), showing the loss due to Jack of intra-block PC for various a values.

•
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Ideal PC marna,.,. gain (solid) and PC gain lor PVO (will' & wilhout loodback)
ro 10

~­
':"1

Fig. 4.9 PC memory gain for PVQ with VQ of dimension N = 3.8 with (dot) and
without (dash-dot) feedback elfect. The Ideal PC gain is shown by so\id \ines. The input
source is a GM(l) with a = 0.9,0.99.•
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TC maximum memory gain for the GM(l) source will aJso have the form [58)

(4.3ï)

Due to non-recursive nature of VQ and TC schemes, it is c1ear that there is no nCl'<!

for feedback considerations at low bitrates. Rather than using qpf. we can directly use

the rate dependent results from section 4.2. Hence, at lower rates we have the maximum

memory gains

~Clot(.) (R. N) 1 = ~CIot(1I (R, N) 1 - 1\ CIot(l) (R, N) 1mt'mory. VQ IUlMry TC- -'""0'7 RD", (4.38)

•
where ~~",(R.N) IRDF was given in Bqn. 4.4.

Throughout this thesis, the objective has becn to obtain close to RDF performance \Vith

low de1ay and complexity for sources \Vith memory in generaJ and highly correIated source

in particular. For such sources, a significant part of memory extends beyond the black size
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Fig. 4.10 Analysis to show a compariron of theoretical memory gains lK'twœn VQ/TC.
Straight solid lines show the ideal PC memory gain. The PC memory gain will Il<' SÎllIilar
to the ones for TC/VQ for large N (effective N is PC)

N. Therefore low delay non-recursive quantizers sucb as VQ and TC cannot provide full

memory gain advantage. On the other hand, such techniques may have advantages over PC

in the case of highly nonstationary signais, where PC adaptation may he dillicult. HOW1!ver,

for the loca1ly stationary or slowly time-varying signais sucb as speech and temporal video

signais, (adaptive) PC with its recursive advantage is more effective. Common examples

for the above two cases are the use of OCT in spatial video coding and the use of CELP in

speech coding. For the temporal video coding application considered in this thesis, the PC

(commonly used DPCM or the proposed CELP configuration in chapter 5) would dearly

he preferred. As shown in Fig. 4.10, for the GM(I) source with leglessÎ.)n coellicient 0.99,

modeling the intensities Along MTs in video signais, the required de1ay by VQ or TC

whicb could provide sufficiently high memory gain is not practicaL From the ana1ysis iD

this section, it is c1ear that the eva1uation of memory gain in recursive and non-recursive

• altematives highly depends on the particular input source and application.
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4.4. Delay and complexity
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ln s<'Ction 4.2. w... saw that at low...r ratf.'S. du... to th... ~wat ...r-filling~ pllf.'nomcnon. th...

si1.'· of RDF maximum availabl... coding gains ar... rf.'ducf.'d. In Sf.'Ction 4.3. w... s...parately

analy1.f.'d the memory gain for PC and VQ. Such analysis has to be considered in th...

Iight of RDF maximum available gains of Sf.'Ction 4.2. The analysis of those two s<'Ctions

faciliu.tf.'d th... assessment of tradeoffs in using various schemes (DPCM. PVQ. CELP)

and providf.'d m...ans to assess th... overall performance of a coding configuration. W... have

been using the quantizer rate-<listortion performance, delay, and complexity to evaluate

the effectivencss and efficiency of the technique. In this Sf.'Ction, once again we review and

reconsider some delay and comple.xîty issues.

From the analysis of Sf.'Ction 4.3 for PVQ, one may suggest. that VQ can partly e.'l:ploit

the memory which PC fails to remove. However, this can he both inefficient and ineii'!Ctive.

It is clear that the advantage of CELP over PVQ is in removing ~maximum" possible

memory available to PC. This a110ws the VQ in CELP to focus on the residual memory in

the (nonstationary) signal and on the available filling gain. Therefore, the result of hetter

efficiency not only may appear in rate-distortion gain for a given delay N, but a1so in the

me 1 of the final codebook (complexity). In our experiments these trends were clearly

observe<!. i.e. the codebook of a less efficient system had to he richer. This orten meant a

larger N and 1.

ln chapter 3, wc first showed that entropy coded CELP without EC feature provides

near rate-distortion performance. Design under the EC criterion resulted in improving

the quantizer efficiency. The Ee design not only reduces the required block me N or

delay, but aIso the codebook size 1 which directly dictates coding complexity. Table 4.2

shows the delay/complexity results for GM(l) source with regression coefficient 0.9. More

results were provided in Table 3.2-

Previously, wc saw that the special cases of design a1gorithm of EC-CELP for EC­

DPCM and EC-PVQ showed performance advantages over the previously reported simiiar

aIgorithms (sec chapter 3 for a comparison with EC-DPCM results of (2i) with special

case EC-CELP). Close to rate-distortion performance for EC-PVQ has been reporte<! for
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EC-CELP
EC-CELP
EC-CELP

N (delay)

3
1
3

1 (compll'l'ity)

·1
·1

1.0
1.0
0.6

SNH

II.~

10.7
9.0

CIlA l'TEH .1.

Table 4.2 El'amples of order of coding complel'ity (codl'book sizl' i) and dl'Iay (N) or
various coders for GM(!) input source with a = 0.9.

GM(!) with coefficient a =0.9 [64]. [87]. Since the rcsults in [64]. [87] arc limite<! and do

not include codebook size, proper comparisons with EC-CELP to support the thl'Orl'timl

conclusions in this chapter would not be possible. Neverthelcss for higher correlations.

from the analysis here we may el'peet that the performance may not he as close to the

rate-distortion of EC-CELP. particularly in the case of nonstationary input signal. In

Table 3.2, the improved coder efficiency, resulting from addition of EC featnre (EC-CELP

over CELP), was shown to he refleeted in the reduced codebook size 1 or complel'ity and

• in the size of delay N. Similarly here, the improved coder efficiency of EC-CELP over EC­

PVQ, rcsulting from addition of intra-block PC feature, will a1so he reOeetcd in reduce<!

codebook size 1 or comp!e:'City and in the size of delay N.

4.5. Conclusion

ln section 4.2, a new formulation for low rate entropy-coded quantization gains was deviscd.

Base<! on low rate rate-distortion theory, we formulated RDF memory gain and empirical

space filling gains for EC coding. Using GM(!) source, we evaluated and verificd thcse

formulations. In section 4.3, we presente<! new analytical rcsults for available PC memory

gain in EC-CF.LP and its special cases. These analyses in conjunction with RDF gains in

section 4.2 provided hetter insight for the low rate quantization using alternative schemes.

The benefit of these tools is not limite<! to the EC quantization but cao a1so cxtend to

the RC case. We paid special attention to the analysis of PVQ in comparison with CELP.

This provided a cleu picture of different combinations of PC and VQ and differences of

• CELP and PVQ. These differenccs cao he a source of confusion, as we have experienced
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this in discussions with sorne of the source coding researchers (particularly the ones who

are not very farnmar with CELP).

The analyses of this chapter have shown how EC-CELP configuration allows for the

joint full benefits of PC and VQ (particularly in the nonstationary input signal case). The

an;L1ysis presented addressed the contradicting issues of high quality and low delay and

cornplexity in source coding of (nonstationary) sources with rnemory. As a consequence of

efficient PC mernory removal in EC-CELP, VQ can concentrate on the remaining memory

redundancics' and the filling gain. This rnakcs the low delay and complexity high quality

quantization possible.

ln this thcsis, the name EC-CELP is chosen to implicitly imply adaptiveness. Adap­

tiveness is both in the sense of PC adaptation and the VQ capability to remove the linear

and non-linear memory. ln this chapter, we did not consider an extensive analysis of the

adaptive featurcs of EC-CELP. Nevertheless, many of the issues discussed, would still have

pertinence. This is reflected in the rcsults of the application of EC-CELP to speech signais

[35]. More rigorous analysis has been reported for the Adaptive DPCM [39], [6ï). Future

work may extend such analysis to the case of CELP.

'mootly due te> _ quantizatiou
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Chapter 5

Multi-Frame Recursive

Motion-Compensated Image

Sequence Coding Using EC-CELP

• 5.1. Introduction

ln this chapter we introduce and evaluate a new motion-compensated image sequence

coding technique. The propose<! new video coder has a recursive (predictive) multi-frame

VQ configuration. The quantization technique of EC-CELP in chapter 3 is used to provide

high performance low delay quantization in the temporal domain.

Chapter 2 introduced the motivation and context of high compression video coders.

We mentioned that in motion-compensated video coding, the input source to the quantizer

is the set of intensity signais along the MTs. This source is modeled as a highly correlated

GM(l) source with a regression coefficient close to one. It was then suggested that for

such highly correlated source and at low bitrates, the commonly used temporal DPCM

quantization is in its performance saturation region. Using GM(l) models, chapters 3

and 4 quantified the above suggestion and ofl'ered the alternative of EC-CELP. Simulation

results and theoretical analyses demonstrated close to optimal performance of the EC-

• CEL? quantization technique under the assumed coding conditions and source model.
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Advantages of EC-CELP were shown over non-recursive and other alternatives,

The goal of this chapter is to provide a frame\\'ork. a feasibility study. and a pre­

Iiminary evaluation of a ne\\' recursive multi-frame video coding configuration ba.,ed on

EC-CELP quantization. Prior to this work only multi-frame non-recursive video coding

configurations have been suggested [94]. As seen later in the chapter. there are a number

of issues and problems pertinent to the proposed new coding system. For instance. a new

motion estimation scheme suitable for the multi-frame recursive configuration is needed.

Also since the outputs of the temporal EC-CELP quantizer are codebook indices. spatial

Jassy coding in the usual fashion is not possible. We will suggest a number of solutions

to the above problems anù we will use simulations ~ examine the performance of the

proposed solutions. We will show that significant bitrate reduction over the conventional

schemes using the proposed temporal compression technique is possible. Full treatment

of the above and other issues for this new system will be beyond the scope of this thesis

and should be the subject of future research.

The chapter is organized in the following manner. In section 5.2, we introduce the nOIl­

recursive and recursive multi-frame video coding techniques. In section 5.3, we present

several motion estimation schemes and a suitable configuration for the proposed recursive

multi-frame coding system. The temporal redundancy reduction scheme using EC-CELP

is presented in section 5.4. The full multi-frame hybrid EC-CELP image sequence coding

system is described in section 5.5. Simulation results along with discussions on alternative

schemes are given in section 5.6. Appendix C provides sorne deta.ils for the basic multi­

frame MT estimation algorithm.

5.2. Multi-Frame Motion-Compensated Video Coding

Before introducing the multi-frame motion-compensated coding configurations, the pre­

sentation of the following remarks and underlying assumptions is in order. The efliciency

of the motion-compensated hybrid video coding (Fig. 2.4) or any alternative video coding

technique is dependent on the- qua1ity and accuracy of its components, namely spatio­

temporal redundancy removal and q01antization. In pa.rticuIa.r, the accuracy of motion
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estimation and compensation plays an important rolC' in the' tC'mporal rt.'t.lulldmu"y n'­

moval and the overall performance of the coder. In fact il ha.< b<'<'n snAA''St,'<1 [.1:1] thal if

an accu rate motion compensation is a""Hable. the additional !!:ain by tl", spatial "n"odin~

of the prediction error in the hybrid DPCM confi~uration will be small. 1'0 incorpomll'

this conclusion and to ma.'l:imize the motion compensation ~ain. in this chapll'r w,' will

use the dcn...c motion.compensation of [20]. [66] as opposed 10 the commonly us,'<! block

matching techniques [94]. The general formulation of dense motion·compensated t,'Ch­

niques with fractional pixel accuracy that is used encompa.,,-""" c,..""" of pixd or subpixd

accuracy block matching techniques. As weil, when desired, such a formulation can 1",

adapted for the region-based video coding systems. lt is obvious that the gain due 10

motion compensation highly depends on the particular input sequence. It has becn a1,;o

suggested [43] that such gain for moving areas is limited. On the other hand, a.< wa.<

pointed out in section 2.3, the coder total bitrate includes the allocated bitrate for lhe

motion parameters (Eqn. 2.19),

Any high performance motion-compensated coding scheme should take the tradeofTs re­

f1ected in the abave formula into consideration. Some detailed discussion concerning such

tradeoffs for hybrid video coding systems is found in [42], [43]. ln summary, one may con·

clude that in using motion-compensated coding, particularly at low bitrates, the henefits

and tradeoffs of motion compensation have ta he treated with SOrne caution.

The primary goal of this chapter being the evaluation of the temporal quantization

component in the video coder, we need ta minimize the effects of the abave tïadeofTs in our

evaluation. To do this, we assume that aIl coding systems evaluated henefit equally from

the dense motion compensation and consequently the eest R,..""• ........... can he assumed

ta he equal for aIl systems. Therefore the presented bitrates will only he for the R;.......,.

Additional considerations for the abave tradeoff should he investigated as a tapie of future

research.

• F'maIly, sorne treatment of the spatial redundancy removal aspect of the proposed
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'l'Cursive multi·frame coder will be invcstigatcd but will be postponcd until section .s.S.
Ilowever for the rcst of this chapter, to simplify the simulations. wc have assumcd that

duc to accuracy of motion parameters and efficiency of temporal compression, the addi·

tional gain by the intra·frame spatial encoding is small ([43]). As a rcsult wc will not be

considering the elfects of such gains in our simulations. This assumption or condition is

again similar for ail coding configurations comparcd. It is obvious that 'l target maximum

compression video coder can derive a benefit (however small) from the exploitation of

the spatial coding gains. Nevertheless the above assumption permits us to conduct the

rcquircd simulations within the scope of this thesis and to draw important conclusions.

Wc now proceed with the introduction of the multi·frame coding configuration. As

mentioncd, the motivation for using a multi-frame video configuration is to overcome

the limitations of single-frame or temporal differential scalar quantization (DPCM) at low

bitrates. The aim is to apply the theoretical conclusions of previous chapters on EC-CELP

quantizer (and its special cases) operating on the GM(l) source model to the video signais.

Other than the multi·frame (VQ) quantization advantage, due to additional data aV"d.Îlable

in the case of multi-frame motion estimation, more effective motion compensation should

be possible (assuming the use ofa suitable multi-frame motion estimation model). This can

also lead to better temporal redundancy reduction through better motion compensation.

Fig. 5.1 shows a proposed general motion-compensated multi-frame image sequence cod­

ing configuration. The encoding process involves multi-frame motion estimation (module

2l and compensation (module ~ and multi-frame quantization (module~. The decoder

performs the inverse operations (modules ~ and §). The bu!fer module 1, groups a se­

quence of image frames into multi-frame coding blocks or coding image decks of temporal

size N,

D(k) = {g(kN - N + l) : 1= 1,2,. .. , N}
•,.eAr

k= 1,2, .... (5.1)

•
The grouping ofthe frames into image decks, for the non-recursive and recursive cases, is

demonstrated in figures 5.2 and 5.3 respectively.l Note that temporal block index k is dif­

ft'1'e11t from the lime index t. AssumiDg that the quantizer (e.g. EC-CELP, EC-PVQ) uses

'ODIy llplltial " climel1llÏoD Ïll sbowD.
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Fig. 5.1 Motion-compensated multi-frame image sequence coding configuration black
diagram•

temporal coding blacks of N samples, the encoder will have a coding delay of N frames.

The motion compensated samples along a single MT form a signal vector into the encoder

which helong to the motion-compensated coding deck D'(k). For each spatial position

:1: E~ in D'(k), the above temporal vector is denoted by s(k) = [SI (k)S2(k) .. ,sN(k)]T

as depicted by figures 5.3 and 5.5. Also note that in s(k), the implicit dependence on

:1: E A:I: is not represented. Although the coding image decks in both recursive and

non-recursive cases are identical, in the case of recursive coding, the recursive predictor

incorporates the effect of "infinite" past memory. This effect requires changes in deck

configuration shown in Fig. 5.3. Further details regarding this effect will he discussed

later.

Recent implementations of non-recursive multi-frame video coding configurations have

shown the henefits of the use of multiple frames. The three-dimensional motion-compen­

sated subband coding of [94], [95) j;; an exa.mple ofsucb a c1ass. In previous cbapters, using

the GM(l) model of the temporal signal, we made the following important conclusion,

• comparing the non-recursive and recursive c1ass. To obtain simiJar predictive coding gains
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'·1Cooln!: im:a~ deck:
----, ,---------,

,., ,
.-"

Fig. 5.2 Demonstration of non-recursive image deck D(k) with temporal black size
N = 3, the corresponding motion-compensated coding deck D'(k) (a single vector s(k) =
[SI (k)sl(k) ••• sN(k)]T is shown), and the N frame MT estimation image deck DMT(k),
with I,. = {t.- N-l, ... ,tr -l.tr } and tr=kN.

•
Codilla"'- dcck: w ..1 t

"----' r-"

s,li) :

/

••• • ••

~.
•
~
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MTad.-ioD W ..1 t
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•
Fig. 5.3 Demonstration of recursive coding image deck D(k) with temporal black size
N = 3, the corresponding motion-compensated coding deck D'(k) (a single vector s(k) =
[s! (k)$l (k) •••$N(kW is shown), and the N +1 frame MT estimation image deck DMT(k),
Wlth li. = {tr - N..... tr -l,t.} and tr = kN.
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a..~ provid<'d by the rccursi"c approach. a nOIl-r{'("ursÎ\'C' IUlllti-framl' :-\Chl'I1W \\'uuld rt'tluin'

much larger number of frames or delay (an ord..r of 10 franll's was ''''timah'<I).

Other than the impractical delay and complexity of Iion-rffllrsi"l' sch,'n"",. 'L< will h,'

explained next. as the number of frames increa..<e. thl' advl'rsl' dffft of hi~hl'r intl'rpolation

error due to "sparse- MTs worsens. Consequently. for thl' nOIt-rffursh'l' confi~lIrations.

the simultaneous maintenance of the benefits of motion compensation and nOIt-r''<'lIrsh','

decorrelation becomes difficult.

The difficulty of -sparse" and non.homogencou..< MTs, inherent to ail motion-compt'n­

sated multi-frame configurations, arises in reconstruction of pixel intensity values at thl'

decoder for positions beyond the immediate neighboring frame of the reference framl'.

This phenomenon is due to the fact that as motion compensation extends to a hi~hl'r

number of frames, the effects of occlusion and newly c:rposcd areas, defining the motion

boundaries, becomes more complf!.'C. In fact there may be positions where MTs densely

overlap or certain positions in the image where no MT hits within a large dist:l.IlCe, It

is the latter case with the "sparse" MT region which poses dilliculty, This difliculty is

particularly acute for the conditions of highly moving regions, dilation, occluded/newly

exposed regions, and large number of utilized frames N. This is demonstrated in Fig. 5.0\

(also sec Fig. 2.3). One may aIso sec how various kinds ofobject motions (i.e. translationaI,

rotation, and dilation) will resuIt in phenomena such as occlusion and new f!.'Cposition with

not necessarily homogeneous MTs (e.g. "sparse" MTs in k-th deck in Fig. 5.4).

The solution to the above difficulty lies in the more complex modeling and signal pro­

cessing for motion compensation. The previous research on multi·frame video coders

has been limited and as mentioned has becn done in the context of a non-recursive

configuration.2 In [94], for the case of non-recursive multi-frame, relatively simple so­

lutions to the above problem are based on classification to "covered" and "uncovered"

areas with respect to the reference frame. Focusing on the original goals of this chapter

and in view of emerging region-based video coders, we wiU not consider any complex MT

2The emergiDg ctirec:tion of regioll-buecl motion-compeosated video coding will have an important
impact on tbis tapie and ruture reoearcb probably sbouId be in the context or region-buecl configuratio...
RegiOll-buecI video coding can aIIeviate the "Bpane" MT problem but other iIlllueo ail cIilIcwtoed in [94]
III&Y rise.
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Fig. 5.4 Demonstration of non-recursive coding image deck types with locally moving
object (deck il, change of scale (deck j), "spa.rse" non-homogeneous motion trajectory
(deck k), and homogeneous motion trajectory (deck 1). ln this example MTs ha.ve a. half­
pixel a.ccura.cy and the black size is N =3.
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treatmentsand assume low motion activity:' and )\IT -ronnccti\'Ïty- (tt'rminol(l~." in [!l.I]):'

Better understanding and thorough rcsearrh on mor('compl('x motion trl':Itllll'nt ,'Sp''('j:llly

in the context of region-bascd coders would play an import:lnt roll' in full r.'aliz:ltiou of

practical multi-frame video coders.

5.3. Multi-Frame Trajectory Estimation

Since motion is not directly observable and measurable, it has to he ""timat",I, Il is

known that the estimation proccss is uncertain, complicatcd, aud iII.po.o;cd. Tht'r(' ar.'

a variety of existing practical motion estimation schemes, some particulnly orientcd for

specifie applications. Here, the goal would he to find a suitable framework, to confignrl'.

and to formulate the estimation proccss for the multi-frame quantizer in general and

the recursive multi-frame quantizer in particular. As the starting scheme, among many

existing approaches we chose the mazimum a posteriori probability (MAP) criterion and

cost function formulation of [20] due to ease of adaptation for multi-frame MT estimation.

Unlike the commonly used block matching schemes, an elegant statistical approach is uscd

which simplifies to a non-statistical formulation of the cost minimization. Markov random

field (MRF) models are used both for observation process and MT description. [t is the

Hammersley-Clifford theorem that makes the simplification of characteri7.ation of MRF for

the MA? estimation to a minimization of a cost function possible. This cost function is

the weighted sum of certain "energies" (see Appendix C).

MT estimation cao he done in backward, forward, or combincd fashions [20]. To

obtain the motion-compensated coding deck D'(k), wc need to estimate the requircd MT

parameters. Hence a corresponding MT estimation image deck DMT(k) is defincd. For

the case of the non-recursive configuration, this deck is the same as the coding deck D(k)

(Fig. 5.2) with size N. For the recursive configuration (Fig. 5.3), wc propose that the

backward MT estimation to he ca.rried out over N +1 frames of the MT estimation deck.

• Any bigber motion activity wbile usiDg tbis lItrategy wouId l'ellU1t in recoJIlll.nIetion wit.h interpolation
of values Crom & Iarger neigbborhood in regioas wit.h .......bit" MT..

"For real video sequeDCe. the simple lItrategy of molion adopliveu dilIc:uIl1led in (94) III&Y ahoo be adopted•
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From here on we will concentrate on the recursive case which is of particular interest.

By proper modifications, the simpler case of non-recursive configuration can be easily

obtained.

ln each of th , MT estimation decks k - 2, k - 1. and k in Fig. .';.3. one MT is iIlustrated

within each estimation deck. In deck k. the actual MT (dotted) is shown to he linear over

the estimation deck. The MT of deck (k - 1) is quadratic. Finally a higher order MT is

shown for the deck (k - 2). Notice that the MT estimation deck in Fig. .';.3 includes a

frame from the previous coding deck. The reason for this becomes clear as the required

~continuity~ for the MTs is explained later. This ~continuity" requirement is due to the

recursive nature and need for incorporation of ~infinite" past memory in the multi-frame

configuration used.

For the reference time instant t, = kN in the MT estimation image deck DMT(k).

we define the set I., to denote the finite set of time instants of image frames in temporal

black k, used to estimate trajectory CI, (see section 2.3.2 or the MT model later in this

section for definition of CI,),

Il.={T : g~ is used in estimation of cd, (5.2)

(backward MTs) ={T =t, -/ : / =N, •.. , l, O} ={t, - N, ... ,t, - l, t,}. (5.3)

As seen in Fig. 5.3, each MT passes through one spatial sampfing point of the referenœ

frame (t,) and e.~ends to the fast frame in the previous black (t, - N). The k-th MT

estimation deck, with MTs passing through the grid points at time instant tr, may therefore

have the following representation

DMT(k)={g(T) : T E I/cN},

={g(kN -1) : 1= N, ... , 1,O}.

(5.4)

(5.5)

•
The output of imcge deck MT estimator (module 2) is the MT parameter field P(k) =

{pz(k) : Z E Aa:}, where each MT is described by a set of parameters5 pz(k). P(k)

"The motioa parameteno are oimilar co the motioa -cor data in the convmtioDal video c:ocI<n.
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paramf'tC'à' fiC'ld is H~ro ta obtain thC' .\" fran\(' motioll-t·llml)('IlS;'h'1.1l·ut.till~im;,'~t.· ,It'(ok hy

th~ molion-compcn.<alcd imagc ,!crk illlt'rpoialor mo<!ul(' ;\.

D'(k) =HiCkS -.N +!) : ! =.\'. H" 2. l}.
TE.\r

ln Eqn. 5.6. g(r) is th~ motion-comP<'II",..tt'd ill1a~~ Olt tii,... ....'tt' tim(' ;1\(1(,:,: r ",hkh is

obtaillro using the MT param~t~rs estimatt'd from MT (I('('k D.\rr(k). Surh imOl~(' Olt

non-grid image points along th~ MTs a~ obtaint'd using Oll~ of th~ kllowlI twu (Hm('lIsjollal

interpolation schemes. Obviously this oP<'ration (indicated by tild~) illtfO<luc~ >OlUt' Ilot....'.

The estimation criterion, The estimation of MTs can he formulatt'd ll." millimil..tioll

of an objective function decomposed into a stM/clam! lIIodd and a 1II0ti.... field "..Nid

energy [18]. The structural model corresponds to the ll.'lSumptions about tht' propt'rtÏt's

of objects undergoing motion. More sophisticatro models represent true motion with

increased degrees of quality at the cast of increasro comple.'(ity. Frequently, the simplilît'<l

assumption of constant brightness along MTs is used. This assumption obviow;\y is ICSli

valid for larger frame size N. As seen in more detail in ApP<'ndix C, the structural lerm

of the objective function amounts to the sample variance :LIong MTs. The l'vIT field model

energy captures the a priori knowledge about motion fields or the spatial smoothness of

MTs over certain neighborhoods. The discontinuities ofthe motion process over border>; of

objects may he captured using region-based motion estimation or the lISe ofocclusion and

line fields [20]. In [20], a formulation based on MRF description and Gibbs distribution

is formulated. A more popular and simpler approadl simply uses rectangular bIocks 10

force the coherence of motion fields. A weighting factor for the motion fieU morkl rnern
enforces the desired relative importance of the spatial smoothness. The above object.ive

function cao he derived using a Bayesian formulation and MRF stalistical modeIinr; of

the observation process (MAP criterion) and motion ficlds. A1ternative1y, a cieter'ministic

formulation such as regu\arization cao he used.

MT modeIs. We will adopt and adapt the approach and DOtation of [20] [18], with

no occlusion mode\. for our multi-frame recursive MT estimator as follows. We lirst let
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tl", ·visible~ pcriod be {r : r E I,.}, Then. the MT function c(r:o:.1r) dcscribcs the

spatial position at timc r of an image point which at time 1. was locatcd at spatial

location 0: E Ao:. c(r;o:.I.) dcscribcs a 2-dimellsional trajectory in the image plane while

(c(r; 0:.1.). r) = c(x(r). y(r). r) dcscribcs a 3-dimensional trajectory in the xyl space with

a onc-to-olle corrcspolldellce. The instantancous vclocity v and acccleration6 a are defincd

as the first and second derivative of c(r; 0:.1.). r) with respect to rand evaluated at r =1.

Each motion trajectory c is supcrscriptcd by vector of motion parameters p as cp. Hence.

for the Iinear and quadratic trajectory modcl. we have p =v and p =[v a) respcctively,

which may a1so bc cxplicitly given for the position 0: and time reference t. as

p(o:,t.) = [v(O:,tr ) a(:z:,t.)). (5.7)

•
The MT estimation is primarily based on a motion modeI, The multi-frame Iinear

or quadratic motion models (constant v or a) for the configuration in Fig. 5.3 can be

respcctively describcd by

eP(r;:z:,tr)=+ v(o:,tr)(r - t,.),

1
eP(r;:z:,tr)=:z: +v(:z:,tr)(r - t.) + 2a(:z:,tr)(r - tr )2,

(5.$)

r E {I,. - {tr }} :z: E A:z:,

•

where for the linear backward MTs. aIso a corresponding dispIacement field d(r;:z:, t.) =
:z: - c(r;:z:, t,.) = v(:z:, tr)(tr - r) is defined. Consequently, for each pixel (:z:, tr) in reference

frame t,. where a MT passes, the task is to find LW" or four parameters or components of

v or [va), depcnding on the use of linear or quadratic motion parameters.

MinjmjzatiOD orthe coat runctioD. Among the spatio-temporal domain approaches

ta minimization of the cast function, the simplest is the block-oriented direct search,

commonly referred ta as block matehing (use of above structural model term is easily

possible). Gradient-based descent a1gorithms cao provide better results which utUize both

terms of the cost function. Since the resulting cast function has sum of square terms, the

"Row \'IOCloro v aD<! • are two c!im"";ona! vectorB with ., and 1/ compoDeDt8.
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Gauss-Newton algorithm or an cquivalcnt form algorithm can h,· n"<,,1 [20].7 As shown in

[20], multi-resolution estimation provides hettcr cfficicncy and improv<'S thc p,'rforma.n...'

of the algorit!.m.

MT estimation alternativ~s for multi-fr8me coding. Wc proposc th,' followinp:

threc alternatives for computing the multi-frame MT parametcrs. Th,' }lr.<1 aiknwlil'"

is to use the linear model o""r the N + 1 frame MT estimation dœk. Sincc th,· MT

estimation is meant to be carrie<! over several frames, this simple modd (1' =v) may not

correspond to realistic image motion situations. A second alternati"e of quadmtic motion

model, rcquiring twice as many parameters, is more suitable yet more complcx [20] [10].

Sorne details of the above alternatives are presente<! in Appendix C. S

The Ihird alternative is a MT estimation with a piecc-wise iincar model. The b....~ic

Iinear model estimation is carrie<! out overeach ofthe N overlapped pair of framcs (T. T+ 1)

of the estimation deck. The rcsulting MT parameter field can be described by P = {v. :

T E {Il. - {tr n. When N > 2 this alternative has larger number of parameters over

the above quadratic model. The advantage of this alternative, as shown by the solid

displacement vectors in Fig. 5.3, is that all three MT types shown, inc1uding higher than

quadratic motion model, can he approximate<! c1osely. The basic line..r estimation has

to he carrie<! out for pairs of consecutive neighboring frames starting from the spatial

sampling points of the last frame in the deck.

Each MT in the third method forme<! by the N -piece trajectory betwecn the N pairs of

frame (T, T+ 1), traces a non-grid image point (z(tr -/), tr -/) to the corresponding non­

grid point in the neighboring frame (z(tr -1- 1), Ir -1- 1). The MT can he described

•At the cast of inaeased eomplexity, one may pursue a rather g1oba1ly optimum approach, lIllÏng
srocbastic relaxation aIgorithms web as lIÙDuIated annealing as suggested by (20).

°To eomplete the formulation for the MT eatimation PlOœill, the baoic quadratic MT eatimation al·
gorithm of Appendix C adctitionally ...... the lltrUetllnl1 mode! and~ IlDIOOtbing term. A Cibbo­
Markovian mode! and MAP criterion an! uaed te formulate an objective fUDetion te he minimized. Multi­
resolution deterministic relaxation [10) ia the method or eboice for thia minimization.
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by the recursive MT piecewise-linear estimate9

d'(t. -1- 1;:c(t. -I),t. -1) =:c(t. -1) +v (:c(t. -I),t. -1) (-1),

where :c(t. -1) =cl' (t. -I;:c(t. -1- 1),t. -1- 1) for 1= N - 1. ... ,0.

10.5

The basic algorithm outlined in Appendix C again would be use<! for each of the linear

MT estimation operating on each pair of frames. Simulation results shown in section 5.6

confirms the tradeoffs of complexity and accuracy among the above three image deck MT

parameter estimation alternatives.

Using the above notations and assuming I,. and N as in Fig. 5.3, intensities along a

single MT (output of module ~, can be represented in the following fashion

•
s(k) = =

g(cl'(t. - N -1;:c,t.) ,t. - N -1)

9(cP (t. - N - 2;:c,tr) ,tr - N - 2)
t r =kN. (5.9)

Note that in the above 9(eP(tr;:c, tr), tr) = g(:c, tr), the grid or pixel values at:c E A:c. For

the required MT "continuity", the last frame of the previous deck is obtained similarly but

interpolated at MT position, based on the reconstructed samples (video decoder output)

of that previous dock, i.e.

sN(k -1) =§(eP (t,. - N;:c,t,.),t,. - N), (5.10)

•

where • indicates the reconstructed nature of the signal and - indicates the interpola.­

tion operation. This means that using the reconstructed signais at grid positions z, the

interpolated values at non-grid MT positions are obtained.

'Note tbat for the special case of t =0 and 1=-1, we bave

eP(tr -1:z,t,.) = z+v(z.t,.)(-I) 1= o.
eP(t,.;z.t,.) =z 1=-1 z e Az.

The special CllIle of1= -1 lIbows the exception or the iuitial coordiuate of the pieœ-wise Iiuear MT pivoted
at the opatiaI grid poÏDtIl or the Iast frame.
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Let us now describe the configuration and formulation of the EC-CELI' quauti"'r :L'

applied to temporal redundancy removal in motiou-compeusated image Seqlll'Ul'l' cOlliu!!:.

ln this section we will not he concerned with the spatial redundanries. the treatment of

which is postponed unti! section 5.5. The raster-scanned temporal signal Vl'<'tOrs from

the motion-compensated coding image deck D'(k) dcscribed in the previous section will

he the input to the temporal EC-CELP. In an inverse operation at the dl'COller. thl'

outputs will form the reconstructed motion-compensated coding image deck D'(k), The

prediction filter of the EC-CELP operates on the highly correlated samples along each

of the MTs or temporal vectors (Fig, 5.3), modeled by the stationary GM(l) proces."

Although MT continuity is violated at the image deck boundary, thcir ~continuity~ is

emulated as described by Eqn. 5.10.

Fig. 5.5 shows the black diagram of the temporal EC-CELP encoder and decoder. A

bull'er in the front end of the encoder will hold the temporal vectors, groupcd into the

motion-compensated coding image deck D'(k). Each vector is associated with the corre­

sponding MT ~continuity"sample, interpolated based on the reconstructed previous image

dock (Eqn. 5.10). First using P(k) and the last frame of the previous reconstructed deck,

9 (œ, tr - N) E D'(k), the MT "continuity" or ZIR memory is obtained by interpolation

(Eqn. 5.10). Then the raster-scanned vectors in D'(k) a10ng with the corresponding ZIR

memory are fed into the encoder. Note that as hefore the dependence of the signal s(k)

on œ (i.e. s(œ, k)) is not shown.

Apart from this special treatment of the ZIR memory and input/output signal bull'er­

ing, the temporal EC-CELP encoder and decoder in Fig. 5.5 are similar to the ones for

the EC-CELP described in Fig. 3.2. As shown in the figure, lossy+lossless coding config­

uration is inherent in the EC-CELP configuration. However, the simplified lossy coder in

temporal EC-CELP in Fig. 5.5, uses a non-adaptive prediction and does not include gain

scaling and adaptation. Nevertheless, as previously discussed, the EC-CELP a1lows for a

combined advantages from entropy coding, analysis-by-synthesis PC, VQ, and c1osed-loop
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As shawn in the black diagram of EC-CELP quantization in Fig. 5.5. the CELP encoder

with an analysis-by-synthesis structure uses an exhaustive scarch through the excitation

signal codebook. The filter ZSR and ZIR are scparatcd ta rcduce the complexity. However.

as explaincd earlier using the formulatinn in Eqn. 5.10 and as secn in Fig. 5.3. due ta

discontinuity of the signal at the image deck boundarics. s(k) at position z is not the

~continuation"of s(k - 1) at the same position z but rather as an emulatcd (interpolatcd

reconstructcd) version of it. l1 As sœn from the later simulation rcsults. the introduccd

interpolation and MT estimation error have a tolerable adverse effect. particularly in the

c1oscd.loop CELP.

The N sample temporal input vector. is raster-scanned by the front-end encoder buffer

from the coding image deck k. From each vector s(k) = (SI (k).S2(k). sN(k)) the CELP

encoder (~/lk)) generates the output inde.'\: i(k) E I. This inde.'\: is the input to the entropy

encoder (f) which results in the output c(k) E C (C = {C;}ier). The inverse of the

entropy coder at the decoder (r-I ) generates the output i(k). The CELP decoder ('II/lk))

reconstructs the signal s(k) from this index. Similar to encoder front-end buffer, buffering

at the tail-end of the decoder will form the reconstructed motion<ompensated image deck

11(k) a10ng with the required associated ZIR memory or emulated ZIa memory samples

~N(k -1) .

As shown in Fig. 5.5, the CELP encoder first generates the ZIa difl'erenœ signal

duR(k) with the above MT "continuity" consideration. Then each code vector ,,(i)(k)

(with index i E I) from the codebook is passed through the zero..state synthesis lllter to

obtain zsa candidates ~k for the current input signal vector s(k). The index of the

"'Note chat .. lDuiti-1iame recurIIÏw video coder~ GD llIl adaptive (geaeral) Ec.CELP bas obvious
adVlllltllp. The m-tiptioD or lIUCb cocIiDg sywteallllld the COI'''' oad"ong peri'0I'iDllIlœ llIld COlDplexity

trlldeoIlil obou1d he the IlUbject or 1Utuie...........œ. In the ""'Hdaptive eue. cbapten 3 llIld 4 "'CS tecl
chat llIl~ betwet:D the Ec.CELP llIld ie. opeàal c:aoe Ec.PVQ CllIl he cIerMd. CoaoequeatIy,,,
Atiofactory tnodeaIf betwet:D perfarmaDœ llIld COlDpIexity IU,Y he poooibIe tbroasb the ....or_ope'.tely
aaocIifiecI Ec.PVQ-beoecI coder iD plaœ or the lilCft __ Ec.CELP. Note chat bath Ec.CELP llIld ita
opeàal c:aoe Ec.PVQ CllIl he the teiIIpOra! queatizer or cbaice iD the prc>pœed .<cww... video cocIiDg
sywteal. Obvioully _ ""' treetias the lilCft geaeral QR or Ec.CELP iD tbis c:bapter.

"Tbia ...t.... _ aIoo he ..veùbIe to the decocIor wbicb ia the.- wby the ftCOIlIt"..ted lÏpe1 ia
1iftecI.
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codevl'Ctor which yields minimum entropy-constrained cost. i(k). is sent to the lossless

entropy coder. We have a.,~umed a stationary GM(I) source and hence the predictor

coefficient value is the same as the GM( 1) coefficient a (P(Z) =aZ- I ). The rl'Constructed

vl'Ctor is the summation of ZIR of ZSR of the synthesis filter using the excitation signal

d(k) = [dl (k)d2(k) •. .dN(k)r =v(;(k))(k) E V'.

inter-black memory intra-Black memory codevector.
• .

a 0 dl(k)

a 2

âN(k - 1) +
adl(k) d2(k)

8(k) = + (5.11)

aN aN-ldl (k) + . ..adN_I(k) dN(k)
• •

8zIR SzsR

Note that as in chapter 3. we may aIso use the more cornpact notation SzsR (k) = H (k)d(k)

which uses the lilter response lower triangular matrix H. Using the stationary assumption

H(k) = H has the representation

1 0 0

a 1 0

H= a2 a 0 (5.12)

. .. 0

aN-1 aN-2 1

ln theabove {I,a.'?, ...aN-I } are the N samples of the impulse response of the synthesis

lilter I-k-,.

It is obvious that due to the absenœ ofgain sca6ng aad adaptation and the assomption

ofstationarity for the sonrce mode\, the complexity cost for the exhaustive search reduœs

considerably (seeeqaations 3.34 and 3.53). Pre-caIcuIation aad lookap tabIe:s, as describecl

in section 3.3. must he ased to help the redaction ofcomputation cost.

As far as thecodebook design for the temporal ECCELP is concemed, it is the special
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case of the general design procedure in section 3.3, As il wa.< s!'t'n therl', lh., al~orit.hlll

simplifies considerably due to stationarity and absence of the gain scaling alltl adapt.at.ion,

Other factors in low complexity here (as sœn in the results of section 5.6) ar.' t.ht' rt'Ialiwly

"mali codebook size and low vector dimension N.

5.5. Hybrid temporal EC-CELP Image Sequence Coder

ln this section we will review the complete coding procedure of the propose<! hybrid ilia­

tion-compensated multi·frame temporal EC-CELP image sequence coder referring lo the

coder's modules as was shown in Fig. 5.1. We then propose sorne suitable spatial decol"

relation configurations.

For the k~th deck, N + 1 and N input image frames are bulfered in decks D(k) and

DMT(k) as inputs into image deck MT estimator and motion.compen.<ated image deek

interpolator modules (modules ~ and ;1 in Fig. 5.1) respectively. The estimation module ~

• calculates the MT pa.ra.meter field P(k), using one of the methods of section 5.3. Using

P(k), the interpolatar module ;1 obtains the image values along the MTs. To do this, one

of the known two dimensiona.1 interpolation schemes such as Keys' bicubic interpolation

scheme [61) is used. The output ofthis module is the (mot.lon-compensated) coding image

deck D'(k). The motion-compensated image deck encoder! encodes D'(k). The EC-CELP

encoder described in section 5.4 is the main element of this module. Ali weil, the MT

pa.ra.meter field P(k) is ta he coded by this module (MT parameter encoder). The decoder

performs the reverse operation of the encoder. Module li generates the reconstructed
~

motion-compensated image deck, D (k). The EC-CELP decoder described in section 5.4

and the decoder of choice for the MT pa.ra.meter field P(k) would form this module.

To obtain the imagedeck at image grid points forming D(k), module li needs ta perform

scattered data ta grid data an interpolation. Note that such interpolation operation is mcre

complex and introduces more error than the interpolation operation performed by module

;1. The need for this operation is ODe disadvanta.ge and difliculty associa.ted with the multi·

frame coding. There are a number of grid data interpolation a.1gorithms in the literature.

• We used the method of (100) for this grid data interpolation. Since most of the gain
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of the EC-CELP is obtaincd with low temporal block size (N =2 or 3). the relatively

regular scattercd data (motion-compensatcd deck) does not result in large errors (sec

experimenta! results of the next section). Although we managcd to provide alternative

simpler interpolation methods for the special scattercd data interpolation problem at hand.

further work on this module may be necdcd. We refer the reader for a discussion on this

topic in [100].

To obtain the EC coder codebook. a training image sequence is uscd. Using the

modules l::;l we generate a sequence of training motion-compensated image decks D'(k).

(k = 1,2, ...). The corresponding training signal from this deck sequence is uscd to

dœign an EC codebook and the corresponding codevector code length book as described

in chapter 3. Obviously any test sequence is not included in the training image sequence.

When using the EC-CELP coding scheme. the output of the EC-CELP is a spatial

field of int.eger-valued indices of the codevectors i(k). From the indices i(k) of all spatial

coordinates z E Az • we construct the index lield of the image deck k denoted by I(k) =

{iz(k) E I: z E Az }. The entropy of these indices constitutes the rate for the coding

scheme. In real situation, lossless coding has to he applied to these index lields. For a

simple comparison of the above EC-CELP conliguration with the common motion-com­

pensated coding, the EC-CELP may he replaced with DPCM coder, and the lirst order

entropy of I(k) for the conligurations can he compared. As mentioned in our experiments.

we also did not consider the coding of the trajectory parameter lields, P(k). Section 5.2

assumed that the cost of such coding will he similar for the compared coders. Similarly,

we obtained results for an EC-DPCM as a special case of EC-CELP with temporal black

size N = 1 (see results in the next section). This design approach showed improvement

over the alternative design method of EC-DPCM in [2i] for GM(l) source for rates less

than one bps. Obviously it is expected that the performance of EC-CELP improves as

larger N values are used. Due to the EC design advantage, even an EC-CELP with N = 1

(our EC-DPCM) outperforms the simple DPCM signilicantly.

The encoder and decoder blacks should include both temporal and spatiallossy and

lossless compression techniques. As mentioned before, in this study we emphasized the
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examination of advantages of better exploitation of I,'mporal r<'<\undan,·y. '1'0 ~implify

the simulations, we assume<! that the EC-CELP i~ 10 code iulen~ities alon~ i\IT~ wit.hout

being concerne<! with the spatial re<!undancies of the EC-CELP cod"v('('tor ind"x fi<'1d~.

Nevertheless in the next two subsections we will consider th" particnlarity of Ih" ~p"ti,,1

re<!undancy removal in the hybrid t!'mpora\ EC-CELP video coding confignration, A

numher of proposalsl2 with regard to spatial re<!undancy removal using lo..o;..~less and Io....~y

coding will he presente<!.

5.5.1. Spatial redundancy reduction using lossless coding

Up to this point we have focused on the temporal redundancy removal coding gains.

Subsequent to the use oftemporal EC-CELP, direct use ofconventional sp...tial redundancy

removal schemes (i.e. hybrid OCT-VLC) will not he applicable. This can he easily observe<!

from the fact that the EC-CELP output index field l(k) can only he losslessly encode<!.

• Similar to the case of one dimensional temporal signal, discubSCd in previous chapters, the

spatial coding gains may he classifie<! into the three categories of memory, sllaping, and

space filling. The first order entropy coding can only provide the shaping gain.

High order lossless codiDg. In the conventional video coding of hybrid OCT·

entropy, OCT furnishes the memory coding gain and first order entropy coder provides the

shaping gain. One alternative is not to use any spatiallossy coder. If we were to use only

the first order entropy coding of EC-CELP output index field l(k), any possible spatial

memory gain, provided ordinarily by the OCT in conventional hybrid video coder, would

not he available. To maintain lossless coding while exploiting memory, on~ May rcsort to

one of higher order entropy coding schemes sucb as the one in [iS). The spatial memory

coding gain will he additional to the excellent temporal coding efliciency obtaine<! by the

EC-CELP. Sucb overall spatio-temporal coding efliciency then should he superior to the

one of the conventional schemes.

The advantage of higher-order entropy coding over the nonnally used first order en­

tropy coding is obtained by using the joint or conditional entropy. In our case of an image

• 12Provicting simulatioDs for the propaoed 1Cbem.. would bave beeD out of the oc:ope of tJùll ÙIesÏlI.
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sequence coder, the higher order lassless coding wou Id be applied on the output index field

l(k) with joint/conditional entropy set selected on the immediate spatial neighborhoods.

The fundamental information theory [38] reveals that the conditional entropy approach

potentially has a lower rate than the joint entropy approach. Obviously such gain is at

the cost of increased complexity. In [i.s]. it shown how to reduce the normally impractical

higher.order entropy complexity.

5.5.2. Spatial redundancy reduction using Jossy coding

Due to the particularity of the temporal EC-CELP configuration, combining such aconfig.

uration with both lassy and lossless spatial coding would require a couple<! spatio-temporal

quantization structure. Such a coupIed configuration is in fact advantageous due to itsjoint

spatio-temporal quantization. In this configuration a spatial intra-frame coding scheme,

nameJ~' a 2D-Jossy coder (a simple and suitable EC or non-EC Jossy coder), would he

couple<! with the temporal EC-CELP coder. The encoding will he done in a joint spatio­

temporal fashion using small spatial blacks ofimage decks. This means that at each coding

instant the encoder will encode a small 3-dimensional volume of the motion-compem:ated

image deck with an index k = [khkVk'] (horizontal-vertical-temporal) by generating a

spatio-temporal codeveetor index i(k). The minimization of the coding cost for volume

k in suell configuration could he formulated as the joint spatio-temporal lossy+lossless

coder. The codevector spatial (horizontal-vertical [NhNV]) dimension CM he simply cho­

sen 50 as to have the image spatial dimension ([MhMV]) as its multiple. The temporal

vector dimension will he denoted by Nt.

Joint spatial EC-VQ temporal EC-CELP. The following proposed configuration

combines spatial EC-VQ quantization and temporal EC-CELP quantization. At the cost

of increased complexity, it aIIows for simuItaneous and joint memory, spa.ce-filling, and

shaping gains both in spatial and temporal domains.13 Suell a coder, whiell we may refer to

as spatio-temporal EC-VQ-CELP (spatial VQ and temporal CELP with EC), is depicted

" An more peral CotIfiguratioa wouIcI combitle temporal EC-CELP with spatia1 EC-CELP. This
altematï wbich .. ÏD r..ct a apatïo.temporal cIomaiD EC-CELP may particuIarIy be attl'llCti... ÏD the ClllIe

of n:P>a-buod WIeo coderB wbere spatia1l1Ïplal .. locaDy staticmar:Y aDd spatia1 prodicti... codiDg caD bem_ ell'<etive.
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Fig.5.6 VQ-CELP spatio-temporallossy encoder (Iossy coder in EC-VQ-CELP).

in Fig. 5.6. As seen in this figure the codebook is a 3-domainl4 spatio-temporal VQ

(each vector has 3 domains). Obviously, [1...d~..m"'''1 the size or the 3-domain codcbook

vJ·..~..m"'''1 has to he larger than the temporal codebook V}......,.., = VI. In ract, ir

we were to use spatial and temporal codebooks or sizes [l.,...wl and [1........1 ror separatc

EC-VQ and EC-CELP respectively, one would expect that the 3-domain spatio-tcmporal

combined size would he [1......' ..) X [1,,,daIl. In Fig. 5.6, the 3-domain VQ is shown to have

domain dimensions N =[Nh,NV,N~ =[2,2,3], resulting in the total VQ dimension 12.

In the figure, the depicted codebook size is 8.

•
Direct extension or rormulations or signal representation in chapter 3, to the spatio-

I4We "'"' 3-domain rather tbaD 3-dimmsioD tG refer tG image oequence opatio-temporal clim""""",,, in
orcier tG~ the term climmsioD for VQ.
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temporal domain signais is possible. To iIIustrate an example. let us represent the for­

mulation of the k-th rcconstructcd sampie (extension of Eqn. 3.23). We may group the

temporal vcctors to provide a more compact temporal signal reprcsentation (with index

kt = 1,2, ...) to get

SI'.I>.1 (k)

s/·.I>.2(k)
=h

SI'.I'.N.(kh, kV, kt - 1)

;O. (kh kV kt)" ,1".1 , ,

-s (kh kV kl)"'''J''.N'-l , ~

+

d;•.,•.1(k)

d;•.,>.2(k)
(5.13)

•

•

The temporal domain CELP using the first order prediction with coefficient h is combincd

with the spatial VQ. The threedomain excitation signal is d(k) = [dl (k)d2(k) .• •dN(k)t =

v(i(k))(k) e VJ·......··m......, We have the following corresponding spatial vector indices

(kh, kV) as weil as the associatcd sample (within each vector) indices (lh, IV),

khe{I,2, ••• ,Mh/Nh} and kVe {1,2, ••• ,Mv /NV}

Ihe{1,2, ... ,Nh} and IVe {1,2, ... ,NV
}.

The evaluation of the above spatiallossless or lossy redundancy removal techniques is

beyond the scope of this thesis. As mentioned, simulation results in the next section (5.6)

does not include spatial coding. It solely focuses on an evaluation of the EC-CELP config­

uration temporal coding efliciency. The choice of spatial coding for any future EC-CELP

full video coder would depend primarily on tradeoffs between complexity and available

gains, which needs further research.

5.6. Simulation Results and Conclusions

In this section we present the simulation results and draw some concluding remarks. We

first examine the proposed multi-frame MT estimation techniques. Then we present the

results related to the coding gains of the proposed temporal EC-CELP video coding con­

figuration.
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Multi-frame MT estimation results. A, thl' firsl ""1 uf ,'xl,,'rilll"III'. 1h., 1hl't..·

alternatives of MT estimation for muiti-frallll' ~odill~ ill ~Iioll 5.3. w.'I't' ,illllll:l"..1 :111.1

compare<!. They ail ,u~c~fully. but with \'aryillg quality (~oll,b"'111 wilh Ih., rolldll"iulI'

of section 5.3). resultcd ill generating highly ~orrdall'<! 'igll:ll Wilh ~colllilluity~ of :\11',.

Fig. 5.i pictorially demonstrates the resultillg motioll COIllpl'IIS;ltl'<1 illl:lg.',I~k D'l~'l u"ill/:

the second (quadratic) MT estimation alternative. lt is c1l':lrl~' "''<'II th:ll thl' si/:llru :lf"'r

motion compensation has higher correlation ruong the temporru :u:is (for thn...' fmlll'''' fl't'Ill

the sequence Miss .4.merica).

Ne.'l:t, to have a more quantitative comparison among the thrcc rutl'rnativ('S. \\'\' l'l'­

quired a precise knowle<!ge of the real motion in the image Sl'quen~. To guarant.... sud.

knowle<!ge while maintaining near ~real~-video quality Wl' use<! the ray tmcÎug sonwan.'

Persistence of Vision Ray-tracer (POV) [109]. E.'l:periments with a numbl'r of t('St syn­

thetic sequences with varie<! image and motion description were conductcd. The synthl'lÏl'

motion had a fractional pixel accuracy based on different motion types with different 11I1>

tion orders (constant v or constant a, etc). We then compared the MSE of lhe known trut'

motion field and the estimated motion field P(k), as defincd in section 5.3. For acceler­

ated motion, as expected the simulations showed that the second model using a quadralic

motion model over the MT estimation deck is more suitable than the !irst model (linear

motion model over deck). The piecelDise-linear (third) alternative is ,;uperior to the other

two alternatives if higher than quadratic synthetic motion test sequence _re used•

•~ previously discussed, another factor playing an important role, is the number of

frames used the MT estimation. As shown in Table 5.1, lo_r MSE of the MT parameters

is possible when higher estimation window N +1 (the size of MT estimation deck) is used.

This of course is a funclion of the known MT parameters and in practice mOlY not he as

important. Using the abave results and subjective evaiuation, _ may conclude that ior

coding configurations discussed here, the quadratic (second) alternative probably produœs

sufficiently sa.tisfying resalts in most cases with acceptable comp1exity.

F"Jgures 5.9 and 5.10 depict some simulation resalts using reaI image sequenœs of

• Salesman and Miss America. These results _re consistent with the above conclusions,
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wlllJ>arin~ various MT estimation a!ternativl'S. In thl'Se figures using third ph'ccu,j.,,­

lirtt'llr alternative. estirnated MTs with I,. = {t, - 3..... t, - l./,} arc depicted. :\

visual inspcction verifies the advantage of higher order ~IT estimation. particularly for

the rapidly moving areas (hand in Salcsman).

{tr - l,tr}
{tr - 2.tr - l.tr}

{tr - 3,tr - 2,tr - l,tr}

0.04 0.04
0.06 0.0.
0.04 0.04

a r

0.3
0.02
0.02

0.8
0.03
0.02

•

•

Table 5.1 MSE bctwcen the known MT parameter and the estimated MT parameters
for a sclccted spatial moving region and frame of a synthesized test sequence with known
p: [1.5 1.50.5 1.0]T for different sets I,r ,

Temporal coding gains after motion compensation. '1'0 focus the simulations

on temporal coding gains, wc chose to minimize the effects of motion estimation and the

grid data interpolation error on the second set of simulations. We generated synthetic

image sequences (using POV) with known simple (translation, rotation. etc) motion and

with homogel'''Ous MT fields. For such test sequences, the mo~ion estimation methods of

section 5.2 resulted in near perfect trajectory description. One example sequence uscd is

the sequence marblel5 which has a simple fractional pixel translational motion. As secn

in Fig. 5.8, the sequence does not include occlusion or newly exposcd areas except at

the image borders. As a result, the MTs sufliciently away from the image borders are

homogeneous.

80th subjective and objective l'valuation of of temporal coding performance for al­

ternative coders was uscd. For the subjective measure, informal viewing of the SCC1,uence

and the individual image frames was uscd. For the objective measure the commonly uscd

measure of Peak-SNR (PSNR)l6 were uscd. Using the test sequence marble, we procecded

by fixing the coded image (subjective and objective) quality while comparing the required

average bitrate in terms of eslimated first order entropy for each quantization scheme.

Fig. 5.8 and Table 5.2 compare the average bit rates and quantization performance

"A camera m...... iD front of the textured mar6le wall.

"UIIÏDg the UlIWl1 de6aition of PSNR= dB (Peak 7"0'0").
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F"Jg. 5.7 Three-dimensional depiction of 3 frames from Miss America sequence as (a)
original image deck and (b) motion-e:ompensated image deck.
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(a) (b) (c)

coder ~ PSNR, coder 1 PSNR, overall 1 Rate 1

DPCM 40.4 40.4 1.2
EC-CELP N= 1 40.1 40.1 0.6
EC-CELP N-2 40.3 39.4 0.4

Fig. 5.8 Image sequence marble, (a) frame 5 of original (b) frame 6 of reconstructed
sequence (overall in Table 5.2) using EC-CELP N = 2 (similar quality for EC-CELP
N = 1 and DPCM, rates of Table 5.2 (c) frame 5 of reconstructed sequence (overall)
using EC-CELP N = 2 showing adverse effect of grid data interpolation. As a1so shown
in Table 5.2 DPCM rate is 1.2 bps, EC-CELP N = 1 rate is 0.6 and EC-CELP N = 2
rate is 0.4 bps.

•
Table 5.2 Performance comparison among DPCM and EC-CELP (N =1,2) for image
sequence marble, excluding few image border samples. Overall PSNR means that both
reconstruction and when applicable grid data interpolation effect are included.

•

quality for EC-CELP with black sizes N =1 and 2 (N =1 is EC-DPCM) with DPCM.

The significant performance advantage of EC-CELP demonstrates that EC and EC-CELP

can overcome the DPCM performance saturation at lowcr bitrates. The simulations using

the synthetic sequences aIso showed that this improved performance is possible at nominal

cost. Sucb cast is evaluate<! in terms of marginal inc:rease in complexity and de1ay. In

particular as seen from the results, the vector dimension or de1ay of2 CaR already provide

most of available memory gain. The complexity is directly relate<! to the codebook size

whicb in these simulations were quite low. In these experiments however, the ell'ect of

complc.'!: and non-homogeneous motion as weil as the ell'ect of spatial redundancy were

deliberate1y not considered. Obviously sucb cases would arise in more realistic image

sequences. The non-homogeneous motion in part.ôcuIar CaR result in some adverse ell'ects
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on the propose<! system results. On the othN hand, particnlarly in thl' ~onll'xt or n'v;ion­

base<! coders and by utilization of sufficiently comprl'lll'nsÎ\'1' 1Il0tion r1'L,,-..ifi,-alion. sudl

adverse effects can be minimize<!. Other impro\'ements lIlay ~Ollll' throuV;h tl\l' '\llal'tation

of PC in the quantizer.

The above comparison mainly demonstrates the coding gain dul' to b,·tl,·r Il'IIlI,,'ral

re<!undancy removal. The EC gain is shown by comparing the DPCM r,,,,nlt... an,1 th"

results of EC-CELP with N = 1 (our EC-DPCM). EC-CELP with N =2 givl'S anoth"r

substantial improvement over N = 1.

Previously we mentione<! that one disadvantage of the motion-eompens.'\ted sdll'm,,,,

is in possible grid data interpolation error accumulation, particularly for larger N. In

the image border area in Fig. 5.i.e this effect is clearly visible. Computation of PSNR

for the affected areas showe<! a loss of about 1 dB for border areas for N value as small

as 2. Again this problem would he less significant in the emerging region-ba.o;ed systems

were the moving areas are hetter define<! and have a more homogeneous characteristic.

Obviously the difficulties resulting l'rom the grid data error accumulation. particularly for

larger N, needs further investigation.

To summarize, the simulation results in this section demonstrated that EC and EC­

CELP (multi-frame recursive system) cao overcome the DPCM performance limitation

at low bitrates. The gain was shown to he substantial for the case of synthetic moving

image sequences and was shown to come at relatively low cost in terms of delay and

increased coding complexity. Equivalent coding performance using non-recursive multi·

frame configuration which in theory cao only he provided using ala.rge number of frames

would probably sufl'er l'rom motion compensation adverse efl'ects for large temporal blocks.

ln these experiments however, the efl'ect of MT estimation for non-homogeneous motion

and consequent adverse efl'ects were de1iberate1y isolated and eliminated. In region-based

coding, and by using sufliciently complex classified MT estimation, it sbould be possible to

lower such adverse efl'ects. Neverthe1ess the future investigation of the above issues plays

an important role in maintaining the demonstrated temporal coding gain advantages.

This study would he in the context of full coders, operating on real image sequences witb
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variN! motion characteristics. Finally as m"nlÎonN!. th" feasibility of th" proposN! spatial

rN!undancy remoV",,", in spatio-temporal coding configuration n<'Cds furth"r investigation.

Although, as shown in [43], for accu rate motion-compensated coding, the spatial coding

gain could be small. atlow bit rates such coding gain could be n<'Cded (however small). Th"

necessity for spatial Jossy coding however depends on the required quality and tolerabl"

compJexity as weil as the size of the coding gain due to better temporal coding. Future

work should also include investigation ofinterpolation elfects for real image sequences with

various motion elfects (occlusion, etc), performance and complexity tradeolfs resuJting

from PC adaptation, and other aspects of the complete coder described in this chapter.

(a) (b) Cc)

•

Fig. S.9 Image sequence Salesman (face) with z,. = {t,. - 3•.••• t,. - l.t,.} MT&, (a)
reference Crame t,. =12 (b) reference Crame t,. =18 (c) reference Crame t. =18. aIso
showing reference and MT points.
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(a) (b) (c)

•

Fig. 5.10 Image sequence Miss America (face) with Xe. = {4 - 3, •••,4 - 1,4} MTs,
(a) reference frame 4 =6 (b) reference frame 4 =9 (c) reference frame tr =21.
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Chapter 6

Summary and Conclusions

The first focus ofthis dissertation wassourœ coding theory for input sources with memory.

ln Chapter 3, we addl'ell!ed the problems assoc:iated with practical high quality, low delay.

low c:omplexity, low bitrate sourœ coding ofnonstationary sources with memory. Although

VQ with a sulliciently high dimension, can yleId performance close to the rate-distortion

hound, for (nonstationary) sources with memory, the required VQ dimension or delay and

c:omplexity is usually not practica.l. Other than the class of C:OIll;trained VQ techniques,

classes of recursift (eg. predictift) and adaptift VQ techniques haft been already used

to deal with this problem. To etrectiv.!ly combine the benelits of the latter two class Iloith

entropy coding, we iDtrodllced the EC-CELP quantizatioll design lSdteme. EC-CELP im­

plicitly and jointly combines the advantages ofadaptift VQ, PC, and analysis-by-synthesis

with merits of EC codebook design. We a.Iso shov.'ed that the EC-CELP design aIgorithm

in its special c:alles cau he used to design the EC adaptive~ VQ (EC-APVQ)

and EC-ADPCM. For these coding configurations, good generaI aIgorithms did ROt exist..

Simulation results showecI tbat. at Iow bitrates and for a given signal dimension N (deIay),

com~ to ail knowu ECalternatives, EC-CELP provides the cIosest performance to the

~ boand for the Ga_Markov soarœ. Due to the elIic:iently designed sma.Il

... c:odebook. the complexity oC themer~ scbeme is a.Iso reIatM!Iy Iow. As the success

oC CELP iD the past decade and the foIIow np stadies oC the application oC EC-CELP to

speech mer~ haft sageswd. for nonsmÎODary 'Àgl'ak suc:h as speech and stiI1 images,
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thl' adaptivl' "Q fl'aturl' of EC'-C'ELP cali IX' mosl b"lIl'lkial. l'hl' ol)\'iolls disad\'a1l1all:"

coml'S from thl' compll'xity alld advl'fS(' l'ff('("ts :..'<."'OCia-tl'd \\'ith l'III ropy ,·odillll:. St IIdi,,,,

ill thl' ca.«' of othl'r EC codl'rs havI' sho\\'11 that such advl'l"S<' l'lf''("ls cali 1><' millimiz,'tl.

Future \\'ork must vl'rify that 0111' may dra\\' similar cOllclusiolls ill th" c:.."" of EC-C'ELI'

qualltizatioll.

ln Chapter 4, \VI' pl'('S('ntl'd soml' nI'\\' rl'Sults 011 lo\\' ratl' l'lItropy-codl'd qU:Ultizatillll

theory for sourœs with memory and analyzl'd thl' advantagl'S of EC-CELP ill comp:Lri­

son with other EC quantizl'rs, cspI'Cially thl' EC predictivl' quantizl'rs. 'l'hl' allalysis all,1

comparisons werl' at low bitratcs and took thl' quantization 1I0i~ l'ffI'Ct.o; at such bitratl'S

into consideration. Based on N-th order RDF, EC quantization throry, and l'mpirkal

methods. RDF memory gain and empirical ~7JOce fil!ing gain (diml'nsionality N) at lo\\'

bitrates were formulatl'd and calculated. Thesc gains catcgorizl'd and hl'lpI'd us allalyzl'

and compare the available coding gains for various EC coders for a given ratl' and d...

lay (N). Based on extensions of previous prediction coding analyses to predictive VQ

and CELP, c\œed-form formulations for predictive memory gain for various quantizatioll

schemes were obtained.

The second focus of this thesis was problems :u;sociated with high-compression vidro

coding. The current intense demand for high-compression image sequence coding is ex­

pected to continue inta the next œntury. Better temporal and spatial modeling of the

video signal and suitable high quality quantizers play vital roles in the required coding

systems. Motion is the key factor in the temporal domain signal. Conventional entropy­

coded motion-compensated difl'erential pulse code modulation (DPCM) quantization of

temporal video signais and its performance limitations at low bitrates is one of the bot­

tIenec:ks in adùeving higber compression video coding. For the tirst order Gauss-Markov

SOIll'Ce. modeling the intensities aIong motion trajectories (MTs), we observed that due

ta the high quantization noise feedbadt at low bitrates, DPCM performance is very poor.

Simultaneous quantization of temporal multi-frame bIocks is one alternative ta overcome

this performance botùenec:k. Although the idea of multi-frame video coding ha" been

aroaud for sorne lime, the feasibility of high performance practical multi-frame systems



• SECTION 6.1. J.).
~"

•

•

wa., not shawn Ilnti! quite rl'Cently. Ali sllch new techniques. however. belong ta th(' cl....",

of non-rl'Cnrsive quantizers. For this cl......., and for the highly correlatPd input source.

l>erformanc(' near the rate-distortion is only possible \Vith large delay (number of illlag('

frames) and complexity. In the video coding portion of this thesis in chapter .5. w(' pro­

pos<'d a recursive and multi·frame video cading system using EC·CELP quantization in

the temporal domain. The conclusions of chapter 3 and 4 were utilizPd and providPd

salid theoretical ba..,is for hetter temporal video cading. The proposPd new approach can

provide low delay (few frames) high temporal video signal compression at low bitrates. A

suitable motion estimation and cading configuration is a1so suggestPd. Within the scope

of this thesis, sorne of the problems and issues pertinent ta the proposPd cading system

are addrcss<'d. Significant bitrate reduction can he obtained by using the proposPd multi·

frame temporal quantizer over the conventional scheme. The proposPd scheme can play a

role in high compression video cading systems at low bitrates.

6.1. Future work

ln chapter 3 wc used the fictional assumption that entropy coding cadewords can have

non.integer length. We did not concern ourselves with the type of lossless cading used.

We aIso did not took into consideration the drawbacks and difficulties associated with

VLC over fixed channels such as buffer delay, overflow, and underflow or adverse effects

in the presence of channel eTrors. Such problems have been studied previously bath for

variations of Huffman and Arithmetic lossless caders [51), [65). Effects of the utilization of

such practical Iossiess coding techniques in EC-CF.:LP and proper tradeoff between delay

and performance have ta be investigated.

More work is warranted on the multi-frame recursive video cading system proposPd

in chapter 5. A full cading system based on EC-CELP or its special case EC-PVQ for

the temporal domain coding needs ta be ;;imulated and compared against tbe alternative

full coder ofconventional hybrid DPCM and recursive multi·frame configurations [94). ln

chapter 5, it was suggested tbat ta incorporate spatial redundancy removal in the EC­

CELP-based multi·frame coder, high arder Iossiess coding of spatial index fields is one
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altcrnativc. Implcmcntation of thi$ altcrnati,"" and othl'r $nAA''''t'''! alll·rllativ.", $hnnld 1",

thc $ubjœt of futurc rœearch.

For still imagc co<!ing applications and ~ w~ $uggl'$tcd in chapt,'r 5. 'I.~ an altl'rllati\'l'

for $patial rcdundancy rcmoval in video coding. $patial Illulti·domain EC·('ELI' qnallli·

zation or EC-VQ schcllle; COIn bc formulatcd. Such forlllulation$ will n$C th,' ,'xt<'n$ion nf

thc formulation of singlc domain (c.g. tcmporal dimcn$ion) EC·CELP ill Chapt<'r :1 ami

dctails of cxisting rœults on application of $patial CELP to imag<' co<!ing [91). [;;0] [1].

[8i]. Finally. thc simulation of thc proposcd spatio-tcmporal EC·VQ·CELP in chal't,'r :,

and cvaluation of its performance and complexity tradeoffs should bto thc $ubj<'Ct of fntnr"

rœcarch .
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Appendix A

Basics of Information

A.l. Introduction

ln this appendix sorne of the basics of information and sorne of the throrics of souree

• coding are reviewed for reference [16), [il, [58), [8), [38).

Fig. A.l shows a discrete transition mapping model, where the mapping may he ,hl"

to the channel or the source encoder. The finite set AJ = {Rl,a2, ..• ,RJ} of size J is

referred to as the alphabet and is used to represcnt the specifie discrete symbol saure..

output (random variable (r.v.) X, the input to the mapping). A probability mas.<functioll

(PMF) P is defined and the pair (AJ, P) il. referred to as the finitc cnscmblc. Therefore

X assumes Ietter j with probability Pü). For the pair of alphabets AJ and BK, we

may define their product spaee, with joint PMF Pü, k) abbreviated as Pjk' The output

of the mapping (channel or source encoder output), the r.v. Y takes values in the set

BK. The conditional probability distribution, called transition matrix, is denotcd by q
with elements Qkli (Pjk = PjQkli)' Often one may speak of N-tuple source output, the

random vector X, with each of N random variables in the vector assuming values from the

alphabet. If the probability of a N-tuple black is equal ta the product of the probabilities

orthe individualletters, the source is independent, identically distributcd (i.i.d.). A source

with i.i.d. probability distrirution is aIso cal1ed a memoryless source.

• self-information JUJ is the basic measureofinformation upon receiving the r.v.j (unit
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Source Encoder or Channel

)', q={q'}

q. = L:J PjQ.IJ

Fig. A.l A model for source mapping.

is bil for base 2 log and nal for naluraJ log)

l(i) = -log2 pj. (A.l)

The conditiona! self-information is a measure of information one acquires upon heing lold,
that event X =j has occurred given ev'ent y = k

The mutua! information, the ditrerence hetween self-information of r.v. j and the condi­

tional self-information l(ilk), (l(i; k) = l(i) - l(ilk)) mayalso he expressed as•
l(ilk) =-log2Pjlk' (A.2)

(A.3)

The expected values of the above information measures are of essential interest. The

expected value of the self-information is the entropy

H(X) =E{l(z)} =- LPi !Og2Pjo
j

(A.4)

•

which is the average amount of information upon acquiring the knowledge of the value of

r.v. X. AIso entropy is interpreted as the measure ofaverage a priori uncertainty regarding

which value r.v. X will assume. The conditional entropy is the average conditional self­

information or the measure of average uncertainty remaining regarding which value X

has assumed after the knowledge of value of r.v. Y. The above entropy delinition is the

single symbol entropy (which requires the assumption ofindependence among consecutive
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symbols X). From thl' ca."" of .V-th ordl'r or Il'nglh. .\' s~'mhul "ntropy lnnit is hit p"r

ll'ngth.]V symbol or. liN of that ha.- unit bit !",r symbol (hp._) \\'ll<'n' symhuls mOlY ha\'<'

dl'!",ndl'ncl'). thl' morl' appropriatl' l'ntropy dl'finition lp,-r symhol) for sunr...•. sp''''ially

for thl' onl' with ml'mory. is definro a._ thl' Iimit:

OOH(X)= lim :,H.v(X)
N .....ooJ\'

= Iim [- :.""... " p(X) 101!:~p(X)l.N-too l,' L- L L-
. ail X

The Iimit exists for the asymptotically mean stationary procl'S.- with di""....tl' alph"bl't.

For the stationary case, N H(X)/N is non-increasing in N. hl'nce

and N= 1 for single symbol entropy (H(X) = IH(X)). For the i.i.d. source OOIl(X) =

H(X). For the sources with memory and without memory (with identical alpha""t an,1

probabilities) we have
•

OOH(X) =inf.!.NH(X)
NN (A.a)

OOH(X) 1with memory < H(X)I memoryless ~ log2 J = Hu(X)1 memorylcss (A.6)

where subscript U stands for Uniform distribution. This inequality clcarly demonstratcs

that the nonunifoml distribution of the PMF and the presence of m"mory constitut..

the source redundancies which is the difference between log2J and entropy H(X). Th..

redundancy is only zero for the equi-probable (uniformly distributed PMF, Pj = IIJ)

memoryless source (H u(X)1 memoryless =log2J)·

Since the entropy of a continuous-amplitude r.v. is infinite, differential entropy is de­

fined analogously as

h(X) =-1 fx(z) logdx(z)tlz, (A.7)

where fx (z) describes the probability density function (PDF). But the dilferential entropy

• mayalso have negative or infinite value. It measures randomness relative ta the coordinate
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syst"m [il. II. is not th" limitin~ ca.'" of "ntropy and the entropy of r.\'. with a cOlltinuous

distrihution is in fi nÎl". Consequ"ntly. when such sources are representcd with a finit" lIum­

b"r of bits, distortion lJlust always occur. Lossl"", coding or data compaction do not ha\'e

illtNffiting generalizations but mutual information (defincd shordy) notion and lo,,-'y or

cOlllpr"""ion coding. formulatcd i>ascd on sUch notions do ha\'e interesting generalizations

(all well-behavcd in the continuous case). For the above reasons. the following relationship

(Appcndix C in [58]) betwccn the differential entropy of various continuous sources (with

a given variance u;) prove to be informative. Wc have

""'h(X)1 . < h(X)1 < ! log2(2~eu'x-') (A.R)
wlth memory memorylcss - 2

where the RHS Iimit is for the discrete memorylcss i.i.d. Gaussian source

•
h G(X)I 1 =! log, (2r.eu3: ).

:t memory ess 2" .

and

OOh(X)= Hm NI hN(X)
N->oo

= Hm [- NI. JJ ...]. p(X) log2P(X)].
N ...oo .' ail X

(A.9)

Eqn. A.8 states that the redundancies are due to non-Gaussian PDF and presence of

memory which amounts to non-flat PSD or SFM or 'l'X- < I (for a source with variance

u} RHS is the bound for h(X)).l The notion of entropy power is defined as

(A.10)

•
which has the ma.~mum value for the Gaussian i.i.d. memoryless source equal to u}.2

'The &ben.., relatiClllllbiI'" can he easi... interpreted in the context of lossy or compression RDF formu­
1ati0Dll [7']. (8]later lIUJIUDllriz<d in .-ion A.l.2.

'Q.. G(X)l ...ith memory = -&cr3c.
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The average mutual information another important me:l"nn'. is ""finl'<! :lS

whieh is the measure of average uncertainty remaining regarding which ,'al",' r.", .\: I".~

assume<! given the value of Y. Alternativdy. I(X: l'). is the average informat.ion gi\'t'n

by Y value about the value of X. or "ice versa (l(Y:X) = I(X:},)). \t. can he shown

that I(X;}') :s H(X) in general and we alsa have I(X:Y) = fI(X) -lI(XI}') for th"

discrete case and I(X:Y) = h(X) - h(XIY) for the continuous case. Also the aho\'t'

definition of average mutual information is valid for the random vector if r.v. are rel,\aee"

by random vectors (assuming they are finite value<!). For the case,; of infinit" value<! an"

continuous, integral replaces sum and PDF replace PMF. ,\!:!~ random vector may b,.

use<! with appropriate modifications to the definitions. For <'-'(ample for the random vt'Ctor

continuous valued case we have

• 1. /X.y(z,y)
I(Q,/X(')) = /X y(z,y) IOg2 / () ()d:r:dY.

z.y· xzf[yy

(A,II)

(A.1:!)

For coders with fidelity criterion (Iossy or compression), we measure the performance

of the coding using the tradeoff between code rate and distortion meas",.., p. If we have a

mapping from random process {X} with r.v. values in alphabet A to {Y} (alphabet .4')

(e.g. Fig. 1.2), the distortion is a mapping p : A x A' ~ [0,00). The choiee of distortion

measure is varied. The most common one is tr.:! MS error defined for the N-dimensional

vectors z (e.g A = nNand A' a subset ofnN) is

Any nonn, semi-norm or distance measure (with conventional definitions of norm, semi­

norm and distance) provides a distortion measure. The frequently use<! L~ distance is

defined as

•

1 N
p(z,y) = N ~)Xi - Yi)2.

i=l

N
IIz - z!l~ = ('S(x/ - Z,)l'jl/J'.

/=1

(A.13)

(A.14)
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Also a (liJJ,orf'Tlrf' ([i...lorlio71 7IlCll."UTf' using only dependenc(' 011 :r - z is commonly usro.

Other distortion measurcs such as wcigillcd squarcd-error lIlay also be uscd

The family of distortion measurcs for N -dimensional sequences .'1z. {.\'p : X =

J, 2, ...} callcd fidclity criterion. The special case of ••ingl.· Icller or additil'C fidelity critc­

rion has the additive property

.'1
.'1(.'1 IV) "I( )P z, y =L.- P XI,YI •

1=1

(A.15)

•

•

where X/ is the I-th clement of vector z (time average distortion for sequence). The long

term time average distortion

(A.16)

measurcs nmple performance with such distortion. This limit exists for asymptotically

mean sta.tionary proœss pair. With the additional characteristic of ergodicity, the time

average is the expected distortion D. The single-letter distortion may be represented by

the J x K distortion matrix comp;.:-tly with entries Pjk = 1p(Xj, Yk) (the discrete alphabet

case).

A.I.I. Data compaction theories

For data. compa.ction (Iossless coding) , there are fixed and variable categories ofcodes. The

jixed-Iength blockor vectorcodes, encodes N-dimensional input vector X into r bits where

N and r are fixed. This is done for ea.ch input vector independent of previous vectors.

Another case is the tree code case where encoding is done with some knowledge of earlier

ones. The special case ofN = 1 is the sœlarcoder. If thesource is discrete and memoryless

and each source symbol (r.v. X) takes values from alphabet .4.T with probability p, there

are JN possibUities for source output (iog2 J N bits for each vector). This results in a

log2 J bit per symboI. This is one way of measuring rate. The alternative is ta measure

rate by the source entropy (about N(X) bit per symbol). But for the block codes this

efficient coding is only possible if N is large and the ~H(X) codeword are assîgned ta

high probabUity source vectors and as a result there is arbitrary small probability of an
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~rror (und('Codabl~ ""urr~ "('Ctor). lt i" of r"iah'll inIN.";! tu n\l'ntiun al thi" puinl lhal

that. the concav(' ('utropy fUllction of th(' diM'"r(\h\ 11I('l1loryl(~... Sturc,'p ha.... t ht' prupt'rly of

ll(X) :5 IOg2/\'

Theorem A.1 • Shannon first coding Theorem For a di.•en:1t' 1II"lIlIIrylr-.." ••"IU"'.
a fixed rode with black length N ron be produ«d mappillg "oum' bloch tIf klly/h .v illlo

rodeworrL. of length rand with alphabet .4/\ "0 the probabilily of "rror P. <'011 bt' mati,'

smaller than ( (( > 0). Thi... i... prouided tltat Ni.• large ellOuglt arul

(:\.1 i)

•
The ratel:f:- (bit per source symbol) here is related to information content as entropy (for

/\ =2. log2/\ =1). The converse theorem states that if the rate is lcss than the ,;onrce

entropy, for large black length the decoding error approachcs 1. There arc important

bounds [8] which show that the probability of error decreases cxponentially with the

increase in the black length N.

With ooriable length codes, the N or r, or both are variable and there is no ncc<1 for

the probability of error allowed for the fixed length code, while still allowing coding at a

rate close to source entropy. Of practical importance are only the code classes unique/y

derodablecodes (reverse mapping unambigllous) and prefix codes. The uniquely dccodable

codes with code alphabet BK (K = 2 for binary) with M code words, the m-th one having

length 1"" satisfy the Kraft inequality

and the average code length 1 per source letter of uniqucly decodable codes and prefix

codes satisfies

•

M-l

:E r l":5 1,
",=0

1> B(X)
- logK'

(A.18)

(A.19)
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Th.'re is a th""rem for a ",e",oryless discrete source stating that there exisL~ a prefix code

with average code Il'ngth close (. > O. e.g.• = liN) to the entropy

f1(X) < -1 H(X)--. - < --. +•.
log 1\ log 1\

(:\.20)

The proof is using the application of law of large numbers. For the more genera! case

of discrete stationary but not memoryless source. the above th""rem holds if we use the

definition of entropy per source symbol earlier expresse<! for such sources (!IlH(X)/N or

OOH(X))

Theorem A.2. Theorem (Variable Length code&) there m.t... a prcfiz code tcith

alJCrage code length close la the enlropy per symbol (. > 0)

•
NH(X) <_ NH(X) 1
NlogK _, < NlogK + N'

If N is large enough, OOH(X) is used in place of NH(X)/N and. replaces liN.

(A.:!l)

•

Huffman coding is a practical and optimum (minimum average codeword length) code

ofthis kind [38]. This kind ofYLe has limitations (e.g. buffer length selection and a priori

knowledge of probabilities). Practical solutions to these limitations makes the code suho

optimum. The œclor Huffman coder with inputs of "extended source" (blacks on N) can

achieve in principal rates clœe ta the limit in the above theorem. The minimum average

length has ta he taken over ail N which is essentia1ly achieving entropy rate 00H(X).

This scheme which belongs ta the dass of vector entropy coding is however complex and

sub-optimum methods again have ta he used.

The other dass of codes for data compaction are the tree codes where, unlike block

codes, the blocks are not independent (e.g. Elias code). For example for the Elias code,

a c:lassification tree is used. This tree bas as input real numbers r E [0,1) which results

in anode 0 or 1. For this code unIike vector entropy codes, the number of input symbols

grouped together will vary. Asymptatically, the average word length for this code will

converge ta the input entropy. The infinite precision resulting from the binary expansion of
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•

r mak.... th.. coo.. impractical. :\rithm..tic cO<1.", 'm' lik.. Ih., Eli,l.< ..."h' hUI wilh liuill' (UOI

arbitrary) pr<'Cision. This mak.... th., cooing mor(' compl.,x an.1 SUI>-oplimal. "'.,,·.'rth"I.....,.

it pl'rforms bl'tt..r than th.. Hulfman coo..r al th.. co.<1 of incr.'a.,...<1 l'Ompl.'xity. This .·.,,1.,

is quit.. popular for ils high pl'rformanc...

Wh..n th.. saUfC.. statistics are incomp\..t..ly or in"ccur;lt"'~· slX...·ifi....t, Ih., "'lU""'" is

stationary but not ..rgooie, or th.. saure<' is known to hl, a m..mbl'r of som.' c1a....< (Ihi.<

third dass indudcs the Iitst two), Universel codes pl'rform weil, Th...... cO<1<'S ar(' known 10

perform asymptotically as weil as the eustom dcsigncd cod.. for th.. saure<'. AII..rnati",..ly.

adaptive Hulfman codes ean he uscd when there is no a priori knowlroge of th.. input

probabilities. Aiso among more popular data compaction cod.... arc: RUlI.Lcnglh cod.""

Zi""umpeL and Marl:olJ codes as weil as various adaptive schemcs [lOi], [-lI),

A.l.2. Data compression and Rate-Distortion theories

Data. compression codes or coding with a fidelity eriterion, unlike data compaction allo\l,'S

distortion hetween the input and output sequence. The resulting theories are a1so referrcd

to as rate-distortion theories. Starting with discrete memoryless sources (d.m.s..), the

theories are stated, with a brier statement of the generaJizations to ergodie stationary

sources. Using the transition mapping of Fig. A.l, single letter distortion and conditional

transition elements (PjA: and QI:!j) and appropriate probability measure (P), the lltlf!f'IIgf!

distortion associated witb this mapping is defiDed as (distortion beîng a r.v.)

•
Additionally, wc defiDe the set of D-ad'llissible transition mappiDgs as

QD ={QI:!j : p(Q) :s D}.

(A.22)

(A.23)
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Also ;~,,,,,"i"t.'(1 with th" mappin!!, is 1h" """r,,!!,,' mut u,,1 information (1 (Q. pl ;~, d..fin,'<!

in I-:'In. A.II). Th" /tait- Di.'lorlio.. Fu .."lio.. (RDF) is d..finro ...' th"

(:\ .2·1)

Not.. that ..., wa." mt'ntionro bt'fol'<', for tht' c....... ofcontinuous amplitudt' slationary sourct'S.

Wt' nrt'<! tG u"" tht' appropriatt' formulation for aVt'ragt' mutual information. l'<'plaCt' Pl\IFs

with PDFs, and u"" int<'g1'a1... in pla....' of sums in tht' formulations (t'.g. compal'<' t'quations

A.11 and A.12).

R(D) is a positivt' continuous monotonie dt'Cft'asing con'....x u function in tht' intt'f\'a!

of int....""t 0 S D < D""",. wht'ft'

R(D) vanishes for D ~ D""",. When the reproduction alphabt't "\A' is an image of source

alphabt't .-\.1 (for œch source alphabt't i, there is reproduàng letter kU) E .4A' with

Pik = 0), then R(O) = H(X).

•
D""", = min L PiPik'k _

J

(:\.25)

The RDF cau bt' obtained analytically for simple sources or as a minimization problem

using the Lagrangian convex programming problem. Given probability p, the problem is to

minimize the averagt! mutual information /(Q,p) by cboosing a proper transition mapping

Q subject to colll:;traints

Qkli ~ O.

Et.Qkjj = l, and

Ei,/cPiQkliPik =D.

•
The Kuhn-Tucker coDditions on the solutions of the minimization problem are

CIr = LPi~...).;l :S l,
i

(A.26)
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A. = {>. E"RJ
: ÀJ 2: 0: LPJÀJ.···,·J· ::; Il.

J

(A.:!7)

(A.:!~)

and s is the Lagrangian multiplier. The argumellt of the ma.'(ÎmÎzatioll i~ a Lo\\"<'r BOIIII<l

for RDF often expresse<! in the alternative form

R(D) 2: sD + L Pj log2 Àj = H + sD + L pjlog2(Àjpj).
j j

(A.:!9)

•
Blahut, before providing a detail iterative a1gorithm for :;olving the problel1l (Thrort'm

6.3.8 and 6.3.10 in [8]), expresses it in terms of the following dou ble minimi7.:ttioll problem

with parameter s

(A.:lO)

(A.31)

where

D = LPjQkijPjk
j,k

and Q" achieves minimum. For fixed Q, the RHS is minimized by qk = Ej PjQkij and for

fixed q, the RHS is minimized by

(A.3'l)

N-th orcier RDF For discrete time continuous stationary sources with memory

(e.g. GM(l», with a better potential for compression due ta inherent statistical dependen­

cies, wecall define the useful notion of N-th order rate-distortion function in the following

manner. To incorporate the N-tuple symbol memory ell'ects, for the N-tuple source out-

• puts X, the joint PDF governing such random vectors and ail conditional PDF. !YIX(')'
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ar~ considercd. Parailei to the formulation of d.m.•<. (Eqn. A.24). for the N-tuple sourc~

with the above modifications to the source mapping model (using random vector PDF in

place of PMF in Fig. A.I), using appropriate definition of average mutual information in

l':<In. A.12, we can define N-th ordf:'r RDF

N R(D) = :. inf I(Q.fx(·».
" QeQo

(A.33)

The Iimit of N R(D) for large N bccomes the RDF R(D). and it can he shown that

for Slationary sources the Iimit a1ways exists,

R(D) = Iim N R(D).
ft-+oo

(A.34)

•
Tbeorem A.3 • Shannon thinl coding Theorem For the d.m.s. {X} toith finite al­

phabet, and u.<ing a single-letter fidelity criterion, it is possible to find a black code toith

mte Rand avemge distortion per letter less than D, if

R ~ R(D), (A.35)

•

and black lmgth N is sujJiciently large. As seen before, for the code of si::e M = Kr

(e.g. K = 2) and black lengt/t N, the mte is R =Nbit per source symbol.

The converse theorem states that every block code for data-compression of block length

n and average per-Ietter distortion D for a finite alphabet tLm.s. has rate R satisfying

R~ R(D).

For the continuous amplitude sources, difl'erential entropy h(X) is used in place of

entropy H (X) and integrals replace summations to obtain formulation analogous ta the

discrete case. It is obvious that PDF will replace the PMFs. However, an important

difl'erence is that, unlike the disc:ret.':case, the continuity at D = 0 does not hold for the

continuous case. In most cases R(D) -+ 00 as D -+ O. due ta the fact that absolute

entropy of the continuously distributed r.v. is infinity (unlike discrete case, where H(X)

is the upper bound, h(X) is not).
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N-th order RDF for Gaussian sources with memory As is disru"-",,I ill d"tail hy

Berger in [il, the derivation of N-th ord..r RDF for CM SOllrrl'S is b:L'l'd 011 prop,'rti,,,, of

symmctric Toeplitz correlation matrix of tirnc-discrctc stationary Gau~...iall sourCt'S. l;sin~

eigenvaluc rcpresentation of N x N correlation matrix alld th.. followilll; Corollary (2$.:1

in [i]) we can arrive at the N-th order RDF in Eqn.2.8.

CoroUary A.l • For an N -fold product of slatistical/y iIlC/"p"ndcIII tli.•rrt·/r" 1I/'·II"'ryit'S.•

sources with RDFs Rk, k = 1. 2, .... N, and pcr symbol N -fold dislortioll II/mSllrt', lit.·

parametric representation of the RDF ï...

and
l N

R(D) = N L Rk(Dk).
1:=1

(A.:l6)

(A.:lï)

• To arrive at the RDF we use

R(D) = lim N R(D)
N-+oo

and the Toeplitz Distribution theorem [49] which provides the limit bchavior as N -. 00

for correlation matrix•

•
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Appendix B

PVQ predictor for the GM(l)

ln this appendix we provide the derivation of prediction coefficients for the PVQ PC

in the case of GM(l) input source. Here the quantization noise effect is not taken into

consideration. In chapter 4, the quantization noise effect is a1so taken into consideration.

The block diagram of the PVQ encoder used here is shown in Fig. 4.4. The encoder

has a veetor-generalized DPCM closed-loop structure. The residual vector which is the

difference between the input vector and the predicted signal is the input to the VQ block.

An exhaustive search through the residual codebook ofsize l, finds the closest codevector

to represent this residual vector. The reconstructed vector becomes available with one

vector de1ay at the predictor input of the encoder. The first order (one prior block)

predictor operation based on the unquantized signal is i(k) = .41S(k). To obtaln th.'

optimum prediction coefficients for the case of (open-loop) PVQ, we use the formulation

of [41] and for N =3 we get

(B.l)
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For the Gauss-Markov proCC8S we have

APPENDIX 13.

•

•
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Appendix C

Multi-frame motion trajectory

estimation

The goal ofthis appendix is to summarize the basic estimation method of MT parameter p

for a linear or quadratic motion fr"m an image sequence (first proposed in [20], [10]). The

objective function whose minimization wH! yield an estimate Pftllm." of the true motion

field, is composed of a structural model term and an a priori motion mode! term that

enforces spatial smoothness [20]. The structural model term S(P) at (z, t r ) is chosen to

he defined as the sample variance:

N

S(P) = L[Y(z(tr -I),t,. -1) - «(z,trW,
1=\

•

where 9(Z(tr -1), t,. -1) is the interpolated intensity at time t,. -1 and position z(t,. -1)

obtained using the linear or quadratic motion moùel in Eqn. 5.9.

The overal1 objective function for the quadratic motion mode! to he minimized over

the entire frame (total size in pixels) at time t,. is then expresse<! as follows:
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where Pi is dC'finro at position Zi. The sffond tt'rm in t.h.., t.'<.luatioll rt'I>rt'st.'nts Ih.., (~n:-.t

associate<! with the smoothn<'SS of the motion field O\'er lh., ,'nSt'mhl., of ail :!-..I,'m,'nl

c1iqu<'S C [10]. ),.' is the r<'gularization parameter thal plays a vit.al role in weij1;ht.inj1; t.1...

importance of the a priori motion mode! with r<'Spect to t.he struclural IIIOtld. llsinj1;

the Taylor expansion of g(.) about some interme<!iate solution p. the non-Iin,'ar ..hj....,t.i\'l'

function in the above equation is approximate<! by a quadratic function of p.

The r<'Sulting motion field <'Stim~!.e is given by:

(<'.:!)

•

•

Calculating the necessary condition for optimality ôU(P)/ÔPi = 0, and leuing Pi = Pi al

l'very iteration, where Pi is the average motion vector at pixel i. the r<'Snlting cstimate

P;..."m... at l'very iteration can he determined by solving a Iinear system of the f..rm

APi = b. The Gauss Seidel rela.xation method is used in iterating a complete motion field,

and this process is repeated unlil a suitable convergence IS achieve<!. The compnt'Ltional

efficiency of the algorithm, and the likelihood of convergence to the global optimum are

improved by considering a multi-resolution approach. For more details of the estimation

algorithm sec [20] [10].
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