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Abstract

This thesis research addresses the challenges involved in the design of\'''lTS~ the \Velding

Intelligent Tutoring System. The project \Vas motivated by the desire of providing a

realistic training environment for maintenance workers involved in the repair of grounding

fixtures on electrical power station equipment. The thesis elaborates on each of \\lTS'

three subcomponents: the user interface and peripherals, the expert system~ and the 3D

virtual environment. The research focuses on the creation of a 3D representation of the

operator and his tools. This \"irtual operator is built to ha\"e basic interaction capabilities

namely touch and grasp and is made capable of communicating \Vith the expert system

which cantains the task expertise and thus pro\"ides the necessary coaching. Keyboard

and \'oice command interfaces \Vere also developed 50 that users with no access ta a

graphical virtual environment can still take full ad\'antage of the expert system,
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Résumé

La recherche de cette thèse s'attaque aux défis impliqués dans Is conception du système

d'enseignement de la soudure appelé \VITS. Le projet a été motÏ\°é par le désir de fuurnir

un environnement réaliste d~enseignement aux ouvriers qui S~occllpent de la réparation des

appareils de mise à la terre sur les unités de production électrique. La thèse décrit chacune

des composantes de \;YITS: l'interface usager et ses périphériques, le systeème expel't et

l'environnement virtuel 3D. La recherche aboutit à la création dOune représentation en 3D

de l'opérateur et de ses outils. Cet opérateur \'Ïrtuel possède les capacités dlnteraction

essentielles: toucher et saisir. Il est aussi capable de communiquer a\"ec le système expert

qui contient l'expertise de la tâche. Des interfaces de commande par cla\Oier et la pm'ole

ont été développées pour que les usagers qui n~ont pas accès à un en\'Ïronnement \'irtuel

graphique puissent se servir tout aussi bien du système expert de \VITS.
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Chapter 1

Virtual Reality and Human

Interface Review

The research described in this thesis was carried out at the ~rcGill V'irtual Reality Lab

where work is being done on 3D representation and interaction ofenvironments, tools, and

human operators in drtual reality. This thesis presents the design and implementation

of a prototype virtual reality training system developed to facilitate and enhance manual

interactions addressed in the current Hydra-Québec welding course. The system pernlÎts

trainees to take part in the welding procedure in a realistic environment where they

can interact \Vith realistic representations of the different welding object components.

The \'VITS t utoring system was developed in collaboration with École Polythechnique de

~rontréa12 the IREQ power division of Hydro-Québec, and ERICO, a supplier of electrical

products.

An intelligent tutaring system (ITS) is usually described in terms of its requisite

capabilities [Beek and al. 1996]. An ITS should mode! the student being taught and

the experts in the task damain 50 that the tutoring process cao adapt progressively to

the performance and needs of the student. Therefore, it is imperative that the system

correctly models bath the procedures and the appearance and behavior of the leaming

environment; that is, the system must support both the pracedure-related expertise and

the simulation.
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This chapter presents a survey covering the three major components in achieving

such an ITS: the e..,,<pert system which encapsulates the student and expert models by

providing the procedure-related expertise, the virtual reality interface which allows for

high fidelity hands-on realistic simulation, and finally the human interaction interface

which allows the trainee to take part of this simulation in a leal·n-by-doing approach.

1.1 Expert Systems and Virtual Reality applications

An expert system can best be described as a tool to assist human decision-making in

knowledge-intensivc tasks requiring expertise. A view of the field today shows that

its range of application spans diverse disciplines, with the greatest number of dcveloped

systems in business, manufacturing and medicine [Durkin.19961. Although Dllrkin shows

that the greatest application area of expert systems has been in soh·ing diagnosis tasks

(30% of diagnosis applications rely on expert systems), Stefik explains that intelligent

tutoring applications have an intimate history with expert systems (Stefik 1995] and it

is clear that they will be more effectively llsed in conjuction \Vith virtual l'cality systems

and human interaction interfaces which are bath rapidly advancing fields.

S~dITHTO'VH, an expert system designed ta teach basic microeconomics, has been

shown by Shute, in a large-scale e"aluation, to produce equal results as those achie\·ed

though traditional economics courses and took students only half the amount of time

traditionally needed ta cover the whole material [Shute and aL 1990]. SHEB-LOCT{,

an expert system used to train technicians for electronic fault diagnosis of F15 fighter

aircraft, has been described by Katz as a learn-by-doing system that allows trainees to

achieve in 20 hours a level of technical expertise almast equal to technicians having three

ta four years of on-the-job experience [I(atz and al. 1996]. Studies by Shute and Regian

sho\v the growing recognition of the value of training using e..,,<pert systems in both the

military and industry fields. They al50 argue that the use of such systems has shown a

positive trend in efficacy where learning is accelerated without any degradation in the

final outcome (Shute and al. 1997} [Regian and al. 1997].

The success of SHERLOCI(, one of the most acclaimed expert systems, did not come
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by itself. Other intelligent tutoring systems such as \VEST and SOPHIE [Stefik 1995]

provided the basis for the "coached praetice environment" of SHERLOCK. \VEST pro­

vided the Coaching tutoring approach where the system "looks o\'er the shoulder" of

the student and intervenes \Vith criticism or suggestions only when necessary. SOPHIE

introduced the '"reactive learning environment" \\phere the student is free to experiment

with different ideas while the system would only provide criticism where appropriate.

\Vith the increase of popularity of virtual reality (VR), expert systems started taking

advantage of this new form of interaction to produce more realistic hands-on training

systems. The use of such systems is slowly gaining terrain in application domains sllch

as military, industry, commerce and medicine. The rest of this section olltlines sorne

CUITent applications of virtual reality in each of these domains where high-tech diagnosis

and training systems are quickly becoming a necessity.

1.1.1 VR in Medicine

Surgeons are beginning ta use computer graphies to simulate surgical procedures for

training, \'isual assistance in diagnosis, and prediction of surgical results [Delp 1990}

[Pieper 1992J. These simulations need to be as realistic as possible. For the sinlttlat ion

ta be useful ta the surgeon as a training tool or surgical assistant, the surgeon needs to

be able ta manipulate the graphical representation as if it were the real abject.

Paintanida deseribes the use of semi-transparent displays to superimpose remotely

sensed images such as magnetic resonanee imaging (~mI) onto a real image of the patient

which gives the stereoscopie impression of looking into the patient [Piantanida 1992}.

Stereoscopie images are in fact used in neurosurgery more oCten than we think. ~raybe

not as proposed by Paintanida, however the demand for such advanced display technology

is very visible [Peters 1995].

The creation of a surgical virtual environment ta both aid surgeons during operations

and provide simulations for training, opens up many exciting possibilities. As stated by

Sagar et aL, the surgical procedure will be able ta he viewed in new ways providing a

netv level of surgical experience [Sagar et al 1994]. Hunter et al. show the need for force

3
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feedhack along with stereo vision. They present a teleoperated microsurgical robot for

eye surgery and discuss the technical implementation of visual feedhack and ho\v signal

propagation delays present a problem affecting the use of such a tool [Hunter 1993).

Virtual reality is not only interesting for surgery, other fields in medicine have taken

advantage of the technology. Sorne hospitals in Virginia and the Bronx used \'R for

the rehabilitation of physically challenged people [Coull 1992] [I(leinfeld 1995]. Coull

describes how modified wheelchairs are used as a navigation tool combined with a Data­

Glove to interact \Vith abjects in a virtual environment thus making an exhausting ex­

ercise enjoyable. Several other applications llsing VR to work \Vith disabled people are

mentioned by Nemire and \'anderheiden [Nemire 1994] [Vanderheiden 1994}.

1.1.2 VR in Industry

The Boeing ïï7 is the first jetliner to be 100 percent digitally designed using three­

dimensional solids technology [Adam 1993] [Esposito 1993} [Eberl 1994]. Throughout

the design process, the airplane was "preassembled" on the computer, eliminating the

need for a costly, full-scale mock-up. The 777 Dh'ision uses CATIA (computer-aided,

three-dimensional interactive application) and ELFINI (Finite Element Analysis SystemL

both developed by Dassault Systems of France and licensed in the United States through

IBl\L Designel's also use EPIe (Electronic Preassembly Integration on CATTA) and other

digital preassembly applications de\'eloped by Boeing. Using the three-dimensional saHd

images generated on the computer, the 777 airplane cao he preassembled to position parts

correctly, ensuring a proper fit. The benefits of this system are innumerable: improved

quality of \vork; reduced changes and errors, and less rework, resulting in lower costs etc.

\Vorking at Ames on the world's most powerful supercomputers, scientists predict

the ftight behavior of high-speed aircraft and spacecraft. State-af..the-art computers are

used ta solve complex aerodynamic equations so that various aircraft configurations can

be tested by ''flying the aircraft in the computer." This reduces both the time and cost

of developing new aircrafts [Bryson et al. 1994]. Other VR applications at NASA Ames

R('~carch Center include the Virtual Planetary Exploration Testbed where very large
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terrain data sets from the Viking mission of the 1970s are used to create a virtual world

in which the user can travel over certain sections of ivfars [Hitchner 1992].

The European Space Agency (ESA) developed a training tool for astronauts working

in the Columbus space station. Correct eues are provided through the high-definitio~

graphies, sound and force feedhaek devices [Bagiana 1993}_ Also at ESA, the EliROSIi\T

simulator permits the training on dangerous landings such as an unpowered winged ve­

hide [Buc 1994].

The need for VR applications in industry is not limited to 8ight simulators_ Other

areas such as construction are now interested in VR technology. Hughes et al. descl'ibe

the prohlems one equipment manufacturer had in developing a control interface for a

pipe-lifter. The original design had eight levers each controlling one of eight degrees of

freedom_ This proved intractable for operators because the linear alTangement of the

levers, combined with the nonlinearities of the system resulted in an unintuith-e map­

ping into the control space. Hughes et al. solved the problem with a more intuith-e

douhle-joystick and processors ta Iinearize the control task [Hughes et al. 1989]- 5tur­

man, howevel', al'gues that micro-processors are being used to minimize the nonlinear

effects of the actuators, and that what is needed is the development of a more intuiti,-e

user interface [Sturman 1992]. Thus construction can take advantage of the acl\"anres in

'VR user interface and device technology. A more appropriate example of the use of VR

in the construction industry is a VR application used by Caterpillar Inc. to test drive

new construction vehicles. They were able ta test various aspects, such as vehicle design

and visibility, from the operator's position in the cab [Jones 1995], Finally, demand for

VR is starting ta appear in the power industry, One of the first VR training environ­

ments for substation operators, ESOPE-VR, has been developed at NfcGill University

for Hydro-Québec, The simulator permits tl·ainees ta carry out ail the switching opera­

tions necessary for their work in absolute safety, while staying in a realistic environment

[Okapuu..von Veh 96) [Shaikh 1995],
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1.1.3 VR in the Military

"If necessity is the mother of inventiont it must be added that the Defense Department

is the father of technology" [Rheingold 1992}. The military has always been the prime

contractor fOl' the most significant innovations in computer technology. The Army pro­

duced the first electronic digital computer in the 19405 and \Vas the tirst ta do research

on head-mounted displays in the 19805, This is no surprise since the military budget can

afford to spend on high-tech research and dC\'clopment,

VR technology is yery important for the military mainly because of its eventual cost­

reduction benefits. Training soldiers on a real physical terrain \Vith real equipment and

ammunition is very costly; a good VR system can replace these training sessions and

thus decrease cost. FOl' instancet training a soldier to use an Apache helicopter can cost

about S335I{ pel' one and a half hour. On the other hand simulating the exercise costs

just 8143 [Roos 1995]. Holzer states that the use of simulation enabled the G.S. Na\oy

ta fire only thirty Sidewinder missiles in order to test the current \Oersion t as opposed ta

over 300 live firings for the previous one [Holzer 1994]. I{ozak reports similar simulators

used by the US NavYt the Air Force and other services. The simulatars were used ta

train pilots on a battlefield developed using terrain data for the Golf war [I{ozak 19931.

At the Naval Ocean Systems Center (NOSe) in Hawaii, researchers are de\'eloping

an interface ta steer a robot submarine down to hook a cable onto thermonuclear-arrned

missiles. They \Vant the interface ta give good feedback to the operator which would

teleoperate the robot arm to grip a wrench and dismantle the detonator of the weapon,

and that in deep ocean!

SIMNET is a project funded by the Defense Advanced Research Projects Agency

(DARPA) that includes over two hundred tank simulators, located in. GermanYt 'Vash­

ington, D.C. t Fort I(noxt I(entucky, and a few other places. Although they are geograph­

ically dispersed around the planet, these telecommunication-Iinked simulators interact

with the same virtual battlefield in real time. Using the highest-speed communication

Unes of MILNET, these four-persan simulators make it possible to fight an entire war

ga"1~ in cyberspace [Tharpe 1987}. Cansidering the high cast of training soldiers in phys-
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ical \Var games, and the declining cost of computing power, SININET is an economical

option. Note also that \Var games in cyberspace certainly use less petroleum and create

fewer conditions for fatal accidents. Nonetheless, Card found an evil use of such agame

in his science-fiction novel "Ender's Game" , where a crack crew is trained in a SI~TNET­

like setup to use state-of-the-art virtual weaponry ta destroy an entire civilization and

that in one of the training exercises the virtual weapons are switched to teleoperated reaI

weapons.

1.2 Human-Computer Interaction

The field of human computer interaction (HCr) can be broken clown into three main

levels of study: the theoretical or psychological leveI, the device interface level, and the

psychophysical le\·el. ExtensÎ\'e research. has been done on each of these levels. Unfortu­

nately, the complexity of human behavior makes HCr a difficult area in which to validate

theories. Results tend to be context dependent (although, less so at the psyehophysieal

level).

ln an interesting essay on this topie, [Carroll and Carnpbell 1988] argues that the

artifacts developed in HCI-the devices, techniques, and systems-embody theories, but

the theories they embody are not powerful enough to guarantee success in other applica­

tions. They daim that many artifacts may not be reducible to e..xplicit theol"y and may

be incomprehensible apart from the situations in which they are used. Thus, they term

Hel a design science. This makes reliance on prior work tenuous because, by its paradig­

matie nature, each theoreticai work is uniquely inseparable from the specifie application

generating it.

Good Hel models can be appropriated from previous work [Foley et al. 1996], but it

is diffieult to use theories about why the models are suecessful. This is not. to say that

prior work is irrelevant, but that where scientists habitually seek universality through

theories, universal application is diffieult to abstraet from HCI theories. Thus, one must

he aware of the fragile nature of theoretical ,york. Caution must be taken in translating

results to other contexts.
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In a related report, [Carroll and Campbell 1988] describes how scientifically rigorous

psychological approaches to HCI, involving testing of low-level phenomena, have had

little practical impact when expanded to general application. On the other hand, he says,

attempting only to formulate models of the user's mind and actions ignores the important

human-factors aspect of HCL The conclusion to be reached is that environment, task,

devicc, and human factors must be integrated for practical HCr development.

In the field or ecological psychology, researchers believe that the psychology of human

computer interaction must be studied in terms of the human-task environment in whiclt

the actions oecur. [Flach 1990] pro\·ides a good introduction to the HCl implications

of ecological psychology theories. [Vicente and Rasmussen 1990] describe ecological in­

terface design as a process of extracting features of tasks at variuus Ievels so as ta Blake

the geometry of the interface reflect the nature of the task in a \Vay that exploits direct

perception. One of the goals of ecological interface design is ta allaw operators ta aet di­

rectly with the task, making the intermediary sensor displays as functionally transparent

as possible.

Anothel' important concept is that of direct manipulation [Shneiderman 1983]. This

is where the user experiences interaction as being directly with the abjects of interest

rather than through an intermediary system. The Apple ~racintosh operating systenl uses

direct manipulation for most of its operations. To move files from one director)" or raider

to another, a person clicks the mouse cursor on the files ta be moved and drags them to

the new falder. In a traditional operating system a command is typed ta the ol'erating

system and (conceptually) it does the operation. [Hutchins, Hollan and Norman 1986]

talks about directness as an impression or feeling about an interface resulting from the

commitment of fewer cognitive resources. The more a persan has to think about an

interface, the more a person feels removed from the task. They describe distance as "the

gulf bet,veen the user's goals and the \Vay they must be specified to the system. f
'

Expanding on the theme, [Laurel 1986) describes the "computer-as-a-tool" mode of

interface as an artifact of the evolution of interface design. 'Vhen people use a computer,

she says, they are interested in the application, not the use of a computer. Therefore,

the computer should become transparent. The interface should .take on the aspects of
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the task and the user should become an operator, 01- agent, in the domain of the task,

rather than a distanced observer working through an intermediary operating system and

command structure. ['Vixon and Good 1987] also supports the notion of transparency

and argue that tltransparencyt' and "support for hreakdown" should be used as measures

for the usability of computer systems. They daim that schemes of hieral'chal categories

of user interface are misleading, and that most computer systems have a continuum of

use and modality that crosses category boundaries. They conclude their essay with the

hope that designers and researchers will think along continuous dimensions of usability

rather than rigid categol'izations.

At the device interface level, the most important general developments have to do

with systems that describe virtual input devices and ta.xonomies of input devices. [Fo­

ley and \Vallace 1974] described input tasks sa as to be independent of device.· Theil'

purpose was to allow the discussion of input models without the dependency of hard­

ware technologies. They c1assified four virtual devices, the pick, the button, the 10­

cator, and the valuator. This since has been refined and integrated into the GI{S sys­

tem [Enderle, J{ansy and Pfaff 19841 as pick, choice, locator, valuator, stroke, and string.

These categories can be used to provide a device-independent input library, but do not

take into account the properties of specific devices that make them suited for a part icular

task. A trackball, tablet, or mouse can he used as a locator device, but provide different

levels of performance depending on the task.

In an effort ta address the human factors of devices, Buxton ts Taxonomy of Input.

Deviees [Buxton 1990] categorizes input devices in terms of properties sensed (posi­

tion, motion, or pressure) and degrees of freedom. (Card 1991] has improved upon this

taxonomy by including bath the continuous and discrete properties of input devices.

Buxton has taken the next step and proposed a model which accounts for the hybrid dis­

crete/continuous properties of devices. This model uses state changes to describe input

sequences and relates tasks and devices using these state descriptions.

There have been many studies of specific devices and human performance. However,

as has been stated earlier, the majority of them are too context dependent ta be generally

useful. One early experiment stands out. Most researchers agree on the validity of Fitts
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Law [Fitts 1954) or variations thereof. Fitts tested the time it took people to accurately

move small objects from one point to another. He round that target acquisition times

have a logarithmic relationship ta the size-and distance of the target, This is expressed

formally as /vIT =a +b log2 ~~ where MT is movement time, A is movement amplitude

(distance between start and finish), Hl is target width (size), and a and b are application

and device dependent constants. [Card, English and Burr 1979] confil'med Fitts Law

for two-dimensional computer interaction (selecting. text on CRT displays)! and round

values for a and b for different devices and tasks. \-Vhen similar tests are brought to

three-dimensional computer input, results are less conclusive. Researchers have round

that display styles (such as stereo \'ersus perspective \'iews) and input metaphors affect

the results [Beaten et al. 1987) ['Vare 1990] [Stanney 1995]. This may have to do with

the increased cognitive load of correlating the two-dimensional screen image (or synthetic

stereoscopie image) with the subject's mental model of the three-dimensional space.

1.2.1 Interaction Deviees and Techniques

Camera-based devices

wfost carnera-based interaction systems rely on LEDs strategicaly placed on the users

body ta aid in detecting the different body parts. However, sorne systems go one step

further and eliminate the need ta wear such cumbersome equipment. They use pure image

processing to determine the components or the images and thus locate the different body

parts.

LED-based systems For many years, biomechanics labs across the country used LED­

based systems, such as Selspot by Selcom or OptoTrak by Northern Digital [Selcom}, to

track the motion of the body and Iimbs [Mann and Antonsson 1983]. These systems use

multiple infrared cameras focused on the subject wearing LEDs activated in sequence. A

computer system analyzes the position of each LED in each camera's visual field and cal­

culates the world-space position of the LED. These systems are Iimited by the computer

ticiê needed to calculate the world...space position, occlusions of the LEDs by the body,
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lengthy calibration procedures, and positional accuracy. [~rann and Antonsson 1983]

\Vere able ta get the positional accuracy of the Selspot system to 0.1 percent of the visual

field; sufficient for limb movement, but not for fine finger motions_ Nevertheless, LED

systems have been used successfully as tools for clinical analysis of body mo\-ement.

Jn the early }980's researchers at the ~IIT Architecture Lvfaehine Group and then

the NfIT Nfedia Lab used a camera-based LED systeul to track body and Iimb position

for real-time computer graphie animation [Ginsberg and Nfaxwell 1983] [PuITeH 1985].

The LED position data was sent to a computer graphie rendering system which drew a

representation of the userts body, mimicking the user's motions. This work included a

glove studded with LEDs to track finger motion. [Hall 1985] nlentions llsing the LED

glave in an experimental system that perfOl·med table-Iaokup on finger postures to allaw

input by finger spelling. This simple systenl leads inta the use of the hand for signed

language, but other than this, no attempt was made by them to interpret finger or hand

motions.

Poizner and other researchers at the Salk Institute in La Jalla, California, also llsed

a camera-based LED system to analyze sign'ed language. In 1983 they reported on their

research ta analyze hand motions of American Sign Language (ASL) using point Iight

displays [Poizne.. et al. 1983]. They placed the LEDs on the hand and arm sa as to min­

imize occlusion during signing. Analysis \Vas done in non-real-time after the motion data

had been collected. This avoided sorne of the computational speed problems usuaH}' as­

sociated \Vith moving point light displays. They proposed various analytieal techniques,

including feature analysis and frequency analysis, from which ta qualify the linguistically

relevant features of signed language. Although their interest \Vas in understanding the

phenomena of signed languages, their work can be adapted to computer understanding

of a gestural lexicon or gestural control. Of special relevance are their methods of mo­

tion analysis ta derive useful metrics of signing and their mapping of signs into various

dimensions of a visual-articulatory space. They contend that humans can articulate and

interpret hand motion along these dimensions. By using these same dimensions in gestu­

rai control, perhaps complex (i.e., powerful) yet manageable methods for gestural control

can he developed.
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There has been comparatively Iittle other work in capturing hand motion using

camera-based systems. The main problems with image-based visual tracking of the hands

are that the resolution of conventional video cameras is tao low ta bath resolve the fin­

gers easily and cover the field of view encompassed by natural hand motions; the 30 (or

60) frames per second conventional video technology is insufficient ta capture rapid hand

motion; fingers are difficult to track as they occlude each other and are occluded by the

hand (a common occurrence); and computer vision techniques are not developed enou~h

to sufficiently interpret visual fields in real-time·. For these reasons, researchers ha\'e

turned to mechanical systems for practical monitoring of hand motion [Sowizral 1995}.

There is reason ta beIieve that when the problems of camera-based systems are O\'ercome,

there will be a return ta this method of capturing hand motions. Tt provides the user with

the convenience of not wearing devices or special clothing, or otherwise being distracted

by the monitoring equipment.

Clothing-Free Systems Two camera-based ""clothing-free" systems have slll"\"iyed.

One has been developed by i\.fyron Krueger and the other by Vivid Effects in Toronto,

Canada. Both systems use silhouette images of the user. Neither deals with the problems

of occlusion and image-merging of fingers close together.

lVlyron I(rueger's systems are constructed to allow persan interaction \Vith computers

withaut the need of encumbering equipment [Krueger 1990}. By using custom hardware

ta process the silhouette images, he overcomes sorne of the usual image processing speed

problems. His techniques are successful at recognizing parts of the body-head, legs,

arms, fingers-if they can he seen in the silhouette. In one application, participants can

draw figures with their fingers. \Vhen the computer sees that the thumb and index are

outstretched on both hands, it draws a curve that inscribes the region between the two

hands The size and shape of the curve can be changed by moving the hands or fingers.

A rapid pull away from the curve fixes it in place on the screen.

One of I<rueger's goals is to develop an entire computer-based workspace that requires

a minimum of mechanical devices, instead relying on vision techniques to interpret the

user's hand and body motions. He sees the main limitations of his system as spatial and
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temporal video resolution. and separation of foreground from background in c1uttered

environments.

Mechanical devices

Master-slave controllers ~tfaster-slavecontrollers that connect hand and manipula­

tor motion through mechanical, hydraulic. and/or pneumatic linkages have been used

for decades for handling hazardous materials [NIinsky 1980] [Sheridan 1989). These

first manipuJators afforded rudimentary dexterity. but served their function. As technol­

ogy advanced. more sophisticated tasks \Vere considered for teleoperation and dexterity

requirements increased.

Developments of a dextrous robot hand [~(ason and Salisbury, J1". 1985J [Jacob­

sen et al. 1986) have attempted to ..aise the potential dexterity in telemanipulation

ta that of the human hand. These robotic dextrous hands are kinematically simi­

lar to human hands, and attempts have been made ta control them with whole-hand

masters [Hong and Tan 1989] [Pao and Speeter 1989] [Speeter 1989]. Others ha"e

concentrated on improving control through the use of kinesthetic feedhack fronl the

robot [Bejczy and Salisbury, Jr. 1983]. Pro\'iding this feedback is a difficult problem

[Chin and Sheridan 1989] [Durlach 1989] and require large devices to accurately reflect

the forces felt at the manipulator. A disadvantage is that these devices are too bulky ta

he used in many general applications.

In reJated \Vorks [I(i1patrick 1976J used the master side of a large force-reflecting

master-slave manipulator arm ta demonstrate the use of force-feedhack in computer­

aided task interaction. Later, [Ouh-young 1990] used the arm to successfully assist

hiochemists in analyzing dockings for drug molecules. Bath researchers found force ta be

a useful feedhack tool.

Various companies and research laboratories developed smaIJer force and' tactile feed­

hack devices. Sorne are mounted on a small base appropriate for desktop use and provide

force-feedhack to the position of the hand and fingers within a Iimited space (e.g., Iwata,

1990). Others incorporate force producing elements into gloves, providing tactile sensa­

tions while still allowing the arm Cree range of motion (e.g., Stone, 1991). ~rany of the

13



•

•

•

small force-feedback devices are proprietary developments slated for commercial release

and detailed information has not been published.

"EZglove" Here at the lVlcGill VR Lab, an inexpensive light-weight glove has been

developed to monitor the hand movements [Slavkoff 1997]. Based on an idea from Rich

Sayre of the University of Chicago, flexible tubes (not fiber optics) al'e used with a

light source at one end and a phatocell at the other. Tubes are mounted along each of

the fingers of the glove. As each tube is bent, the amaunt of light hitting its photocell

decreases evenly. V'oltage from each photacell cauld then be correlated with finger flexion.

Digital Data Entry Glove In 1983, Gary Grimes of Bell Telephone Labaratories

received a patent for a glo\'e interface far the entering ~f ASCII data [Grimes 1983}.

The patent cavers the use of a special electronic glo\"e whose sole purpose is ta interpret

a manual alphabet for digital data entry-a keyboal'd replacement. The glove itself is

made of cloth on which is sewn numerous touch, bend, and inertial sensors, specifically

positioned 50 as to recognize the Single Hand ~\ranual Alphabet for the American Deaf.

The circuitry of the glove is designed 50 that unique combinat ions of sensor rcadings

cause the output of 80 of the 96 printable ASCII characters (a superset of the Single

Hand Nlanual Alphabet for the American Deaf).

VPL DataGlove™ [Zimmerman et al. 1987] developed .a glove that monitored ten

linger joints and the six degrees of freedom of the position and orientation of th'e hand.

The DataGlove (as it was called) was an improvement over existing camera-based hand­

monitoring techniques because it operated faster and did not relyon line-of-sight observa­

tion. Tt \vas better than previous master-slave manipulators because it \Vas light-weight,

comfortable ta wear, unobtrusive to the user, and general purpose.

Commercialization of the DataGlove by VPL Research, Inc. at a reasonable cost ta

research institutions has lead ta its \videspread use around the world.

The DataGlove consists of a lightweight lycra glove fitted with specially treated optical

libers alang backs of the fingers. Finger flexion bends the libers, attenuating the Iight
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they transmit. The signal strength for each of the fibers is sent ta a processor which

determines joint angles based on precalibration for each user. ~rost Data Gloves have

ten Rex sensors, one for each of the lower two knuckles of the digits, but sorne have been

made with abduction sensors that measure the angle between adjacent fingers. Position

and orientation of the palm is determined by a Polhemus sensor attached to the back of

the hand, registering distance and orientation to a companion transmitter fixed in place

nearby. The three-space sensor, made by Polhemus, uses low-frequency pulsed magnetic

fields to sense the six degrees of freedom (three-space position and orientation) of a small

sensor relative ta a source transmitter [Raab et al. 1979]. The finger-flex accuracy is

rated at 10 joint rotation but formai testing and personal observations have shown the

actual fIex accuracy ta be doser to 5° ['Vise et al. 1990]. The DataGlove can collect

finger data at approximately 60 samples per second.

~rost of the DataGlove research has used the hand as a replacement of the nlore

conventional input devices but adding Iittle or no new functionality. This is not to say

that the DataGlove has no advantages ovel' conventional input devices. It can provide a

much more naturaI interface than a mouse or joystick. Howevert when viewed in terms

of functionality, few have used it as more than a glorified three..dimensional mouse.

[Takahashi and Kishino 1990] of the ATR Research Labs in Kyotot Japan developed

a coding scheme ta allow computer recognition of the Japanese KANA manual alpha­

bet. They used the DataGlove to capture hand posture and recognized signs through

a combination of principal component analysis to determine the contributions of each .

finger joint to the differences between signs, and cluster analysis to group hand configu­

rations. Because of the difficulty of accurately measuring the lower thumb joint \Vith the

DataGlove and because sorne of the signs have similar finger positions they were able to

discriminate ooly 30 of the 46 kana signs.

Neural Nets Slightly more complicated is the work by [Fels 1990] using a Data­

Glove ta interpret hand motion ta drive a speech syntbesizer. His particular approach

used a three-stage back-propagation neural network trained ta recognize gestural "words."

H~ divided hand motions between finger positions and band motion. Finger positions
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defined the root word while hand motions modified the meaning and provided expression.

No fingel" motions were monitored, and hand motions consisted only of val"ïable speeds

of back and forth motion in the six three-space cardinal directions. His '"language" was

based loosely on conventional gesturallanguages and his study had more ta do \Vith using

neural nets ta interpret a lcxicon of hand signs than with the process of communicating

\Vith gestures. Nevertheless, Fels reported a 92% success rate on the recognition of 203

signs based on 66 hand shapes cambined with 6 gestures.

A drawback of using neural nets is that they require extensive training that must

repeated fram the start each time a new hand motion is introduced. Thus, this technique

would be best used \Vith fairly established lexicons.

In his report, Fels included an interesting analysis of hand-to-Ianguage mapping at

various levels of gl·anularity, fram using hand motions for the control of parameters of

an artificial ,'ocal tract, ta interpreting whole hand motions as words and concepts.

The trade-offs, as Fels put it, are between extent of ,'ocabulary-unlimited at the nl0st

granular level-versus ease of learning and speed of communication-highest at the word

and concept level.

Although Fels demonstrated the viability of connectionist techniques fol' interpreting

finger position and hand motion, it is uncertain if his techniques will hald up undpr the

added complexity of finger motions. This will be necessary to interpret the full expression

of signed languages. However, as a control structure for computer input, Fels's methods

may be adequate.

[Brooks 1989] also used a neural net to interpret DataGlove motion; in this case

for robot control. Unlike Fels, Brooks incorporated dynamic gestures into the control

language. He used Kohonen nets to recognize paths traced by finger motion in the n­

dimensional space of the degrees of freedom of the digits. Since he had no Polhemus

or other three-space tracking method, Brooks ignored three-space hand motion. Each

Kohonen net (typically small-on the order of 20 cells) was trained to recognize a sin­

gle gesture. By operating several concurrently on the DataGlove input, several gestul"es

could be recognized. He achieved moderate success at simple gesture recognition, such

as closing ail the fingers, leading \Vith the index; opening the thumb and first two fin-
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gers simultaneously; and moving from a neutral hand posture ta a "pen" grasp posture.

However, in his conclusion, Brooks stated that he has yet to show that his methods are

sufficient for practical dynamic gesture recognition or that the DataGlove is an appro­

priate interface for robot control.

The three methods of hand shape and motion recognition described above (and the

method used by Kramer, below) are conceptually similar. Basically, they analyze the

hand-space-degrees-of-freedom ,-ectol' for each posture or gesture: and match it ta a

landmark hand-space vector representing the target posture or gesture. The match must

occur within errar tolerances (usually Euclidean distance) weighted by the significance

of each degree of freedom. In the Takahashi-I{ishino method, the principal component

analysis determines the weighting of the degrees of freedom. In Fels's neural nets this

process is hidden in the coefficients for each node. Brooks's I{ahonen net has few nodes,

each \Vith an n-space vector of coefficients. These coefficients contain the weightings,

\Vith the interaction between the nodes of the net determining the identity of adynamie

gesture. (I{ramer's implementation, described below, uses a method similar to the one

used by Takahashi and Kishino.)

Exos Dextrous HandMaster™ In 1987 Arthur D. Little, Inc. (ADL) in conjunction

\Vith Sarcos, Ine. developed a master controller for the Utah/i\'(JT Dextrous Har.d, a

four-digit robot-hand [~{arcus and CUl'chill 1988}. The controller \Vas an exoskeleton­

like device worn on the fingers and han~. Using Hall-effect sensors as potentiomet~rs a.t

the joints, it accurately measured the flexion of the three joints of each finger as weil as

the adduction of each finger and the complex motion of the thumb. Since the Utah/~nT

Dextrous Hand has only four digits, the e.xoskeleton had no pinkie. After shipping

several of the Dextrous Hand~rasters, Dr. ·Beth !vrarcus, the leader of the project at

ADL, licensed the technology and formed her own company, Exos, IDe. ACter redesigning

sorne of the mechanics and ail of the electronics, Exos brought to market a five digit

exoskeleton-the Oextrous HandMaster, Series 2 (OHM).

The DHM measures 20 degrees of freedom-four for each finger, and four for the

thumb. Based on initial experience, the accuracy of the device is weil within le of fle.'Cion .

17



•

•

•

A formai study found similar results with a 92 ta 98 percent correlation between finger

position and DH~f readout, depending on the joint [~rakower, Parnianpour and Nordin

1990]. The DHrvf does not measure palm position or orientation, but a three-space sensor

can be attached for that purpose.

The DHrvr \Vas used for clinical analysis of hand impairment as weil as for experimental

purposes in several research institutions. [Speeter 1989] extended his work \Vith the

Utah/rvnT Dextrous Hand and DataGlove ta the DHrvf. Since the DH~r is kinematically

similar ta the UNfDH, the transformation matrix scheme used for the DataGlove is not

necessary. Instead, Speeter transforms the raw sensor data into strings of7-bit characters.

Lexical recognition routines match string patterns to autonomous manipulation functions

for the Urv[DH (similar ta the poses used for the DataGlove).

The DHivf has also been used by Tod ~[achover at the wflT ~redia Lab for controlling

acollstic parameters in live musical performance [~[achover 1990].

Power Glove™ Inspired by the success of the \'PL DataGlove, the ~\'fattel toy com­

pany manufactured in 1989 a low-cost glove for use as a contl'oller for Nintendo games.

The Power Glove, as it is called, uses flexible molded plastic on the back of the hand

and fingers and lycra on the palmer side. Embedded in the plastic on the fingers are

resistive-ink bend sensors that register overall flex of the thumb, index, middle, and ring

fiogers with two bits of precision each. ~{ounted on the back of the hand are sonar range

finders (similar to those used in automatically focusing cameras) to locate the Glo\'e in

space accurately ta 1/4-inch. The range finders also provide four bits of roll orientation

for the hand (rotation of the \Vrist).

Although the least accurate of the whole-hand input devices, the Power Glove is aiso

the cheapest by a factor of 100. It works \Vith several pre-Glove Nintendo games, such

as Mike Tyson's Punch-Out where punching motions control the swing of an on-screen

boxer. Sorne games have been especially designed for the Power Glove. Glove Bail is one

that allows the player to "hit" or "grab and throw" a bail against tiles in a handball-Iike

court imaged on the screen. These games are fun ta play and make good use of the

whole-hand interface. In addition, many researchers are experimenting with the Power
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Glove as a low cost alternative to the DataGlove for initial research into whole-hand

input. Although a general purpose computer interface is not publicly available for the

Power Glove, people have reverse engineered the electronics necessary for connecting the

Power Glove ta a computer's seriai port [Eglowstein 1990]. At the wlcGill \TR. Lab, an

He11 microprocessor is used to interface the PowerGlove with the seriai port of the SGr

machines running the VR simulations [Shaikh 1998].

Virtex CyberGlove™ James Kramer has developed a glove-based system at Stanford

University to translate ASL inta spaken English [I{ramer and Leifer 1989]. A custom­

made cloth glave has sewn into the fabric strain gauges to sense 16 degrees of freedom

of finger and wrist flexion. Pattern recognition software maps the finger position iflto a

"hand-state vector.'~ \Vhen the instantaneous hand-state lies close enough to a recogniz­

able state, the corresponding ASL letter or symbol is put on an output buffer. \Vhen a

phrase is complete, a special sign causes the result ta be spoken by a voice synthesizer.

Hearing-able participants in con\·ersations type answers back on a hand-held keyboard.

The first inlplementation of the system only interpreted finger spelling, where each hand

sign is a letter in the English alphabet. Further work resulted in other sign-Ianguage

gestures ta be recognized. Kranler marketed the glove as the CyberGlove along with a

CAD virtual environment through \'irtex.

Space Glove™ \V Industries is a British company marketing a virtual reality ar­

cade game. In 1991 they released a glove dubbed the Space Glove™ for use with their

VirtualityTM system. The glove is made of soft molded plastic that fits over the back

of the hand. The fingers are placed through rings that sit between the fingers joints.

The four fingers flexes are measured, as weil as two Rex angles of the thumb, ail using

sensors with 12-bit analog-to-digital converters. A three-space magnetic traçker is incor­

porated into the back of the glave. The glove responsiveness to fingers flexion and hand

movement is quite good when used for a short period of time, but the glove is somewhat

uncomfortahle as the plastic rings around the fingers have little stretch and constrict the

fingers. The stiffness of the rings also makes it hard ta put on and to take off' the glove.
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1.2.2 Rand Manipulation

The developers of the VPL DataGlove have been primarily intel'ested in simulated envi­

ronments or virtual realities, and have used the hand as the user's manipulative extension

into those environments [I(elly, Heilbrun and Stacks 1989]. Users wearing the DataGlove

in the VPL system saw a graphie hand which followed the motions of their hand in the

simulated environment. By pantomiming reaches and grabs, the user caused the graphie

hand ta rcach and grab abjects in the simulated environrnent. The viewpoint could he

nloved by pointing in the desired direction and "flying" to the destination.

The implementations of the grab and flight hehaviars were based on software that

triggers events on recognized finger postures. Thus the entire hand interface can be

reduced to a set of abstracted input devices. The hand location is a locator, grabbing

is achieved through posture recognition-a button, and motion through the en\'irOnnlent

by painting your Rnger in the direction of travel is a locator and buiton combination.

Functionally, the DataGlove could be substituted with a bat in VPL's application. A bat

is a six-degree-of-freedom locator with one or more buttons [\Vare and Jessome 1988}.

The buttons are functionally equivalent to the posture recognition of the DataGlo\Oe

software. It is perhaps a less natural interface to the environment, but it is functionally

equivalent,

The Aerospace Human Factors Research Division of the NASA Ames Research Center

studied the VPL DataGlove in its initial stages of development and used it for interaction

\Vith their Virtual Environment Display System [Fisher et al. 1986] [Fisher 1989]. Like

VPL, they used the DataGlove as a tool for grasping and moving objects, indicating

direction of motion, picking from menus, and invoking system commands (by postures).

They also have used the location of the hand as a trigger for various events such as

drum beats in a virtual drum machine. Like VPL, their use of the DataGlove provides

functionality equivalent to a bat, but profits from the naturalness of using the hand.

In much of the literature, the DataGlove is used similarly to its application at VPL

and NASA. The hand's graphic image is displayed in an interactive computer environ­

mC:it and used as a tool for "point, reach, and grab" interaction. At the ~flT ~[ediaLab,
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the DataGlove was used as a master for a graphieal hand in a virtual environment. The

user eould grab, maye, and throw objects \Vith the graphical hand, as weil as use finger

postures and motions ta select fram on-screen menus [Zeltzer, Pieper and Stunnan 1989]

[I(aufman and Yagel 1989) used the DataGlove similarly in a modeling environment. The

user could grab and manipulate abjects on the computer screen. [Feiner and Beshers 1990]t

and [Takemura, Tomono and J{abayashi 1988] also used the DataGlove to allow users to

"toueh," grab, and manipulate on-screen abjects and recognized finger postures ~ e\~ent

triggers (buttons).

The advantage of this model of interaction is naturalness-users' actions are closely

correlated \Vith those that might be performed on physical abjects. However, in each of

these applications, the DataGlove functioned little more than a bat. In fact, in the ~\IIT

implementation, the function of the DataGlove could be substituted by a SpaceballT .'\I-a

six-degree-of-freedom force input deviee \Vith eight buttons. The interface to the Space­

bail \Vas similar ta the interface to the DataGlove with button events substituting for

posture recognition.

Although the Polhemus is a position-control device, while the Spaceball is a rate­

control device (and thus affects the input task differently), the functionality of the two

was the same, i.e., manipulating objects. The Spaceball does not allow the sanIe level of

coordinated three-space motion as the Polhemus (mounted on the DataGlove), but does

perform better for tasks requiring precision location or steady motion. This is partly due

to the difference between rate-control and position-control, and partly due to the inher- .

ent jitter of freehand motion and the susceptibility of the Palhemus ta electromagnetic

disturbances.

AT&T Bell Labaratories, [Weimer and Ganapathy 1989) used a DataGlove in the

sanle way as the systems described above, exceptthey implemented two thumb-based

gesture contrais calied clutch and.throttle. Clutching was used for incremental transforms,

such as rotation. When the thumb was brought towards the index finger, the screen abject

followed the rotation of the hand. When the thumb was pulied back, the sereen abject

did not ratate. With this clutch mechanisrn, abject manipulations could be ratcheted,

avoiding uncomfortable contortions of the hand and aml. Throttling was a variation of
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the clutch mechanism in which the abduction angle of the thumb \Vas used to scale the

effect of a hand motion. Their scheme can be described in terms of virtual devices by

calling the clutch a button based on thumb posture, and the throttle a valuator based

on the angle of the thumb.

Two research projects have used the DataGlove to control a Utah/lVfIT Dextrous

Hand robot manipulator (UNIDH). At AT&T, [Pao and Speeter 1989] constructed alge­

braic transformation matrices to map human hand posps to robot hand poses. The trans­

formation matrix \Vas necessary to overcome the kinematic differences between the hand

(as transduced by the DataGlove) and the U~IDH. The user manipulated the U~rDH

by mimicking the desired poses. At N"YU's Courant Institute, [Hong and Tan 1989] re­

solved the kinematic differences between the human master hand and the robatie slave

hand by determining the position of the fingertips of the user's hand and then driving

the robot hand fingertip positions to match.

•

• 1.3 Thesis outline

•

After presenting a survey of CUlTent VR applications and an overview of VR technology,

the thesis describes the overall system architecture of the \Velding Intelligent Tutoring

System (\VlTS) in chapter two. It then elaborates in chapter three each of \VITS' three

sub-components: the user interface and peripherals, the expert system, and the 3D virtual

environment. Chapter four deals with the implementation details of the system along

\Vith the evaluation of test results obtained and sorne future recommendations. Finally,

chapter five concludes the thesis with a summary of the research achievements.
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Chapter 2

Overview of WITS

Low grounding quality round at certain Hydro-Québec sites in the past signaled a need

to review the process used in training wOl'kers involved in the deploynlent or repail'

of grounding fixtures, particularly in the field of alumina-thermal welding, a welding

technique dependent on the chemical reaction between powdered aluminunl and coppel'

oxide. Since then, the training procedure has consisted of a welding course gi\'en by

the manufacturer ERICO r followed by e\'aluation of the trainee by inspectors according

ta the Installation and Inspection Guide [Laliberté et al. 95]. However, the need for

practical, hands-on training not constrained by instructor or resource a\'ailability, nor by

time on the part of ail involved, has prompted this l'esearch project for a virtual l'eality

(VR) form of instruction on alumino-thermal welding.

The VR system described in this thèsis \Vas designed as a prototype for this pllrpose

of training personnel in the field of alumino-thermal welding of grounding fixtures used in

electrical station equipment. The VR training system, which got to be known informally

under the name \VITS, the Welding Intelligent Tutoring System, contains the fundamen­

tal knowledge required ta effectively train the user and to provide detailed, step-by-step

instruction on how ta successfully perform a variety of aluminO-thermal \Velds, as weil as

producing an evaluation of the trainee's performance.
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2.1 System Functionality

The trainee using the \VlTS system should be able to perform a complete and realistic

welding job that follows the procedure described in the course manual. "VITS should be

able to assess and improve upon the user's acquired knowledge and skills. In a typical

welding scenario, the human operator faces different situations depending on different

factors such as weather conditions, the states of the wires and their types. Oversimplified,

the scenario in\'el\"cs the follo\\ing:

• digging a trench at the required site;

• cleaning the site wires with the proper tools;

• choosing the proper mold and ensuring that it is the right size and that it

is both clean and dry;

• positioning the mold and adding the correct ameunt of powder for the

chemical reaction;

• igniting the powder;

• removing the fiold when it has cooled enough.

The operator has to choose a correct meld that satisfies the sizes of the wires in­

volved in the welding as weil as the connection type related to the wires' positions and

orientations as can be seen in Table 2.1. Currently, there are 48 meld types provided by

ERICO.

The operator will also need to determine the states of the wires which incIude cable

corrosion, tension and moisture. Based on that, he should perform the necessary cleaning,

loosening and drying. The welding reaction then involves choosing the correct aluminum

powder cartridges ta be used. This choice is directly related to the amount of cleaning

performed. Table 2.1 provides two values for the '4Aluminum powder cartridge" to be

used for each mold type described in the table. The first determines the powder cartridge

to be used when the wires are lightly cleaned while the second is for situations where the

wi~·s had to be trimmed in a V shape.
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Mold ID Description Aiuminum powder cartridge
326a T connection between a 4/0awg and a 2/0awg wires 115 (65 65)
326b T connection between a 350mcm and il 2/0awg wires 150250
326c T connection between a 500mcm and a 2/0awg wires 150 (200 150)
326d T connection between a 4/0awg and a 4/0awg wires 150 (90 90)
327a X connection between a 4/0awg and a 2/0awg wires 200 (150 150)
327b X connection between a 350mcm and a 2/0awg ",ires 500 (50065)
327e X connection between a 500mcm and a 2/0awg wires (250 250 250) {250 250 250}
327d X connection between a 2/0awg and a 2/0awg wires 200 (200 65)
330a V connection between a 4/0awg wire and a surface 200200
330b V connection between a 350mcm wire and a surface (150 150) (150 150)
33De V connection between a 500mcm wire and a surface (2QO 200) (200 200)
33Dd V connection between a 2/0awg wire and a surface 150 150
333a S connection between a 4/0awg and a 4/0awg w;res 9090
333b S connection between a 350mcm and a 350mcm wires 150 150
333c S connection between a 500mcm and a 500mcm wires 200200
333d S connection between a 2/0awlt and a 2/0awg wires 6565

Table 2.1: Sorne mold IDs and their specifications as they appear in the Cours
De Soudage of Hydro-Québec

Certain procedures are also crucial to the safety of personnel as weil as equipment!

and may be dictated by pre\'ailing weather conditions. The operator will neecl ta take

the necessary measures to counter the effect of the different weather situations that can

interfere \Vith the welding jub such as wind, rain and snow. The operator should build a

sheIter when faced with heavy rain or snow. \Vhile he could use an umbrella when faced

\Vith Iight rain or snow. He should always make sure to stand \Vith his back tu the wind

ta protect himself from the fumes.

To allo\v the trainee to do ail of the above, the system must present him \Vith a

reaIistic world that contains ail the objects usually availabIe to him in the real world

and that shouId interact in a naturaI way to permit the different choices present in real

life such as opening an umbrella or cleaning a \Vire with a brush. This is achieved in

\VlTS by introducing a 3D representation of the human operator, weIding tools and the

physicaI environment.
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User Interface and Peripherals Module

1 1

3D Graphies Environment Module Expert System Module

McGiII Virtual Environment

1

WlTS Rules
1 ~VirtualOperator & Tools of faets

1 1

~tonitoring Module

Figure 2.1: System Architecture

2.2 System Architecture

\VITS is canstructed thraugh the integratian of an expert system that holds aIl of the

knowledge expertise and lagic pertaining ta the task to be performed and the 3D user

interface that presents a realistic 3D virtual en\iranment \Vith which the trainee can and

shauld interact in arder ta abtain the knowledge' stared in the expert system.

Figure 2.1 shows the WITS over-all architecture with its four modules: the user inter­

face and peripherals module, the expert system module, the 3D graphicaI ênvironment,

and the monitoring module. The expert system module interacts with the 3D graphical

environment module through the monitoring module. In addition they interact with the

user through the user interface and peripheraIs module.
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Each of the system modules will be introduced briefly in the remainder of this chapter.

The complete design and implementation of each will subsequently be elaborated in

chapter three, except for the monitoring module which is discussed in a different study

[Kaddoura 1998].

2.3 User interface and peripherals

Since there are pl'esently no standards for hardware and software when applying \rR

technology ta training, there are nearly as many different configurations as there are \TR

systems operating. The peripherals involved in the '~lTS training system study include

the following commercially available devices: Logitech Red Baron monse and tracker,

Cl-ystalEyes (LCD) shutter glasses \Vith head tracking sensors, \'erhex voice recognition

system, Nfattel PowerGlove. In addition, we have included two ~'in houseH built deyices

namely pedals for navigating in the \TE and gloves fOl· measuring the flex of the hand

fingers. Of course we also lise the standard display monitor, keyboard and 2D mouse

devices.

~rost of these devices ha,·e buHt-in drivers supporting them in the \-VorldToolKit and

the CLIPS software, except fOl· the \Terbex \'oice system, the ~{attel PowerGlove, the ··in

house" pedals and gloves for which special drivers had to be huilt. Ail of these devices

along \Vith their drivers can be interchanged \Vith other similar ones.

Interaction methods are defined ta relate the usage of each device \Vith the desired .

tasks affecting the objects in the virtual world. The basic interaction tasks are abject

positioning, object rotating, abject selection, and quantify. The quantification task de­

termines ho\v the user adjusts sorne quantifiable aspect of the virtual world such \Vire

tension or tool pressure. Combinations of these four tasks permit the user to address the

two more general interaction tas~s of navigation and manipulation in the VR world.
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2.4 Expert System

The expert system is implemented using CLIPS, an expert system tool developed by

the Software Technology Branch of NASA. CLIPS provides object-oriented mechanisms

within a subset of the CLIPS language, known as COOL: CLIPS' Object-Oriented Lan­

guage. The expert system is created using both the rule mechanisms of CLIPS for

managing the heuristics of welding, and the abject mechanisms of COOL for modeling

the world of welding with objects that can he directIy rendered into graphical abjects by

VR application-building software.

Ali knowledge of the expert system pertaining to the training steps derived from the

Cours de Soudage is stored in a separate database file. This enables easy modification

and updating of the training course via a text editor or spreadsheet.

The basic abject classes of the expert system are STEP, TOOL and PERSO~, The

behavior of these abjects can be summarized as fol1ows:

• The STEP abject stores the indi\·idual, possibly order-dependent steps

required to perform a proper weld within any given scenario, ail deri\'ed

fram the Cours de Soudage, STEP abjects al'e related by step prerequisites

that are also derivable fram the training procedure, and the relationship

amongst these steps can be viewed in the form of a branching tree or,

more specifically, a graph. Note that the derived information is ail stored

in a separate ASCII file according ta a predefined format which can be

easily updated as a result of aoy modifications ta the Cours by the client

or another user via a text editor or spreadsheet.

• Within each welding step typically is specified a set of appropriate actions,

and a required set of TOOt abjects to be used to successfully execute the

step.

• Each PERSON abject stores ail interaction and performance data of each

individual user, so as ta permit multi-user enhancement of WITS in a

future implementation.
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The Virtual Environment is implemented using \VorldToolI(it (\VTI(), a software devel­

opment system, (available on multiple computer operating system platforms), for building

high-performance, real-time, integrated 3D applications for scientific and commercial use.

\VTK is essentially a collection of C libraries that we used in conjunctian with abject ari­

ented C++ code developed to model the different interaction methods used ta interface

the input devices with the 3D world and between the 3D world objects themselves.

The object classes Object2J\fanipulate and \VTBody are the basic components of the

Virtual Environment. The behavior of these abjects is summarized as follows:

• the TOOL objects in the expert system are mapped in the VR world

under the Object2Nranipuiate objects. In the VR world the taals have the

distinctive feature, compared ta static objects, of being manipulated by

other 3D objects and thus of being dynamic.

• Each PERSON abject in the expert system has ta be represented in the

VR world. The \VTBody object makes this possible. In the \-'R warld

there is more than the keyboard interface, the \VTBody abject has the

responsibility of interfacing aH the input devices with the carresponding

body objects in the \TR. world. The most important of these body ab­

jects are the WTHand objects. The \VTHand abjects permit direct abject

manipulation.

The monitol·ing systems were developed using C and C++ in conjunction with \Vorld­

ToolKit's libraries. They are the agents that permit the different user's actions. to take

place in the 3D world and to be validated \Vith the knowledge based expert system.

The object classes ActiveAgent, ManipulationAgent, PhysicsAgent can he cansidered

as the basic agents of the WlTS system. The behavior of these abjects is summarized as

follows:

• The ActiveAgent object keeps track of the user actions in the VR world

which are being compared with those that are required by the expert sys-
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tem. Tt can thus be directly related ta the STEP abject in the knowledge

based expert system.

• The ~{anipulationAgentobject keeps track of and executes ail of the virtual

aperator's manipulation actions on any of the Objects2Manipuiate objects.

• The PhysicsAgent abject adds a more realistic feeling ta the virtual envi­

ronment by applying the principles of the real world physics laws such as

gravity onto the virtual world objects.
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Chapter 3

WITS Design

3.1 User interface and peripherals

The Usel" Interface is the part of any complex system that al10ws a user ta contl"ol and

monitor the system. FOl" software programs, it can consist of graphs, menus and prompts.

For a product such as a radio, it can he scales, dials and knobs. FOl' a VR system the

human interface includes both software generated graphies as weil as hardware de\'ices

used mostly to collect external data but sometimes also to deIiver feedhack ta the user.

The human interface is defined as the layer through which the user contrais the VR

system. The user must be able ta affect the virtual environment and get the right feedhack

from the intel'face, The quality of the interface often determines whether users enjoy or

despise a system. In putting together the building blacks into a complete user-interface

design, the emphasis must be on a top-down design approach where 6rst the design

objectives are identified and then, the design is developed through a stepwise refinement

process.

The basic elements of the user interface are the 1) input/output devices, 2) the inter­

action techniques that determine how to use the devices to enter or receive information,

and finally 3) the interaction tasks that determine the types of information transmitted.

'Vith this in mind, first the input/output devices that are currently used in our

la~cratorywill he introduced along with their appropriate interaction techniques. Then
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the principal interaction tasks will be discussed.

3.1.1 Output devices

The purpose of the output devices is to immerse the user into the virtual simulation sa

as ta enjoy the virtual experience and to develop a realistic expectation of the real world

scenario. Output devices can be classified according ta the senses they stimulate: visual,

hearing, and touch. Presently, there are no dC\'iccs that stimulate the snlell ür the lasle

sensory systems.

Visual devices are the most important feedhack tool in virtual simulation systems.

This is not a surprise since it is known that the largest specialized area of the brain is

the visual cortex, dedicated to processing visual stimuli.

The current implementation uses a 2r~ display monitor ta "iew the virtual simula­

tion. The CrystaIEyes LCD, Liquid Crystal Display, shutter glasses are combined with

the display monitor to provide a stereoscopie expel·ience. Basically, these gIasses are syn­

chronized \Vith the screen to display slightly offset images to each eye. This has the effect

of fooling the usel·~s brain into seeing 3D scenes l'ather than a fiat display [Hodges 1992}.

Audio feedhack can enhance the virtual experience by taking the sirnulation one step

closer ta the l'eal world where background noises are present. It is also used to pro\"ide

direct feedhack about actions taken in the virtual worJd such as tauching \Vere a beep

sound is generated upon collision hetween the user hand and_ virtual objects. This helps

the user in determining when ta close his hand to grab the touched object. It can also

be considered as an extra depth eue especially when the simulation is run without the

stereo-scopic vision.

Force feedhack is not being used in the current implementation. 'Ve will see later

in chapter four how this has influenced the implementation of sorne manipulation tasks

such as the brushing task. In such actions, the Jack of force feedhack results in a miss­

coordination between the real hand movement and its virtual counterpart, i.e. the virtual

hand does not follow the user's and the immersion is lost.

32



•

•

•

3.1.2 Input devices

ft is commonly known that the perfect interaction device for 2D interfaces is the mouse.

Such a device does not yet exist for 3D interfaces, most VR systems developed up ta no\\'

use different input devices that are most suitable for their specifie project requirernents

along with budget and a\'ailability constraints. Similarly we have chosen to use input

devices that are available to us at low cast. These devices will now be discussed under

more general de\'ice categories.

Rand devices

It is important to note that most devices used for positioning are relative devices. Relative

devices ha"e no absolute origin and report only changes from their formel' position. A

relative device can be used to specify an arbitrarily large change in position. Another

advantage of relative devÎCes is that the application program can reposition the reference

point of the device anywhere in the \TR world.

Sorne devices that are built for 2D interaction are extended to support 3D actions.

The rnost important of these is the 20 mouse device which is supported by aIl interfaces

today. The 2D positioning system of the mouse combined with the two 01' three buttons

that it incol'porates can permit six degrees of freedom interaction. Joysticks can be used

in a similar ,vay.

The well-known Q\VERTY keyboard is used for inputting text strings as weil as for

2D navigation and to support function keys. Although the Dvorak keyboard is somewhat

faster due to its better key distribution, the Q\VERTY is more widely used, most users

know its letter positioning by heart and do not need ta look at .the keyboàrd to type

commands. VR applications do not rely much on text strings, however, the keyboard

can still be used for shortcut function keys.

The 3D devices used in this project are ail sonar devices that can track the 3D position

of the device as weil as its orientation. These devices are the Logitech Red Baron mouse

and simple-tracker as weil as the Mattel PowerGlove. The Red Baron mouse is by far

the most accurate and easy ta use.
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• In running the ESOPE-VR demo, we noticed that 3D devices are not very helpful for

t4walking" the human operator around. These devices actually have to be constrained ta

generate horizontal movement since humans are not used to "f1ying" around. These 3D

devices are more useful for tracking hand position. The human hands are the body parts

that naturally extend in ail directions and that make full use of the 6 OOF. Tt is true that

the hand has constraints in movement, however, a device that is connected ta the hand

will automatically inherit these constraints. Any furthcr refinement must be provided at

the interaction task level and will hence be discussed later under that subject.

•
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Figure 3.1: The hand joints (Diagram adapted {rom Sturman, 1992)

The human's hands are his basic toot for manipulation in the rea) world. They permit

29 degrees of freedom per hand: 6 degrees of freedom in the free motion of the palm, and

23 degrees of freedom in the movement of the joints as shown in figure 3.1. Restraining the

hand to manipulate a 20 mouse, a joystick or even a 60 mouse is a waste of resources.

On the other hand, trying ta use the full potential of these 26 Degrees of freedom is

iœp.ossible and would lead to an uncomfortahle cumbersome interface. That is why we

decided to use devices that simply track finger movements as weil as hand position.
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The PowerGlove had been used in the ESOPE-VR project. The most attractive thing

about it is the priee. \Vhen the ESOPE-VR interface with the PowerGlove ,vas tried,

its lack of accuracy and comfort was felt immediately. The PowerGlove incorporates

the sonar sensor) the finger bend-resistor sensors, and a collection of pushbuttons. The

sonar and bend-resistor sensors generate very noisy signais. The buttons seem ta be

advantageous for augmented functionalitYt but they also tie-up the second hand and thus

make the interaction cumbersome. The Red Baron mouse cao really do more, better,

with only one hand) but is expensive.

Since the Baron mouse is much more accurate than the PowerGlove, we decided ta

augment it with a glove that can monitor the fingers movement. The data glo"e \Vas

buitt in-house and \Vas called the EZylove. It uses light-tube flex sensors ta measure

finger rotation about the palm. The sonar 60 tl'acker is attached on top of the palm

that wears the glove. This combinat ion allows the user ta convey bath the position of

his hand and its posture \Vith good accuracy.

The EZglove is intended ta be used for hand manipulations in the \'R \Vorlel. The

experience from the ESOPE-VR project has shawn that combining both manipulation

and navigation tasks into the glove device decreases immersion and incl'eases confusion.

Also the use of the hand position for navigation purpose is not comfortable at aIl. .-\gain,

pushbutton switching from one mode to another ties up the second hand.

Head device

The Logitech head-tracker is used to monitor head movement. Two configurations are

available. In the first configuration the transmitter can be screwed on an Hwfn with the

receiver fixed on the ceiling. In the second configuration the transmitter is fixed on the

CrystalEyes shutter glasses with the receiver placed on the desk (on top of the monitol·).

The Logitech head-tracker works weil with the HMD, however \Vith the CrystalEyes

shutter glasses display sucb as the one we are using, it was not round to he beneficial

since the user has to stay rocused on the display area which is easy when the head stays

still but becomes harder once the head is used to control the viewpoint. Furthermore,

there is a limitation on how much the head cao be rotated about i~s vertical a..'Cis. For
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this reason, the current design of \VITS does not incorporate head tracking.

Foot device

Pedals have been created to behave as a modified joystick resulting in a 2D interaction

device that is operated by the feet, thus freeing the hands to perform other functions.

The pedals are intended to he used for navigation in the 3D world. Humans are familiar

with walking aro\lnd in the real world on their feet. This shows that there is l'oom for

simple devices in a VR interface, however, the choice of the devices is \'ery important.

It has been noticed that in addition to freeing the hands, the pedals are very natural to

use for navigation. However, choosing the pedals to control the cursor positioning in a

windows interface is not such a good idea. In a windows interface the whole desktop is

visible ta the user and the mouse can efficiently cover the space quickly and with good

accuracy, a joystick device is better than the mouse for interfaces where the display only

shows a portion of the system's world. The user associates the joystick movement with

real world movement (forward, backward, turn left, and turn right). This association can

not he easily made \Vith the mouse. \Vhen using a mouse the user usually thinks of up,

down, left, and right positions on the screen.

Voice device

The Verbex 7000, a speaker dependent voice recognition device, accepts short segments

of continuous speech of approximately 20 words in length. This can he very useful as

an alternative for keyboard commands [Okapuu-von Veh 96}. Once correctly trained the

Verbex 7000 is a reliable input device that can free the user hands from the keyboard.

In addition to freeing the hands, the Verbe..~ 7000 provides a natural \Vay of communica­

tion between the user and the computer especially for people \Vith little or no knowledge

about computers and their peripherals. In the case of the ESOPE-VR training system,

the Verbex 7000 was used to permit the trainee ta interact with the simulation using

voice input to perform tasks that are not part oC the training task such as transporting

(b~nming) the trainee ta a specifie location. Another very effective feature implemented
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using speech recognition is the integration of the help function permitting online consul­

tation on the different possible actions. A voice interface option \Vas developed to replace

the keyboard interactions \Vith the \VITS expert system.

3.1.3 Interaction Tasks

Interaction tasks are independent of the logical input devices being used. Interaction

tasks are defined by what the user accomplishes. Traditional 2D interfaces ha\·c idcntificd

four basic interaction tasks: positioning, text entry, abject selection, and quantification.

The unit of information supplied in a positioning interaction task is of course a position.

Similarly, the te.xt entry task yields a text string; the selecting task yields an abject

identification; and the quantification task yields a numeric value. It is important ta

mention that many different interaction techniques can be used for a given interaction

task. Thus, interaction tasks can be described as being device-independent. For 3D

interfaces, wc need ta add the rotation task as weIl as modifying the pasitioning and

seJecting tasks 50 that they would take inta account the difficulty of perceiving 3D depth

relationships of abjects relative ta each other. The navigation and manipulation tasks

are built-up from these basic tasks listed above.

The Navigation and Manipulation Tasks

The training system frequently requires the user to situate himself at a variety of sites in

the VR world. This repositioning of the user or observer constitutes the navigation task

which can be decomposed into the following two subtasks: 1) the positioning interaction

task, 2) the rotation interaction task.

The user is also required to perform actions that involve manipulating other objects

in the world such as the welding tools. In general t this manipulation task consists of

selecting and then interacting \vith objects and can be decomposed into the four basic

subtasks: 1) the positioning interaction task) 2) the rotation interaction task, 3) the

selection interaction task, 4) the quantification interaction task.
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The Positioning Interaction Task The positioning interaction task consists of mo\'­

ing a selected object to a desired location. This can be achieved either by assigning the

object's new position (xt Yt z) relatively to its previous one or by providing an absolute

position coordinates. The absolute position's coordinates can, if desired, he entered as

text on either a real or a simulated keyboard; however, this is definitely not desirable in a

3D VR world since it will complicate the user's liCe, making the interface less immersive.

Absolute positioning is used in vVITS by saving a few critical positions ta which the

usel' can be tele-ported (beamed). To tele-port to such specifie positions, voice or the

keyboard is used.

The Rotation Interaction Task The rotation interaction task consists of changing

the orientation of a selected object. This can be achieved eithel' by specifying the object's

ne\v orientation (4), 8, a) using relative or ahsolute orientation. As in the positioning

task, entering absolute orientation's angles is also tao cumbersome fOl' the user.

The Selection Interaction Task The selection task is that of choosing an element

from a choice set, Typical sets are cammandst attribute values, abject classes, and abject

instances. The first three types of selection tasks ha\'e relath'ely limited choices and thus

are of fixed-size. These can he controlled through speech, keyboard function keys, or hand

gestures (posture). The abject instances selection on the other hand is a varying-sized

choice set since instances can be created and destroyed during the simulation and hence

it is difficult ta assign a separate function key ta each object instance in the \tR \Vodd.

Two techniques are particularly weil suited ta such varying-sized choice sets. These are

selecting objects by painting and naming.

Selection using the virtual operator hand as the pointing element is the most natural

technique. It involve positioning the hand on the abject to be selected in 5uch a way as

to touch it. Once the object is touched a flag is set to indicate that the abject has been

selected by the user and that further interaction with the abject can now take place.

\Vhen the user stops touching the abject the ftag is reset and the abject is unselected.

Selection can also be done by naming the specifie object. Although this technique
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may sound simple, it is hard to believe that the user will be able ta remember the name

of every object 's instance in the \'R world. However this technique can be very helpful

when trying ta select part of a complex abject or even a simple abject lying tao close to

other abjects. In such cases the user can point at the complex scenery and then select

the desired object to be selected by naming its abject class or if needed its specifie nanle.

The interface can also help the user by listing the possible chaices. Speech input is very

helpful here since the user's hands are not fl'ee for typing.

The Quantification Interaction Task The quantify task involves selecting a numeric

value from a specifie range. Typical interaction techniques are typing the "allle! setting a

(liai to the value, and using an up-down counter to select the value. For a \TH. system the

second technique is the most comman since it is heavily used in the real world irself. :\.

few examples are the radio, oscilloscope, gauges etc... As in a radio the up-down counter

can be used for fine tuning. Typing is good when the user knows the exact value to be

entered and where the set of possible desired values is of a fixed size.

As in real life we can use rotary or linear potentiometers as a means for entering

values. The user points at the potentiometer abject, grabs the current-value indicator!

and drags it to rotate or slide it ta the desired value. One should note that rotary

potentiometers are easy to adjust while linear potentiometers current value can be easier

to l'ead.

Other Interaction issues

In this section, sorne other issues related to interaction techniques ,vin be di~cussed.

Coordinate systems When interacting \Vith objects in the VR world it is important

to define which coordinate system is referenced. übjects cao be manipulated about the

\Vorld coordinate system, the viewer coordinate system, or the object's own coordinate

system. This is illustrated in figure 3.2.

Most of the time the viewer coordinate is the best choice because of the fact that the

user can identify with it. \Vhen choosing the coordinate system one should keep in mind
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Figure 3.2: The Coordinate systems

the human-factors principle of stimulus-response compatibility, which states that system

l'esponses ta user actions nlust be in the same direction or same orientation, and that the

magnitude of the responses should he proportional to the actions.

Sca1e factor There exists a scale difference between the virtual abjects displayed to the

user and the reallife objects. Thus a proper scaling factor must be applied consistentl)' to

alI objects in the 'VR world. However, the scaling factor applied ta user input data, from

the different devices, must be treated separately since they affect the control-to-display

ratio which is the ratio between input device movement and the displayed virtual object

movement attached to the device. A large ratio is good for accurate manipulation, but

makes rapid movements tedious. On the other hand, a small ratio is good for speed but

not for accuracy. The scaling factor in such cases shauld not he constant, but should be

changed adaptively as a function of control-movement speed. Rapid movements indicate

that the user is making a gross hand movement, so a small ratio can be used; as the

s(jë:~ decreases, the control-to-display ratio is increased. Until no\v and similarly to the
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ESOPE-VR demo, this is being done manually, but more study should be invested in a

good algorithm.

Feedback There are five possible ways of conveying feedhack ta the human user and

they correspond to the five senses: sight, hearing, smell, taste, or touch. It is not yet

obvious how ta convey smell and taste feedhacks. Lots of literature covers force feedhack,

but an effective mechanism has not yet been agreed on. Visual and auditory feedhack

on the other hand, have existed for many yeal'S and are the standard to use in any VR

application. Both can provide spatial as weIl as linguistic feedback. Visual relations

between objects1 position and size, will con\'ey feedback about position and orientation

in the VR world. Similarly, auditory thl'ee-dimensional sound could be used to construct

an appropriate sound "image" that would convey the necessary 3D eues. Linguistic

feedback can also be used with bath visual text and auditory speech, however, it does

not associate with l'eal life situations.

Learning time ~rost input devices used are indirect devices where the liser rno\'es a

graphical abject on the screen using a device that is not on the sereen. Such devices

require the user ta develop cye-hand (or eye-foot, eye-head,...etc.) coordination. For

2D devices this is of minor importance since most user are already familial' wit h such

methods of interaction. Three-dimensional devices, on the other hand, offer a bigger

challenge. They are new to the user and are not yet perfected for maximum camfort.

Eventually, however, these devices will become easier to learn due to their compatlbilit"y

\Vith reallife interaction methods. The glove is such a device that is gaining popularity.

Direction preference Tt is sometimes desirable to constrain or impede the user from

movement in specifie directions. At its simplest form we can use a 2D device in the 3D

environment without any mapping 50 that the user will only be able ta use the device ta

control two axes instead of three. The use of the perlais is exactly for this purpose where

the user is restrained to horizontal navigation.
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3.2 Expert System

A I<nowledge Based Expert System was developed ta take into account ail the condi­

tions outlined in chapter two and ail the welding procedure's instructions. The expert

system allows two basic modes, tutorial and demonstration modes, along with help and

evaluation mechanisms inc1uded for better self-instruction. The expert system is inter­

faced \Vith the Virtual Environment which is developed ta allow performing the welding

procedure in a realistic VR environment which will be presented in section 3.3 .

The WlTS combination of the expert system \Vith the human 3D user interface was

designed to fui fi Il ail the raies of a course instructor and more, by providing practi­

cal hands-on training that is cast-effective and unconstrained by instructor or resource

availability.

Although inspired directly from our collaboration with Hydro-Québec and ERICO!

the VR welding course, with both training and evaluation self-contained. would enable

universal instruction to groups bath within and without that organization, such as:

• employees involved \Vith site installations;

• inspectors who would like to refresh their knowledge on the subject of

alumina-thermal welding;

• external contractors;

• other manufacturers and suppliers.

This chapter describes the specifications of the WITS knowledge based expert system

introduced above, and details the design and its current implementation.

Ail information in alumino-thermal welding is taken from the Hydra-Québec Course

on Alumino-Thermal Welding, March 1995 Edition [Laliberté et al. 95] .
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3.2.1 Environment

Hardware and Operating System

Although the expert system is developed on a Sun-4 UNIX workstation, the expert

system can be l'un on any platform that runs CLIPS. The portability of the CLIPS

program \Vas shown by successfully running the expert system on an mNI-pC version

of CLIPS with ~ficrosoft \Vindows. By recompiling the CLIPS source program, many

production platforms of the expert system are possible. This \Vas the main reason for

choosing CLIPS over other inference engines. Another reason was its availability at a

low cast for educational purposes.

User Environment

The \VITS expert system provides a user-friendly, text-based user environment with on­

line help. User help accurs in several capacities, from command syntax and lisage ta

instructions to actions and steps required within the training tutorial, ail in a concise

yet informative manner, for an audience with perhaps no priar experience in alumino­

thermal welding nor in use of the expert system interface. The vocabular,r used in

the instruction text and alsa that expected of the user is simple \Vith a straightforward

grammar structure, with a flexibility in key-phrase order as well as in keyword choice.

Evidently, the choice of terms and concepts used are those as described in the Cours de

Soudage [Laliberté et .al. 95]. Apprapriate feedback is provided to the user, as a result

of erroneous input and to acknawledge user input, as weil as to prompt the user where

necessary for the next action to perform.

Although it is still present, the te.~t-based interface is invisible to the user once ruoning

under a VR platform. The voice interface takes full advantage of the syntax developed

for the text-based interface by following it closely. By design, the syntax developed \Vas

made simple and clear in a manDer that facilitates the translation of VR actions ioto

snch text and vice-versa.

The final version of the WITS system is intended to support a multiple number of

users collaborating simultaneously, in a setup in which each user has complete use of a
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fully equipped VR \Vorkstation. Even though the cun·ent version serves only one user

at a time f the system \Vas designed \Vith the above perspective in mind and can thus

undergo a straightforward upgrade ta a multi-user environment. The current expert

system therefore keeps track of the status and progress of individual users, including

current scores and level of advancement in the training course f and f most impartantly!

the user's performance history.

3.2.2 System Architecture

Ta cater ta the scenarios previausly outlined in chapter two, and alsa ensure an adapt­

ability to changes and updates ta the welding procedures \Vhen required, a rule-based

or non-procedural approach \Vas adopted in canjunction \Vith object-ol"iented methods.

The rule-based method is used for propagating through the required steps of the training

procedure, of which there are a myriad of possibilities and combinat ions and yet in sorne

cases only a single permissible sequence of execution. ~'reanwhile, abjects \Vere designed

to model both real-world physical abjects as well as ta store sorne abstract data con­

cepts such as the step. The use of abjects in this way facilitates manipulation of data

and provides an easy adaptability to changes in the data to be stored by making use of

encapsulation f message-handling f inhe.·itance and polymorphism.

The design allows for multi-user operation of the system, if a layer of multi-user func­

tians are added on a multi-user platform such as UNIX, by separately storing data and

information pertaining to each user thereby tracking users and their progress indi'·idually.

User Input

Text Interface The operation of the expert system involves text entry via the keyboard

in the Command Line Interface (CLI) or through a socket connection in the 3D virtual

interface. The Text interface operation can be divided into t'Vo phases, executing a

welding step, and interacting with the expert system itself via command keywords. The

execution of a step can in tum be divided into the two stages of obtaining a tool and

performing an action. Because of the diversity ofactions available to be performed \vithin
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Figure 3.3: Object c1ass hierarchy of the expert system

the expert system, a syntax language \Vas developed to simplify user input.

Database Ail knowledge of the expert system pertaining to the training steps derived

from the Cours de Soudage are stored in a separate database file. This enables easy

modification and update ta the training course via a text editor or spreadsheet.

Object Classes

The abject class hierarchy for the present design of the expert system is given in Fig­

ure 3.3.

Class STEP As the concept of training steps forros such a fundamental element of the

training course structure, it is no surprise that one of the COOL classes defined for the

expert system is that of the STEP. The STEP class consists of the following slots:

• slot index, which is used ta uniquely label a particular step ta be per­

fonned by the user as round in the step-by-step procedures in the Cours

45



•

•

•

Ho",? Tools required

%. Celll1 a· clean the ables wilh a non·oxydizing brush 1 non-oxydizing bNSh

b- clcan melal surfaces with a rough file 1 rough file

c- clean moulch with Il painlbru5h and/or rad 1 paintbrwh. 1 rad

d· c1ean oil using a solvenl 1boul~ of manufacturer' s solvent

Figure 3.4: Steps 2-a, 2-b, 2-c and 2·d in the training procedure

de Soudage;

• slot title, a single keyword identifier for a step or group of steps in the

Cours de Soudage;

• multislot steps-needed, which stores ail the immediate prerequisite steps

that must have been perf01111ed by the trainee before the CUITent step can

take place;

• multislot tools-needed, which stores ail the tools required to perform the

current step;

• slot action-string, which stol-es the action to be entered by the user to

correctly specify that the step is ta be carried out. The expert system

employs a parser ta understand ail the combinations of action phrases that

the user may enter.

These slots will now he explained in detail. Figure 3.4 reproduces part of the welding

procedures presented in the Cours de Soudage. These four steps, indexed 2-a, 2-b,

2-c and 2-d, ail grouped under the step title Clean, describe how to properly clean

equipment and materials ta perform a good-quality alumina-thermal weld. From this

figure it can be seen haw slots index and title can he defined directly from the Cours.

The information for multiple slot tools-needed can be extracted from the rightmost

column of the table.

The slot action stores the action to be performed in the cnrrent step. In order to

break down the action sentence entered by the user iota meaningful components, a parser
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is developed which uses field delimiters, including sorne prepositions and conjunctions of

the English language, as reserved words in \VITS.

The multiple slot steps-needed requires more explanation. Because many of the

steps in the welding procedure are ordered, in that certain steps mllst occur before

others, the slot steps-needed stores the steps that must have been performed by the user

before the current step cao be carried out. Two issues should be noted when specifying

prerequisite steps for this multiple slot:

The slot canditian dictates whether 01· not the particular instance of the step needs

ta be performed, based on the initial conditions of the welding scenario such as the

prevailing weather conditions and the site preparation.

First, only immediate dependencies neecl be specified. For example, if a step A must

be performed before a step B, and step B mllst be performed before a step C, then the

steps-needed slot for step C neecl only contain B since the steps-needed for step B

all'eady specifies step A. The requirement that step A be pelformed as a prerequisite for

step C is therefore implicitly specified. This is pointed out in order to avoid storage of

unnecessary data in the slot, which can become 'luite cumbersome when a vast number

of steps are specified.

Second, one must he careful not to unwittingly create step dependencies that may

seem ta e..xist by virtue of the sequential format of the training procedure. This is in the

interest of preserving realism, an issue that becomes more apparent when \TR character­

istics are built onto the system. For example, if a step G consists of the rneasuring of

two points \vith an ohmmeter, it must he realized that such an action can, in fact t be

performed at any time and should not have any prerequisite steps except, perhaps the

acquisition of the ohmmeter itself.

elass TOOL Each step is typically associated \vith one or more tools, without which the

step cannot be successfully performed. Tools are assigned their own abject class, \Vith

the following slots:

• slot id, which stores the tool identification code if applicable,
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• slot type, which stores the functional name of the tool,

• slot user, which stores the name of the user in possession of the tool, and

• slot status, which stores the tool's condition or status of new or used.

The tool id is the unique identification code for the tool. The id should ideally be

the same as the name of the tool abject instance. The apparent redundancy here is due

to the fact that the manipulation of instance names is not always convenient.

The functional name of the tool, which is stored in slot tool type, is distinct from

the tool's instance narne. This becomes relevant in the real and practical situation where

multiple instances of particular objects exist. For example, it is realistic ta expect· more

than one brush ta exist in the wide array of welding tools, especially in a situation in

which more than one welder is present. In the irnplementation, each instance of an object

must be assigned a unique name, sa each instance of a brush object must nonetheless be

given a unique instance name such as Brush17 Brush2, and so on. However, sa as not to

oblige the user (or \Velder) to keep track of the various instance names of ail the bl·ushes,

the functional name brush is stored as the tool's type. This \Vay, a \Velder attempting to

acquire a brush can simply refer to the type brush rather than to its instance name which

is more obscure. If a brush is ayailable, the \Velder is enabled ta acquire it regardless of

its instance name. This approach attempts ta better model the l·eal world.

The user slot stores the name of the user possessing or using the tooL This enables

easy cross referencing of user names with tool types \Vhen referring to the type of a tool

instance that has been previously associated \Vith a particular user name.

Class HOLD Class MOLD is a subclass of tools, taking on ail the attributes ôf the TOOL

superclass. Other attributes are added to this subclass to store related information. Siots

are as follo\Vs:

• slot id, which is inherited from class TOOL;

• slot type, which is inherited from class TOOL;

• slot user, which is inherited trom class TOOL;
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• slot status, which is inherited from class TOOL;

• slot virel, which stores the first connection suppo11ed by the mold;

• slot 'lire2, which stores the second connection suppol·ted by the mold;

• slot tag, which stores a mold-related parameter;

• multislot cartridge-norm, which stores a mold-related parameter, and

• multislot cartridge-trim, which stores a mold-related parameter.

The usefulness of linking the TOOL instance to a user-name is even more useful in the

context of the MaLO, when the user slot is used to enforce the rule that specifie instances

of MOLD objects cannot he modified by other users. This consideration is inlportant in

the multi-user wodd.

Slots 'lirel and vire2 in class MOLO store the two connections that the mold abject

supports. The connections may he surfaces, and not necessarily \Vires.

Class PERsaN The PERSaN class is used to identify the various welders or personnel

that may be currently undergoing the training course, of which there may be more than

one at a given time in a l'ealistic situation. 510ts of this class are:

• slot name, which stores the name of the PERSaN abject;

• slot mode, which describes the help level permissible;

• multislot init-cond, which stores the initial environment conditions gen­

erated by the system specifically for the user;

• multislot step-list, which stores ail the steps performed by the user up

to the current one;

• multislot help-list, which stores the indices of ail the steps at which the

user has requested help;

• multislot error-list, which stores the indices of ail the steps at which

the user erred.
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The use of the slot name is explained in the same way as the id slot for the TODL

class, the PERSON instance Dame is stored in the name slot. The permissible help levels

in the mode slot are determined by the current user mode:

• demo indicates that a demonstration is presented, which is essentially the

generation of help at each automatically-determined step of operation;

• learn indicates that help is available upon request;

• eval indicates that little or no help is a\'ailable.

Object Manipulation and Behavior

Because the TOOL class represents the class of inanimate tool abjects that changes lit­

tle and the STEP class stores information that is unchanged after initialization, it is the

PERSON class abject that exhibits the most beha\'ior, as one n1Îght expect. The rnecha­

nisms required to manipulate and simulate the objects in the expert system are discllssed

below, divided iota subsections from the point of view of the operation of the ~'ystem as

a whole. \Vithin each subsection the object beha\'ior, inclllding me~sage handlers. are

described.

Initialization

A. Defining the training procedure: Making STEP instances

• The training procedure is completely specified by the information stored

in the instances of class STEP. Because such a procedure does not alter

during the training process, the set of STEP instances are created upon

startup of the expert system. The step data ta be used are found in

figure 3.5 and the appropriate information is used to 611 the steps-needed

and tools-needed slots of each STEP abject instance. For example, before

performing step 2d the trainee is required ta have the solvent tool and ta

perform steps 2a, 2b and 2c.

• The STEP object instances will he defined during implementation, using a

database stored in a single te.xt file. This enables any future updates ta

50



•

12e

dive
ing
IV
ft

4a la..
Cltalag 2e grindstane 21

file
palntbrush brush brush

~ l rad +
2b

~ , file ~.~ 3•

umbrell. 1 + r 'r

tarpaulin 2d
solvent

1 Sa 1 ... +
1 l 3b

T tarch
~

~

tt+1 Sb 1
1 l 61

+ tarch
~ TT -. •-..

1 4b l 71 r lb 1 1 7e
1 cltllag 1

Fable positia,,! 1 cible tighter

!k
.. T

8a
~

'rorri., +
Bb -;

12
•
9a 1 14a 1 ..

1 gloves 1 13

• t10a ., J
• 14

lOb
..

• 14
lOc paint

121 ra

protedive 12b 1 • ..
10 d

glasses 1
lS

Ohm.. ..n •.~ 1&
~ prote

-.1
~ -- colt

12e spr

F1lntstane
Q

taal .

•

•

•
Figure 3.5: -The welding steps
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the training procedure to be performed by merely modifying the text file

and starting the expert system again.

B. Defining the tool objects: Making TOOL instances

The definition of possible toolst which inc1udes molds, in the training course world

occurs in much the same \Vay as does the definition of the training steps. The primary

difference is that while the steps are ail initialized at the start of the execution of the

e.xpert system~ ail tools are created "on-the-fty", or as they are necdcd by the expert

system (or by the user).

• Like the training procedure, ail possible TOOL and MOLO abjects and theil· pa­

rameters are defined in separate text files according to a pre-defined format

that enables straightforward updating af the information when necessary.

• Instances far TOOL and MaLO classes are created when required via CLIPS

defl'ules that compare the user request against the tool and mold data files,

or catalogues, as applicable, and confirm that the request is valid.

c. Defining the user object: Maldng the PERSaN instance

• The expert system is currently defined for the single user, although design

provisions are nlade for the multi-user scenario. Upon running the expert

system, the usel· is prampted for a user-name. A PERSON class instance

is then created for the user, \Vith the user-name used bath in the name

slot and as the instance name. The training environment is user-specifie.

The training mode slot is defined by the user via the mode command (the

mode command is discussed belaw), while the initial training parameters

are generated as described in item D which follows, and stored in the

PERSON instance multiple slat init-cond.

D. Generating the training environment: Defining training parameters

• Training parameters are defined ta set up the training environment. Pa­

rameters consist of the welding task to be performed by the user, and the

atmospheric conditions that may affect proper welding procedure. These

parameters are stored in the PERSOII instance multiple slot init-cond, and
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determine the course of the training procedure based on the user's perfor­

mance. The last item in this list describes how new training parameters

are determined.

• To generate a welding task for the userftrainee, a mold ID is randomly

selected from the mold catalogue (the data file of molds available ta the

expert system). The connection parameters of the mold thus selected, that

is, the wirel and wire2 slot data, are prescnted ta the user together with

the environmental conditions as the welding task to be performed.

• If certain steps are inapplicable due to the initial parameters, the step

indices of these steps are entered into the multiple slot step-list of the

user cancerned. This forces the expert system ta .overlook the execution

of these steps yet also satisfies any prerequisite roIe that these steps may

have in other steps. For example, if the weather is sunny, the user should

not be obliged to erect a shelter.

• Ta pl'operly train a user, different welding tasks should be presented in

succession, and tasks in which the user encounters difficulty should be

performed more than once. It is upon this basis that the learning and

evaluation modes of the expert system are designed. The help-list,

error-list, and init-cond information of the user's PERsaN instance

are taken together for analysis, with weights of importance applied to each

item that are to be implementation-defined, to determine the next set of

initial training parameters for the user.

Interaction with the user The text-based user interface is a layer over CLIPS that

accepts the trainee's input. The user, or trainee, has the option of entering an action,

which consists ofa valid action key-phrase, or entering one of the vaUd command keywords

below, at a screen prompt: help, mold catal0l, tool catalog, task, tools, demo,

next, next more, score and finally quit.

Each entry option, inc1uding the step action, will now be discussed.
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A. Performing an action

Valid user actions can he divided into two categories, those that execute a \'aHd

training step action that is defined in the multiple slot action-strings in the list of

STEP class instances, and those that involve obtaining and releasing tool objects.

î. Obtaining a tool

Only vaIid tools defined in the te..xt file list of available tools can he ohtained by the

user via the keyword get. At the screen prompt, a tool is obtained by the user by typing:

get <tool> [*<tool>]

For example,

> get brush umbrella

YOU DOW have the umbrella

YOU DOW have the brush

>

where <tooI> is any one of the \'aHd tool functional names or types, or a \·alid mold id.

This results in the following actions by the program:

a. The <tooZ-type> specified is verified for being listed in the tool catalogue. If it tS

listed, then

b. a new TOOL or MOLD instance, depending on the request, is made using malte-instance;

c. the name of the user making the request is stored inta the user slot of the new TOOL

or MOLD instance via a message-handler.

ii. Executing a step

The user executes a step by entering a key-phrase that specifies the desired action.

This results in the follo\ving actions by the program:

a. The action specified is compared against ail possible actions stored in the multiple

slots action-strings of ail the STEP instances, using the find-all-instances

operation. The STEP instances created upon initialization of the expert system

fonn the Iibrary of permissible steps.
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b. If a match is found among the possible steps, a compalison is performed: The

data in the steps-needed multiple slot of the matching STEP instance is compared

against the step-list multiple slot of the user's PERSON object. If not aIl of the

prerequisite steps are present in the step-list, the user cannat proceed with this

step action, and proper feedback is given to this effect. Otherwise:

c. The tools-needed multiple slot of the matching STEP instance is then checked by

the program. If it is empty, then the user has conectly performed the step. If it

is not empty, then the user is prompted with the question, with what?, and usel·

input is awaited by the program; if the user correctly enters one of the tool types

listed in the tools-needed slot of the applicable STEP instance, then the user has

correctly performed the step.

d. If the user has correctly performed the step, the index of the step is appended ta

the user's PERSON abject step-list.

e. If the user has incorrectly performed the step, the index of the step is appended ta

the user's PERSON abject error-list, and errar counter of the individual user is

incremented.

f. Tf the user has requested help ta perform the step, the index of the step is appended

ta the user's PERSON abject help-list, and the help counter of the individual user

is incl·emented.

Appropriate feedhack is generated ta the user in any of the above cases. A simple

interaction consisting of a valid cable-cleaning step using a brush (see figure 3.4) is as

follows:

> clean cable

vith what?

> brush

B. ·Using the score command
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The score command generates information about the user's performance. It not

applicable in the demo mode of operation of the expert system. The following is displayed

as a result of the command:

• the number of help requests made by the user, and

• the number of errors made by the user, together with the step index of

each error.

C. Using the next command

The next command displays a possible subsequent action that can be performed by

the user, while the addition of the more parameter displays ail possible actions that can

he performed at the current stage of the training. This command is not available to the

user in the evaluation mode.

O. Using the tool catalog command

The taol catalag command displays the possible tools that are a\'ailahle for use in

the expel·t system. The information is reprinted from the tool data files.

E. Using the mold catalog command

The mold catalog command displays the possible molds that are a\'ailable for use

in the expert system. The information is reprinted from the mold data files.

F. Using the help command

The help command, displays the Iist of commands that the user cao use to interaet

\Vith the intelface.

G. Using the tools command

The taols command displays an inventory of tools currently in the user:s possession,

obtained via the get commando

H. Using the demo command

The demo command presents to the user a complete demonstration of a particular

welding scenario. The demonstration algorithm is explained in detaillater in this section.

This command is not available to the user in the evaluation mode.

1. Using the quit command

The quit command exits the expert system, restoring the regular CLIPS prompt.
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Demonstration mode The demonstration mode of the expert system I"UnS automat­

ically after the initial conditions for the welding task have been set. This pI·o,-ides a

demonstration on welding for the new user. The demonstration is presented upon enter­

ing the demo commando Tt is implemented by following the flowchart of step dependen­

cies shawn in figure 3.5, in this \Vay:

a. The initial step to be performed in the flowchart must be predefined. This initial step

index is taken ta be the current step index. The indices of aIl the steps performèd

are stored in the step-list multiple slot of the usel·'s PERSON c1ass, just as in the

learn and eval modes of operation.

b. The longest string arnong the action-strings of the STEP instance ha\'ing as the

CUITent step index as its index (found by a find-instance operation) is printed

out.

c. The next step ta be performed is determined by selecting the STEP instance that spec­

ifies the current step index as a prerequisite (in the multiple slot steps-needed). If

aH the prerequisites of the next step thus selected have been satisfied (by checking

the step-list), perform step b. as before, until it is impossible to continue or

there are no more steps.

d. If it is impossible ta continue because the prerequisites for the next step have not ail

been performed, use one of the prerequisite steps of the impossible next step as the

next step to be performed. Proceed to step C. above.

This process can be viewed as a 'pseudo-depth-first' algorithm that navigates through

the tree or graph structure resulting from the interdependencies of steps. This is illus­

trated in figure 3.6.

In this way, a demonstration of how to properly perform a weld under the given initial

conditions can be presented. Once aIl objects have been interfaced to the VR setting, a

visual (and possibly auditory) demonstration can he created.
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INITIAL STEPS

Steps on each level are
dependant on the steps
linked to it trom above

FINAL STEP, or GOAL

•

Step-Graph TraversaI

Figure 3.6: An oversimplified illustration of the step graph traversaI
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• 3.3 3D Virtual Environment
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The developments in virtual reality have permitted training systems to take advantage

of this ne,v technology and create full training environments where users can practice

procedures that incorporate body postures, object manipulation, and team collaboration.

As already mentioned, one of the main goals of this thesis is ta incorporate a '-Human

Operator" into the Virtual Training Environment that would facilitate and make more

natural the user interaction with the cOlllpuler generated VR world.

As its main task, the virtual operator, (VO), must be capable of carrying out the

welding procedures described by the \VITS expert system. However, our experience

from the previous project ESOPE-VR and its lack of re-usability have shown that it is

not enough to satisfy the requirement of the specifie wel~ing project and environment.

"Ve need ta adopt a system design which would allow us ta have greatel' freedonl and

tIexibility in addressing future l'equirements. This led to the concept of the wfcGill Virtual

Operator: a \'0 that would not only perform the grounding procedure, but will eventually

be able to represent the human user in any virtual enyironment and thus embody the

llser's interactions between the user and any \rR world.

The ~rcGiIl va must also allaw natural and comprehensive human-conlputer inter­

actions. Thus the devices accessible ta the user, such as the 2D mouse, must he easy to

conh'ol in such a way that they will result in implicitjpredictable actions in the \:E.

The following sections will present the abjects and physics of the virtual environment,

the ~[cGill VO, and the interactions between them.

3.3.1 Dbjects in the VE

Building blocks

The 3D objects are the basic building blacks of the virtual environment. They consist of

a graphical representation that can he either simple or complex.

• Simple Objects are geometric graphical entities that consist of one struc­

ture, i.e. they have no moving sub-parts. The structure can he built of
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one or many basic geometric primitives, such as box, sphere, cylinder, etc.

These primitives are ail "glued togethei' and manipulated as one object

having the same center of gravity, bounding box, and physieal properties.

• Complex abjects are composed of two or more simple objects, where each

has distinct physical and kinematic properties and cao thus be manipulated

separately. For example, the ~rcGill va, described in section 3.3.3, is

constructed as a cornplex object, where each joint is controlled separately.

Static and Dynamic abjects

The 3D objects can be divided into two major groups: Statie and Dynamic. Statie

objects are graphical entities that stay the same once loaded in the virtual univers~. The

attributes they hold: midpoint, radius, orientation, local coordinate frame axes, extents,

bounding box, and pivot point keep their initial values untH the end of the simulation.

Adynamie object 's attributes, on the other hand, can be modified during the sim­

ulation. They can thus he interfaced with external input devices, through specialized

drivers. The user can then affect these abjects' attributes and hence interact with the

virtual world. The ~rcGill va tS sueh an object. It gives the user complete control

over its different elements, as will be seen below. The VO's torso is controllcd through

the pedals ta permit the va ta travel around the virtual universe. The hands also, are

controlled through the Logitech Baron tracker (for palm position) and the EZglo\'e (fol"

finger flex). Alternatively, the PowerGlove can be used to control bath the hand position

and the finger postures (ail open or ail c1osed).

Intelligent Objects

Dynamic abjects can be categoriz.ed into two kinds: Dumb objects and intelligent objects.

Intelligent abjects are objects that hold sorne notion about the virtual environment that

surrounds them. They can react to events in the world, can be indirectly manipulated,

and can permit physics to take part in the virtual environment. Dumb objects, on the

other hand, do not contain such information and only react through predefined actions
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such as animations or in response to external input devices such as the glove. The

rvlcGill VO graphical elements can be considered, ta a certain extent, a dumb abject: it

is completely controlled by the user otherwise it behaves like a static object. A dock

on the wall is another example of a dumb abject which reacts according to a predefined

task.

Intelligent abjects are the second most important part of the user interface after

the NlcGill VO. They can be manipulated indirectly rlue to their understanding of the

environment around them. To achieve this they hold specific knowledge and constraint

features allowing sorne intel·action with the VE. The word "allowing' is very critical

since it indicates the essential difference between these objects and the other categories

mentioned previously. Non-intelligent objects when manipulated are under the cornplete

control of the manipulator object. They do not allow or forbid as do intelligent abjects.

Intelligent abjects hold informations such as: free, touched or grabbed. Thb informa­

tion is important and helps determine the status of the abject and type of manipulation

that can take place. This is ,·ery important when we talk about training systems where

the user is not allowed to do whate\Oer pleases him but rather is asked ta perfol'm a

specific task. Thus eyentually achieving the training objective.

\Vith intelligent abjects, fitting the right wire in the right mold becomes e~y. The

mold knows what exact wire fits and thus would only accept an object instance of this

wire object class. Also, the brush can wear out since it knows about its usage status and

this aspect can be displayed graphical~y on the object to give quantifiable feedback ta

the trainee. These abjects also know about physics laws. They thus react to external

virtual forces such as gravity and friction. An object that is dropped in Cree space, would

fall down untH it coUides \Vith another surface.

3.3.2 Physics of the VE

Ta achieve a realistic training environment, the user must he presented with an environ­

ment that reacts in the same \Vay as in the real world. This cannat be done successfully

without the introduction of the real world physicallaws. That is exactly what was done
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by introducing the PhysicsAgent abject c1ass in conjunction with the intelligent abjects

presented above. Thus giving these virtual abjects the ability ta react autonornously

ta external virtual forces. A physical model should take into account collision, gravity,

friction, momentum, etc. These effects can be viewed as constraints on objects.

Collision Detection

Collision detection is the most basic physics principle applied in the \'R world. It trans­

forms the VR experience from a surreal tly-through to a more realistic travel-in expe­

rience. Collision detection perrnits abjects ta he treated as physical entities that can

be manipulated. This is true due ta the fact that with collision detection abjects can

not inter-penetrate. This allo\\p abjects ta be touched, lifted, pllshed, grasped, stacked

etc. which is exactly how physical abjects react in the real world. \VTI( offers sorne

integrated functionality ta handle collision detection.

Gravity and Attraction forces

In this res~arch, we wanted ta go one step further and add more physical laws into the

virtual environment to increase its realism. The gravity law is the most important of

these since, Iike the collision task, it provides a realistic visual and funetional feedback.

\Vhen abjects are dropped in space they norrnally fall clown due ta the gravity force.

Furthermore, the principles of gravity field and attraction can be used in the simula­

tion ta facilitate sorne simple tasks such·as stacking abjects on top of each other, ot more

comple.'C tasks such as magnetic attraction by introducing exaggerated attraction forces

between two abjects. The concept of attraction forces can be used here ta facilitate the

task of fitting the wire ioto the mold's hole: if the correct wire falls within the field, it is

snapped into the hole.

Others Concepts

Other physics concepts, namely mass and force, have to he added to give a more realistic

virtual experience. Currently, constraints are used ta overcome the lack of such physics
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concepts in the \TE. For example, when the hand collides with another abject it is can­

strained to stop so that it wauld not penetrate into the abject. Unfortunately, \Vith such

constraints the push, bend, and break actions can not take place. However, ance force

and mass handling is added, to the virtual world, the decision of what happens if the

hand collides with another abject would be easy to determine.

3.3.3 McGill Virtual Operator

The Human Geometrie Model

The design of the operator's geometric or graphical model was done using a hierarchi­

cal structure following a bottom-up construction process. The basic components were

designed first specifying their spatial layout, shape, and other attributes affecting their

appearance such as color. These basic components have been then used as building blacks

to create higher-Ievel entities, which in turn serve as building blacks for yet higher-Ie\'el

entities. In building the higher-Ievel entities connectivity of the basic components had ta

he specified in order to get a robust configuration or topology.

For the alumina-thermal welding application what was needed is an interface capable

of transporting the operator to the assigned ditch and allowing him ta perform the welding

task at hand. To achieve this, the va \Vas designed to consist of a body and two hands.

The body is used as the referenee point for loeating and transporting the va while the

two hands are used to interaet with the \TE and to perform the welding task.

The Hierarchical geometl"Îc model of the va is shown in figure 3.7 symbolized by a

directed acyclic graph (DAG). The tvfcGill va is composed oftwo hands constructed from

a palm and five fingers including the thumb. The palm and the fingers have "sensitive

skin" attached to them. It is important to note that this model is an highly simplified

model. A full human model would include elements such as arms, legs, and head.

For the purpose of this researeh, this simple model works best since it allows most of

the basie functionality to be supported by today's device teehnology. The addition of the

other parts of the body would make the training experience more realistic if running in

a collaborative multi-user scenario where the trainees would be able to see each other's
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Figure 3.7: Hierarchical geometric model of the ~lcGill va

representation in the VR world. In the present stage of the \'R training system, the

trainee works alone and does not actually view his virtual body representation unless we

introduce sorne virtual mirrors.

•

A complete body representation can he achieved by simply adding the different ge­

ometric graphical parts and the appropriate attachments to the existing body objects.

This is mainly due ta the ~fcGil1 VQ's hierarchical model presented above resulting in

the following two advantages:

• Enables the construction of complex objects, such as the ~fcGil1 VO, in a

modular fashion.

• Enables update propagation where change in the definition of a building-
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black abject is automatically propagated to ail higher-Ievel objects that

use that object.

Basic building blacks

In building the rvrcGill VO geometric model we used simple atomic camponents which

are defined in \VTK in terms of lawer-Ievel geometric primitives, such as vertices and

fines. The atomic components used are

• The 3D basic shapes such as cylinders, spheres, and parallelepipeds to

create the body, hand palms and fingers.

• The 2D polygons to create the hand's sensitive skin.

A less abstract basic component of the \ro is the joint abject. Ali the joints are

attached together in a seriai chain linkage mechanism, thus fOl'ming sub complex abjects,

such as the fingers and palm abjects, that are themseh'es linked together ta fornl the

hand (see figure 3.8). Additionally, each of the joint link abjects has its own pal'ameters

associated \Vith it cantaining information about its behavior as weil as its graphical rep­

resentation. Elements of the graphical representation are the shape, color, position and

orientation. Behavioral information encompasses anatomical constraints and articulated

functionality.

The body center The torso element represents the reference location fOI' the VO in

the virtual environment. Thus it permits the va ta navigate in the virtual woi·ld. The

user cao use the 2D mouse sensor 01' the pedals ta control the torso element. Note that

any other available sensor could he used ta control the body; this holds for any element of

the va intelface. However, the pedals \Vere th~ perfect choice, since as explained earlier,

they limit the va to navigate in a 2D plane~ This is perfectly acceptable acknowledging

the fact that humans normally do not fly, although, in VR, everything is possible~

The graphical hand mode! The hands elements are the visible part of the va which

ès consistent with real life where the hands are the only parts visible or "in·focus" while
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Figure 3.8: The graphical rcpresentation of the wlcGill VO hand

pcrforming most tasks. The hands represcnt the primary manipulation tool available to

the VO and they permit the user to affect the virtual world. The EZglove combined with

the Logitech Red Baron mouse are used to control the VO hands. Previously the ~[attel

PowerGlove was used for the same purpose, unfortunately it lacks the resolution needed

to perform precise grasping and picking manipulations.

The graphicai hand model presently used (see figure 3.8) is construeted Crom eleven

boxes: two for eaeh finger and one for the palm. This modei is cornplex enough ta map

almost the full hand-joint motion. In conjunetion \Vith the above joint boxes there are

eleven polygons representing the ~ensitive skin areas of each joint.

Sensitive skin is displayed with lighter coloring so as to clarify to the operator which

sicle is the front/back of the hand. This is important because the hand is constructed

using simple boxes as explained aboye, thus there is no other visible difl'erence between

the front and back views of the hand.
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• Mapping the hand-joint motion The device used to sense the band-joint motion

is the EZglove. This device uses four light-tubes placed at strategical points on the glove

to permit tracking twa degrees of freedom per linger and mapping it inta one degree of

freedom. The assumption made is that each linger bends uniformly and around one a."<is.

i.e. t the angles between the joints of each linger are equal 50 that knowing the total flex

value of the finger is sufficient to determine the flex value of ail its joints.

(a) (b)

•

•

(c)

Figure 3.9: The three hand calibration postures: (a) Opened hand t (b) Closed
handt and (c) Open thumb posture

For calibration purpose t three hand positions are important: Open hand t Closed

hand, and the Open thumb hand position as shown in figure 3.9. The close and open

positions determine the range of Rex motion ta he considered. Any sensor Rex value

outside this range is ignored thus providing an accurate mapping of the hand motion.

These hounds can also permit rescaling the angular readings to increase the resolution

of the finger rotation. Howeyer, this was not needed since the 8 bit readings from the

EZglove offered more accuracy than needed for this application.

With the EZglove the ftex value of the thumb is detennined using a sensor placed
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between the index and the thumb to capture the full rotation of the thumb which goes

against the other fingers. The drawback of this setup is that the thumb rotation readings

is affected by the rotation of the index. The Open thumb hand position is used to Rlter

out this effect.

The glove calibration is done manually for the time being. A semi-automatic calibra­

tion, where the simulation would ask the user to perform the different gestures presented

above, would be preferable ta correct any hardware miss-calibration.

Although this model of the human is very simple, it is sufficient for basic interaction

\Vith any virtual environment since it provides a way of locomotion to transport the va
to any part of the virtual world and it is equipped \Vith two hands that permit the va
and thus the user ta interact with abjects in the virtual world.

3.3.4 Band Manipulation

Touch action

The touch action is determined by the col1i~ion detection function. Once we can deter­

mine that two abjects are colliding we can infer that they are touching. Since the tOllch

action is a prerequisite for the grasping action, it should be considered as equivalent ta a

select interaction task. It permits the user to select the abject on which manipulation is

ta take place. The manipulation actions are not restricted ta grasping but include ather

actions such as pushing or deforming. Grasping is the first that cornes ta rnind since it
. .

is the prerequisite for many other manipulation actions in the virtual world.

In arder to emphasize the touch action, feedback has to be presented ta the user.

One \Vay of doing this is to change the color of the object ta visually show that it has

been selected. This technique however is not suitable for VR \Vorld where realism is an

important issue. In real life, objects do not change color when touched. Another \Vay

ta deliver feedback is through the use of audible sounds. Every time the user touches

an object he/she would hear a touching sound. The draw back of this technique is that

of the annoyance of the sound when the abject is touched for a long time. Faced \Vith

no other solution we picked the latter and found that the user adapts positively to the
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interface.

Grasping

Grasping is a complex process that must check for collision detection, hand and object

status. As mentioned previously, only intelligent objects can he grasped and thus static

objects are ignored in this process.

\Vhenever the hand makes contact \Vith a dynamic object. there is a possibility of

a grasping situation. How do we determine if the operator reaIly wants to grasp the

abject? The answer ta this question is ta set certain rules or assumptions that determine

when the operatar is manipulating an object and when he is not. Referring ta the real

world, grasping is usually done by holding the abject using at least two fingers where

most of the time one of the fingers is the thumb. Thus an easy rule would be to associate

grasping with the event of a thumb and any other finger bath colliding \Vith the desired

abject ta be manipulated. Howeyer this is not enough, since an open hand touching the

abject \Vith bath the thumb and another finger would be considered as grasping. Thus,

more restrictions \Vere introduced such as grasping should involve contact between the

abject and the internai surface of the hand.

Manipulating grasped abjects

\Vith the presence of the ~\'[cGill \'irtual Operatar, the trainee can associate himself

directly \Vith the virtual interface. The trainee contrais the ~rcGill VO hands thl'ough

the gloves. The direct association with the virtual hands removes the obstacle found

when using a different input device 5uch as the mause or the joystick where the user has

ta do an indirect mapping of the different interaction tasks and their. device dependent

techniques. Thus the ~fcGill va interface permits direct manipulation in the VR wald.

The trainee grasps abjects as if they were real. This favors a total immersion experience

as long as the virtual world understands his actions.

Once the object is grasped, it is attached ta the VQ's hand and follows its movement.

The user can thus, move the grasped abject and perform the required training tasks by

69



•

•

•

interacting \Vith other objects. In the case of the alumino-thermal welding task, the user

will grab an abject such as the brush and perform a task snch as cleaning a \Vire.
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Chapter 4

Implementation and Test Results

4.1 Building the virtual world

\Vhen the vi1'tual simulation 5ta1't5 it fil'st initializes the uni\'erse which in \VorldToolKit is

done by initializing the default viewpoint. Then the terrain along with the statie abjects

that enrich it are created. '.~I[anipulated" abjects are then added ta the world fol1owed by

the Virtual Operator(s). Next, the senso1' de\·ices drivel"S for the 2D mOllse, Red-Baron

mOU5e, pedais and the gloves are started and are attached to the proper abjects, The 2D

mouse and the pedals are attached to the viewpoint while the Red-Baron and the glo\'es

are attached to the hands.

Light abjects are next defined and loaded into the worId, Then the keyboard handler

is set up to pl'ocess key events. The most important of such key events arè the -d'

keystroke which detaches any grabbed abject from the hand and the ;q' key stroke which

a"<its the simulation and frees any remaining used system memory resources.

The \VorldToolI(it rendering engine then initializes the graphical representation of ail

abjects and prepares the universe for rendering. Finallya connection is established with

the expert system before WorldToolKit enters the main simulation.

From this point, the simulation \vill keep running in the infinite Action Loop until the

user quits where the simulation halts. The following events are scheduled to l'un in the

following arder at each tum of the Action Loop:
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• abjectsensor event: polIs data from the input sensors. Data from non­

VlarldToolKit supported sensars (gIove and pedals) is processed through

specialized functions.

• action event: caBs the action function which contains the core of the sim­

ulation and enables user interaction with the simulation.

• tasks event: \VTK permits specifie animation tasks ta assigned to abjects

in the simulation.

1 Start 1

H Initialize the uniyerse 1

- Load Terrain and Statie Ob;c:cts
Inteligent Objects
McGill Virtual Operator

- Sc:tup sensors 2D Mouse
Red Baron Mouse
Data Gloye
Pedals

1AUach sensor deyices 12D Mouse and Pedals to viewpoint 1

1Rc:d Baron Meuse and Data Gloye [0 VO's hands 1

~ Load Iight objects and keyboard handler 1

~ Initialize aU of the objc:cts sepc:ified aboye and prepare to render
1

ri E.~tablishcennc:ction with W1TS expert system 1

1Action loop 1

iè NO

Ycs

1 Exit: Clean Up and Ouit 1

!
Figure 4.1: The Overall program ftowchart of the \VlTS training system
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The operator body is assembled from the ditrerent elements that constitute it, in our

design: two hands and a torso. These elements are positioned correctly relative to each

other \Vith the proper attachments, pivots and constraints.

One would expect that the virtual operator would be positioned at the viewpoint.

However, at that position the VO would be behind the viewable area mapped on the

screen. The VO is actually placed in front of the viewpoint (canlera) 50 as ta have its

hands visible to the user as sho\\rn in figure 4.2.

• 4.2 Creating an instance of the operator

•
(il) (b)

•

Figure 4.2: (a) \'0 placed at the viewpoint, (b) VO placed in front of the
viewpoint

In our simple implementation the va has no forearm and elbow parts. As a result, a

mechanism had to be implemented ta keep the hands from wandering away from the body.

Normally this is not necessary since the real hand is itself limited by the articulations of

the elbo,v and arm structures).

The mechanism used makes sure that the hands are always inside a specifie boundary.

\Vhenever the bands maye, the movement is validated against the baundary 50 that they

would not cross the boundary limits. We have chosen the boundary to be a sphere \Vith a

ra«;lius equal ta the body radius. This cboice is close ta reality and allaws customization

to different users and/of environments by simply ehanging the seale factor.
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This validation mechanism was not trivial to implement since, we needed to work

in two coordinate systems: the world cool"dinate system and the body local coordinate

system, as can be seen in the code segment below. For details on the coordinate systems

refer to figure 3.2.

/ ,
,. H.r. tbe position of the paIms are track.d and sint ta .,
/. the glov._bound function ta bl vlrifi.d and reevaluatld .,
,. if n'C:I"ary .,
/ ............•.•................................................,

poaq ~ (WTpq .)malloc(sizlof(WTpq»;
WTpq_initCposq);

WTobjlc:t_gltposition(hand(LEFT]->palm. posq->p);
WTobjlc:t~ltorilntation(hand[LEFT]->palm. posq->q):
glovI_boundCposq->p):
WTobj.c:t.movlto(hand[LEFT)->palm. posq):
WTobjlct.moveto(hand[LEFT)->bpalm. posq);

WTobject.getposition(handO\ICHT]->palm. posq->p);
WTobject.gltorientation(handCRICHT]->palm. pcsq->q):
glovI_boundCposq->p);
WTobject.moveto(hand[RICHT]->palm. posq):
WTobject.moveto(handO\ICHT]->bpalm. posq):

fre. Cposq) ;

,.....•••............••.........................................,
,. The glove.bound function accepts a 3D position victor. .,
,. It then compares that position vector vith thl body.radius ./
,. vector to maki Suri that the position sent ia in th. spher. ./
,. d.fin.d by th. body_radius victor. If this is not true, it .,
/. updates th. sent position vector by rlplacing fts value .,
/. vith the valu. of thl body_radius vector. .,
/. For tb. comparison to maki s.ns•• the coordinate system .,
,. fram.s must match. Thus tb. sent position victor ia first .,
,. translated from tbe worlel coordinate frame to th. ./
,. body fram•• At th••nd it gets r.translatld into thl world .,
,. coordinat. frame. .,
/ /

void glove.bound(WTp3 tpos)
{

WTp3 pOI.body:
WTobject_vorld2local(body·>torlo. POl, pOI.body):
if (labl( pOI_body(X]» body.radiul)

ifCpol.bodyCl] >0 .0)
pos.boclyCl] • body.raclius;

Ill'
pOI.boclyCl] • ·bocly.radius:
if (labs ( pOI.bocly[Y]) > body_radius)

if (pol.bodym>0 .0)
pOI.body Cv] • bocly_radhl;

els.
pOI_bocly[Y] • -body.racliuaj
U ClabsC pos_body[Z]» bocly.n4iua)

ifCDoa.bodyCZ]>O.O)
pos_bodyCZ] • body_radio;
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pos_bodyrZl • -b~dy_radius;

if ( pOI_bodyrzl<o.O)
pos_bodyrZl • O.Oi

WTobject_loca12vorld(body->torso. pas_body. pOS)i
}

4.3 Creating an instance of the hand abject class

To construct a new hand the following parameters are needed: hand dimension, color:

texture and hand type (left or right). These basic parameters can then be used to shape

the hand elements: palm, fingers, sensitive-skin, and bounding abjects. This includes

determining the: spacing, width, length, thickness and displacement of these elements.

The hand initializatian process invoh·es allocating memory, setting ftags and assigning

labels ta each element of the hand 50 it can he distinguished and referenced correctly.

The process of hand creation involves building each element of the hand independently

and then assembling ail the parts with defined relationships between them. Thus, when

the elements are created the)' are placed correctly relative to each other. Pivots and

attachments are then defined and added between the elements. Figure 3.8 shows this

very clearly.

4.4 Hand Functionality

One important functionality of the hand is finger rotation which is present in most actions

involving hand manipulation such as grabbing.

The parameters needed for the finger rotation process are the hand, the target finger

index, and the amount of fle.."< detected by the sensor. The finger flex value detected

is used in conjunction \Vith a table containing a set of minimum and ma.ximum flex

values. The values provided in the table help limit the range in which finger flex values

are processed and thus help eliminate noise problems. If the flex value is less than the

minimum indicated in the table the finger is set at zero angle which correspond to the

open finger posture. If the flex value is higher than the maximum indicated in the table

75



•

•

then the finger is set to ma.ximum angle which correspond to the closed finger posture.

In any other case the finger is rotated according to the flex value.

The process of rotating the fingers is not a trivial process. This is due to the fact that

the hand changes orientation continuously. In order to perform such a rotation correctly

the following is done:

• Store the present hand orientation;

• Reinitialize the hand orientation ta its value at creat.ion time (zero rota­

tion);

• Rotate the fingers according to the sensors Rex \"alues

• Rotate the hand using the orientation parametcrs stored.

Once the rotation is done the proccss tests for any collisions. If the fingers or the palm

collide \Vith an object in the VR world, the object is warned of the collision and flagged

as touched. The process then checks to see if the collision results in a grab posture.

Figure 4.3 illustrates both situations, Le. the totlch and grasp positions.

(a) (b)

•

Figure 4.3: The hand grasping the brush: (a) the touch position, (h) the grasp
position

Another process ensures that none orthe band parts penetrate through tbe objects by

restoring the finger flex value and palm position to tbeir previous values once collision is

detected. This was added in response to users' feedhack wbere they were frustrated when
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the object grasped penetrated through their virtual hand. In the present implementation

of this process, the hand can rotate freely around the touched abject. Although, the users

did not consider this ta he a real drawback, a more sophisticated algorithm is needed to

constrain the hand orientation in a more realistic manner.

As mentioned in chapter 3, audible sound feedhack is delivered ta the user every time

he touches an intelligent abject. The effect of audio feedback and stereo vision on distance

evaluation and object manipulation in the 3D environment is depicted in Table 4.1 where

suhjects were asked ta describe their impressions using one of the following descriptors:

Excellent, Good, OK, Bad, or Frustrating. The subjects referred to in this table are

volunteers who tested the system. 'Vith the exception of t·subject #r', the volunteers had

no real experience with VR systems. The volunteers were asked ta reach and grasp five

different abjects: a brush, a grindstone, a rough-file, a box, and a sphere. They repeated

the task four times, one for each combination of audio and visual feedhack presence as

shawn in Table 4.1. The users feedhack shows how they appreciated the sound feedback

feature and found that it really removes the frustration of selecting (touching) the abjects

ta be manipulated.

~i[ost valunteers, \Vith the exception of "Subject #3", showed sanIe impro\·ement

when using stereo \·ision. "Subject #3" simply did not succeed in seeing the 3D depth

provided by the shutter glasses. The others round this depth cue helprul in e\'aluating

distance as weil as in locating and touching objects.

"Vith both audio and visual feedhack the users showed great satisfaction. Users, as

expected, were able ta cape with the lack of tactile feedback. They adapted ta the

task presented using the available resources. However, when asked whether they would

appreciate the addition of tactile feedback they responded positively.

4.5 Manipulated objects

In arder to improve the video frame rate performance of the VR simulation, abjects have

been divided into two categories: Static and Dynamic objects. The static abjects are

objects that do not move and that can not be manipulated. On the other hand, dynamic
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Experimental conditions: Subject #1 Subject #2 Subject #3 Subject #4
\Vith no audio feedback or stereo vision, how' weil is:

DIStance evaluatlon OK Bad OK Bad
abject location and touching Bad Frustrating Bad Bad

abject grasping Bad Frustrating Frustrating Frustrating
\Vith stereo vision, how well is:

Distance evaluatlon Good Good OK Good
abject location and touching Good OK Bad 0(

abject grasping Good Bad Frustrating OK
\Vith audio feedback, how well is:

Distance e\'aluatlon OK Bad OK Bad
abject location and touching Good OK Good Good

abject grasping Excellent Good Excellent Good
\Vith both audio feedback and stereo vision

Distance evaJuation Good Good OK Good
abject location and touching Excellent Cood Good Excellent

abject ~aspinK Excellent Good Excellent Excellent

Table 4.1: User ratings for abject grasping \Vith audio feedback and stereo
vision

objects are abjects that can moye and be manipulated by the VO. This classification

reduces overhead associated with checking aIl the abjects in VR world fol' manipulation

tasks.

The manipulated abject class from which the abject instances are created, contains

more llseful information than what is a,·ailable \Vith the basic static abjects. This ad­

ditional information gives the manipulated abjects the advantage of understanding the

wodd around them and thus simplifies most of the tasks involving manipulation of such

objects.

Basic constructors \Vere created to instantiate simple abjects such as a box or a sphere

as weil as more complex abjects that are loaded fram a 3D representation file \Vith .nff

of .obj formats.

The grasp function checks against a predefined acceptable hand posture which in­

c1udes the palm and a fingers position and orientation when touching the object. If such

a posture is found the object gets ~'attached" to the associated hand. The intelligent

abjects knaw enaugh about the external world so as to take the appropriate decisions

and actions. Thus different abjects can demand different hand grasping postures. Fur­

thermare, special abject constructars were made available that would accept a default
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grasp position and orientation as part of their parameters. These parameters would then

be stored in the corresponding object's default grasp position and orientation attributes.

The default position and orientation attributes can then be used to automatically posi­

tion the object in the user hand when the "precise grasp" ftag, which is part one of the

object's c1ass parameters, is enabled at initializion time. Its job is to facilitate the use of

such tools since they would be correctly held.

Our yolunteers were asked to grab two similar brushes distinguished by their calars,

a green brush with the L'precise grasp" feature on, and a brown brush with the feature

disabled. They were then asked to perform the clean wire action using each brush in turn.

Ali users but #1, felt more comfortable when working with the green brush. They had

no problem in grasping the brown brush. Hawever, using the brown brush, they needed

ta adjust theil" grasp more than once before they could dean the wire comfortabIy. User

#1 wanted to be more in control and did not Iike the concept of being constrained ta

one grasping posture. From the camments received, we can say that the automatic grasp

feature, although un-naturaI, is \·ery helpful by showing that the system is responsh'e ta

the trainees actions and understands their intentions.

4.6 Physics laws

The purpose of these algorithms is to build a basis for the virtual enviranment that is

similar ta the real world. Ta do 50 we chose to start by incorporating the concept of

gravity which is one of the essential forces that affects abjects in the real world. Once ail

the physical laws are adapted to the VR world it would become more realistic and the

user would thus feel more immersed.

The gravity task exercises a downward pulling force on ail the abjects in the \'R world.

Thus, ail objects that are not constrained should drop vertically untH they reach the

L·terrain" or until they beeome constrained. The falling movement must be accompanied

with a simulation of acceler~tion. This introduees a problem sinee acceleration in our

~ world means bigger steps \vhich means that the object might cross another object

without even detecting it due to the nature of the collision detection funetions. Thus
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an algorithm \Vas developed 50 that the bounding boxes expand and shrink dynamically

according ta the velocity at which the abject is falling. \-Vhen the object is moving

at a higher speed its awareness of the external world increases 50 that it can take the

appropriate actions in time.

In addition ta free falling vertically, once an abject hits the flaor, it is supposed ta

reach a stable posture. Thus proper rotations are performed sa as to align the abject

with the "terrainJ1
•

AlI four volunteers appreciated the presence of gravity. They felt more immersed and

discovered new ways of handIing the abjects around them, taking full advantage of the

gravity feature. 'Vith the gravity feature, the liser can lift and drop objects, stack them

on top of each other, or on his hand. Essentially the en\'ironment became alivet

4.7 Peripherals

Navigation in the 3D environment is achieved on two levels: na\'igation of the \,·O·s body

and navigation of the \ro's hands. The Pedals are used for navigating the body. They

are connected ta the game port of a PC running the 'VIN 3,11 operating system from

which a Tep/IP socket connection transmits the input values ta the SGI. Dri\"ers were

created for the SGI and PC platforms. A sen'er runs on the SGI that permits data ta be

transmitted between the two clients: (1) The PC/pedals client poils the data from the

Joystick port and sends it ta the SGI through the established socket. (2) The SGI/\VTK

client polis the data from the established socket and uses it to position the VOfS body.

The Logitech Red Baron mouse is used ta control the position of the hands. The

driver was already supplied in the \VTK software. As can be seen from table 4.2, the

trainees found the Baron mouse very comfortahle for navigating the hands and prefered

it to ail other devices, namely the 2D mouse and the PowerGlove. As expected the

Pedals device was the best choice for body navigation. The trainees had difficulties at

the beginning ta understand the mapping between the foot movement and the Vü's

movement. However, this difliculty was overcome in a matter of minutes. The users Iiked

the concept of navigation using their feet and that is exactly why the pedals rated better

80



•

•

•

than the joystick.

Ratings of devices Subject #1 Subject #2 Subject #3 Subject #4
For body navigation

Pedals 1 2 1 1
2D mouse 4 5 3 3

Red-Baron 3 3 .. ..
Joystick 2 1 2 2

PowerGlove 5 .. 5 5
For hand navigation

Red-Baron 1 1 1 1
PowerGlove 2 2 2 2

For hand manipulation
~Zgjove L L 1 1

PowerGlove 2 2 2 2
For Ease of adaptability

Pedals .. 3 3 ..
2D mouse 6 5 ·1 6

Red-Baron 3 .. 5 3
Joystick 2 2 2 2
EZglo\'e 1 1 1 1

PowerGlove 5 6 6 5

Table 4.2: Performance ratings of the different peripheral de\'Îces

Along with the Baron mouse attached ta the user hand, a data glove is llsed ta

permit hand manipulation of 3D objects. The gIove's data is pooled by a mini-controller:

HC11 in the case of the PowerGlo\'e, and a Basic Stamp [Slavkoff 1997} in the case of

the EZglove. The mini-controller communicates the data to the SGI through a simple

program which establishes a seriaI connection between the two machines thus pernlitting

a special buHt-in driver (Shaikh 1995] in \VTI( ta poil the data from the mini-controller.

Table 4.2 depicts the subjects ratings of the effect that the different periphel·aI devices

have on the navigation and manipulation tasks. The subjects \Vere asked ta rate the

devices by order of performance accuracy, where 'l' indicates the prefered device. ~Iost

subjects \Vere surprised to find the EZglove, in-house developed device, very accurate.

The EZglove mapped their fingers movement with no noticeable latency. On the ather

hand, the PowerGlove failed to deliver such performance. This latency is due ta the

interpolation algorithm added in the case orthe PowerGloce sensor driver. This algorithm

was necessary in delivering a realistic finger flexion. Voice control was implemented ta

wGrk directly with the expert system. The Verbex 7000 communicates through a seriai
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port \Vith the expert system. This \Vas extremely useful for the help function integrated

in the expert system. The user can receive the replies as voice feedhack which made

the interaction very natural and had an important effect on the immersion level of the

trainee.

Users found the Verbex 7000 hard ta train but very useful once it operates properly.

Although the full syntax grammar was available to the users, they mostly used the short

command functions, mainly the help and next commands.

4.8 Expert System

The expert system described in chapter three was implemented in a servel/client archi­

tecture. The server runs in the background on one of the Unix servers. Every time a

training session is needed the sen'er forks a copy of the expert system to service that par­

ticular session. The client session can be a normal text-based session along \Vith the voice

command interface or it can be called from the virtual reality environment itself where

it communicates \Vith the different monitoring systems. Here tao, the voice interface

is still supported. The text version can currently be run as a Telnet session to min­

erva.ece.mcgill.ca on port 3001. A web interface has also been developed allowing \VITS

ta be operated from a web browser such as netscape at http://eddie.ece.mcgill.ca/\'·its .

Although \VlTS was designed for the purpose of training and monitoring users in the

performance of weldin~ tasks, it can be easily reused for other training systems. Thp

system design is such that the welding task can he represented and modeled through

a step graph in which each node has other nodes as prerequisites. The step graph is

defined in a database file. Hence, the design is applicable ta any training system that

uses a similar step structure. This was demonstrated by developing a French version of

the WITS expert system.
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4.8.1 WITS in French

'\TITS \Vas developed in an English environment at ~[cGill University. However, the

system parser does not really understand English, it actually breaks down sentences into

meaningful fields. The only important field separators are the preposition (with, under:

around, etc.) which are defined as reserved words. Thus if we specify the steps and the

reserved words in French, the system should he capable of understanding French actions.

This capability was demonstrated br modifying the code 50 that the resen'ed keywords

can be defined from the database file directly. Then a French yersion of the database

\Vas laaded inta the system and run. A Rayor of the resulting running system is shawn

in the following excerpt:

atatWITS»prochaine etape ?
Ess.y.r lt.ction suivante:

- KETTRE l.s GANTS

atatWITS»m.ttre les gants
Il vous unque un outil !

atatWITS»obtenir 1.. gants
ata: vous av.z obtenu le. gants

atatWITS»m.ttre les gants
Etape compl.t.. av.c suce••

atatWITS»s. placer le das-au-vent
Etape compl.te. av.c suee.s

atatWITS»proebaines etap.s ?
Es••yer une d•• actions suivant•• :

- HETTRE b. VERRES-PRO'rECTEURS

- VERIFIER. MOULE pour OUVERTURES-ELARGIES .t AJUSTEKENT-IMPRECIS

- VERIFIER. le KOULE pour d•• EGRATIGNURES et CRAQUES

- PROTECCER 1•• CONDUCTEURS et le. OUTILS de la PLUIE av.c un. TOILE en ca. d. forte pluie

- NETTOYER le MOULE avec: UIl PIlIcaU

- EHLEVEll la CORROSION et OXYDATION cl•• SURFACES avec: la KEtJLE

atalwtTS»

Bath the English and French versions of the system were demonstrated to our collab­

orators from Hydra-Québec and ERICO, using both the keyboard and vOlee command

interfaces. They found the demonstration to he impressive and aecurate and \Vere en­

thusiastic about the ongoing development of the VR interface.
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The training program needs to determine whenever one of the welding actions is per­

formed and whether it has been performed correctly. This can be achieved through the

introduction of monitoring agents specifie to the different steps of the welding task.

For instance, when the user needs to c1ean a wire, he simply grabs the appropriate

tool (hrush, file, grindstone). Then he brings it ta the wire and starts c1eaning. The

cleaning agent knows the following: the trainee holds a brush, he is touching the wire.

The agent determines whether the trainee is really trying ta brush the wire. It monitors

if the brush is going along the Iength of the wire while continuously touching it.. Once

the user completes one of the steps of the welding task, the corresponding monitoring

agent informs the expert system. The monitoring agent also gives appropriate fe~dback

to the trainee sa as ta assist and encourage hirn to complete his task successfully. The

monitoring systems are being developed by other members of the ~rcGiIl VR-Lah and

are described in [Kaddoura 1998].

4.10 Performance Evaluation and Future Recommen­

dations

•

The \VITS expert system \Vas designed to satisfy ail its requirements, and its impie­

mentation closely followed the design approach used. The response times obtained on

a SUN Spark EtC \Vere excellent and effectively instantaneous for keyboard and voice

command operations. This prototype version of the system still awaits a comprehensive

review ta confirm its effectiveness as a training environment for welding procedures and

standards. However aoy updates or modifications that may he necessary can easily he

implemented at the database file level. The next version of the expert system should sup­

port full multi...user team capabilities that would allow collahorative work in performing

the training task. This extension should also allow the introduction of a Virtual Teacher

in the VE that would be controlled by a real teacher who cao then interact on-line \Vith

the Traioees. The current design of the expert system took into account these future
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enhancements as mentioned in chapter 3.

The VR interface tests \Vere based on users appreciation of the navigation and inter­

action of the va for \VITS. As seen previously, Tables 4.2 and 4.1, users had prefel'ences

for specifie devices such as the pedals for the navigation task and the EZglove for the

manipulation task. Also users appreciated the presence of gravity in the en\'ironment as

weil as the use of audible feedback. Along \Vith user rating, it is appropriate ta present

the performance of the \'R system in terms of frame updates per second relative to the

complexity of the environment, the number of dynamic abjects and number of polygons.

Tables 4.3 and 4.4 show sorne test results.

Run No. :\0. of Polygons No. of Objects Performance (Frames/Second) Comments
1 6 2 68.5 Terrain
2 24 .. 48.5 Terrain + Cube
3 108 4 42.5 Terrain + Screw
4 114 6 28.1 Terrain + Cube + Brush
5 126 6 35 Terrain + Cube + ScreW'
6 164 6 35.6 Terrain + Cube + Spht'rt>
7 216 8 23.5 Terrain + Cube + Brush + Screw
8 266 8 25 el tools
9 356 10 20.3 5 tools
10 457 12 18.9 6 taols
11 584 Loi L4.7 7 taols
12 710 16 13.9 8 tools
13 784 18 11.9 9 tools
14 834 20 11.2 10 tools
15 1048 22 9.9 Il tools
16 1088 24 9.1 12 tools
17 1253 26 8.7 13 tools
18 1440 28 7.9 14 tools
19 1466 30 .... 15 tools'.1
20 2102 110 5 15 tools + Body
21 2593 139 3.1 Ali taols + station 003
22 4019 175 1.4 Ail tools + station 00 1

Table 4.3: Performance ratings of the graphical simulation

Table 4.3 compares the frames per second performance of the system to the number of

objects present in the virtual environment. Special functions were created that permited

the addition of objects to the simulation environment on the Ry. Thus the tests started

with the terrain object which itself is formed of two objects. Later on, tools \Vere added

to the terrain such as the screw and brush. The operator virtual body consisting of the

hands and torso was then added. Finally, the electrical station with varying complexity
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Run No. Gravity Manipulation No. of No. of Performance Comments
function function Polygons Objects {Frames/Second} Comments

1 no no 520 71 13.3 Terrain + Brush
2 yes yes 520 71 13.3 Terrain + Brush
3 no no 1258 87 11 Terrain + 8 tools
4 no yes 1258 87 10 Terrain + 8 tools
5 )'es no 1258 87 7 Terrain + 8 toots
6 no no 3175 132 L.7 StationOOI added
7 no yes 3175 132 1.7 StationOOI added
8 }'eS no 3L75 132 1.4 StationOOi added
9 )'es yes 3175 132 1.4 StationOOI added

Table 4.4: Effect of the gravity and manipulation functions on performance

was added to the simulation endronment, (station 003 being having much less details

than stationOOI). Note that the ;ONo. of Objects~· field is always double the nunlber of

element present under the "Comments~' field. This is due to the fact that each element

added has a bounding box object attached ta it.

Table 4.4 is similal' ta Table 4.3 except that it emphasises on the gra\'ity and

manipulation functions and shows ho\\" they affect the frame per second perfornlance.

The conclusion from the tests results in' tables 4.3 and 4.4 is that the bottleneck

of the performance is the number of polygons rendered not the procedures running in

the simulation loop. If we want ta have a real-time responsive systenl for the more

complex environments we definitely need better computer hardware to increase the CPU

processing power and the graphical card performance. Apart from the number of polygons

we can see from Table 4.4 that sorne gain couId be achieved by improving the gl~avity

algarithm. Looking closely at Table 4.4 we can see that the performance is really not

affected when only one tool object is present in runs I and 2. However \Vith 8 ~ools are

present, the effect is more noticeable in run~ 3 to 9. This observation can be explained

by the fact that the gravity and manipulation functions are run for each abject tool

present in the environment. Thus it would be very advantageous ta have a single "agent"

monitoring these taols and calling the appropriate task functions ooly when needed.

Other than the requirement mentianed above, the WITS virtual interface could

greatly be improved by induding the following features:
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• Improved algorithms to control the mapping of the ditrerent input devices'

data. For example the auto-calibration of the EZglove to track the user's

fingers movements \Vith increased resolution. AIso, auto-adjustment of

the perlais sensitivity should take into account the intention of the user

optimize his traveling time. \Vhen the user is continuously moving with

maximum displacement, the system should increase the steps sizes until

the user slows do\vn.

• Additional laws of physics laws other than gravity such as friction, wind

and inertia, should he incorporated to add more realism to the \TE.

• Nfore sensors should be incorporated to allo\\' the addition of the different

human parts. This could also include the addition of force-feedback devices

that would permit more precise and realistic manipulations to take place

in the VE.

• wfonitoring systems are needed to track the user actions and to provide

him \Vith feedhack and help. These are currently under development .
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Chapter 5

Conclusion

This thesis has presented 'VITS, a \Velding Intelligent Tutoring System for training

operators ta carry out electrical station grounding installations using alumino-thernlal

\Velds. The modular design combines a rule based expert system and a 3D \"irtual reality

simulation environment.

The expel·t system developed allows two basic modes, tutorial and demonSll'ution

modes, along with help and eyaluation mechanisms included for better self-instruction.

The expert system is interfaced with the Virtual En\~ironment which is developed to

allow performing the welding procedures in a virtual reality environment.

The expert system uses a rule-based or non-procedural approach in conjunction with

object-oriented methods. This allows easy adaptability to changes and updates ta the

welding procedures when required. The design allows the system ta be easily adapted ta

other similar training courses.

Another achievement of this research \Vas the design of the McGill va as a stand

alone interface that can be introduced in any virtual environment. The McGill va
permits the user to interact and affect the synthetic world in real-time VR applications.

This research concentrated on the VO's bands since these are the mast deXtrous parts

of the human body. The hands are necessary for the performance of precise and delicate

manipulations such as the welding procedures and other complex tasks. The innate

naturalness, adaptability, and dexterity of the band interface improves the feeling of
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immersion in the \'R world by adding an important dimension of realism to it.

In addition to the rvrcGill VO, the \TE contains intelligent objects that hold sorne

notion about the environment that surrounds them. They can react to events in the

world, can he indirectly manipulated, and can permit physics to take part in the virtual

environment. In other words, they understand the world that is around them which

simplifies most of the tasks involving their manipulation.

The system architecture uses abject oriented modular approach which ensures reusabil­

ity and adaptability to other training problems. Each module was implemented \Vith

this approach and thus can be ported to and l'eused in other projects such as the SEDA­

Tl'ansform [Tarn 1998] which also uses the \VITS expert system design methodology.

The overall results are very encouraging. Preliminary evaluations have round that

VR interface interactions are very promising and definitely offer a more exciting learn­

ing environment compared to a textbook based or a 2D click and drag based training

course. The research is continuing in the development of a more comprehensive \·irtual

operator [I(addoura 1998], [Badra 1998].

89



•

•

•

References

[Adam 1993] J. A. Adam, Virtual reality is for real, IEEE Speetrum Ivfagazine, Vol 30,
No 10, Oetoher 1993, pp. 22-29.

[Beaten et al. 1987] T. J. Beaten, R. J. DeHoff, N. \Velman and P. H. Hildebrandt, An
evaluation of input devices for 3-d computer display workstations, Proeeedings of SPIE
- The International Society for Optical Engineering, Vol 761, pp. 94-10l.

[Badra 1998] F. Badra, Real-time immersive articulation of the human body in the ·~VlTS

virtual training enviranment, ~tEng. Thesis, Eleetrical and Computer Engineering
Departement, ~\'reGill University, to be submitted July 1998.

[Bagiana 1993] F. Bagiana, Tomorrow's space: Journey to the virtual worlds, Conlputers
and Graphies, 1993, \'01 17, ~o 6, pp. 683-690.

[Beck and al. 1996] J. Beek, ~r. Stern, E. Haugsjaa, Applications of Al in education,
AC~I Crossroads, Issue 3.1, FaU 1996, ACN[ Press, New York, NY, pp. 11-15.

[Bejczy and Salisbury, J r. 1983] A. I{. Bejczy, and J. k. Salisbury, J f., Controlling re­
mote manipulators through kinesthetic coupling, Computers in NIeehanical Engineering,
July 1983, pp. 48-60.

[Brooks 1989] N[artin Brooks, The DataGlove as a man-machine interface for roboties,
The Second IARP \Vorkshop on wfedieal and Healthcare Roboties, Newcastle upon .
Tyne, UI{ September 5-7, 1989, pp. 213-225.

[Bryson et al. 1994] S. Bryson, S. Feiner Research frontiera in virtual reality, proceedings
of SIGGRAPH 94, Orlando, Florida, July 24-29, 1994, Computer Graphies Proceed­
ings, Anoual Conference Series, 1994, ACrvf SIGGRAPH, pp. 473-474.

[Buc 1994] N. Buc, D. Paris and T. Izumi, Simulation of the landing of a re-entry vehicle
using euroaim, ESA Bulletin August 1994, No 79, pp. 27-33.

[Buxtan 1990) W. Buxton, The prgmatics of haptic input, April 1990, ACM CHI'90
Tutorial Notes 26, Seattle, \VA.

[Card 1991) Card, Orson Scott, Ender'a game, New York, N.Y., T. Doherty Associates,
1991.

90



•

•

•

[Card , English and Burr 1979] S. K. Card, \V. K. English and B. J. Burr, Evaluation of
mouse, rate-controlled isometric joystick, step keys, and text keys for text selection on
a CRT, Ergonomies, 1979, Vol 21, No 8, pp. 601-613.

[Carroll and Campbell 1988] J. Nf. Carroll, and R. L. Campbell, Artifacts as psychologi­
cal theories: The case of human-computer interaction, RC 13454, #60225, 1988, IBN[
Research Division, T. J. \-Vatson Research Center, Yorktown Heights, NY.

[Chin and Sheridan 1989] JC P. Chin, and T. B. Sheridan, The effect of force feedback on
teleoperation, "Vork \Vith computers: Organizational, management, stress and health
aspects, Elsevier Science Publishers B.V., Amsterdam 1989~ pp. 505-51l.

[Coull 1992] T. Coull, VR applications: From wall street to rehabiIitation, YVeseon Con­
ference Record, 1992, Los Angeles, CA, \'01 36, pp. 399-402.

[DeFanti and Sandin 1977] T. A DeFanti, and D. J. Sandin, Final report to the national
endowment of the arts, US NEA R60-34-163, University of Illinois at Chicago Cil-cie
1977.

[Delp 19901 Delp An interactive graphics-based model of the lower extremity to study
orthopaedic surgical procedures, IEEE Transactions on Biomedical Engineering, 37(8),
August, 1990, Special issue on interaction with and \'isualization of biornedical data.

[Durkin 19961 J. DUl'kin, Exper·t systems: A view of the field, IEEE Expert, Vol Il, No
2, Apl'. 1996, IEEE CS Press, Los Alamitos, CA.

[IBivr 1998] m~[, Advances in hu.rnan language technologies, An IBLVf \Vhite Paper
(11/97).

[Durlach 19891 N. T. Durlach, Research on reduced-capability human hands, Proposai ta
office of Navel Research, 1vLT.T. Research Labaratory of Electronics, Cambridge, ~rA
1989.

[Eberl 1994] U. Eberl, Erstjlug im computer, Dailmer-Benz High Tech Report 1/95,
Stuttgart, Germany 1994, pp. 40-47:

[Eglowstein 1990] H. Eglowstein, Reach ou.t and touch your data, Byte, July 1990, pp.
283-290.

[Enderle, Kansy and Pfaff 1984] G. Enderle, 1(. Kansy and G. Pfaff, Computer graphies
programming: GKS - the graphies standard, Springer-Verlag, 1984, New York.

[Esposito 1993] C. Esposito, Virtual reality research at BOEING, \Vescon Conference
Record, 1992, Los Angeles, Vol 36, pp. 17-22.

[Feiner and Beshers 1990] S." Feiner, and C. Beshers, Visualizing n-dimensional virtual
worlcLs with n-vision, Computer Graphies, Proeeedings 1990 Symposium on Interactive
Graphies, Mareh 1990, pp. 37-38.

91



•

•

•

[Fels 1990] S. S. Fels, Building adaptive interfaces with neural net1Uorks: The glove-talk
pilot study, Teehnieal Report CRG-TR-90-1, Department of Computer Seïence! Uni­
versity of Toronto February 1990.

[Fisher et al. 1986} S. S. Fisher, !vI. lvfcGreevy, J. Humphries and \V. Tobinett, Vir­
tuai environment display system, Proc. 1986 AC~,r \Vorkshop on Interactive Graphies,
Chapel Hill, NC October 23-24, 1986, pp. 77-87. .

[Fisher 1989} S. S. Fisher, Virtual environmentst personal simulation & telepresence,
ACN[ SIGGRAPH '89 Course Notes #29, Implementing and interaeting \Vith real­
tirnc microworlds, July 31, 1989.

[Fitts 1954] Fitts, P. ~r., The information capacity of the hurnan motor syste'm in C071­

troUing amplitude of movement, Journal of Experimental Psychology, 1954, \·poi 47, No
6, pp. 381-391.

[Flach 1990] J. ~L Flach, The ecology of human-machine systems l: lntroduction. Eco­
10gical Psychology, 1990, \Toi 2, No 3, pp. 191-205.

[Foley et al. 1996} J. D. Foley, .-\. \Tan Dam, S. K. Feiner, and J. F. Hughes, Computer
Graphies: Principles and Practiee, .-\ddison-\Vesley Publishing Company, Inc., 1996.

[Foley and \Vallace 1974] J. D. Foley, and \T. L. \Vallace, The art of natural graphie rnan­
machine conversation, Proceedings of the IEEE, April 1974, \Toi 62, ~o 4t pp. -l62--!71.

[Laliberté et al. 95] X. Troussaut, A. Di Vincenzo, and R. Laliberté, Cours ri ·llydro­
Québec de soudage alumino-thermique, Hydra-Québec, édition mars 1995.

[Ginsberg and ~;[axwel1 1983] C. ~r. Ginsberg, and D. ~Taxwell, Graphical rna'rionettet

Proc. AC~\'[ SIGGRAPH/SIGART \Vorkshop on ~Iotion Toronto, Canaday April :983,
pp. 172-179.

[Grinles 1983} G. J. Grimes, Digital data entry gloue interface device, United States
Patent 4,414,537, Bell Telephone Laboratories, ~\'Iurray Hill, NJ No\Oember 8t 1983..

[Hall 1985] J. A. Hall, The human interface in three dimensional computer art space!
Unpublished NISVS Thesis, ~Iedia Lab, Massachusetts Institute of Technology, Cam­
bridge, Octaber 1985.

[Hitchner 1992] L. Hitchner, The NASA ornes virtual planetary exploration testbed,
"Vescon Conference Record, 1992, Los Angeles, CA, Vol 36, pp. 376-38l.

[Hodges 1992] L.F. Hodges, Thtorial: Time-multiplexed stereoscopie computer graphies,
IEEE Computer Graphies and Applications, 1992, Vol 12, No 3, pp. 20-30.

[Halzer 1994] R. Halzer, U.S. debates livefire vs. simulation, Defense News, V.S., August
1-1, 1994, pp. 22-23.

92



•

•

•

[Hong and Tan 1989} J. Hong, and X. Tan, Calibrating a VPL DataGlove for teleop­
erating the Utah/MIT hand, Proc. IEEE International Conference on Robotics and
Automation, April 1989, San Fl·ancisco, CA, pp. 1752-1757.

[Hughes et al. 1989} P. J. Hjughes, D. G. Alciatore, J. T. O'Connor and A. E. TraVel\
Construction manipulator operation with tlergosticks n, Work with computers: Orga­
nizational, management, stress and health aspects, Elsevier Science Publishers B.V.,
Amsterdam 1989, Proceedings of HCI'89, Boston, Mass., pp. 571-578.

[Hunter 1993} I. Hunter, A teleoperated microsurgical robot and associated virtual envi­
ronment for eye surgery, Presence, 1993, Vol 2, No 4, pp 265-280.

[Jacobsen et al. 1986} s. C. Jacobsen, E. k. l\'ersen, D. F. I(nutti, R. T. Johnson and
1(. B. Biggers, Design of the Utah/kflT dexterous hand, Proc. IEEE International
Conference on Robotics and Automation, April 1986, San Francisco, CA, pp. 1520­
1532.

[Hutchins, HoUan and Norman 1986} E. L. Hutchins, J. D. HoUan and O. A. Nornlan,
Direct manipulation interfaces, Usel· centered system design, 1986, Lawrence Erlbaum
Associates, Inc., Hillside, NJ, pp. 87-124.

[Jones 1995} C. Jones, Virtual reality moves mountains with ~VorldToolKit, Silicon
Graphies \Vorld, June 1995, \!ol 5, No 6, pp. 7-8.

[Kaddoura 1998} ~L le I\:addoura, Aloniloring human interaction in the U'7TS virtual
reality f1'aining e71.vironment, ~LEng Thesis, Electrical and Computer Engineering De­
partement, ~IcGill University, ta be submitted July 98.

[Katz and al. 1996] S. Katz, A. Lesgold, Towards the design of more effective fuluisors
for learning-by-doing systems, Proc. Intelligent Tutoring Systems, ITS 96~ \Tontreal,
Canada, June 1996, Springer-\Terlag, Berlin.

[Kaurman and Yagel 1989] A. I\:aufman, and R. Yagel, Tools for interaction in three
dimensions, Work \Vith computers: Organizational, management, stress and health
aspects, Elsevier Science Publishers B.V., Amsterdam 1989, Proceedings of HCI ·89,
Boston, pp. 469-475.

[Kilpatrick 1976] P. J. Kilpatrick, The use of kinesthetic supplement in an interactive
system, Unpublished doctoral dissertation, Computer Science Departement, University
of North Carolina et Chapel Hill 1976.

[I{leinfeld 1995] R. Kleinfeld, Stepping through a computer screen, disabled veterans sa­
var freedom, New York Times, March 12 1995.

~{elly, Heilbrun and Stacks 1989] K. Kelly, A. Heilbrun and B. Stacks, An interoiew with
Jaron Lanier: Virtual reality, \Vhole Earth Review, Fall 1989, pp. 108-119.

~(ohonen 1984} T. Kohonen, Self-organization and associative memory, Springer-Verlag
1984.

93



•

•

•

[I(ozak 1993] J. J. J<ozak, P. A. Haneoek, E. J. Arthur and S. T. Chrysler, Transfer of
training from virtual reality, Ergonomies, 1993, vol 36, No 7, pp. 777-784.

[J(ramer and Leifer 1989] J. Kramer, and L. Leifer, The talking giove: An expressive and
receptive "verbal" communication aid for the deaf, deaf-blind, and nonvocal, Depart­
ment of Electrical Engineering, Stanford University, 1989.

[I<rueger 1990] ~r. \V. I(rugger, Artificial reality (2nd ed.), Addison-\Vesley Reading, ~[A
1990.

[Laurel 1986] B. K. Laurel, Interface as mimesis, User Centered System Design, 1986,
Lawrence Erlbaum Associates, Ine., Hillside, NJ, pp. 67-85.

[Lvlachover 1990] T. ~Iachover, Flora, Bridge Record Ine, 1990.

[Nlakower, Parnianpour and Nordin 1990] J. ~[ako\Ver, j\L Parnianpour and ~L Nordin,
The validity assessment of the dexterous hand master: A linkage system for the rnea­
surement of joints in the hand, Abstraets of the First \Vorld Congress of Biomechanics
(Volume II), La Jalla, California, September 1990, pp. 338-339.

[~I[ann and Antonsson 1983] R. \V. ~\'[ann, and E. !(. Antonsson, Gait analysis-precise,
rapid, automatic, 3-d position and orientation kinematics and dynamics, BULLETIN
of the Hospital for Joint Diseases Orthopaedic Institute, XLIII (2), 1983, pp. 137-146.

[i\larcus and Curchill 1988] B. A. ~1arcus, and P. J. Churchill, Sensing human hand mo­
tions for controlling dexterous robots, The Second Annual Space Operations Automa­
tion and Robotics \Vorkshop, held at \Vright State University, Sponsored by NASA
and USAF, July 20-23, 1988.

[~lason and Salisbury, Jr. 1985) Nf. T. Nrason, and J. D. Salisbury, Jr., Robot hands and
the mechanics of manipulation, ~r.I.T. Press, Cambridge, NrA 1985.

[Nfinsky 1980] NI. ~nnsky, Telepresence, Omni, June 1980, pp. 45-50.

[Nemire 1994] K. Nemire, A. Burke and R. Jacoby, Human factors engineering of a
virtual laboratory for students with physical disabilities, Presence, 1994, Vol 3, No 3,
pp. 216-226.

[Okapuu-von Veh 96] A. Okapuu-von Veh, A. Shaikh, E. Garant, A. S. Malowany Design
and operation 01 a virtual reality operator-training system, Paper 96\V1vf P\VRS, IEEE
Winter Power Meeting, Baltimore, MD, Jan. 1995, pp. 157-163 and IEEE Transactions
on Power Systems, Aug. 1996, Vol Il, No 3, pp. 1585-1591.

[Okapuu-von Veh 96] A. Okapuu-von Veh, Sound and vision: Audiovisual aspects of a
virtual reality personnel training system, M. Eng. Thesis, MeGill University, Montreal,
QC, July 1996.

94



•

•

•

[Ouh-young 1990] M. Ouh-young, Force display in molecular docking, Unpublished doc­
toral dissertation (TR90-004), Department of Computer Science, University of North
Carolina at Chape1 Hill, February 1990.

[Pao and Speeter 1989] L. Pao, and Thomas H. Speeter, Transformation of human !land
positions for robotic hand control, Proe. IEEE International Conference on Robotics
and Automation, April 1989, San Francisco, CA, pp. 1758-1763.

[Peters 1995] T. NI. Peters, Recent developments in medical imaging, IEEE Seminal' Se­
ries, McGill University, Department of Electrical Engineering, ~{arch 9, 1995.

[Piantanida 1992] T. Piantanida, Practical applications of virtual reality, \Vescon Con­
ference Record, 1992, \Velson, Los Angeles, CA, Vol 36, pp. 388-396.

[Pieper 1992] S. D. Pieper, CAPS: Computer-Aided Plastic Surgery, PhD Thesis, Febru­
ary 1992, ~Iedia Lab, w[assachusetts Institute of Technology, Cambridge.

[Poizner et al. 1983] H. Poizner, E. S. Klima, U. Bellugi and R. B. Livingston, , Proc.
AC1vI SIGGRAPH/SIGART \Vorkshop on wfotion, TOl:onto, Canada, Apri11983, pp.
148-171.

[Purcell 1985] P. Purcell, Gestural input to interactive systems, Computer Bulletin,
September 1985, pp 3-7.

[Raab et al. 1979] F. H. Raab, E. B. Blood, T. O. Steiner and H. R. Jones, lvfagnetic
position and orientation tracf..:iTLg system, IEEE Transactions on Aerospace and Elec­
tronic Systems, AES-15, September 1979, pp. 709-718.

[Regian and al. 1997] 'V. Regian, Point paper on ICAI, Armstrong LaboratOlJt Brooks
Air Force Base, April 1997,
''http://,,,,\n,v.brooks.af.mil/AL/HR/ICAI/icaitap/icaitap.htm'' .

[Roos 1995] J. G. Roos, ls it for real? The rush ta trainig simulation, Armed Forces
Journal International, January 1995, pp. 24-26.

[Rheingold 1992] H. Rheingold, Virtual reality: The revolutionary technology of
computer-generated artificial worlds - and how it promises to transform society, A
Touchstone Book, Published by Simon and Schuster, Ne\v York 1992.

[Sagar et al 1994) M. A. Sagar, O. Bullivant, G. D. Mallinson, P. Hunter and I. \V.
Hunter, A virtual environment and model of the eye for surgical simulation, Proceed­
ings of SIGGRAPH 94, Orlando, Florida, July 24029, 1994, Computer Graphies Pro­
ceedings, Annual Conference Series, 1994, ACM SIGGRAPH, pp. 205-212.

[Selcom] Selcom IDe., Southfield, MI, USA; a division of Selspot, AB, P.O. Box 250,
433 25 PartHie, Sweden.

95



•

•

•

[Shaikh 1998] A. Shaikh, Alternative manipulation devices and stratefies in a virtual real­
ity operator-training system, rvr. Eng. Thesis, wfcGill University, ~/[ontreal, QC, ~Jarch
1997.

[Shaikh 1995] A. Shaikh, A. Okapuu-von \Teh, E. Garant, A. S. N[alowany Alternative
manipulation strategies in a virtual reality training system, Canadian Conference on
ElectricaI and Computer Engineering, Le Centre Sheraton, Nfontreal, QC, September
1995, pp. 788-792.

[Sheridan 1989] T. B. Sheridan, Merging mind and machine, Technology Review, Octo­
ber 1989, pp. 33-40.

[Shneiderman 1983] B. Shneiderman, Direct manipulation: A step beyond progra"~ming

languages, IEEE Computer, August 1983, Vol 16, No 8, pp. 57-69.

[Shute and al. 1990] V. J. Shute, and R. Glasel" A large-scale evalualion of an intelligent
discovenJ world: Smithtown, Intel·actÏ\·e Learning Environments, \!ollt No l, 1990t pp.
51-77.

[Shute and al. 1997] V. J. Shute, and J. Psotka, Intelligent tutoring systerns: pastt

present, and future, Handbook of Research on Educational Communications and Tech­
nology, Scholastic Publications, 1995,
..http://w\\".v.hrooks.af.rnil/AL/HR/ICAI/its/its.htm...

[Sowizral 1995] H. Sowizral, Tutorial: An Introduction ta Virtual Reality, \Tirtual Reality
Annual International Synlposium t 1995.

[Stanney 1995] I{. StanneYt Realizing the Full Potential of Virtual Reality: Hurnan Fac­
tors Issues Than Could Stand in the Way, IEEE Proceedings of the \'irtual Reality
AnnuaI International symposium in Research Triangle Park, NC, :\farch 11-15, 1995,
pp. 28-34.

[Slavkoff 1997] E. Slavkoff, Articulating human hands and manipulating objects in virt'ual
environments, ~r. Eng. Thesist NfcGill University, ~rontreal, QC, July 1997.

[Stefik 1995] ~r. Stefik, Introduction to knowledge systems, l\trorgan I{aufmann, San Fl"an­
cisco, CA, 1995.

[Speeter 1989] T. H. Speeter, Transforming human hand motion for telemanipulation,
Technical Memorandum submitted to IEEE-SMC 10/89, AT&T Bell Laboratories,
Holmdel, NJ Sept. 19, 1989.

[Sturman 1994) D.J. Sturman, and O. Zeltzer A survey of glove-based input, IEEE Com­
puter Graphies and Applications, Vol 14, Jan. 1994, pp. 30-39.

[Sturman 1992] D.J. Sturman Whole-hand input, Doctoral Thesis, rvrassachesetts Insti­
tute of Technology, February 1992.

96



•

•

•

[Takahashi and {{ishino 1990} T. Takahashi, and F. {(ishino, Hand gesture cading baaed
on experiments 'Using a hand gesture interface device, Technical Report, ATR Commu­
nication System Research Laboratories, {(yoto, Japan 1990.

[Takemura, Tomono and Kobayashi 1988) H. Takemura, A. Tomano and Y. Kobayashi,
An evaluation of 3-d abject painting 'Using a fields sequential stereoscopie display, Pro­
ceedings Graphies Interface '88, Edmonton, 1988, pp. 157-163.

[Tarn 1996} E. Tarn, P. Allard, ~1. {(. Kaddoura, ~L Faraj, A. l\{ourad, and A. S. ~fal­

owany WlrS: A reusable architecture for a VR-based ITS, vVorkshop Proc., Intelligent
Tutoring Systems, ITS 96, rvfontreal t Canada, June 10-12 1996.

[Tarn 1998] E. Tarn, A web-hased virtual environment for operator training, Nf. Eng.
Thesis, l\IcGill University, tvIontreal, QC, November 1997.

[Thorpe 1987) J. A. Thorpe, The new technology of large scale simulator networking:
lmplications for mastering the art of warfighting, Ninth Interservice Industry Training
Systems Conference, 1987.

[\Tanderheiden 1994] G. C. Vanderheiden, and J. J\Jendenhall, Use of a two-class modello
ana/yze applications and bamera to the use of virtual reality hy people with disabilities,
Presence, 1994, \Toi 3, No 3, pp. 193-200.

[Vicente and Rasmussen 1990] K. J. Vicente, and J. Rasmussen, The ecology of human­
machine systems Il: Jv[ediating "direct perception" in complex work domains, Ecological
Psychology, 1990, Vol 2, No 3, pp. 207-249.

['Vare 1990} C. \Vare, Using the hand position for virtual abject placement, The \'ïsual
Computer, 1990, Vol 6, pp. 245-253.

[\Vare and Jessome 1988] C. \Vare, and D. R. Jessome, Using the Bat: A six-dirnensional
mouse for object placement, IEEE Computer Graphies and Applications 1988, Vol 8,
pp. 65-70.

[\Veimer and Ganapathy 1989} D. \Veirner, and S. 1(. Ganapathy, A synthetic visual en­
vironment with hand gesturing and voice input, Proceedings CHI'89 May, Seattle, \\:~,

pp. 235-240.

['Vise et al. 1990] S. \Vise, \V. Gardner, E. Sabelman, E. Valainis, Y. \Vong, 1(. Glass, J.
Drace and J. Rosen, Evaluation of a fiber optic glove for semi-automated goniometric
measurements, Journal of Rehabilitation research and Development, 1990, pp. 411-424.

[\Vixon and Good 1987] O. "Vaon, and ~I. Good, Interface style and eclecticism: kIov­
ing beyond categorical approaches, Proceedings of the Ruman Factors Society-31st
Anoual Meeting, 1987, pp~ 571·575.

[Zeltzer, Pieper and Sturman 1989] O. Zeltzer, S. Pieper and D. Sturman, An integrated
g;.aphical simulation platform, Proceedings Graphies Interface '89, London, Ontario
June 1989, pp. 266-274.

97



•

•

•

[Zimmerman et al. 1987] T. G. Zimmerman, J. Lanier, C. Blanchard, S. Bryson and Y.
Harvill, A hand gesture interface device, Proc. Human Factors in Computing Systems
and Graphies Interface (CHI+GI'87), Toronto, Canada April 1987, pp. 189-192.

98


