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Abstract

The component processes specific to simultaneous interpreting and common to
interpreting and listening were investigated. Experienced conference interpreters and
inexperienced bilinguals performed aural-to-oral simultaneous interpreting of a narrative
and a procedure from English into French and then gave a free recall of each immediately
afterwards. A comparison group of bilinguals performed a simple listening task with the
same materials. The texts were on an unfamiliar topic (positron emission tomography)} and
differed only with respect to frame type.

Experience showed a main effect on interpreting measures, (experienced interpreters
performed more accurately), and interacted with text-structure variables that indexed
proposition generation, but did not affect recall. Task did not have a main effect on recall and
interacted weakly with text-structure variables. Text and Text-structure variables had very
strong effects both for the interpreting and the recall measures.

The results were viewed as evidence that interpreting involves the same component
processes as normal listening comprehension rather than constituting a specialized
comprehension skill. Analyses of text-structure variables provided evidence for influence of
high-level conceptual processing and other component processes both on line and off line.
Since there was no evidence that interpreting interfered with comprehension, the qualitative
on-line measures possible in the interpreting task appear to be generalizable to

comprehension under more usual circumstances.
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Resumé

Les processus spécifiques a la traduction simultanée et ceux qu’il y a en commun entre
la traduction et la compréhension auditive ont été étudiés. Des interprétes de conférence
expérimentés ainsi que des sujets bilingues n’ayant aucune expérience de l'interprétation: ont
fait la traduction simultanée du frangais A I'anglais de deux textes: un narratif et une
procedurale, ayant donné un rappel libre des mémes textes immédiatement aprds
Vinterprétation. A titre de comparaison, un groupe de sujets bilingues a executé une tiche de
compréhension avec les mémes textes. Les textes traitaient d’un sujet peu familier (la
tomographie par émission de positrons) et différaient seulement par rapport 4 ses cadres
conceptuels.

L’expérience a affecté isolément, aussi qu’en interaction avec les variables
structurelles indiquant la génération des propositions, la précision des interprétations (les
interprétes plus experimentés ont fait des traductions plus exactes), mais n’a pas affecté le
rappel des textes. Il n'y avait pas de différences significatives entre les tiches; seulement des
interactions faibles ont été trovées entre tiche et structure textuel. Les variables dérivées de la
structure du texte ont exercé des effets trés marquants sur l'interpretation et sur le rappel.

Les résultats es analyses indiquent que linterprétation implique les mémes processus
qui constituent la compréhension normale, au lieu d’impliquer une compétence spéciale.
Etant donné qu‘il n’avait aucune indice d’interférence de l’interprétation sur la
compréhension, les mesures qualitatives disponibles en temps réel lors de Vinterpsétation

pourront tre aussi characteristiques de la compréhension dans des circonstances plus usuels.
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Chapter One

Introduction

Simultaneous translation — the continuous, nearly simultaneous, usually aural-to-
oral, meaning-preserving, rendering of a source-language input text in a target language — is,
to most, a surprising and somewhat mysterious phenomenon. It is surprising in that it is
possible at all, given the number and complexity of subtasks that have to be managed at the
same time, and mysterious in that the mechanisms and processes by which it is carried out
are unknown.

Its practitioners prefer to call it simultaneous interpreting, the term used here,
because they associate transiation (Fr. transcodage) with either the activity of written
translation or that of producing a literal, word-for-word (hence less adequate) oral target-
language version.

In a normal conference setting, interpreters work in a sound-isolated booth with a
window on the proceedings to follow them visually, and with headphones that enable them
to follow them auditorilly. They work in pairs, alternately interpreting for 20 minutes and
resting for 20 minutes, although during the rest period they usually continue to accompany
what is happening or assist their partner with the occasional question. Their work consists in
listening to what the speaker says in the source language and providing an accurate
translation of it into the target language. However, they must do this while the speaker
continues to deliver his text, and nearly simultaneously. They can neither stay too close to
the speaker or they will have difficulty understanding, nor can they lag too far behind or they
will have difficulty remembering what they have understood.  Interpreting, then, is
conceived of as a process which includes normal comprehending of a source-language input
text, translating it, and re-producing it in the target language, rather than some sort of

unthinking word-for-word transposition (Seleskovitch, 1984).
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An important and salient characteristic of the simultaneous interpreting task is its
complexity. At any given point in time, interpreters have to comprehend and translate the
source-language text, as well as formulate, produce and monitor their target-language text, all
while keeping track of the coherence of the original, the accuracy of their translation, the
smoothness of their delivery, and the non-linguistic events in the setting (see e.g., Barik, 1969;
Gerver, 1976; Lederer, 1981). Moreover, all of the subprocesses of interpreting are themselves
quite complex. For example, comprehension involves a large number of different
subprocesses, each with its own representations of the source-language text and its own
operations to be performed on them. The task is even further complicated in practice by
several other factors:

(a) Interpreters are often called upon to interpret texts on technical topics about which
they have little or no prior knowledge. Comprehension of technical texts under much more
favorable circumstances is already quite difficult in the absence of specialized knowledge.

{b) Languages differ very widely in their structure and in the factors that determine
the meaning of a given utterance and the appropriateness of each of the many possible
translations of it.

(c) Interpreting is paced by the speaker rather than by the interpreter. Interpreters thus
cannot translate at a rate that is comfortable for them; rather they are subject to the pace that
the speaker sets.

{(d) Interpreting often occurs in (diplomatic or mediational) settings in which
interpreters’ errors can be very costly (see Thiéry, 1985). Even in less stressful situations,
interpreters are evaluated principally in terms of the precision of their interpreting, so
accuracy has to be maximized.

In spite of the enormous complexity of the interpreting task, however, it is a
commonplace to see or hear interpreters doing it routinely: during debates or speeches in the
House of Commons or the United Nations, international conferences, legal proceedings,
trade negotiations, visits of heads of State, classroom teaching for the deaf (using the
simultaneous communication or Sim-Com method — see e.g., Stewart, Akamatsu &
Bonkowski, 1988) or even regular television programs {as with the sign interpreters on close-
captioned programs). Interpreters in fact perform very well at speeds somewhat slower than
spontaneous speech: at source-language presentation rates of up to 120 words per minute,

interpreters can perform with 90% accuracy (under favorable listening conditions; Gerver,
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1971a,b), while speaking and listening simultaneously 65% to 75% of the time (Barik, 1969;
Chernov, 1978, 1979; Gerver, 1972, 1974a).

The fact that interpreting is so routinely carried out in spite of its complexity raises a
question with important theoretical and practical implications: How do expert interpreters
carry out the subprocesses of discourse comprehension and production to perform
simultaneous interpreting smoothly and efficiently? That is, what constitutes interpreting

skill and what subprocesses are specific to the interpreting task? In other words:

“The crucial question for simultaneous interpreting is [...] how syntactic (language-
specific) and semantic (language-independent) information may be organized in a [...]
bilingual, such as the interpreter, and how this information is accessed and becomes
availal'e during the process [of interpreting]”. (Moser, 1978: 356)

An understanding of only the processes specific to the interpreting task, however,
would still provide an incomplete characterization of the phenomenon. Equally important is
an account of the processes that interpreting shares with normal discourse comprehension.
Thus, interpreting is @.so an important phenomencn for the information it can provide
about comprehension under more normal circumstances, and it offers several advantages as
a task environment for studying comprehension on line.

First, one important way of corroborating any complex psychological model is to
provide evidence that particular component processes specified by the model can be affected
by some experimental manipulation independently of the others. Simultaneous interpreting
1s interesting in this respect because the extraordinary complexity of the task may enable us to
study more subtle disruptions of processing than would be possible, for example, by using
brain damaged patients, and more natural disruptions than would be possible with deviant
texts, for example those containing center-embedded or garden-path sentences. To
demonstrate this, very subtle, but naturally occurring, variations of processing complexity are
examined here,

Second, the interpreters’ nearly-simultanepus production of their translations
provides us with a continuous, on-line measure of some (at present undefined) stage of their
comprehension. If they manage to fully understand the text on line, then the translation will
be a useful on-line measure of the comprehension process that is free from the influences of
post-comprehension memory processes and that reflects more immediately the processing of
a given segment. If interpreters are forced by task demands to curtail or truncate processing, it

may be an even more useful task environment, since it would, by the method sketched
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below, be possible to bisect the comprehension process and study each part separately and
more accurately.

Congider the hypothesis that interpreters go no further than recovering propositions
from the source text. In this case, the interpreting protocol can be compared to the source text
to provide a more direct measure of the functioning of the linguistic processor (see e.g.,
Hoover, Deffner & Ericsson, 1989}, a measure that is unobscured by overlaid higher-level
semantic operations carried out by the general cognitive processor. By the same token, the
interpreting protocol can be taken as a more direct measure of the input to these same higher-
level semantic operations and by comparing the interpreting protocol with a free recall
protocol, for example, it will be possible to study these higher-level semantic processes more
precisely. The same reasoning holds for whatever level interpreters reach in their processing.
To assess the kinds of information that can be obtained in this task environment, one
objective of the present study is to identify if, where, and the extent to which interpreters’
processing is curtailed.

Third, the protocol of the interpreter’s performance provides an on-line measure that
can be subjected to the same kinds of qualitative analyses as are used with recall protocols.
Currently used measures of on-line processing raise a series of problems (Renaud, 1989). Eye
movement data and word or sentence reading times have suffered from the use of models
that do not adequately specify the connection between the reading or gaze-duration times and
the processes they are supposed to measure (Danks, 1986). Reaction times also have the
inherent limitation of providing only quantitative information that is interpreted as an index
of how mucn processing, rather than what kind of processing is occurring.

One method used to circumvent this limitation consists in asking subjects to
verbalize all and any ideas, thoughts or associations that occur to them while reading a text or
solving some problem (Ericsson & Simon, 1984; Olson, Duffy & Mack, 1984). The think-aloud
protocols obtained by this procedure provide qualitative information about which parts of the
input are important at which time and about which processes may be going on. This
information, however, is difficult to interpret for several reasons (Ericsson & Simon, 1984;
Renaud, 1989). First, thinking aloud may interfere with the processes being measured.
Second, the results can vary with the specific instructions given and may be more
informative with some kinds of tasks and texts than with others. Third, subjects talk about

what occurs to them, rather than responding systematically to each part of the source text.
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Thus, the sampling rate of this measurement procedure is irregular and, for many purposes,
simply inadequate. Finally, it is notoriously difficult to identify and analyze the relevant
information in the protocols (Breuleux, 1987).

Simultaneous interpreting protocols, however, seem to have none of these problems,
and have some other advantages as well. The sampling rate is regular and of high frequency,
and the task is so automatic that it is apparently not sensitive to instructions or to extraneous
elaborations. The relevant information in the protocols is the nature of the differences from
the original text and can be analyzed with the same useful methods and theoretical
assumptions that have been developed for the analysis both of recall and think-aloud
protocols. The fact that subjects perform, rather than talk about how they perform, the task
being studied (comprehension) suggests that interpreting will provide a very direct measure
of processing. Protocols of interpreting performance also have the advantage of providing
temporal/quantitative and qualitative information simultaneously: lag times can provide
the same detziled temporal information about how much processing is going on, while the
differences between the translation and the original provide qualitative information about
which processes are occurring, at the same time,

Fourth, examining exactly how interpreters adapt their processing to overcome
constant or transient interference with particular subprocesses can provide important
information about the nature of the interactions among component processes, as well as
about the strategies and control structures used to manage complex processing. The potential
of this type of task for the study of hypotheses about attention and allocation of processing
resources was recognized in the 50s, and is reflected by the fact that simultaneous interpreting
was first studied together with shadowing by psychologists interested in the single-channel
hypothesis of attention (see Swets & Kristofferson (1970) for a review).

Fifth, by comparing interpreters with listeners on a recall task, it is possible to assess
the extent to which comprehension in simultaneous interpreting is different from the
normal processes of a listening task. If the two tasks are found to be different, their
differences can be explored in more detail. If performance on recall is the same for both tasks,
then the interpreting task becomes an important methodological tool for modelling normal
comprehension, while permitting more direct on-line measurements not possible with a

simple listening task.
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source text.

Finally, among yet other advantages are that simultaneous interpreting can be used to
interesting same-language control task (shadowing) which can be used either to factor out the

study speech production in the same ways (Flores d’Arcais, 1978), and that it has an

effects of using two languages or to study the effects of having to translate vs. repeat the

Simultaneous interpreting also has some disadvantages as a task environment, due
principally to the current lack of information available about the task. Two languages are
involved, and little is known about the differences, if any, in the comprehension of bilinguals
vs. monolinguals. It is not known whether the other processes that make up simultaneous

interpreting interfere with the comprehension processes being measured, for example,

whether there are effects of simultaneous speaking in one language on comprehension in

¢

another. Some investigators have postulated a translation or language-switching phase, a

discrete processing step in interpreting that comes between comprehension and production
are also unknown.

(Kade & Cartellieri, 1971; McDonald & Carpenter, 1981); its possible effects on comprehension

Perhaps the most serious problem is that practically nothing at all is known about the

processes that constitute simultaneous interpreting. There is little reliable research on
simultaneous processing (Gile, 1988}, and none at all on its component processes and the

effects of text-structure variables on them. Without some knowledge of how the task is

carried out, principled selection, training and evaluation of interpreters is not feasible,

principled accounts of interpreting performance are beyond reach, and even a careful analysis
of its potential as a task environment is impossibie.

The research reported here was carried out in an attempt to remedy this problem, and
differs from previous research in several ways. One important difference is that here well

articulated models and methods from the study of text comprehension in Cognitive Science

.
m’

are used., These models and methods provide the tools necessary both to develop a more

‘.

adequate understanding of simultaneous interpreting and to provide basic information about
the on-line processing of natural language discourse.
A second important difference is the goal of arriving at a process model. That is,

rather than study the interpreter’s translation as an autonomous product, here it is analyzed
Introduction

as a detailed indicator of the cognitive processes that have produced it. In other words,

interpreters’ translations are used as the basis for inferences about the component processes
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which have been executed to perform the task, that is, those which constitute skill in
interpreting.

A few examples should make this inferential process clearer. The deviations from
the original text that appear in examples (1)} and (2), for instance, provide evidence of
problems of lexical access: in (1), the interpreters misperceived the source text (hearing red for
lead and psychotron for cyclotron) and translated accordingly; in (2) the interpreters do not

recognize the English annihilation and simply try to render it with French pronunciation.

m Original ... a lead bucket...
Translation ... unsceau rouge... (Subject 25)
Original ... the old cyclotron...
Translation ... les vieux psychotrons... (Subject 6)
2 Original ... this is called annihilation...
Translation ... ¢a s'appelle de l'annihilisation... (Subject 25)
Translation .. cect est appelé yanilation... (Subject 16)

In examples (3) to (5), there is evidence of complex morpho-syntactic processing. In

(3), there are various manipulations of aspect and tense. In example {4), the subject inserts an

obligatory relative pronoun (qui), changes tense and reflexivizes the verb. Example (5) shows

meaning-preserving paraphrase, suggesting some semantic processing, as well.

3 Original ... 1 visited Alex...
Translation ... je suis allé rendre visite & Alex... (Subject 25)
Translation ... je viens de lui rendre visite... (Subject 29)
@ Original ... a friend named Alex...
Translation ... un ami qui s'appelle Alex... (Subject 16)
6] Original ... I have a friend named Alex...
Recall .. my friend Alex... (Subject 13)

Examples (6) to (10) below provide evidence of semantic processing and the influence

of prior knowledge on comprehension. In (6), the interpreter substitutes the whole (il) for a
part (his head), and adds further information to specify how the patient went into the |
machine (he was slid in, rather than merely placed). (7) provides evidence for even more
complex semantic manipulations: there was no explicit mention in the original of metabolic
states, but the interpreter drew on his own prior knowledge to draw his conclusion. (8) shows
that interpreters can integrate previously presented text information (mon ami) into the
translation of subsequent portions of the source text. Finally, (9) and (10) provide examples of

less successful use of prior knowledge.
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(3] Original .+ his head is placed inside a donut-shaped machine...
Translation ... il est ensuite glissé dans l'interieur d"une machine...
(Subject 10)
@ Original ... the different colors represent different amounts of gamma rays...
Recall ... chaque couleur correspond 2 des rayons gamma
et refléte des états métaboliques... (Subject 9)
) Original ... L visited Alex...
Translation ... j'ai visité mon ami Alex... (Subject 20)
(9) Original ... this is called annihilation...
Translation ... il y a une corrélation... (Subject 27)
(10)  Original ... the patient has a brain tumor...
Translation ... le patient peut avoir une tumeur cervicale... (Subject 30)

Based on systematic analyses of this type, it has been possible to identify the cognitive
processes that constitute normal comprehension, and in this study simultaneous interpreting
is characterized using these same methods.

This investigation also used other methods that are different from those used in
previous research. They involved extending existing methods used to study text processing
to fit the requirements of studying interpreting, in particular extending methods for coding
response protocols and combining methods of text analysis for controlling experimental
materials.

Lastly, because there has been almost no experimental research on the nature of
expertise in interpreting, another difference is that the comparison of expert interpreters and
novice bilinguals included here provides an empirical basis for identifying processes that
characterize interpreting expertise. By manipulating the linguistic properties of the input
texts, and by analyzing their effects on accuracy of interpreting and recall, effects of text
characteristics on interpreting performance can be precisely assessed and compared to their
effects on normal listening comprehension. In this way, what is unique about expertise in
simultaneous interpreting and what it has in common with listening comprehension were
investigated.

To summarize, the present research arose from an interest in the cognitive processes
and representations that constitute text comprehension, and it was specifically concerned
with the ways in which current cognitive models of discourse processing can shed light on
the nature of simuitaneous interpreting. The main goal of the present study was to advance

understanding of the task of simultaneous interpreting, within the context of current theories
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of text processing, by using it as a task environment for the study of comprehension. With
this in mind, two broad questions about the nature of simultaneous interpreting were
investigated. On the one hand, the nature of expertise in interpreting was studied to identify
the processes specific to the interpreting task itself. On the other, interpreting was contrasted
with listening to characterize the processes which they have in common. Consequently, two
main areas of research were important here: the research on simultineous interpreting itself,
and that on normal text comprehension. The next chapter provides a necessarily selective

review of the relevant results from these areas.
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Ghapter Two
Review of Previous Research

Research on Interpreting

The literature on simultaneous interpreting can be seen as coming from three
sources:

(a) the work, which is unfortunately not available in translation, of several
investigators, particularly in the Soviet Union (see Chernov, 1969, 1973, 1975, 1977, 1978;
Gofman, 1963; Hromasovd, 1972; Krusina, 1971; Pinter, 1968; Romer, 1968; Roothaer, 1976;
Sheryaev, 1979; Tsvilling, 1966 — see, however, Chernov, 1979, 1985),

(b) the work of interpreters and teachers of interpreting, which deals with pedagogical
and methodological questions as well as intuitive views of the interpreting process (see
Hebert, 1968; Henderson, 1982; Kade & Cartellieri, 1971; Lederer, 1981; Paneth, 1957; Schweda-
Nicholson, 1987; Seleskovitch & Lederer, 1984; Seleskovitch, 1968, 1976; van Hoof, 1962)
which are sometimes theoretically motivated (see Kopezynski, 1980; Le Ny, 1978; Moser, 1976,
1978; de Souza, 1982), and

(c) the work of a few experimenters in Europe and North America, i.e., basically the
work of Barik, Gerver and Lambert (Anderson, 1979; Barik, 1969, 1970, 1971, 1972, 1973, 1974,
1975, 1976; Gerver, 1971a, 1971b, 1974a, 1974b, 1975, 1976; Gran & Fabbro, 1987; Kraushaar &
Lambert, 1987; Lambert, 1983, 1989; Lawson, 1967). Anderson, Barik, and Lawson’s work,
however, were theses that did not lead to further research. Since the untimely death of David
Gerver in 1981, and apart from sporadic uses of the simultaneous translation task (e.g.,
McDonald & Carpenter, 1981), the only current experimental research on simultaneous
interpreting appears to be that carried out at the Universities of Ottawa (Lambert) and Trieste
(Gran and Fabbro).
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Experimental Researcn on Interpreting

Gerver (1976) provides an excellent review of the work done until then, and the
general outline of his review is followed here, since few experiments have appeared since its
publication. The first issues Gerver raises are those of input and its segmentation.

Input rate. The effects of input rate have been studied in most detail by Gerver
(1971a): when professional interpreters were asked to interpret texts presented at 95, 112, 120,
145 and 164 words per minute (wpm), the proportion of the text that was correctly interpreted
decreased with each increase in rate (see Figure 4.1, p. 49), and ear-voice span (EVS) increased
(see discussion of EVS below). As well, interpreters maintained a steady output rate, paused
more, and spoke less as rate increased. Accuracy of translation was optimal when the rate of
presentation was between 95 and 120 words per minute. In comparing these results to the
significantly better performance of subjects shadowing the same texts (i.e., concurrently
listening to the text and repeating it in the same language), Gerver interprets the differences
as accountable by Foulke and Sticht’s (1969) finding that increased presentation rate poses
problems for higher-level processing rather than for perception. Treisman (1965a), using rates
of 100 and 150 wpm and statistical approximations of English and French texts, found a
similarly significant effect of information rate on efficiency of interpreting.

Noise (Gerver, 1974a) had predictably similar negative effects on interpreting:. the
proportion correctly interpreted was significantly lower and the incidence of errors was
significantly higher under noisy conditions. The translations produced in this experiment
were also judged for intelligibility and informativeness with respect to the original and found
to be significantly worse by these measures as well. EVS also increased as signal-to-noise ratio
decreased (i.e., as noise increased).

Segmentation of input. Another important question about the nature of the input is
how the interpreter segments it. Barik (1969) suggested, drawing on Goldman-Eisler's (1968)
work, that the interpreter might use pauses in the input text to divide it into meaningful
segments. Goldman-Eisler (1972) found that 48% of the time interpreters started speaking
before the input chunk (utterance between pauses) had finished, 41% of the time they waited
for two or more chunks, and only 11% of the time did they wait for a pause after a churk to
begin encoding. Gerver (1971b), based on Suci’s (1967} finding that pauses in spontaneous
speech tend to delimit well-formed syntactic units, had subjects interpret texts with normal
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stress and pausing vs. texts with minimal stress, intonation and no p¢  es of more than 250
msec. In the texts that Gerver’s interpreters produced, 55% (pause condition) vs. 32% (no
pause condition) of the pauses occurred at major constituent boundaries, 30% vs. 42%
occurred between minor constituents and 15% vs. 26% occurred within minor constituents,
As well, significantly more words were correctly interpreted in the pause condition, so he
concluded that pauses do assist the interpreter to segmen the input text. Also with respect to
segmenting, Golman-Eisler (1972: 131) found that in 0% to 95% of the cases in her study, the
interpreter's segment consisted of “at least a complete predicative expression”.

Some authors have suggested that interpreters try to optimize their use of input text
pavses so as to reduce the strain of listening and speaking simultaneously (Barik, 1969, 1973;
Goldman-Eisler, 1968; van Hoof, 1962). In favor of this view, Barik (1973) offers data from a
study in which he calculated the proportion of input text pause time that interpreters would
be expected to use for speaking if their speaking was independent of input text pauses. Barik’s
obtained values were greater than those expected (no inferential statistics were reported), and
he concluded that interpreters indeed make use of input text pauses as much as they can. As
well, he cites the coincidence of values for mean chunk length and mean EVS in favor of this
hypothesis. However, Goldman-Eisler (1968) found that the majority of pauses were of one
second or less, and Gerver (1975) found that 83% of speakers’ pauses in a conference setting
were of less than one second in length. Gerver argued that since he found interpreters to
have an articulation rate of between 96 and 110 wpm, there was not in fact very much that the
interpreter could put into such pauses: only about four or five syllables. In another study,
Gerver (cited in Gerver, 1976: 183) measured the amount of time interpreters actually spent
speaking during the presentation of the source-language text, and found that speaking and
presentation were simultaneous between 64% and 75% of the time. Goldman-Eisler and
Cohen (1974) and other authors also found similarly high values for this measure of
simultaneity of listening and speaking.

Several authors (e.g., Gerver, 1971a,b, 1976) have defended the view that the original
segment of input text is held in memory and compared with the corresponding segment of
the output text as it is produced. The evidence they offer comes from three sources:
introspective statements by interpreters, the fact that interpreters may correct themselves after
having produced a mistranslation, and Treisman's (1964b} finding that it took subjects
between 1.3 s and 4.3 s to recognize that messages on different channels were identical. On
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the other hand, Welford (1968} held that interpreters learn to ignore the sound of their own
voice, which is amply supported by findings using shadowing (see Levelt, 1983), and therefore
do not monitor their speech output. The interference generated by attempting to monitor
one's own voice when the message is the same is sufficient to cause a significant disruption
in the shadowing or interpreting task (Lawson, 1967; Treisman, 1959, 1964a,b, 1965a,b; Salter,
1973). However, none of these authors have provided evidence sufficient to distinguish
between these claims and many others, such as that corrections are made not based on a
stored copy of the input text segment, but on some semantic representation of its content.

There are two further areas of investigation into simultaneous interpreting that have
used data more similar to those used in studies of discourse processing: recall measures and
the ear-voice span (EVS). Very little has been studied about the effects of interpreting on
recall, but what has been done has usually compared it to shadowing. This is of importance
for the present study because shadowing can be used to tease out the translation-related
effects, and possibly the effects of high-level semantic processes in recall as well.

Recall. Shadowing is the continuous, nearly simultaneous repetition of an aurally
presented text (i.e., it is the same as interpreting except that the text is repeated back rather
than translated), and was originally devcloped in the 50s (Broadbent, 1952; Cherry, 1953;
Cherry & Taylor, 1954) as a technique for attention research. Until recently, almost all of the
studies using it have been concerned with attention. The interest in the shadowing task lies
in the fact that for most of the time, the subject is listening and speaking simultaneously, and
the question arises of how subjects allocate their cognitive resources or attention in order to
do so, even in the presence of a third (unattended) stimulus whose characteristics can vary
from clicks to foreign language prose (see Swets & Kristofferson, 1970 and Norman, 1976 for
reviews). The experimental technique usually involved measuring the number of shadowing
errors as a function of the characteristics of the stimuli presented to the unattended ear (e.g.,
Treisman, 1964b). The number of errors was found to be inversely correlated with the order of
approximation of the shadowed text to English, both in shadowing (Moray & Taylor, 1959),
and in interpreting (Lawson, 1967). Reversing ear of presentation (Treisman, 1959), and
presenting two or more messages in the unattended ear (Treisman, 1964a) resulted in little
further decrement of performance. Sex of speaker, similarity of content between attended and
unattended texts, additional messages presented to the attended ear, and a text in a second

language known to the subject have been found to interfere greatly with shadowing
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performance even when presented to the unattended ear (Salter, 1973; Treisman, 1964b,
1965a,b). More recent studies using shadowing (Marslen-Wilson & Tyler, 1980, 1981; Marslen-
Wilson, Tyler & Seidenberg, 1978; Marslen-Wilson & Welsh, 1978) have measured repetition
latency to explore the interaction of semantic and syntactic cues in word recognition and
sentence processing. Finally, Gerver (1974a) and Lambert (1983) have shown that shadowing
has significantly detrimental effects on recall, which we shall consider in some more detail
below (see also Leahey & Holtzman, 1979).

Carey (1971) compared recognition of words, syntactic structures and content after
shadowing and listening to texts presented at three rates (60, 120, 180 wpm) to test the
hypothesis that shadowing will have a facilitating effect on retention to the exten* that it is
accurate. He found, however, no significant differences between listening and shadow:ag,
and suggested that larger differences might have been found with more sensitive tests of
retention. As well, he did not control text characteristics explicitly; his passages were of
“literary prose” of “similar content and length”.

Gerver (1974a) performed a study of content-question answering after listening,
shadowing and interpreting texts. He found significantly more errors after interpreting than
after shadowing, and significantly impaired recall after both, with recall after shadowing
significantly worse than after interpreting. He concluded (see also Seleskovitch, 1976) that
“simultaneous speaking impairs recall, and that simultaneous interpretation involves a
compulsory analysis of source language deep structure and its transformation into the surface
structure of the target language” (p. 340), which accounts for superior recall in the interpreting
condition. (Gerver 1:ses deep structure in the sense of semantic structure.) On the other hand,
he believes that although some semantic analysis may be carried out in shadowing (as Carey,
1971 found), it is “an incidental rather than an integral part of the process” (Gerver, 1974a:
341). This leads to one of the questions addressed in the present study: which kinds of
semantic processing occur during interpreting?

Finally, Lambert (1983) compared subjects’ performance on recall and recognition
tasks after shadowing, interpreting simultaneously, interpreting consecutively + and listening
to passages of French prose of equal length. Using a more refined measure of recall (based on

the propositional analysis of Kintsch, 1974) than Gerver’s (1974a) previous study, she found

* In consecutive mode, the interpreter reproduces, from notes and from memory, the
speaker’s text in the target language only after the speaker has completed delivery.
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significant task differences, and post-hoc tests of multiple comparisons revealed significant
differences in which recall after listening was greater than after shadowing and recall after
consecutive interpreting was greater than after shadowing. Long and Harding-Esch (1978)
found a parallel deficit of second language recall vis-a-vis first language. Lambert’s
recognition data thus replicated Gerver's (1974a) results: recognition after listening was
significantly more accurate than after interpreting, which in turn was significantly more
accurate than after shadowing. Performance after consecutive interpreting was not
significantly different from that after listening, nor after simultaneous interpreting. These
results showed interference of simultaneous listening and speaking on both recall and
recognition measures, and Lambert hypothesized that, in terms of the Craik and Lockhart
(1972) model, listening and consecutive interpretation involve deeper (semantic) processing
than simultaneous translation which in turn is deeper than shadowing.

To summarize, recall studies reveal interference of concurrent speaking and listening
on comprehension which seems to be part{ally counterbalanced by the deeper processing of
interpreting.

Ear-poice span. The final set of studies considered here has provided data about the
ear-voice span (EVS), which, like gaze duration (Just & Carpenter, 1980) and eye-voice span
(Levin & Addis, 1979), can be interpreted as an index of amount of processing. Some of these
studies have also compared interpreting with shadowing.

Oléron and Nanpon (1965), in the first and in many ways most interesting study of
simultaneous interpreting, emphasized the importance of studying EVS, the factors that
determine it, and its evolution in interpreting extended discourse. Their data indicate mean
EVSs of between 2 s and 3 s for interpreting paragraphs between English and French, whereas
EVS for shadowing (Carey, 1971) or translating isolated words were both between 1.0s and
1.2 5. Treisman (1965a) found similar values for prose passages, but found no effect of order of
approximation to English or French on EVS (using first, second, and eighth order
approximations as well as syntactic prose). Barik (1969) alo obtained similar mean EVS
values (2.53 s for French texts, 2.62 s for English texts), and in addition found no significant
differences for direction of interpreting (weaker to dominant language or vice versa), or for
experience {professionals vs. students vs. amateurs). Moreover, he found a positive
correlation (r > .65) between input rate and EVS for trained interpreters, but 2 much weaker

one for amateurs. A similar correlation {r > .65) held between EVS and amount of material
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omitted. It would be interesting to compare more detailed EVS data to studies of gaze
duration in sight interpreting from written source texts (e.g., McDonald & Carpenter, 1981).

Accuracy. Sunce accuracy of translation is the principal measure used here, it will be
convenient to summarize the factors that have been found or asserted to affect it:

(2) anxiety (Gerver, 1976): higher anxiety is an advantage under good listening
conditicns but a liability under high-stress listening conditions;

(b) contextual clues (Anderson, 1979; Chernov, 1979; Lederer, 1981; Oléron & Nanpon,
1965) are important particularly in disambiguating conversation;

(c} décalage (Barik, 1969): lag time cannot be either too short (because of ambiguities)
or too long (beczuse of the limits of working memory);

{d) direction of translation (into or out of the dominant language — Barik, 1969;
Gerver, 1976; Lawson, 1967; Pinhas, 1968; Treisman, 1965a): interpreting from the dominant
language has been found to be more accurate (Lawson, 1967), especially for novices (Barik,
1969), in spite of the opposite opinion widely held by United Nations interpreters and
European teachers of interpreting (see Gerver, 1976);

(e) interference from a competing message (Lawson, 1967) or noise (Gerver, 1974a);

(f) use of pauses (Barik, 1969; Goldman-Eisler, 1968; Kade & Cartellieri, 1971);

{g) prior knowledge of domain and social setting (Anderson, 1979; Chernov, 1979;
Giles, 1988; Lederer, 1981) facilitates translation;

(h) rate (Gerver, 1971a,b): expointential decay in accuracy after 112 wpm;

(i) redundancy of information (Chernov, 1979, 1985; Kade & Cartellieri, 1971; Moser,
1978; Nida & Taber, 1969; Treisman, 1965): expectations facilitate translation;

(j) similarity of languages (KruSina, 1971): similarity of syntax facilitates interpreting
(see Gile, 1988 for the opposite view), and

(k) size of the unit interpreted (Oléron & Nanpon, 1965): phrases were more
accurately translated than paragraphs.

Expert-novice differences. There is very little about expert-novice differences in
interpreting available in the literature. In most studies, it is assumed and/or asserted
(without evidence) that the skills of interpreters are not characteristic of bilinguals in general
{&g., Gerver, 1976: 167), and that the models developed of skilled interpreting do not apply to
novice bilingual interpreters (e.g., Moser, 1978: 361). Harris (Harris & Sherwood, 1978),

however, argues that translation ability is a natural consequence of bilingualism. If this
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argument can be extended to interpreting as well, then it will suggest the existence of few or
small expert-novice differences, as does the once-current view among interpreters that “no
special training was required [for interpreting] and that it all depended on an innate special
skill” {Longley, 1978: 47).

More specifically, Nida (1969, cited in Gerver, 1976: 198) predicts that “experienced
simultaneous translators may often short circuit the deeper [semantic] level of analysis”,
although there is no evidence either for or against the hypothesis. Experts have, however,
been found to add more information and delete less (Barik, 1969), process larger chunks, and

give less literal translations (McDonald & Carpenter, 1981).

Non-experimental Literature on Interpreting

Based only tangentially on this limited experimental literature, and mostly on
professional experience, introspection or observation, interpreters themselves have produced
a voluminous literature on interpreting and its teaching, as indicated by Henry & Henry’s
(1987) 140-page International Bibliography of Interpretation. Gile (1988: 364), in a recent
appraisal of this research, observed that “most of these [studies on interpreting] formulated
general theories and models and did not test particular hypotheses by experimental methods.
[...] The majority of authors reiterated and developed ideas formulated previously, but did not
engage in any proper research”. Although this expert-generated literature often offers
interesting insights (e.g., Lederer, 1981; Seleskovitch & Lederer, 1984), it is not clear how to
treat the information experts provide in the absence of a body of experimentally-based theory,
and thus it extrapolates the limits of the present review.

The results reviewed here are of general interest in that they provide a parametric
description of interpreting performance. However, since qualitative analyses were not done
of the effects of the treatments (for example, analysis of the variance of EVS as reflecting text-
structure variables), no information is available about which treatment affected which
component processes in which ways. Few of the experiments have been replicated and only
intuitive judgements were used in controlling the texts for density of information, coherence,
syntactic complexity, etc. Given the importance of these and other text-structure variables in
comprehension, many of the results reviewed here may be confounded with uncontrolled-

for text characteristics.
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Current theory and research on text comprehension suggest that understanding of
skill in interpreting will be best furthered by information of two specific kinds:

On the one hand, existing information about the parameters of interpreting
performance needs to be complemented with an understanding cf the nature of the cognitive
processes, as well as of the representations on which they operate, that are specific to expertise
in interpreting.

On the other, this information would still be incomplete without an account of the
cognitive processes and representations that interpreting shares with normal text
comprehension, as well. The review of comprehension research that follows is limited to the

the parts of the literature that bear most directly on the present study.

Research on Text Comprehension

Text comprehension is conceptualized in contemporary Cognitive Science as
composed of a set of quasi-independent component processes which are said to construct and
transform in different ways multiple mental representations of the input text, based both on
text properties and on different types of prior knowledge. The processes are interdependent
only with respect their input-output relations, and the prior knowledge involved can be
either linguistic or encyclopedic. The central problem is seen as one of specifying how and
when different text properties and aspects of prior knowledge interact during processing. Text
comprehension is commonly subdivided into the component processes (sets of operations
defined over classes of representations) belonging to the language processor and those of the
general cognitive (or conceptual-processing) system (e.g., Fodor, J. A., 1983; Seidenberg &
Tanenhaus, 1986).

The subprocesses of the language processor [i.e.,, up to and including semantic
interpretation (Forster, 1979: 36)] are considered to form one or more modules that operate in
parallel (on different segments of the input). They will always compute the same output
irrespective of the states or operations of other modules or the general cognitive system
(Tanenhaus, Carlson & Seidenberg, .786: 365), although interaction is permitted at certain
points in processing; this is the essence of the modularity hypothesis (Altman & Steedman,
1988; Fodor, J. A., 1983; Garfield, 1987). The module(s) of the linguistic processor are to be
thought of as highly limited and totally dedicated microprocessors (Forster, 1979: 33). They
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include: lexical processing, syntactic processing, and proposition generation or semantic
interpretation (Danks & Glucksberg, 1980; Forster, 1979: Figure 2.1; Foss, 1988).

The subprocesses of the general cognitive system, which act on the semantic output of
the language processor, are assumed to function inferentially to enhance the coherence of the
output of the language processor in several ways: (a) by filling in missing elements (deep
anaphora (Hankamer & Sag, 1976), bridging inferences (Clark, 1977a,b), etc.), (b) by organizing
it in terms of macrostructures, schemas, frames, etc. (Schank & Abelson, 1978; Frederiksen,
1986), and (c} by integrating it with existing prior knowledge (Hayes-Roth, 19/7; Kubes, 1989).
For some researchers, the general cognitive system has access to the outputs of all of the
component processes of the linguistic processor {(e.g., Forster, 1979; Tanenhaus, Carison &
Seidenberg, 1986). Finally, these models include the assumption that “input will always be
represented at the maximal level of representation to which its analysis can be taken [by the
processor}” (Marslen-Wilson & Tyler, 1980: 66).

It should be noted that this is a composite model of text comprehension, since the
psycholinguists who study the language processor generally pay little attention to the role of
the general cognitive system in comprehension (indeed, for some it has no special role to play
in the analysis of linguistic stimuli — Forster, 1979: 33), and the cognitive psychologists
interested in the higher-level semantic processing of the general cognitive system generally
focus on the phenomena beginning with the propositions generated by the linguistic
processor (e.g., Kintsch & van Dijk, 1978; van Dijk & Kintsch, 1983). The current trend toward
encompassing all of this research under the umbrella of Cognitive Science underscores the
artificiality of this distinction, and has led to the development of models which attempt to
include all of these processes (Kintsch, 1988; Frederiksen, Bracewell, Breuleux & Renaud,
1989; Figure 2.1 below).

The clzass of modular comprehension models that constitute the theoretical
underpinnings of the present research are sometimes opposed to interactive (parallel, non-
modular) or strategic comprehension models such as those of Marslen-Wilson & Tyler (1980)
and van Dijk & Kintsch (1983). These classes of models differ most importantly in that the
interaction between component processes is severely restricted in modular models: in the
linguistic processor, a given process has access only to the output of the previous process, and
perhaps to the information in the lexicon. In interactive models, on the other hand,

component processes have access to an indeterminate number of sources of information.
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With regard to the general cognitive prccessor, a similar difference is found: whereas
Frederiksen et al. (1989), for example, look for more algorithmic, structured interactions
between information sources, van Dijk & Kintsch (1983) consider all processing to be
unstructured and heuristic. The modular processing hypothesis thus constitutes a much

stronger, more directive theoretical stance.

Cognitive Cognitive
Processes Sub-processe
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Figure 2.1. Component processes of iext comprehension
{adapted from Frederiksen, et al., 1989).
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Relatively recent enhancements to such modular models include: (a) the resolution
of semantic processing into several well-defined levels: semantic interpretation or
proposition generation, inferencing to enhance local coherence of the textbase, frame
construction, and knowledge integration (Frederiksen et al., 1989), (b) more refined
techniques for description at each level (Frederiksen, 1975, 1986), (c) computational
implementations of such models (Décary et al., 1987; Frederiksen, Décary & Hoover, 1988),
and (d) models of plans and strategies for the control of processing (cf. Breuleux, 1987). A
summary of the assumptions that characterize one such modular model of comprehension
(that of Frederiksen et al., 1989) follows (see also Figure 2.1).

The Linguistic Processor

Lexical access. “The lexicon is important because it is the place in the language
processing system where disparate information types (or codes) come together” (Foss, 1988:
303), and for this reason it has received a great deal of attention from psycholinguists. Three
aspects of lexical processing are usually recognized (Seidenberg, Waters, Sanders & Langer,
1984; see also Frauenfelder & Tyler, 1987; Marslen-Wilson, 1¥87):

*Pre-lexical processes, in particular automatic propagation of activation through the
lexicon (Collins & Loftus, 1975; Yantis & Meyer, 1988), can account for the associative and
semantic priming context effects on word recognition widely cited in the literature, while
maintaining the modularity and context-independence of lexical access itself (Seidenl:;erg,
1984; Seidenberg et al., 1984). In keening with this, there is evidence that access to semantic
information can occur even when a word has not been consciously recognized (see e.g.,
Greenwald, Klinger & Liu, 1989; review and discussion in Holender, 1986).

eLexical access is the activation of information associated with a given lexical item. It
is currently viewed as proceeding in a strictly bottom-up, context-independent fashion (cf.
Forster, 1979; Seidenberg et al., 1984), producing, if necessary, more than one possible lexical
item as being recognized (Marslen-Wilson, 1987; Kintsch, 1988). In general, “the syntactic and
semantic complexity of a word does not affect the time to access it in the mental lexicon”
(Foss, 1988: 308). On the other hand, an important determinant of lexical access is the
experiential variable of frequency of occurrence: the more frequently occurring the lexical
item, the more facilitated is its access (Bradley & Forster, 1987; see also Gernsbacher, 1984).
Spreading activation and facilitation with frequency of use in semantic nets have clear

parallels with activation and plasticity in neural nets (cf. Ramén y Cajal, 1895; Hebb, 1949),
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and have led to connectionist models which emphasize these parallels (e.g,, Small, 1983;
McClelland & Eiman, 1986).

The representations produced by lexical processes are lexical entries containing
phonetic/phonological, syntactic, semantic and other information (see Mel'¢uk, 1984 for a
discussion of what information appears to be necessary in lexical entries, from a linguistic
point of view).

sPost-lexical processes, also independent of access itself, involve “selection,
elaboration and integration of lexical information for the purpose of comprehending a text...”
{Seidenberg et al., 1984: 315), that is, the syntactic and semantic processes described below. By
establishing semantic and inferential links with new concepts, presumably these newly
linked or inferred concepts can by lexicon-internal propagation be found to prime or facilitate
recognition of subsequent words, thus accounting for another class of context effects. This
characteristic of lexical processing is most likely also closely related to the memory
phenomenon referred to as the generation effect, in which words generated as responses to a
target by some rule are recalled better than the targets themselves (Slamecka & Graff, 1978;
Gardiner, Gregg & Hampton, 1988; Nairne & Widner, 1988). Further research is necessary to
clarify the possible role of the generation effect in discourse comprehension.

Syntactic parsing. Syntactic processes presurnably buffer the lexical itemns recognized
until such a time as a whole sentence, clause (Fodor, J. D., 1988; Ferreira & Clifton, 1986) or
phrase (NP, VP, etc; Tyler & Warren, 1987) can be constructed, independently from any
semantic information (e.g., Ferreira & Clifton, 1986: 365). [See Altman & Steedman (1988) for
a discussion of modularity and the fineness of grain of the units proposed by syntax for
semantic evaluation.] In the case of syntactic indeterminacies such as PP or reduced-relative
attachment, either incomplete or multiple syntactic trees are produced for subsequent
assssﬁent based on semantic information. The representations produced are syntactic parse
trees, most often represented using standard phrase structure grammar (see Jackendoff, 1977;
Radford, 1981; Sells, 1985).

Frederiksen et al. (1989) also include in syntactic processing a process of generating
representations of interclausal syntactic dependency relations such as cohesive ties (Halliday
& Hasan, 1976) and patterns of topicalization (Grimes, 1975; Clements, 1979). The
representations produced are linked syntactic parse trees (see also Plante, 1985).
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Proposition generation. Proposition generation, or semantic interpretation, operates
on the syntactic trees {or sub-trees) provided at this point. Ritchie (1983) identifies three
computational approaches to proposition construction: homogenous or non-syntactic,
clause- or sentence-final, and interleaved syntactic and semantic processing.

{a) So-called non-syntactic proposition construction systems [e.g., Riesbeck’s (1974,
1975; Riesbeck & Schank, 1978) ELI parser; Wilks’ (1975a,b) preference semantics; the semantic
grammar in Hendrix, Sacerdoti, Sagalowitcz and Slocum’s (1978) LIFER system] claimed to
bypass entirely the need for traditional syntactic analysis, using expectations generated from
the proposition-components already identified to constrain the analysis of the whole, and to
facilitate the analysis of subsequent words. This approach seems to find no counterpart in the
psychological literature.

(b) The serial, sentence-final approach leaves proposition construction to the end of
syntactic constituents (clauses or sentences). Woods, Kaplan and Nash-Webber’s (1972}
LUNAR system is the computational counterpart to the clause-processing hypothesis in
psycholinguistics (e.g., Hurtig, 1978; Fodor, J. A., Bever & Garrett, 1974). Proposition
generation, given this assumption, can proceed, in general, by either frame instantiation or by
semanﬁc parsing (Frederiksen et al., 1989). In frame instantiation, propositions are
constructed by finding some canonical frame that can be matched to an input sentence. This
approach places great emphasis on the information in the lexicon, usually about verb-based
sentence frames, so that proposition construction becomes a process of mapping syntactic to
semantic variables. In the second approach, proposition construction involves a ‘top-down’
semantic analysis of clausal segments through the application of a propositional grammar
(Frederiksen, 1989a; see grammar in Frederiksen, 1986, Appendix A). The interpretation rules,
then, are productions with lexico-syntactic tests that generate nodes in a semantic parse tree
(Frederiksen, Décary & Hoover, 1983). Note that such interpretation rules explicitly capture
generalizations about interpretation that are multiply represented and distributed throughout
the lexicon in lexically-based systems such as current connectionist models and their
precursors.

(c) Interleaved syntactic and semantic analysis only differs from the clause- or
sentence-final serial approach in fineness of grain (see Altman & Steedman (1988} for
discussion, and Tyler & Warren (1987) for an experimental investigation): the syntactic units

passed on to semantic processing are smaller, usually phrases (e.g., Winograd’s (1972)
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SHRDLU and Frederiksen et al.’s (1988) CODA). Recent psycholinguistic research seems to
favor this approach of assuming parallel construction of syntactic and propositional
representations in phrase-sized increments (Frazier, 1987; Fodor, ]. D. & Frazier, 1980; Ferreira
& Clifton, 1986; Frazier, Clifton & Randall, 1983). Particularly important computational work

* on semantic interpretation is Hirst (1987), and a very useful and comprehensive introduction

is found in Allen (1987, chaps. 7 to 10).

The semantic representations produced are propositions, predicate-argument
structures (or a class of semantic networks) which serve both as representations of conceptual
information in text and as units of information for logical reasoning and problem solving
(Frederiksen, 1975, 1986; van Dijk & Kintsch, 1983; Sowa, 1984). Although the use of
propositional representations has been widespread since the early 70s (Frederiksen, 1975;
Kintsch, 1974; Schank, 1973), Frederiksen (1986: 232-233) has recently observed that a semantic
network does not in itself constitute a theory of representation, and that to make semantic
networks systematic representations requires: “(a) defining all relations in the network (...),
(b) specifying the entities (...) assigned to nodes in the network, and {(c) specifying rules
(procedures) by which all structures in the network can be defined”. In Palmer’s (1978) terms,
the representing system, the represented system and the mappings between them all have to
be systematically and explicitly defined. This leads one to doubt the efficacy of using
incompletely defined representational systems such as that proposed by Kintsch (1974;
Turner, 1987), and buttresses the choice in the present research of the more rigorously defined
system proposed by Frederiksen (1975, 1986).

The General Cognitive Processor

Inference generation. Local inference generation operates on the proposition set thus
generated, enhancing its internal coherence (Frederiksen, Frederiksen, Humphrey & Ottesen,
1978; Trabasso & Nicholas, 1978; Frederiksen, 1981). Some of these operations are text-based:
cohesive links in the text, for example, suggest how to fill in missing elements (Hankamer &
Sag, 1976), recover anaphoric antecedents, or how to make some links between concepts or
propositions more explicit (Clark, 1977a,b). Other inferential operations are based on prior
knowledge, and involve the addition of new information to an incomplete text, the most

important of which are frame-generating inferences (Mandler & Johnson, 1977; Frederiksen,
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1986). The representations produced are new proposition components, propusitions or
relations between propositions.

Frame generation. The set of propositions or textbase, once augmented or enhanced
in this way, is further reorganized and structured by the generation of new links (new groups
or new propositions, as well) between propositions and/or groups of propositions to form
larger conceptual structures: episodes, procedures, plans, etc. which are the components of
different frames or schemas (Schark & Abelson, 1978; van Dijk & Kintsch, 1983; Sowa, 1984;
Frederiksen, 1986, 1989b).

Frame construction may proceed by text-based linking, knowledge-based instantiation
or by rule-based generation (Frederiksen, 1985). In text-based frame construction, propositions
are linked into a frame structure based on the interpropositional relations made explicit in
the text. This approach, however, does not account for the role of prior knowledge or of
specialized knowledge of different text types (genre knowledge). In instantiation, a frame or
schema is retrieved from memory and the in-coming propositions are matched to existing
slots in the frame (Rumelhart, 1980). This is a plausible model under the assumption that the
comprehender has the appropriate prior knowledge to draw upon, but is difficult to apply to
tasks in which subjects have to acquire new information from text. In generation, no prior
content knowledge is assumed, only genre knowledge, that is, of what narratives, procedures,
descriptions, etc. are. This genre knowledge consists of sets of rules for identifying and
combining frame components independently of the domain of text content (Frederiksen,
1977, 1986, 1989b).

Frederiksen (1989a) reports a series of results consistent with the rule-based approach
to frame generation which suggest that individuals have specialized competences for the
comprehension of different text types. In particular, proficiency in comprehending different
frame types shows different patterns of development and is independent of content
knowledge. With age, subjects were found to become increasingly able to generate multiple
frames for the same text.

The representations produced by frame-generation processes are what Sowa (1984)
calls conceptual graphs, that is, semantic networks with propositions as nodes and
dependency relations as links or relations with other, relevant, knowledge. A frame, in the
abstract sense used here, is a class of such semantic networks defined by the type(s) of

proposition which are the nodes and the type(s) of relations which can link them (see
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Frederiksen, 1986). Frederiksen (1986} has made this representation particularly explicit by
providing frame grammars couched in Backus-Naur Form (BNF) notation.

The two frame types of interest here are the narrative and the procedure. Although
both are structures of events, they differ in that narratives usually appear in the form of
chains of episodes, whereas procedures are represented hierarchically as trees of
subprocedures.

A narrative is a conceptual structure in which events are structured primarily in
terms of their temporal relations, that is, it is essentially a set of events linked by relations of
order and equivalence in time (Frederiksen, 1986), although causal and spatial relations are
also often included (Trabasso, Secco, & van den Broek, 1984; Trabasso & Sperry, 1985; Trabasso
& van den Broek, 1985).

A procedure is a conceptual structure in which (resuitive or goal-directed) events are
structured principally in terms of the part-whole relations between them, that is,
hierarchically (Frederiksen, 1986), although more complete models of procedures also include
structures of goals and conditions (Frederiksen, 1989b).

These frame models were found to provide strong preldictors of selective recall and
inference for text-based information (Frederiksen, 1989a,b), as well as of on-line i.terpretation
and sentence reading times (Frederiksen & Renaud, 1987; Renaud, 1989).

Most important to present concerns are a series of studies by Frederiksen and Renaud
(Frederiksen & Renaud, 1987; Renaud & Frederiksen, 1988; Renaud, 1989) in which they
demonstrate the effects of frame structure variables on reading times, on-line interpretation
and recall. They had subjects read a procedural text on an unfamilizr topic, and either
allowed subjects to stop where they wished to give an interpretation of the text or prompted
them to do so after every third sentence. They analyzed three measures (subjects’ reading
times per segment, the accuracy of the interpretations they provided while reading the text,
and the accuracy of the free recall protocols they gave after having finished reading the text) as
affected by a variety of text structure variables. The text structure variables indexed syntactic
processing, proposition generation, and frame processing. They found strong effects on
reading time of all of the variables that indexed semantic processing, and strong effects of all
types of processing on recall. In particular, distinctions between frame and non-frame
information, between types of information within the frame, between frame components,

between levels in the procedure, and between positions within subprocedures all yielded
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significant effects on reading time. There was also a strong effect of propositional density, but
no effect, however, of clause density or clause complexity (number of clause embeddings) on
reading times. Finally, they found a facilitation effect of frame processing on rzading: reading
times decreased when frame-linked inferential processes increased.

These results show very clearly that on-line text processing is heavily weighted
toward semantic processing in reading. Subjects appear in fact to be able to perform the
necessary frame-construction operations on line while they are reading. This suggests that
interpreters, too, will be able to construct frames as they understand, and that an absence of
frame-related effects will be a specific consequence of curtailment of processing.

Frederiksen and Renaud’s results also make particularly clear that information about
processing as it occurs on tine is of special importance for the development of theories of
discourse processing. Such concurrent measures as gaze durations, reading times and
simultaneous interpreting protocols can provide the information about the timecourse and
qualitative nature of inferential processes that recall and sentence-processing studies have not
been able to.

Knowledge integration. The propositional information enhanced with local
inferences and restructured with frame-generating inferences can then be integrated with
prior knowledge (Kubes, 1989), through the generation of further inferential links, leading to
the production of systems of linked frames (see Hayes-Roth, 1977; Walker & Meyer, 1980).

The results reviewed here are consistent with a view of text comprehension in which
text properties are processed simultaneously at multiple levels, with semantic or conceptual
processing being emphasized over formal or syntactic processing. On the one hand, the
review makes clearer the magnitude of the complexity that characterizes the simultaneous
interpreting task: during comprehension many complex operations must be performed on a
variety of representations, implicating both perceived text characteristics as well as prior
knowledge, and one would expect production to be no less complex (see e.g., Frederiksen,
Donin-Frederiksen & Bracewell, 1987). This suggests that interpreters should acquire a
specific skill or skills to deal with this complexity. However, precise information about the
nature of the skills or component processes specific to interpreting is not available.

On the other hand, in particular the Frederiksen and Renaud studies make clear that
the complexity inherent in normal comprehension is transparent to the comprehender:

many cognitive operations are performed on several representations, automatically and in
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real time during a more normal comprehension task than interpreting. This suggests that
interpreting and normal comprehension have more in common than might initially seem to
be the case. However, the on-line information about inferential processing of higher-level
semantic structures in normal comprehension that is necessary to characterize important

component processes is scarce and only beginning to become available.
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Chapter Three
Rationale

To recapitulate, this study lies at the convergence of two lines of research. One, not
very active and based on little experimentation, seeks to characterize the complex process of
simultaneous interpreting. The second, currently very active and highly developed, seeks to
account for normal text comprehension. On the one hand, there is little research on the
component processes of interpreting, little integration with current theories of
comprehension, and no research at all on the effects of text structure on interpreting
performance. On the other, text comprehension research has evoived to the point where it
may (although it has not) make an important contribution to the study of interpreting and
where it needs to develop task environments that permit more refined measurement of
higher-level inferential processes on line. Since the interpreting task may provide this kind
of information, the situation seems very clearly to call for experimental research using the
highly developed techniques of current text comprehension research to assess the
characteristics of interpreting as both an important real-world task and as an sxperimental
task environment.

In the context of this situation, the present study addressed two general questions:

1) What are the processes that constitute the skills specific to expertise in
interpreting?, and

2) What is the relation between skill in interpreting and normal text

comprehension?

Expertise in Simultaneous Interpreting
From a practical point of view, an account of interpreting expertise can provide the

principles on which to base assessment of proficiency and aptitude, planning of programs of
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training, improvement of professional performance, and computer-based simulation of
interpreters’ performance. Judging from the fact that the cost of interpreters’ services alone
(i.e., not including equipment, travel, lodging and other arrangements) is in the range of
US$100 per hour, and given the enormc'ts demand for their services, improvements in
assessment, training and performance will have considerable economic consequences, as
well.

From a theoretical viewpoint, expertise in simultaneous interpreting serves as a
benchmark phenomenon, one complex enough, yet informative enough, to serve as a testing
ground for theories of comprehension as work on on-line models progresses. The current
rcliance of text processing theory on information from after-the-fact measures such as recall
and from concurrent measures of amount of processing has led to models of comprehension
that can be significantly extended by bringing to bear the sort of qualitative on-linc
information that is made available by studying simultaneous interpreting. For this to
happen, however, it is necessary to complement the currently available parametric
descriptions of interpreting performance with an account of the types and relative imnportance
of the processes involved in the task.

To address this problem, the present study was constructed around an expert-novice
contrast (Experience) in which the experts had an average of more than 3800 hours’ (or 8.5
years’) experience with the task and the novices no experience at all. Contrasting these two
groups directly (rather than studying the experts alone and comparing the results with data
on listening available in the literature) provides more reliable information by eliminating
the possibility of confounds due to the textual materials or testing conditions and provides
more specific information because of the particular set of analyses performed. In particular,
the general question about interpreting skill was broken down into more specific questions
about the component processes of comprehension during interpreting, to wit:

(i) Is syntactic processing of the source text going on?

(i) Is proposition generation occurring?

(iif) Is the frame structure of the source text being processed?

{iv) What is the relative importance of each type of processing in interpreting?

In an effort to provide converging evidence about these questions, component

processes were assessed in two ways: {(a) by using text-structure variables to predict
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interpreting and recall responses, and (b) by classifying each response on the basis of its
relation to a unit of input information (a component of a proposition).

Text-structure effects. Within each text, propositions varied with respect to the
properties of the syntactic units they were found in, with respect to their their internal
characteristics, and with respect to the properties of their organization into larger conceptual
structures.

For example, proposition 1.0 below (of the narrative text) might be found in a simple

declarative clause such as example (1), or in a more complex clause, such as (2).

109 visit PAT: 1,085: FRIEND(TOK DUM: SING )) =TNS: PAST;
(1) I visited a friend named Alex.
(2) Dave told Guy I visited a friend who's name was Alex ...

It rfﬁght also_be a root proposition (as 1.0 above) or be embedded within another proposition,

asin 1.1:
10 tel] PAT:Dave, REC: Guy, THM: 1.1=TNS: PAST;
11 visit PAT: 1,084 FRIEND(TOK I'UM: SING )) =TAS: PAST;

Moreover, the proposition may or may not be a part of the principal text frame structure or
one of its component episodes, subprocedures, etc.

If variation in each of these fext-structure variables affects the accuracy of interpreting
performance, then it suggests that corresponding component processes are involved in the
interpreting process, as summarized in Table 3.1 below. The variable is thus said to index
processing of the corresponding type. Note that processing at each successive level implies
processing at the previous level(s), as reflected in Table 3.1. The magnitude of an effect would
be related to the relative importance of the component process in determining accuracy of

performance.
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Table 3.1

Pre-semantic Propositional Frame
—processing processing processing.
Symtactic Proposition Frame Knowledge
parsing generation  construction integration
Predictors Main_Inter* Main Inter Main _Inter Main Inter
Text-structure variables
Syntactic variables
Clause density yes  yes yes  yes ys  ys  ys  ys
Clause emhedding yes  yes yes  yes ys  ys  yes yes
Propositional variables
Proposition density - - yes  yes yes  yes ys  yes
Directness of mapping - - yes  yes yes yes  yes  yes
Text Frame variables
Frame/non-frame propositions - - - - yes  yes yes  yes
Frame components - - - - yes  yes yes  yes
Text Frame type - - yes  yes  yes  yos
Text Order - - - - - - yes oy

* Main (Main effect of predictor), Inter (Effect of interaction of predictor with another variable).

To assess syntactic processing, propositions were classified according to the syntactic
complexity of the segment in which they are found (Claus.:: density (Cls), in clauses per
segment) or according to the level of clausal embedding (Clause embedding (Mtx), matrix or
non-matrix clause) at which they are found. To assess proposition generation, propositions
were classified by both syntactic and proposition-semantic properties. For one variable, they
were classified by the propositional complexity of the segment in which the proposition was
found (Proposition density (Den), in propositions per segment) or according to the directness
of the mapping from syntactic to semantic representations (RtMtx). For the directness of
mapping variable, propositions were cross-classified by the correspondence of level of
syntactic to level of propositional embedding (root or embedded proposition in a matrix
clause; root or embedded proposition in an embedded clause). Finally, to assess frame

processing, propositions were classified by whether or not they were part of the principal
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frame (Frame/non-frame propositions (FNF)), and by the frame component they belonged to.
These variables are summarized in Figure 3.1 and described in more detail in the section on

the linguistic properties of the text materials, in the next chapter.

Cognitive Cognitive Indexing
Processes Sub-processes ariables
Macrostructural Integrative oText Order
transformations operations
F eFrame/Non-frame
rame H information
Semantic generation *Frame components
Macrostructuring Local inferential eMeaning-changing
processing responses
Semantic *Proposition density
interpretation *Directness of mapping
Semantic ] . .
Microstructuring Syntactic parsing -gllause den;:tgd.
®
Morpho-lexical ause emoecaing
processing

Figure 3.1 Variables indexing component processes of text comprehension.

In addition to using the text structure variables cited above, frame processing was also
assessed by a text-frame-type contrast across texts. Frame processing is a central issue in
comprehension since in communicating the main goal is to create in the hearer a reasonable
facsimile of the speaker’s conceptual structure usually called the message. This conceptual

structure is not an unorganized set of propositions, but a structured system of them, so
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comumunication is successful only to the extent that frame information, as well as the
propositional information, is understood correctly. Thus, the cross-text frame manipulation
is necessary to provide information about how well interpreters organize the propositional
information they understand. In the present study, narrative and procedural frames were
contrasted. Since both are constructed principally around events, this particular contrast
provided information specifically about how events are structured, without the possible
confound due to proposition type that would have arisen had the contrast been between
narrative and descriptive frames, for example. To assure the validity of the Text contrast as a
difference due to frame-related information, the texts were controlled in great detail for
equivalence of their non-frame (lexical, syntactic, cohesive, and propositional) chémcteristics.
Finally, to permit the interpretation of Text Order effects as indicative of the use of
information from one text in the comprehension of the next, rather than a practice effect,
subjects were given a practice text on a related topic before responding to the experimental
texts. Thus, if Text Order affects perfofmance, it provides evidence that subjects are
integrating knowledge acquired from the first text with the information in the second text.
Also supporting this interpretation is the fact that it seems unlikely that interpreting for four
to eight minutes will be sufficient to lead to a practice effect in such a complex task.
Response-type effects. In addition, subjects’ responses to each proposition, indeed to
each element of each proposition, were classified in terms of the relation of the response
information to the source-text information. These response-type measures reflect the kind of
processing going on. Consequently, these response-type variables were used to assess the type
of operation that was being applied to the propositional elements in question. Thus, subjects’
responses to propositional elements were coded as: (a) meaning changing (RT1), (b}
paraphrased (RT2), (c) verbatim (RT3) or {d) absent, and this information was represented as
the proportion of each source-text proposition that was responded to in each of these ways.
These response-type variables are associated with different types of processing, as summarized
in Table 3.2 below. The meaning-changing responses were indicators of semantic processing,
in particular of inferential substitutions or additions to the original based on the subjects’
prior knowledge. The paraphrased responses were indicators of syntactic processing, but also
provide evidence of proposition generation, since these responses are, by definition, meaning
preserving. The verbatim responses provided evidence of syntactic processing and were

indicators of overall processing difficulty, and absent responses were not analyzed.
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Table 3.2

Typeo. .. ocessing

Pre-temantic Propositional

_processing _processing
Syrntactic Proposition Local
processing generation inferencing

Response-type variables

Mearing-changing respuases (RT1) yes yes yes
Paraphrased responses (RT2) yes yes -
Verbatim responses (RT3) yes - -

Individually and through their interactions, these two sets of text-structure and
response-type variables provide information both about what kinds of information are being
processed (text structure variables) and about the sorts of operations which are being applied
to that information (response-type variables). For example, if more meaning-changing
responses are found for frame propositions than for non-frame propositions, it suggests that
subjects are selectively generating additional semantic links between the frame information
provided in the text and prior knowledge or other parts of the text.

To assess these processes both in real time and in post-input comprehension, the
variables above were analyzed for two sets of measures: a more immediate, on-line measure
of interpreting performance {an interpreting protocol) which provides information about the
interaction of these processes with working memory, and a delayed, post-facto measure of
retention (a free recall protocol) which provides information about the additional processing
associated with retrieval from long-terrn memory. Comparison of the patterns of results for
these two sets of measures provides complimentary information about what sorts of
processing are occurring at what point during comprehension.

Effects due to experience. The use of text-structure, response-type and frame-type
contrasts within subjects made it possible to contrast all of these variables indexing type and
level of processing across groups and thus compare expert interpreters and inexperienced
bilinguals for each of the types of processing assessed, as well as to see the relative importance
of each type of processing within groups. The mixed between- and within-subjects design
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thus made it possible to construct a profile of processing for each group. Moreover, if the
differences due to expertise lie in a more general skill or efficiency in allocating processing
resources, then one would expect that interpreting would interfere more with recall for the
novices than for the experts. The between-subjects effects provide global information about
differences due to experience and order of text presentation. The within-subjects effects give
evidence of general comprehension processing, independently of experience or order. The
between-by-within interactions are important as indicators of the specific processing
differences that characterize the global differences in expertise or the different processing

strategies applied as a function of text order.

Comprehension in Listening and in Interpreting

In theoretical terms, an analysis of the similarities between comprehension in
listening and in interpreting would provide a principled basis for examining the extent to
which the results about interpreters generalize to the comprehension of bilinguals under
more usual circumstances. It yields information about whether the component processes, or
the particular weighting of component processes, involved in the interpreting task are
specific to interpreting or generalizable to other tasks involving comprehension, particularly
normal listening comprehension. In practical terms, such an account can provide useful
information about how the task interferes with interpreters’ comprehension. Since efficient
comprehension is central to interpreting performance, this information can be used to design
programs of training that will enhance interpreting ability to circumvent task-specific
interference with comprehension. In methodological terms, an account of the relation
between listening and interpreting would provide a basis for assessing the adequacy of
simultaneous interpreting as a task environment for studying normal comprehension
processes. It would permit the assessment of the extent to which the on-line data provided by
interpreting are representative of listening performance as well.

To address this problem, the present study also investigated a Task contrast {listening
vs. interpreting) in which bilinguals were given either an interpreting or a listening
comprehension task for the same texts. Again, contrasting these two groups directly avoids
problems of confounds of materials or testing conditions, as well as of comparability of
particular sets of analyses. This general question about the task-related differences in

comprehension was broken down into the more specific questions that follow:
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(i) Is syntactic processing the same in both tasks?

(i) Is proposition generation the same across tasks?

(iii) Is processing of the frame structure of the text the same across tasks?

{iv} Is the relative importance of each type of processing the same across tasks?

To provide evidence pertaining to these questions, the same text-structure, frame-type
and response-type variables described above were used to provide information about both
what kinds of information are being processed (text-structure variables) and what sorts of
operations are being applied to that information (response-type variables) in comprehension.
In order to compare the tasks directly, the analyses were performed on the free recall measure
only, since no comparable on-line measure was available for the listening task.

The use of text-structure, response-type and frame-type contrasts within subjects made
it possible to contrast all of these measures across task conditions. This was done by
comparing the inexperienced interpreters and listeners for each of the types of processing
assessed, as well as to see the relative importance of each type of processing within groups.
The mixed between- and within-subjects design again made it possible to construct a profile of
processing for each group. The between-subjects effects provide global information about
differences due to task and order of text presentation. The within-subjects effects give
evidence of general comprehension processing, independently of task or order. The between-
by-within interactions are important as indicators of the specific processing differences that
characterize the global differences in task or the different processing strategies applied as a
function of text order.

To summarize, the processes specific to interpreting skill were investigated by
contrasting experienced with inexperienced interpreters performing simultaneous
interpreting of a narrative and a procedure and then doing a free recall of each immediately
afterwards. Text-structure and response-type variables provided information about
component processes of both groups, as did the factors Text and Text Order. The processes
common to comprehension in listening and in simultaneous interpreting were studied by
contrasting inexperienced interpreters’ recall after listening and after interpreting. The same
variables were used in analyzing task differences as were used to assess differences due to

experience.
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Chapter Four
Method

Subjects

Subjects were sampled from two populations: experienced interpreters (n=8) and

inexperienced interpreters (n=16). The two groups are compared in Table 4.1.

Table 4.1

mparison of Grou f Subj

Group
Experienced interpreters Inexperienced interpreters

n 8 16
% Females/Males 75/25 31/69
Mean age =45 y-2
% English better 5 6
"% French better 0 )
% Same p-<} 5
Mean hours 3830 0

interpreting experience

The experienced interpreters were professional conference interpreters from the
Montreal area with an average of 3830 hours of active interpreting experience. Given that
under normal conditions professional interpreters work 20 minutes on, 20 minutes off
during a six-hour working day, that is 3 hours of interpreting per day, and an active
interpreter might work some 150 days per year, the subjects who participated here had an
average of 8.5 years’ interpreting experience. 25% of these subjects gave Engiish as their better
language, 50% gave French, and 25% said they were equally fluent in both. The responses
were the same for the language they preferred to translate into. The group was

predominantly female (75%), and the average age was estimated at 45 years.
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The inexperienced interpreters were bilingual graduate students attending one of the
two English-language universities in Montreal {McGill and Concordia). These subjects had
never attempted simultaneous interpreting before; 69% of them gave French as their better
language, 6% gave English, and 25% responded that they were equally fluent in both. Note
that even the subject who considered himself Englie:: dominant uses French at home and
both languages at work, and reports using each language 50% of the time; the French-
dominant subjects estimated they used English (an average of) 49% of the time. Males were
more numerous in this sample (69%), and the average age was 29 years.

All subjects appeared to be very proficient in both languages (i.e., balanced bilinguals),
and ali used both languages on a day-to-day basis (cverall, English 53% and French 47% of the
time). This even division of language use corroborates the assessment that they ar2 balanced
bilinguals. Sutjects’ self-evaluations of dominance of one language over another thus clearly
reflect small differences in their functional language skills, especially comprehension. No
further evaluation of subjects’ bilingualism was attempted, since in several studies self-rating
proved most highly predictive of performance, especially among highly educated subjects (see
Albert & Obler, 1978: 45).

Materials

Two texts (Tables 4.2 and 4.3) were used in order to assess component processes
dealing with high-level semantic (frame) information. It was thus very important to isolate
frame-level properties as the only important difference between texts, so as to permit the
interpretation that text differences were due primarily to differences in these properties. To
assure the reliability of this contrast, a multidimensional profile of lexical, syntactic, and
semantic properties was constructed and the two texts were equated along each dimension.
(See Appendices A and B for analyses of the experimental texts).

To access rule-based frame generation processes rather than those of frame
instantiation from prior knowledge (see Frederiksen, 1985), texts on a topic unfamiliar to the
subjects were used. Although about 15% of subjects in each group reported some prior
knowledge of positron emission tomography (the content common to the two texts), and
most had at least heard of the PET scanzer, it was often not clear if they were confusing it
with the more widely-known computerized axial tomography scanning technique (the CAT
scan).
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Table 4.2

Experimental Text: Narrative

I have a friend named Alex who is a nuclear physicist, but he works in a public
hospital instead of at some big univers}i\rly’s reactor. He spends a lot of his time shooting
protons at glucose and other things. Alex makes several different isotopes with the old
cyclotron which is in his lab, and he often helps one of the computer programmers who
works in the hospital’s brain scanning center. Yesterday I visited Alex at the hospital.

When I found the right office, it was already 10 o’clock. Alex was reading a collection
of technical articles, but he put his book on a nearby shelf when I arrived and he showed me
all around the lab. He turned on the small cyclotron which was in one corner and made
some fluorine isotope tc demonstrate how simply it worked. The small machine made noises
while Alex explained what it was doing. Afterwards, Alex made some terrible coffee. We
talv-ad about the local news for a little while, until a staff doctor asked for some carbon-eleven
glu.ose in a hurry. He said he would call as soon as he was ready for it. Ther: he prepared the
next patient for her scan.  Alex explained that since the glucose isotope was only hot (or
radioactive) for about a half an hour, he could just set up what was in the lab, He would only
start to make the isotope itself when the doctor called again. Not long after Alex was all
ready, the doctor called back to confirm his previous request and Alex began to prepare his
magic potion right away. When he had finished it, he checked whether it was hot (or
radioactive) enough for the scanner. Then we ran up to the scanner room on the third floor,
with the solution in a lead bucket.

The scanner was a big aluminum ring with millions of wires connecting it to a big
computer in the next room. The patient was waiting nervously for an injection on a long
table, with her head inside the ring. As we walked back down the stairs together, Alex
explained that scanners detect gamma rays coming from inside the patient’s brain. I didn't
really understand very much of what he was talking about. It sounded really crazy to me.

After lunch, Alex checked in at the lab. Then we visited his friend Yoshio who ran
the brain scanner’s computer system. Even before he greeted us, Yoshio pointed at the two
TV screens on a large desk and then asked which image was clearer. Yoshio was working on
a new program to make the images sharper. Then he pointed at another screen with the
same brain image, but it had two handles connected to it, like a video game. He suggested
how we should play around with the handles, and when we moved them, the image changed
in color and brightness. Yoshio explained that it was better for the doctors to manipulate the
color and brightness of the important parts of the image.

The telephone rang, interrupting him. The call was for Alex. He had to go back to the
lab, and it was time 1 left, too. We thanked Yoshio for his explanation of the new program,
and walked to the main entrance together. Then Alex went to make some other kind of
isotope and I went to the bank to pay some bills. It was a very interesting visit.
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Table 4.3
Experimental Text: Procedure

A man goes to visit his doctor. He complains that his head often aches. He feels
weakness in his arms and nausea. The symptoms make the doctor suspect that the patient
has a brain tumor. He cannot be sure, though, without finding ou "vhat's happening inside
the patient’s skull. How is it possible to discover, causing no damage, what's going on inside
someone’s brain? Technology has provided us with a safe way of getting this information:
the PET scanner. Let me explain how it works.

First, the patient is prepared: he lies on his back, his eyes and his ears are covered by
wrapping them with gauze, and his head is secured with plastic pins so it can’t move at all.
Finally, his head is placed inside a donut-shaped machine and he is given an injection of a
radioactive solution. This is made from a kind of glucose with a radioactive marker attached
to some of its molecules. The marker is usually a carbon isotope produced in a cyclotron.
This apparatus shoots protons into the nuclei of carbon atoms so thegr end up with an extra
proton. This makes the atoms unstable, but only for a while: after half an hour most of them
are normal again. These unstable atoms are attached to the glucose and injected into the
patient’s nech.

After the injection, scanning begins. The scanner has gamma ray detectors around
the patient’s head. That's why it’s shaped like a donut: so his head can fit in the middle. The
unstable atoms eject positrons to become stable again. The positrons each emit two gamma
rays when they hit electrons in the patient’s tissue, and this is called annihilation. The
gamma rays leave the annihilation site in opposite directions and they have enough energy
to leave the brain through the skull. When they hit two detectors simultaneously, a signal is
sent to a computer. Because each of the detectors has a tube in front of it, it can only see
straight ahead. Thus each pair of these detectors only gives information about a small area of
;issue. The scanner then collects these signals and registers which of the detectors they came

Tom.

When the scanner finishes its job, the computer starts reconstructing an image of the
region that was scanned. A program compares the number of signals sent by each pair of
detectors and those sent by all the others, and then it calculates the number of gamma rays
emitted by each of the regions of the brain. The image appears on a screen as some colored
squares that represent a cross-section of the brain, and this image is what the doctor interprets
to perform his diagnosis.

Since the different colors represent different amounts of garnma rays and the rays are
produced by the radioactive glucose, he can see where the glucose concentrated. Doctors
already know that tumors consume more energy than normal tissue, and ihat they get this
energy from glucose, so the doctor can spot the tumor because it will have a brighter color.
Other disorders also show typical patterns on the image, and with different isotopes we can
get information about the processes happening in the brain. The isotopes are safe, since
they’re only radioactive for a short while. The doctor doesn’t have to open the skull, so he
doesn’t cause any damage. Thus, this technique allows him to see what's happening inside
the brain easily and safely.
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Rate of presentation was controlled at 145 words per minute, for all subjects.

Linguistic Properties of the Experimental Texts

The texts were contrasted using a multidimensional profile of lexical, syntactic and
semantic properties. This strategy yields a finer-grained, more reliable comparison across
texts than the similar-length-and-content comparison usually found in comprehension
studies using more than one text. Moreover, all text variables are within-subjects factors (i.e.,
text-variable effects are assessed for each individual), so that sensitive measures can be made
of the contribution of any of these factors to group differences on dependent measures.
Finally, the statistical power lost with the use of a relatively small number of subjects is
partially offset by the level of detail of the analyses used to control text sources of within-
group variance, as seems most appropriate for this type of research, and by the use of the
within-subjects design for text variables.

Control of lexical equivalence. Lexical equivalence of the two texts was assured by
equating them with respect to the number of words (types and tokens), and the proportion of
closed-class words (types and tokens), as summarized in Table 4.4 below with columns for

each text and a difference score (A):

Table 4.4
Summary of Data on Lexical Equivalence of the Experimental Texts

Text Type
Text Property Narrative Prccedural A
Total words (toker <) 574 579 5
Totzl words (types) 21 32 1
Type-token ratio 40 AQ 0
Proportion of closed-class tokens 49 49 0
Proportion of closed-class types 26 29 03
Mean lexical density (words/segment} 10.1 102 1
Mean word frequency (per million) 1631 1728 103
Proportion of infrequent words (types} 38 44 06
Proportion of words (types) in both texts 42

~ ~  The number of word-types refers to the number of different words (i.e., not including
repetitions), whereas word-tokens refer to the number of strings of letters delimited by blanks
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(i.e., including repetitions). The type-token ratio is a measure of lexical repetitiveness or
variety. Since closed-class words are much more frequent and play a spedal role in syntactic
parsing and semantic interpretation, their occurrence in the texts was also verified. As was
discussed above, frequency is a major determinant of efficiency of lexical access, so mean
word-type frequency (in occurrences per million) was estimated for each text. Those word-
types with a frequency of 100 or more occurrences (the =1000 most frequently occurring
words) in the Kucera & Francis (1967) corpus were assigned the frequencies found by Kucera
& Francis, The word-types with a frequency of less than 100 per million were assigned an
estimated frequency of 10 per million. Mean word-type frequency was then the arithmetic
mean of these frequency scores for each text.

Table 44, ¢"-en, constitutes a profile of the lexical complexity and diversity of the texts
used, showing that the texts were constructed to give them nearly identical profiles. Because
of this similarity, we can conclude that the two texts are, for our purposes, equivalent in
difficulty of lexical processing.

Control of syntactic equivalence. Syntactic equivalence of the two texts was assured by
equating them with respect to clause density, the number of segments, clauses, clause
embeddings, and different clause types, as survmarized in Table 4.5 below, with columns for

each text and a difference score (A).

Table 4.5
f n i uivalence of *h imental Tex
Text Type

Text Property Narrative Procedural A
Total segments 5 5z 0
Total clauses B % 0
Mean clause density (clauses/segment) 1.7 1.7 0
Total clause embec.!}c;lings 3t K 4
Total major clauses 2 51 1
Total bound adjuncts 74 2 0
Total other adjuncts 7 8 1
Total rank-shifted qualifiers 73 1 1
Total rank-shifted noun groups 5 16 1
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Scgments are syntactic units derived from Winograd’s (1972, 1983) description of
clause types. A segment is generally a clause with a finite (tensed, conjugated) main verb
group along with any non-finite clauses attached to it. The segment thus allows for a more
exact definition than the sentence, as well as providing units of a more homogeneous size
(see Dillinger, 1987). The subjects’ interpreting and recall protocols were also segmented
using the same method to provide uniform and comparable units of analysis.

Clauses are traditional units of grammatical analysis and can be iden‘ified in a
straightforward manner. To classify them, a set of clause types was defined based on
Winograd (1983 — see Dillinger, 1987). Clause density is measured in units of clauses per
segment, i.e,, it is a measure of syntactic complexity.

Table 4.5, then, constitutes a profile of the syntactic complexity and diversity of the
texts vsed, showing that the texts wera constructed to give them nearly identical profiles.
Because of this similarity, we can conclude that the two texts are, for our purposes, equivalent
in parsing complexity, or more preciseiy in the difficulty of constructing syntactic
representations of their units.

Control of directness of semantic interpretation. Formally, semantic interpretation is
a family of functions that maps between syntactic trees and semantic (propositional) nets.
The texts were equivalent with respect to the transparency or directrness of this mapping,
using a global measure. This was assured by equating them with respect to the proportion of
direct to indirect surface-to-propositional maps (Narrative: 149 to 49 (3.09); Procedure: 150 to
48 (3.13)). Direct mappings were between unembedded clauses and unembedded propositions
or between embedded clauses and embedded propositions; the elements were at the same
level of embedding in both representations. Indirect mappings were those that reguired a
change in level of embedding during interpretation: embedded clauses mapped onto
unembedded propositions or unembedded clauses mapped onto embedded propositions.

It was hypothesized that, when added to the mapping process, the complication of
having to adjust the level of embedding would increase processing difficulty, and that the
cross-classification would make it possible to explore the nature of the dificulties associated
with recovering surface-embedded information. This variable was included to investigate
further the well known effects due to topicalization or staging (Clements, 1979; Marshall &
Glock, 1978).
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Control of propositional equivalence. Proposition-semantic equivalence of the two
texts was guaranteed by equating them with respect to propositional density and the total
number of propositions, event propositions, stative propositions, and relational propositions,

as summarized in Table 4.6 below, with columns for each text and a difference score (A).

Table 4.6
1 f n Pr itional Equivalence of the Experi 1 Tex
Text Type

Text Property Narrative Procedural A
Total propositions 198 198 0
Mean propositional density (per segment) 35 35 0
Total events 8 2 0
Total statives » 74 2
Total relationals 2 40 2

The list of propositions for each text (see Appendices A and E) constitutes a
description (in a specialized metalanguage for propositions) of the concepts and conceptual
relations that are made explicit in the text. The resulting description is a representation of the
shallow or (nearly) literal interpretation of text content. The propositional metalanguage
used here is that described in Frederiksen (1975, 1986).

Events are propositions in which the head element or predicator is an action or
process, and the arguments are objects involved in the event or its attributes; statives are
those in which the head element is an object and the arguments are its attributes or other
objects it is related to; relational propositions are those with an algebraic or dependency
relation as head and propositions as arguments (Frederiksen, 1975).

Table 4.6, then, constitutes a profile of the proposition-semantic complexity and
diversity of the texts used, showing that the texts were constructed to give them nearly
identical profiles. Because of this similarity, we can conclude that the two texts are, for our
purposes, equivalent in propositional density and types of proposition.

Control of cohesion. Cohesion designates a class of textual devices that signal some of
the explicit semantic relations between some of the concepts which the text designates. These
devices thus serve as specific markers of the coherence of text content (Halliday & Hasan,
1976; Dillinger, Bracewell & Fine, 1987). These markers, therefore, play an important role in
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constructing inferential links between the elements of the propositional representation of text
content. Cohesive equivalence of the two texts was assured by equaiing them with respect to
the number and types of cohesive elements, as summarized in Table 4.7 below, with columns

for each text and a difference score (A):

Table 4.7
u f n cohesiv uival f th rimental tex
Text Type

Text Property Narrative Procedural A
Total cohesive elements 239 241 2
Proportion cohesives of total words 42 A2 0
Mean cohesion density (per segment) 42 42 0
Total referentials 100 100 0
Total conjunctives k) k! 0
Total lexicals 104 16 1
Total other cohesives 1 2 1

The types of cohesive elements are those of Halliday & Hasan (1976): referentials
include pronouns, deictics, etc., conjunctives include conjunctions and conjoining
expressions, and lexicals include synonyms, antonyms, super- and subordinate terms, etc.

Table 4.7, then, constitutes a profile of the cohesive complexity and diversity of the
texts used, showing that the texts were constructed to give them nearly identical profiles,
while maintaining, of course, the same lexical, syntactic and propositional profiles. Because of
this similarity, we can conclude that the two texts are, for our purposes, equivaient with
respect to cohesion.

Tables 4.5-4.8 document the strict equivalence of the two texts for non-frame
characteristics. The differences between the texts are all frame related, and are specified below.

Frame types. The difference between the experimental texts which is of interest here
is that of the principal frame which the text exemplifies. The two frame types contrasted here
are the narrative and the procedure. Two important aspects of frame structure are (a) how
particular types of propositions are linked together, and (b) how these types and links are
instantiated and distributed among embedded and unembedded clauses and prepositions.
The first is specified for the experimental texts by the frame diagrams in Appendices C and D,
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as well as the upper panel of Table 4.8. The second is characterized in the lower panel of Table
4.8 and in Table 4.9 below.

Frame analysis consists in identifying the propositions of the appropriate type or
types, and the relations between these propositions expressed in the text, in order to construct
a semantic network with propositions as nodes and semantic relations (as defined in
Frederiksen, 1975} as links between them. A frame, in the abstract sense used here, is a class
of such semantic networks defined by the type or types of propositions which are the nodes
and the type or types of relations which can link them (see Frederiksen, 1986).

A marrative is a conceptual structure in which events are organized primarily in
terms of their temporal relations, that is, it is essentially a set of events linked by relations of
order and equivalence in time (Frederiksen, 1986). In the frame network (see Appendix C),
the X axis corresponds to equivalence in time and the Y axis to order in time (higher before
lower).

A procedure is a conceptual structure in which (resultive or goal-directed) events are
organized principally in terms of the part-whole relations between them, that is,
hierarchically (Frederiksen, 1986, 1989b). In the frame network (see Appendix D), the X axis
corresponds to the part-whole relation (parts to the right of wholes) and the Y axis to order in
time (higher before lower).

Directness of mapping, although equivalent overall (as discussed above), varies
considerably across text type. The Narrative text, for example, contained twice as much
information in root propositions as the Procedure (3.21-to-1 vs. 1.57-to-1 root-to-non-root
propositions), and had four times more information presented in matrix clauses than the
Procedure (1.91-to-1 vs. 0.45-to-1 matrix-to-non-matrix clauses). The two texts are, then,
equivalent in semantic parsing complexity overall, but differ on how the information is
distributed by proposition and clause types (see Table 4.8).

Table 4.9 displays a breakdown of the information in Table 4.8 by the frame/non-
frame distinction. In the Narrative, there was a large difference in the distribution of frame
information across clauses, but a much smaller difference in the distribution of non-frar.e
information. Moreover, frame information appeared much more frequently in matrix
clauses. In the Procedure, on the other hand, the distribution of frame and non-frame
information across clauses was nearly the same, and there was much more information in
embedded clauses.
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Table 4.8

Text Type
Text Property Narrative Procedural A
Frame/Non-frame propositions 82/116 (0.71) 102/96(1.06) 035
Frame Components Episode* Subprocedure*
Component 1 (Fr/NFr propositions) 18/14 /0
Component 2 (Fr/NFr propositions) 32/38 20/0
Component 3 (Fr/NFr propositions) 2/4 33/0
Other propositions (Fr/NFr propositions) 10/30 0/96
Directness of mapping**
Root-Matrix propositions (RM1) 116 45 71
NonRoot-Matrix propositions (RM2) gL} 16 -2
Root-NonMatrix propositions (RM3) K] x 3
NonRoot-NonMatrix propositions (RM4) B 16 72
Root/NonRoot propositions 151/47 (321) 121/77 (157) 1.64
Matrix/NonMatrix propositions 130/68(1.91) 61/137 (0.45) 146

*The number of propositions constituting frame components was calculated differently for the
two texts. For the Narrative, both frame (Fr) and non-frame (NFr) propositions were counted
for each component; for the Procedure, only frame propositions were counted for each
component.

** Root-Matrix propositions are root (unembedded) propositions which appear in matrix
(unembedded) clauses. NonRoot-Matrix propositions are embedded propositions in matrix
(unembedded) clauses. Root-NonMatrix propositions are root propositions in embedded
clauses. NonRoot-NonMatrix propositions are embedded propositions in embedded clauses.

‘Table 4.9
Fr. In ion over ix znd Em
Text Type

Narrative Procedure A
Frame propositions
in matrix clauses & p.’] %
in embedded clauses 17 & -50

- ition

in matrix clauses & k1. B
in embedded clauses 51 0] -19
Total propositions
in matrix clauses 130 6l &
in embe_dded clauses &8 137 49
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Rate of presentation. The texts were presented at 145 words per minute (wpm) to all
subjects, i.e., subjects had 414 msec mean processing time per word. This speed is slower than
the normal rate of spontaneous speaking (160-180 wpm; Foulke & Sticht, 1969), but is fast
enough to cause professional interpreters some difficulty. Gerver (1971a,b) reports data
showing that about 75% of the words in his texts were correctly translated at 145 wpm
compared to 98% at 112 wpm (see Figure 4.1 below). Gerver concluded using this criterion
that 112 wpm was the optimal rate of presentation for professional interpreters. In the present
study the faster rate was chosen to increase deviations from the original text, since they are

the clues from which processing is inferred.,
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0 100 120 140 160 180

input rate{wpm)

Figure 4.1 Percent correctly translated or shadowed by
professional interpreters, by rate of presentation (data from
Gerver, 1971a).

Rate was measured in mean words per minute to permit comparison with Gerver’s
(1971a,b) study and other discussions of interpreting. However, syllables per second is a much
more precise measure, simply because syllables are much less variable in length (£50 msec)
than words (£500 msec). Even by this more refined measure, control of rate was good: the
procedural text was less than 5% faster, because it had more syllables (869 vs. 823) than the
narrative text (see Table 4.10).
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Table 4.10
Rate of input. by text
Text Type

Narrative Procedure A
Total syllables 83 869 4%
syllables/second 347 367 20
msec/syllable 289 73 16
words/minute 145 145
propositions/minute 495 495

A uniform text-internal rate of delivery was assured by marking the text at 10 s
intervals and practicing reading while monitoring a timer until delivery was smooth (there
was only one false start per text) and at the desired rate.

Although the theoretical interest of having such carefully controlled materials is
obvious, producing them is tedious, ime consuming, and anything but practical. These two
texts, for example, took approximately nine months for one person to produce by hand.
However, the recent development of computer-based tools for text analysis has begun to
make it much more practical to produce such materials. Specialized high-level programming
languages such as Déredec (Plante, 1985) and sophisticated systems such as CODA-X
(Frederiksen, Décary & Hoover, 1988) can be used to generate complex database: of
information about the texts being used. It may even be possible to automate some of the
analyses or use statistical methods to compensate for text differences. Comparisons of texts of
“simnilar length and content” are clearly inadequate when theory generates precise questions

and methods of analysis permit ever more detailed comparisons.

Tasks and procedure

Tasks. Subjects were instructed either to listen to or interpret, and afterwards to recall,
each experimental text. They were explicitly instructed not to worry about remembering the
text but to concentrate on understanding or interpreting it (see Appendix E for instructions).
Both texts were presented and recalled in English. Interpreting was from English into French.
Presentation of each text lasted approximately four minutes. A short practice text on a related
topic was also presented to all subjects for warm-up (see Appendix E).
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Procedure. Subjects were seated individually in a small, quiet room which was very
similar in appearance to an interpreter’s booth, equipped with a Fostex X-15 series II four-track
cassette tape recorder and full-sized enclosed headphones with an unobtrusive Radio Shack
33-1063 miniature lapel microphone clipped to the headphone wire. After a short
introduction presented on tape, subjects listened to or interpreted a two-minute warm-up
text, then the first experimental text. After the first experimental text, they were asked to
provide a recall of it, and took a short break while the experimenter readied the equipment
for the second text. Finally, they listened to or interpreted the second experimental text and
provided a recall. All instructions and stimuli were presented binaurally from the left
channel (channel 1) of the stimulus tape. Subjects’ interpreting performance, as well as their
recalls, were recorded on the right channel (channel 2). After the task was completed subjects
were given a short debriefing session to get information on their training, experience and
reactions to the experiment.

Deviations from standard practice. The experimental task in a laboratory setting
seemed to deviate from standard interpreting practice in several ways:

1) The task was decontextualized. That is, the text interpreted was not presented in
the context of a particular audience, on a particular social occasion such as a conference of
specialists. These communicative parameters were left undefined, and constitute the major
difference between laboratory and natural conditions. The extent to which this may affect
actual interpreting performance has not been studied in any detail, although its importance
has been repeatedly emphasized by Seleskovitch (1984} and colleagues. It is important to bear
in mind, however, that their theorizing is based heavily on the interpretation of spontaneous
speech, in particular dialogue. In a conversational situation, context is obviously much more
important than in interpreting prepared text.

2) 1t was not possible to see the speaker. This is a particular instance of the difference
pointed out in (1), and subject to the same caveats. Note that all of the examples used by
Seleskovitch & Lederer (1984) to emphasize the importance of contextual variables are cases
in which either deictic reference to the immediate physical situation or speaker/addressee
identity are important, and that neither of these is important in the presentation of a
prepared text. Thus, the kind of text chosen and type of social situation (lecture) that was
presupposed both acted to reduce the importance of contextual variables, thus making the
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laboratory task much more similar to one kind of natural setting than would initially seem to
be the case.

3) The interpreters were not allowed to prepare for the task, nor were they allowed to
choose the topic. Interpreters sometimes specialize in, or develop a preference for, given
topics, and in most cases are given the opportunity to do some preparation before interpreting
about a given topic. This difference refers to the role of prior knowledge in interpreting
performance, a clearly important, although entirely uninvestigated, factor. This does not,
however, make the experimental task very different from normal practice, for the following
reasons.

On the one hand, interpreters rarely have technical knowledge of topics they are
called upon to interpret; at best they have some general awareness of the area under
discussion, at least in Canada where the market does not make great demands on technical
specialization. On the other hand, it is unlikely that in a few days’ time an interpreter
untrained in physics, math or chemistry (i.e., the majority) will be able to understand very
much of any technical topic. Moreover, preparation time is used to become familiar with the
vocabulary of the area (according to experienced subjects) rather than attempting to
understand theory. This emphasis on the lexical characteristics of a given type of technical
text is alio reflected in the widespread use of terminology databases and specialized
dictionaries. The difference, then, between preparing and not preparing for an interpreting
session seems to be one of increasing the subjective frequency of rare words — presumably
with a consequent facilitation of access to them, rather than increasing prior knowledge.

4) There was no audience. Some subjects reported that an important difference of the
laboratory setting was the absence of an audience. They found the tension and pressure to
perform ar important stimulus that was missing in the laboratory. The consequences for
processing are unknown, but one might expect little more than a slight decrement in overall
performance because of this difference.

5) Subjects were not paid. The consequences of this difference are, unfortunately,
quite unpredictable.

The main deviations from standard interpreting practice bear on context and prior
preparation. The setting and type of text used here (pre-prepared material read in a lecture or
radio broadcast setting) reduced the importance of contextual variables. Preparation would
have emphasized correct terminology, rather than increasing prior theoretical knowledge.
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Since the translations produced were analyzed for content, correct or incorrect terminology
(cycloscope for cyclotron. for example) made little difference in coding. Thus, the differences
between the experimental task and normal practice have been minimized.

Data manipuiation
Preparation of protocols. The steps described above yielded 16 interpreting protocols

and 24 free recall protocols for each text. All 80 protocols were transcribed including false
starts, hesitations, etc. and were divided into numbered syntactic units (segments) to facilitate
subsequent analyses. French-language protoccls were transcribed by a French-native-
language linguist.

Match/Mismatch analysis. In all comprehension research some assessment is made
of the degree to which the response protocol matches/mismatches the input text (Ericsson &
Simon, 1984); this is the fundamental step of generating data from the observations. One
typical, but more detailed than usual, form of this analysis (recallfinference coding, see
Bracewell, Frederiksen & Frederiksen, 1982) proceeds by categorizing the propositions of the
original text as absent, recalled, inferred, or recalled with inference in the response protocol.
This coding technique has proved to be very useful, and is in fact mcre detailed and reliable
than many more widely used techniques (e.g., simple presence vs. absence of propositions
judged without reference to explicit criteria). However, the attempt in the present study to
measure subtle processing differences using a small number of subjects made a more refined
adaptation of this method necessary.

Rather than matching entire propositions, here the units of comparison were the slo¢-
filler pairs that constitute each proposition. That is, each slot-filler pair of each proposition in
the input text received a score according to the degree of similarity between it and the
segment in question, using the following ordinal scale of similarity:

0 if the slot-filler pair was not present in the sesgment (absent); least similar.

1 if there was a change of meaning in either the slot or the filler (semantic
change).

2 if there was a change in surface form of either the slot or the filler, without a

change in meaning (paraphrase).

3 if the slot-filler pair appeared in the segment verbatim (verbatim); most
simiiar.
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For each proposition, the distance between the response protoco!l and the propositions
of the input text was represented with three measures: (a) the proportion of the original
proposition’s slot-filler pairs reproduced with semantic changes, (b) the proportion
paraphrased, and (c) the proportion reproduced verbatim.

The response type called verbatim merits some comment in dealing with translation
protocols. Obviously, translations are never verbatim, but are paraphrases in another
language. However, in this study, verbatim was used to indicate that in translation the same
sentence structure and direct translation-equivalent lexical items were used. Paraphrased
responses were those in which there were meaning-preserving surface changes. Perhaps
more accurate names for these response types might be stricily meaning preserving and
loosely meaning preserving; the relative proportions of each type, however, show that this is
not an important difference in the present data.

The technique of assessing text similarity introduced here includes the following
refinements of the Bracewell et al. (1982) méthod:

(a) the basic units of comparison are smaller, yielding a finer-grained comparison;

(b} the units are compared with respect to syntactic as well as semantic differences,
providing more information about the relation between the two texts;

(c) the units are compared using an ordinal rather than nominal scale of similarity,
which is more appropriate for assessing distance;

(d) the measures for similarity at the level of proposition units are derived from
measures of the similarity of their components, making the proposition measure more
precise and detailed as well as reducing the error variance introduced by miscoding;

() similarity of propositions is assessed along three quasi-continuous dimensions,
rather than along a single discrete dimension.

(f) the use of an approximately continuous measure (proportion of proposition p),
rather than a small set of discrete categories, makes error variance more evenly distributed
along the scale, dariping any possible effects of coding bias.

The goal of thuse refinements to the coding method is clear: they reduce error
variance introduced by variability in the application of the coding methods, and thereby
contribute to increasing the power of the statistical tests used.

Databases. The raw data matrices generated by these methods were composed of

vectors of three values associated with each proposition, for each text, for each subject.
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For each of the experimental texts a database was constructed, using Microsoft® Excel,
in which each record (row) corresponded to a text proposition, and each field {column) to
information about the linguistic properties of the text, as summarized in the tables above.
This made it simple to generate information about propositions with a given property (e.g.,
those found in matrix or non-m=:.1¢ clauses, that were root or non-root propositions, those
found in a segment with n clauses, etc.), as well as classify propositions by these properties.
Once the raw data matrices were appended to these databases as new fields, generating
dependent measures by performing caiculations on classes of propositions became simple
with the database calculaiion functions built into Microsoft® Excel. A relational database
management program and improvements to the database design, however, would have
made the process much more efficient.

Using these databases, a set of nine matrices of dependent measures (see Table 4.12
below) were generated for each set of measures (interpreting and recall), and used as input to

the analyses of variance described below.
Design and analyses

Between-subjects Design

The major between-subjects contrasts in the present study, as cited above, are
Experience and Task. The use of two texts also entailed Text Order as a between-subjects factor.

Experience refers to difference in experience with the interpreting task. One group of
subjects, the High-experienc: interpreters, had an average of 8.5 years’ experience interpreting,
whereas the other groups had none.

The Task factor contrasts the two tasks studied: two groups of subjects interpreted, and
another listened to the experimental texts.

The Task x Experience interaction is not of interest here: the model of comprehension
underlying the study does not predict transfer of experience with the interpreting task to
performance on a listening task. Thus, comparing subjects with and without interpreting
experience on a listening task makes little sense in this theoretical context. Moreover,
because the high-experience subjects are drawn from a very specialized population with
limited availability, it was important to optimize the time spent with them by avoiding the
condition in which experienced interpreters would simply performn a listening task.

Consequently, rather than crossing Task and Experience, three experimental groups were
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used: High-experience interpreters (n = 8), Low-experience interpreters (1 = 8), and Low-

experience listeners (n = 8). The analyses were set up with a between-subjects factor called

Group. Two contrasts involving Group were of interest: (a) the planned comparison of

Experience (High-experience interpreters vs. Low-experience interpreters) on both the

interpreting and recall measures, and (b) the contrast of Task (Low-experience interpreters vs.

Low-experience listeners) for the recall measures only.

Text Order was the last between-subjects factor, contrasting the two orders of text

presentation (narrative-procedure vs. rrocedure-narrative). The resulting between-subjects

design is shown in Figure 4.2.

Group

High-experience

Interpreters

Low-experience

Interpreters

Low-experience

Listeners

Figure 4.2 The between-subjects design for the experiment.

Jext Order
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Inlerpreling interpreting
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recall recall
InCASUrES Ineasures
N=4 N=4
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recall recall
INeasUres NerSUress
N=4 N=4§4
recal! recel!
Ineasures Ineasures
only only
e e—————

Experience
Contrast

Task
Contrast
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Within-subjects Models

A series of different within-subjects variables were studied by means of differcat
within-subjects models.

Text (narrative vs. procedure) was introduced to permit assessment of frame-level
processing and zvas made a within-subjects factor to increase the sensitivity of the statistical
tests. There was a single narrative/procedure contrast.

Response type (meaning-changing (RT1), paraphrased (RT2), verbatim (RT3)
responses) variables were introduced to assess the class of processing operations applied in
responding to the input. Two contrasts were tested in all analyses: meaning-preserving
(verbatim plus paraphrased responses) vs. meaning changing responses (RT2+3-1) and
verbatim vs. paraphrased responses (RT3-2).

Text-structure variables were manipulated within texts and controlled across texts. A
separate within-subjects model was used to test the contribution of each in a separate analysis,
as summarized in Table 4.11 below.

Table 4.11
in-subjects models used in the repeated-measures anal f varian
Analysis {lassification of propositions Within-subjects model
1 Pooled over all propositions Text x Response type
2 Clause density (Cis) Text x Response type x Cls
3 Clause embedding (Mtx) Text x Response type x Mtx
4 Troposition density (Den) Text x Response type x Den
5 Directness of mapping (RtMtx) Text x Response type x RtMtx
6 Narrative/Non-narrative (FNF(Narr)) Response type x FNF
7 Procedural/Non-procedural (FNF/Proc))  Response type x FNF
8 Episodes (Frco(Narr)) Response type x Frco
9 Subprocedures (Frco(Proc)) Response type x Frco

Clause density. Dependent measures were deviseG by categorizing propositions as to
the number of clauses contained in the segment where the proposition was found: 1 clause
per segment vs. 2 clauses per segment vs. 3 or 4 clauses per segment (low (Cls1), medium
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(Cis2) and high (Cls3) clausal density, respectively), on the assumption that recovery of
information from syntactically more complex segments, especially given the exacting
demands of concurrent tasks on processing resources, would demand greater processing and
hence be associated with decrements in accuracy of performance. Two contrasts were tested:
Mid-Low clause density (Cls2-1) and High-Mid clause density (Cls3-2).

Clause embedding. Dependent measures were devised by categorizing propositions as
to the level of embedding of the clause in which the proposition was expressed: matrix
(unembedded) vs. non-matrix (embedded) clause, on the assumption {nat it would require
more processing to recover syntactically embedded, detopicalized information. One contrast
was tested: matrix (Mtx) vs. non-matrix (NMtx) clauses (Mtx-N2itx).

Propositional denmsity. Dependent measures were devised by categorizing
propositions as to the number of propositions expressed by the seginent including them: 1 to
3 propositions per segment vs. 4 propositions per segment vs. 5 to 7 propositions per segment
(low (DenLo), medium (DenMid) and high (DenHi) propositional density, respectively), on
the assumption that it would be more difficult to recover information from semantically
more complex segments. Two contrasts were tested: Mid-Low proposition density (DenMid-
Lo) and High-Mid clause density (DenHi-Mid).

Directness of mapping. Dependent measures were devised by cross-categorizing
propositions as to both the level of syntactic embedding of the clause in which the
proposition was expressed (matrix vs. non-matrix clauses) and the level of semantic
embedding of the proposition in the corresponding semantic representation (root
(unembedded) vs. non-root {embedded) propositions), on the assumption that direct maps or
matches (unembedded clause to unembedded proposition (RM1} or embedded clause to
embedded proposition (RM4)) would be easier to process than indirect maps or mismatches
(matrix clause to embedded proposition (RM2) or embedded clause to root proposition
(RM3)). The two contrasts examined were: (a) between non-root and root propositions within
matrix clauses (RM2-1 contrast) and (b) non-root and root propositions within non-matrix
clauses (RM4-3 contrast).

Frame vs. non-frame information. Dependent measures were devised by categorizing
propositions by whether or not they were part of the principal frame instantiated by the text.

The sam2 frame/non-frame contrast was examined in each text separately, yielding two
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~ontrasts: Narrative vs. non-narrative (FNF(Narr)} and Procedural vs. non-procedural
information (FNF(Proc)).

Frame components. Dependent measures were devised by categorizing propositions
by the frame component they belonged to. Frame components of the narrative were episodes;
of the procedure, subprocedures. The same frame component contrasts were examined in
each text separately, yielding four contrasts: Episode2-Episodel (Frco2-1(Narr)), Episode3-
Episode2 (Frco3-2(Narr)), Procedure2-Procedurel (Freo2-1(Proc)), and Procedure3-Procedure2
{(Frco3-2(Proc)).

To summarize the design, Table 4.12 displays the major variables controlled and
manipulated in the present study.

Analyses. The matrices of dependent variables generated by the methods described
above were subjected to mixed between and within repeated-measures multivariate analyses
of variance using the Multivariance VII statistical analysis package (Finn & Bock, 1985). The
interpreting data were analyzed using a between-subjects model of Experience (low, high) x
Order (narrative-procedure, procedure-narrative). The recall data were analyzed using two
between-subjects models: Task (listening, interpreting) x Order (narrative-procedure,
procedure-narrative) and Experience (low, high) x Order (narrative-procedure, procedure-
narrative). The dependent measures were the proportion of each proposition reproduced: (a)
with a change in meaning, (b) with paraphrase or (c) verbatim. For all analyses, there were 4
subjects in each cell of the between-subjects model, for an N of 16. Each betweer-subjects
model was tested in conjunction with a series of nine within-subjects models (see Table 4.12),

for a total of 660 tests of significance. Finally, the criterion for significance was set at o=.05.

Table 4.12

Locus

Within subjects Between subjects
Controlled rate of presentation all text properties
Variables task text frame type

text order rate of presentation

text properties across texts
Manipulated ~ textframetype experience
Variables text properties within texts task

text order
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Chapter Five
Results

Two main sets of analyses were carried out: (a) an assessment of the effects of
Experience and Text structure on interpreting and recall to investigate the nature of
interpreting skill, and (b) a second of the effects of Task and Text structure on recall to
investigate the relationship between comprehension in listening and in interpreting. The
results are présented as follows: (a) first the effects of Experience (as well as of text-structure
variables, Text Frame type and Text Order) on iaterpreting are reported; then (b} the effects of
these variables on recall are reported; finally (c} the effects of Task (as well as text-structure
variables, Text Frame type, Text Order and Task by Text Order) on recall are reported.
Significant F values are given in tables that are referred to in the text; complete results of all
analyses are provided in Appendix F.

In the mixed between- and within-subjects design used here, main effects of between-
subjects factors indicate quantitative differences in processing across groups, and main effects
of within-subjects factors indicate general qualitative differences in processing of text
structure. Interactions of between and within factors ii.dicate qualitative differences in
processing that were associated with between-subjects factors. For example, an interaction of
Experience with variables indexing proposition generation would indicate that the qualitative
differences between the experience groups lie, more specifically, in the component process of
proposition generation. As well, interactions of Text Frame type and text-structure variables
would indicate that component processes are differentially important in the context of a
particular frame type and could be interpreted as suggesting that processing of frame
information interacts with processing involving other aspects of text structure. Note that
because the paraphrased responses appeared in very small numbers (approximately 4% of
each text) and showed little variance, the effects of the response type contrast RT3-2 between

verbatim and paraphrased responses were due to variation in verbatim responses alone;
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hence in plotting the effects of response type, the verbatim and paraphrased responses (RT3

and RT2) were pooled and labelled “meaning-preserving responses”,

The nature of interpreting skill
The Effects of Exp=ience on Accuracy of Interpreting

Experience had only weak effects on interpreting performance. Overall, high-
experience subjects performed more accurately and gave more verbatim responses, and
significantly so. This seems to be related to more efficient proposition generation involving
matrix clauses, as indicated by three weak effects and one strong one involving interactions of
experience with Directness of mapping (RM2-1; Table 5.1). There were no effects of

Experience x Order on interpreting performance.
Table 5.1

Summary of Effocts of Experience on Interpreting
Contrast name F(1,12) P
Experience 6.9911 0215
Exp x RT3-2 5.7652 0335
Exp x Text x RT2+3-1 5.3876 0387
Exp x RM2-1 7.9886 0153
Exp x RM2-1x Text 6.1834 0287
Exp x RM2-1 x RT3-2 5.6753 0347
Exp x RM2-1 x RT2+3-1x Text 123588 0043
g 060- Nerrative Procedure
W
¢ 050- -
Q
®
L 0.40- -
&
2 030+ -
=
g 020 .
[
& 0.10- .
"
0.00 Y T T
meaning— meaning=- meaning= meaning=
changing preserving changing preserving
responses FESPONSES  responses responses

Respoase Type

o High-experience, RM1 -& Low=experience, RM1
~= High=experience, RM2 - Low-experience, RM2

Figure 5.1° Interactions of Experience, Text, Directness of mapping and Response type.

" Note: In this and subsequent figures, “%” symbolizes “proportion” rather than “percent”.
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Figure 5.1 surmmarizes graphically the effects of Experience on interpreting
performance, and some of its interactions. In general, high-experience subjects (white
symbols) produced more meaninrg-preserving responses than low-experience subjects (black
symbols), and slightly more meaning-changing responses for the narrative as well. Overall,
more of the narrative text was responded to. The root propostiions in matrix clauses (RM1 —
square symbols) were processed more than the non-root propositions in matrix clauses (RM2
— diamond-shaped symbols) for the narrative but the opposite was true for the procedure,
and Experience tended to exaggerate the differences.

Figure 5.2 illustrates the similarities between the Experience groups. Again the high-
experience subjects (white symbols) produced more responses overall than the low-
experience subjects (black symbols). There were differences between texts, in particular the
procedure, for root propositions in matrix clauses (RM1), but no differences for non-root
propositions (RM2). Quantitatively there was an overall difference of approximately 16%, but
qualitatively, the pattern of subjects’ responses was nearly identical.

0.80 -+
‘ B\
a 0-70 7 o_'______—-—‘_’o
2 nz
- 601 x
L
- 0.50 - o
" .
E 0.40 ¢
% 0.30
e 0 High-experience, Narrative
° 0.20 -~ High-experience, Procedure
& A @ Low-experience, Narrative
0.10 .
® -+~ Low-experience, Procedure
0.00 Y T
Root Non-root
propositions propositions

Directness of Mapping
(within Matrix clauses)
Figure 5.2 Interactions of Experience, Text and Directness of mapping,.

The weak effects of between-subjects factors indicate small quantitative differences in
processing across the Experience groups, whereas the relative absence of interactions of
between and within factors indicates few qualitative differences, except for the subprocess of
proposition generation. Note that no other between-by-within interactions were significant,
suggesting that high- and low-experience subjects were processing the texts in the same way,
although the high-experience subjects were performing more accurately.
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The Effects of Text-structure Variables on Accuracy of Interpreting

Syntactic processing. Text structure generally had strong effects on interpreting

accuracy, independently of any interaction with Experience. Syntactic variables had a weak

overall effect on interpreting, and there was a strong interaction of clause embedding (Mtx-

NMtx) with Text (Table 5.2). There were more meaning-preserving responses for non-matrix

{embedded) clauses for both texts, but fewer meaning-changing responses; the differences

were larger for the narrative than for the procedure (Figure 5.3).

0.60 -
-
v
"
Y 0404
bt
L J
N
[ Y
2 0304
o
E
o
a 0.20 -
-
(-9 \
"
0.10 >— .
0.00 -T T
Matrix Non=-matrix
clauses clauses

Clause Embedding
<« Narrative, meaning=preserving responses
-~ Narrative, meaning-changing responses
& Procedure, meaning=-preserving responses
-+~ Procedure, meaning-changing responses

Figure 5.3 Interactions of Clause embedding, Text and Response type.

Table 5.2
i fE £ tactic Pri ing Variables on Interpretin
Contrast name F(1,12) v
Clause Density
Cis 32 7.6067 0174
Cls 2-1 x Text 8.2180 0142
Clause Embedding
Mtx-NMitx x Text 17.1142 0014
Mtx-NMtx x Text x RT3-2 65773 0248
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Proposition generation. The variables indexing proposition generation had very
strong effects on interpreting performance. Propositional density (Den) had very strong
effects for both the contrast between medium- and low-density (DenMid-Lo) propositions and
that between high- and medium-density (DenHi-Mid) propositions (Table 5.2). In general,
meaning-preserving responses tended to decrease, and meaning-changing responses tended
to increase, as proposition density increased (Figure 5.4). As well, there was generally a greater
proportion of responses for the narrative than for the procedure (Figure 5.5). The clauses
with lower propositional density (DenMid-Lo) interacted more strongly with the Response-
type contrasts, whoreas the clauses with higher propositional density (DenHi-Mid) interacted
more strongly with Text (Table 5.3). The interaction with Response type is due to a large drop

in meaning-preserving responses (paraphrase and verbatim) from low- to medium-density

propositions (Figure 5.4).
0.60 1

0.30 1

0.20 +

0.50 4
0.40 -

0.10 a

% propositlions processed

c.00

Proposition density
(propositions /segment)

\G—
I ) 1
Low (1-3) Mid (4) High (5-7)

<= Meaning-changing responses

=~ Paraphrased responses

o= Verbatim responses

Figure 54 Interactions of Propositional density and Response type.

TableE3
11 fE £ iton ity on_Interpretin

Contrast name F1,12) p

Proposition Density
DenMid-Lo 134.7180 0001
DPenHi-Mid 11.7727 .0050
DenMid-Lo x Text 12.6654 0040
DenHi-Mid x Text 67.7256 .0001
DenMid-Lo x RT3-2 131.3964 0001
DenMid-Lo x RT2+3-1 104.9934 .0001
DenHi-Mid x Text x RT3-2 37.7185 0001
DenHi-Mid x Text x RT2+3-1 52.6748 0001
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Figure 55 Interactions of Propositional density, Text and Response type.

The interaction with Text was due to a decrease in meaning-preserving responses
from medium- to high-density propositions (DenHi-Mid) for the narrative, while meaning-
preserving responses increased for the procedure (Figure 5.5).

Directness of mapping, that is, the root/non-root-proposition contrast within matrix
clauses (RM2-1) vs. within embedded clauses (RM4-3 — Table 5.4), also had very strong effects
on interpreting performance, as well as strong interactions with Text and the Response-type
contrasts. In general, text differences were apparent for root (unembedded) propositions
(RM1 and RM3) but tended to be neutralized in non-root propositions (RM2 and RM4), and
there were more meaning-changing responses to the root propositions than to non-root
(Figure 5.6). The strong interaction of Directness of mapping with Text and the Response-type
contrast for inferential processing (RT2+3-1) was due to an increase in meaning-preserving
responses to matrix clauses (RM2-1} for the procedure in contrast with a decrease for the
narrative; the opposite pattern held for the non-matrix contrast (RM4-3). As well, meaning-
changing responses did not differ greatly across text for the matrix contrast (RM2-1), but did
differ for the non-matrix contrast (RM4-3 — Figure 5.6).
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Contrast name F(1,12) p
Directness of Mapping
RM2-1 184.7604 .0001
RM4-3 131.7132 0001
RM2-1 x Text 244.9252 0001
RM4-3 x Text 11.9140 LO48
RM2-1 x RT3-2 178.0147 0001
RM4-3 x RT3-2 18.0132 0012
RM2-1 x RT2+3-1 101.5333 0001
RM2-1 x Text x RT2+3-1 7.9555 01355
RM4-3 x Text x RT2+3-1 65147 0254
RM1 RM2 RM3 __ _ RM4
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1
< 0.507 >-G ;,.>—'°
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>
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§ 0301
-
w
o
2 0.201
I
n 0" o ] \-ﬂ ﬂd_~_-—4
0-00 1 L] L3 *
Root Nen=-root Root Non-root
propositions propositions  propositions propositions
Matrix clauses Non-Matrix clauses
Directness of Mapping
-+ Narrative, meaning-changing responses
% Narrative, meaning-preserving responses
o Procedure, meaning-changing responses
-0~ Procedure, meaning=preserving responses
Figure 5.6 Interactions of Directness of Mapping, Text and Response type.

Results

page6d



Frame Processing. The variables indexing frame processing varied in their effects on
interpreting: the frame/non-frame variable (FNF) showed strong effects and the frame-
component variable (Frco) showed weak ones (Table 5.5). The Frame/non-frame variable
showed a very strong effect on the narrative, and interacted strongly with Response-type
contrast (RT3-2). For the procedure, there were no main effects of frame/non-frame
information and only a weak interaction of the Frame/non-frame variable with the
Response-type RT2+3-1. In general, there were more meaning-changing responses for the
narrative than the procedure, and more for frame propositions than non-frame. Meaning-
preserving responses only differed for the narrative, in which there were more responses for

the frame than for non-frame propositions (Figure 5.7).

0.60 4

0.50 +

0.40 A

0.30 -

0.20 -

% propositions processed

0.10 1

0.00 ~ g ‘ :
Meaning- Meaning=
changing preserving
responses responses

Response type
B Narrative, Frame propositions
@ Narrative, Non-frame propositions
l Procedure, Frame propositions
Procedure, Non-frame propositions

Figure 5.7 Interactions of Frame/non-frame information, Text and Response type.
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Table 5.5
Narrative Procedure
Contrast name F(1,12) p F(1,12) p
Frame/non-Frame Information
FNF 66.7674 L0001 <10 ns
FNF x RT3-2 146537 0025 <1.0 ns
FNF x RT2+3-1 <1.0 ns 69552 0217
Frame Components
Frco2-1 64072 264 53365 £391
Frco2-1 x RT2+3-1 61986  .0285 65224 0253
The frame-component contrasts (Frco2-1, Frco3-2) showed parallel weak effects
involving meaning-preserving responses to the first two frame components, for both texts
(Figure 5.8).
0.70-|
0.60 1
i
- T 050+ o
"
]
[
S 0.401
b
-9
LJ]
§ 0.30-1
-
L]
% 0.20- . . -
-]
[
[-Y N
w 0.107 — - ;
0.00 ' T )
! 2 s
Frame component
O Narrative, meaning-preserving responses
-o- Narrative, meaning-changing responses
<& Procedure, meaning-preserving responses
-+ Procedure, meaning-changing respenses
Figure 5.8 Interactions of Frame components and Response type, for both texts.
-~ The Effects of Text Frame Type on Accuracy of Interpreting

The Text-Frame-type (Text) contrast had a very strong effect on accuracy of
interpreting: the narrative was interpreted significantly more accurately than the procedure
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(Figures 5.9 - 5.11). Moreover, for the interpreting data, Text Frame type had significant

interactions with text-structure variables indexing processing at all levels (Table 5.6).

Table 5.6
umma f f Text Frame T n In tin
Contrast name F(1,12) p
Text 40.6818 0001
Clause density
Text x Cls 2-1 82180 0142
Clause embedding
Text x Mbe-NMtx 17.1142 0014
Text x Mtx-NMtx x RT3-2 6.5773 0248
Proposition density
Text x DenMid-Lo 12.6654 0040
Text x DenHi-Mid ) 67.7256 L0001
_ Text x DenHi-Mid x RT3-2 37.7185 0001
Text x DenHi-Mid x RT2+3-1 52,6748 0001
Directness of mapping -
Text x RM2-1 244.9252 0001
Text x RM4-3 119140 0048
Text x RM2-1 x RT2+3-1 7.9555 0155
Text x RM4-3 x RT2+3-1 6.5147 0254
- 0.701
®
n
z \/
s 0.60 - /
[
a
W
£ 0.50
=
"
a 0.401
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R 000 . . .
Low (1) Mid (2) High (3-4)
Clause density
(clauses/segment)
Figure 5.9 Interactions of Text and Clause density.
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Figure 5.9 shows that the interaction of Text and Clause density is due to the
difference in the processing of low-clause-density (Cls2-1) propositions: more low-density
propositions were processed in the narrative than in the procedure.

Figure 5.10 indicates that the interaction of Text and Proposition density is due to the
processing of mid-density propositions: considerably fewer responses were given to mid-
density propositions in the procedure than in the narrative.
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Figure 5.10 Interactions of Text and Proposition density.
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Figure 5.11 Interactions of Text and Directness of Mapping.
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Figure 5.11 shows that the interaction of Text and Directness of Mapping was stronger
for the matrix clauses than for non-matrix clauses and the direction of the effects was
different for the narrative vs. the procedure. In jeneral, the root/non-root distinction was
more pronounced for the matrix clauses. For the narrative, more information was processed
for the root propositions than for the non-root (embedded) propositions; for the procedure,
the reverse was true.

Other cffects of Text were plotted in Figures 5.1, 5.3 and 5.5.

The within-subjects effect of Text indicates general quantitative differences in
processing due to Text Frame type. The interactions of Text and text-structure variables
indicate that aspects of text structure were differentially important in the context of one frame
type or the other. In particular, level of cdause embedding was more important in the context
of the narrative, proposition density was more important to the procedure, and directness of
mapping made a bigger difference in processing tne narrative. The frame/non-frame
distinction was also more important for the narrative, and there was no difference between

the texts for the frame components (Tables 5.2 - 5.5).

The Effects of Text Order on Accuracy of Interpreting

There were no effects found of Text Order on accuracy of interpreting,

The Effects of Experience on Recall after Interpreting
There was no main effect of Experience on recall. There were only two weak triple

interactions of Experience with Clause density (Cls) and Response type (RT; Table 5.7).

Table 5.7
Summary of Effects of Experience on Recall after Interpreting

Contrast name F(1,18) p
Experience <1.0 ns
Exp x Cls3-2 x RT3-2 64891 0203
Exp x Cls3-2 x RT2+3-1 68%64 0172

Figure 5.12 summarizes graphically the effects of Experience on recall after

interpreting, and some of its interactions. In general, high-experience subjects produced
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slightly more responses than low-experience subjects, in particular producing more meaning-
preserving responses for medium-density clauses.
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Clause density (clauses/segment)

H Low experience, meaning=changing responses

H Low experience, meaning-preserving responses

B High =xperience, meaning-changing responses

High experience, meaning—preserving responses

Figure 5.12 Interactions of Experience, Clause density and Response type.

The Effects of Experience and Text Order on Recall
There were only three weak interactions of Experience x Text Order: (a) with

Response type (RT), (b) with Proposition density (Den), and (c) with Text by Clause density

{Cls) by Response type (RT; Table 5.8).
Table 5.8 ,
u fE f Experience x Text Order on Recall
Contrast name F(1,18) 2
Exp xOrd 23213 ns
Exp x Ord x RT2+3-1 5.4438 0315
Exp x Ord x DenHi-Mid 53034 0335

ExpxOrd x TextxCls2-1 xRT243-1 63153 (218
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Figure 5.13 Interactions of Experience, Text Order and Response type.

Figure 5.13 shows the effects of Experience and Text Order on recall. In particular the low-
experience subjects (black symbols) recalled more accurately if the narrative was first, whereas
the high-experience subjects (white symbols) performed better when the procedure was first.
A similar pattern held for meaning-changing responses. The fact that there was only one
weak multiple interaction of Experience, Text Order, Text and other variables suggests that
whether a text was presented first or second made little difference on recall.

Summary. The main effects of between-subjects factors showed weak quantitative
differences in interpreting associated with Experience and no differences associated with Text
Order: high-experience subjects interpreted more accurately. Moreover, there were no
significant effects of Experience, and only weak effects of Experience by Text Order on recall.
The pattern of weak or absent between-by-within effects involving Experience shows that
there are few qualitative differences between novice and expert interpreters. The main effects
of within-subjects variables showed a pattern of general processing that emphasized
proposition generation and is common to all subjects. The fact that text-structure variables
showed such strong main effects in the absence of between-by-within interactions provides

evidence that no specialized processes are involved in interpreting expertise. Rather, expert
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interpreters appear to perform more ancurately using the same processes as bilinguals who
have no prior interpreting experience.

¢

The relationship between listening and interpreting
The Effects of Task on Recall

There was no main effect of Task on recall, and the few interactions of Task and text-
Structure variables that occurred were relatively weak (Table 5.9). Most of these interactions
involved Response type RT3-2; listeners recalled mid-clause-density propositions much more
accurately than did interpreters (Figure 5.14). The only other significant interactions of Task

were a weak one with directness of mapping (RM) and a strong one with Frare components
(Frco; Table 5.9; Figure 5.15).
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Figure 5.14 Interactions of Task, Clause density and Response type.
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- Table 5.9

';1-'- Summary of Effects of Task on Recall
Contrast name F(1,18) P
Task <1.0 ns
Task x Cls2-1 5.6519 0288
Task x Cls2-1 x RT3-2 15.6339 0010
Task x Cls3-2 x R13-2 5.4852 .0309
Task x RM4-3 x Text x RT3-2 5.4951 .0308
Narrative Procedure
Contrast name F(1,18) p F(1,18) 2
Task x Frco3-2 8.8218 0083 <1.0 ns

Figure 5.15 shows that listeners recalled the first episode better than interpreters, that

there was little difference for the second episode, but that interpreters recalled the last episode
better. That is, for the listeners processing decreased smoothly from the beginning to the end

of the text, pefhaps indicating decreasing interest in the task or texts. The interpreters, on the

other hand, showed a relatively constant level of processing throughout the text, possibly due

'{: to the fact that interpreting requires more attention to the text.
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Figure 5.15 Interactions of Task and Frame components for the narrative text.

The Effects of Text-structure Varigbles on Recall

Syntactic processing. Text structure generally had strong effects on accuracy of recall,

independently of Task or Experience. The syntactic variables (Clause density, Clause
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embedding) had weak effects in isolation, but Clause embedding (Mtx-NMtx) had strong
interactions with Text and interacted with Response type, as well (Table 5.10).
Table 5.10

Contrast name F(1,18) P
Clause density
Cls3-2 4.6473 0449
Cls2-1 x RT2+3-1 6.4881 0203
Clause embedding
Mitx-NMtx 5.9108 0258
Mbx-NMtx x Text 63.2275 .0001
Mtx-NMtx x RT3-2 8.1596 0105
Mtx-NMtx x RT2+3-1 8.1574 0105
Mbe-NMtx x Text x RT3-2 20.5400 0003
Mb-NMitx x Text x RT2+3-1 92831 0070
0.20 7

- Ré

"

" 0.15-

v

o

°

-

a

2 0.10-

o

?“:'

"

a

® 0.054

a

®

0.00

1 LI
Matrix non-Matrix
Clause Embedding
-+ Narrative, meaning-changing respenses
- Narrative, meaning-preserving responses
-0~ Procedure, meaning-changna responses
-0~ Procedure, meaning-preseryi.c responses

Figure 5.16 Interactions of Clause embedding, Text and Response type.
Figure 5.16 illustrates the effects of Clause embedding on recall. Text Frame type
differences were much smaller for propositions found in non-matrix clauses. More matrix
propositions were processed in the narrative, but more non-matrix propositions were

reproduced for the procedure.
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Proposition generation. The variables indexing proposition generation showed
different patterns of effects on recall. The high-propositional-density contrast (DenHi-Mid)
had a strong main effect on recall, and both density contrasts (DenMid-Lo, DenHi-Mid)
interacted weakly with Text and Response type (Table 5.11).

Table 5.11
Summary of Effects of Proposition Density on Recall

Contrast name F(1,18) P
Proposition densi

pe Dngi-Mid 26.8859 .0001
DenMid-Lo x Text 7.9762 0113
DenHi-Mid x RT3-2 7.0431 0162
DenMid-Lo x Text x RT3-2 5.0509 0374
DenHi-Mid x Text x PT3-2 82958 .0100
DenHi-Mid x Text x RT2+3-1 7.8006 0121

In Figure 5.17, the general trend is an increase in responses with an increase in
proposition density. There were, however, many more meaning-changing responses to the
medium-density propositions of the narrative, and many fewer meaning-preserving
responses (in particular verbatim responses) to the medium-density propositions of the
procedure.
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Figure 5.17 Interactions of Proposition density, Text and Response type.
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Both directness-of-mapping contrasts (RM2-1, RM4-3) had very strong main effects
and interactions with Text and Response type. The matrix-clause contrast (RM2-1} interacted
very strongly with Text and both Response-type contrasts, while the non-matrix-clause

contrast (RM4-3) interacted only with Response type RT3-2 (Table 5.12).
Table 5.12

Contrast name F1,18) p
Directness of mapping
RM2-1 51.6010 0001
RM4-3 53.2940 .0001
RM2-1 x Text 149.8441 0001
RM2-1 x RT3-2 111.4727 .0001
RM4-3 x RT3-2 21.2191 0003
RM2-1 x RT2+3-1 114.2087 .0001
RM4-3 x Text x RT2+3-1 5.4345 0316
0.20 -

0.15 - -\1 .

0.10 -

9% propositions processed

0.00

Root Nen-root Root Non-root
propesitions propositions propoesitiens propoesitiens

Matrix clauses Non-matrix clauses
Directness of Mapping

- Narrative, meaning-preserving responses
o Narrative, meaning-changing responses
-0 Procedure, meaning-preserving responses
= Procedure, meaning-changing responses

Figure 5.18 Interactions of Directness of Mapping, Text and Response type.
Figure 5.18 shows that there are few differences in the way meaning-changing

inferences are distributed over matrix and non-matrix clauses. On the other hand, there were
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clear text differences and a Text by Directness of mapping interaction for the meaning-
preserving responses: there were more meaning-preserving responses to matrix propositions
in the narrative, but more responses to non-matrix propositions in the procedure. Similarly,
in the narrative there were more responses to direct mappings (root/matrix (RM1) and non-
root/non-matrix (RM4) propositions) than to indirect mappings, but in the procedure there
were more responses to indirect mappings (root/non-matrix (RM2) and non-root/matrix
(RM3) propositions).

Frame processing. The effects of frame-processing variables varied with Text Frame
type. There were very strong effects of the frame/non-frame coﬁtrast (FNF) and its
interactions with the Response-type contrasts, but only for recall of the Procedure. There

were no such effects for the Narrative (Table 5.13).
Table 5.13

Summary of Effects of Frame Processing Variables on Recall

. f\larrative Procedure
Contrast name E(1,18) 3 F(1,18) 7]
Frame/non-frame information
FNF <1.0 ns 30.3053 .0001
FNF x RT3-2 1.8717 ns 17.0788 0007
FNF x RT243-1 4.0405 ns 8.6828 0087
Frame components
Frco3-2 <10 ns 22.5941 .0002
Frco2-1 x RT3-2 44443 0493 4.9943 0384
Frco3-2 x RT2+3-1 3.8633 ns B.9477 0079
- &
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Figure 5.19 Interactions of Text, Frame/non-frame information and Response type.
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In Figure 5.19 it is clear that text differences are greatest for frame inforrmation (square
symbols), that is, for just the information that defines them as different text types. However,
for the procedure more of the information that was classified 2s non-frame was recalled than
the frame information, in particular for the meaning-preserving responses.

0.151

0.104

0.05°

% prepesitions precessed

0.00 T T
1 2
Frame companent
== Narrative, meaning-changing responses
< Narrative, meaning-preserving responses
-~ Procedure, meaning-changing responses

- Procedure, meaning-preserving responses
Figure 520 Interactions of Text, Frame component and Response type.

ol

There were strong effects involving the contrast between the last two frame
components for the Procedure, but again none for the Narrative (Figure 5.20; Table 5.13).
Accuracy of recall dropped sharply from the second to the third subprocedure of the
procedure, but increased from the second to the third episode of the narrative. Information
processed in recall tends to drop from the frame components at the beginning of the text to
those at the end; the only exception was that it increased again for the last episode of the

narrative,

The Effects of Text Frame Type on Recall

Text Frame type (Text) exerted a very strong main effect on Recall: the narrative was
recalled better than the procedure (Figure 5.21). It interacted strongly with clause embedding
(Mbe-NMtx) and with the matrix-clause directness-of-mapping (RM2-1) contrasts. There were
also interactions with proposition density (Den; Tabie 5.14).
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Table 5.14
T T
Contrast name F(1,18) 4
Text 23.7780  .0002
Clause embedding
Text x Mtx-NMtx 632275  .0001
Text x Mix-NMtx x RT3-2 205400 0003
Text x Mtx-NMtx x RT243-1 92831 0070
Proposition density
Text x DenMid-Lo 179762  .0113
Text x DenMid-Lo x RT3-2 50509 0374
Text x DenHi-Mid x RT3-2 382958  .0100
Text x DenHi-Mid x RT2+3-1 578006 0121
Directness of Mapping
Text x RM2-1 149.8441 .0001
Text x RM4-3 x RT2+3-1 54345 .0316
0.30 -
025 -
-
L
"
E 0.20 +
o
=
(-9
2 0.15-
(-1
=
e
& 0.10 A
|
[- %
R
0.05 -
0.00 -

Narrative

Procedure
Text Frame Type
Figure 5.21 Propositions processed in recall, by Text Frame type.

Other effects of Text Frame type were plotted in Figures 5.16 to 5.20.
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The Effects of Text Order on Recoll

Text Order had no main effect on recall, but interacted with Text and the directness of
mapping variables (RM2-1, RM4-3; Table 5.15).

Table 5.15
um f Effi f n

Contrast name F(1,18) p

Ord x Text 73456 0144
Ord x Text x RT3-2 9.0186 0077
Ord x Text x RT2+3-1 76726 0127
Ord x Text x RM4-3 8.5593 0091
Ord x Text x RM2-1 x RT3-2 84992 0093
Ord x Text x KM4-3 x RT3-2 110821  .0038
Ord x Text x RM2-1 x RT2+3-1 5.1066 .0365

Figure 5.22 shows that there is a very slight Text by Text Order effect for the meaning-
changing responses, but a large difference for the meaning-preserving responses: recall of the
narrative is better when it is after the procedure, and meaning-preserving responses to the

procedure are more numerous when it comes after the narrative.
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% Procedure, meaning-preserving responses
Figure 5.22 Interactions of Text order, Text and Response type.
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The Effects of Tasl, by Text Order on Recall
Task interacted strongly with Text Order (Table 5.16): recall was more accurate for
interpreters on the second text, but less accurate for listeners.

Table 5.16
umma f effi f Task by T

Contrast name F(1,18) v
Task x Ord 13.8896 0016
Task x Ord x Text 45959 0460
Task x Ord x RT3-2 15.0278 0012
Task x Ord x RT2+3-1 8.0930 0108
Task x Ord x Text x RT3-2 4.7928 0420
Task x Ord x RM2-1 x Text 13.7940 0016
Task x Ord x RM2-1 x RT3-2 11.6740 .0031
Task x Ord x RM4-3 x RT3-2 5.5080 0258
Task x Ord x RM2-1 x RT2+3-1 8.5421 .0091
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Figure 5.23 Interactions of Task, Text Order and Response type.

The Task by Text Order interactions are most apparent in Figure 523: in the second order,
interpreters’ performance improves, but listeners’ performance improves only for the

procedural text. The interactions with response type were due to a marked decrease in
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listeners’ verbatim responses when the narrative appeared second. This anomaly, apparently
due to waning in‘>rest on the subjects’ part, requires further investigation.
0.40 -
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-G Listening, Root-matrix propesitions (RM1)
-~ Listening, Nonroot-matrix propesitions (RM2)
- Interpreting, Root-matrix propositions (RM1)
-+ Interpreting, Nonreot-matrix propesitions (RM2)

Figure 5.24 Interactions of Task, Text, Text Order and Directness of Mapping (RM2-1 contrast).

The Directness of mapping RM2-1 contrast (matrix clauses only) interacts with Text
Order differently for each task (Figure 5.24): Order affected the RM2-1 contrast more on the
narrative text for the interpreters (black symbols) and more on the procedure for listeners
(white symbc;ls), with the difference greater when the text was second. The interaction for the
RM4-3 contrast is similar, but the difference between root and non-root propositions is less
marked, and once again, the interactions with response type are due to variations in verbatim
responses, so are not plotted.

Summary. There was no main effect of Task and few interactions of Task with text-
structure variables on recall. There was no main effect of Text Order, but there were strong
effects of the Task x Text Order interaction. The main effects of within-subjects variables
showed a pattern of general processing that emphasized proposition generation. The absence
of effects involving Task and the weak or absent between-by-within effects invoiving Task
shows that there are few differences between listeners and interpreters in recall.
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Chapter Six

Discussion

Although one of the most important characteristics of simultaneous interpreting is its
extreme complexity, it is common to see the task carried out not only routinely but well. The
present study was concerned, in most general terms, with how this is done. In particular, two
aspects of this question were investigated: (a) what are the component processes that are
specific to interpreting expertise? and (b) what are the similarities and differences between

comprehension during interpreting and normal discourse comprehension?

Skill in simultaneous interpreting

The c>mplexity of the interpreting task suggests that experienced interpreters have
mastered a special set of abilities that are not characteristic of bilinguals in general. A
principled account of the nature of that skill can be useful for improving the training and
performance of interpreters, as well as providing theoretical insights about the nature of very
complex discourse processes and their interactions. This general question about the nature cf
interpreting axpertise was broken down into more specific questions about the extent and
relative importance of syntactic processing, proposition generation, and frame-structure
processing components of comprehension during interpreting.

The nature of interpreting skill was investigated by contrasting experienced
interpreters and inexperienced bilinguals interpreting and recalling two texts on an
unfamiliar topic. If interpreting expertise involves special processing, then both main effects
of Experience and interactions of Experience with text-structure variables are to be expected
for the interpreting data. If interpreting expertise diminishes the interference of
simultaneous speaking and listening on recall, then similar effects are to be expected for the
recall data.
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Experience had a weak quantitative effect on interpreting overall, reflecting the fact
that the experienced interpreters performed 16.6% more accurately than the inexperienced
bilinguals in general (M = 57.6% and 41.0% of the text processed, respectively). There were
few interactions of Experience with text-structure variables for the interpreting data, and no
effects of Text Order or interactions of Text Order with text-structure variables. There were
even fewer effects of Experience on recall: nc main effect and only one interaction to speak of
was found.

The only exceptions to this general pattern were a weak interaction of Experience with
Directness of mapping in interpreting and another of Experience with Clause density in recall.
Experienced interpreters were more selective in the on-line processing of non-root
propositions in the matrix clauses of the procedure (see Figure 5.2). This suggests that the
experienced subjects may have learned to be more selective in the surface information they
will process semantically, as a function of the conceptual frame structure that is to be built
with it. That is, the subprocess of proposition generation may be more closely tailored to the
needs of subsequent frame processing for the experienced interpreters. Experienced
interpreters were also more selective in processing mid-clause-density propositions in recall
(see Figure 5.12), which may be because much of the relevant frame information for the
procedure was found in embedded clauses.

It is possible that some of these results might be strengthened with the use of a larger
sample. This, howe"er, seems unlikely in view of the fact that the cross-group difference in
experience was intenunonally very large (3830 hours, or 8.5 years), and the variability of the
subjects” performance overall was very small (for verbatim responses, standard deviations
were 3.3% for high-experience and 4.4% for low-experience subjects). It is also likely that
other results would have been stronger if the materials had been more variable. For example,
Renaud (1989) found that reading times only began to increase substantially when
proposition density exceeded 7 propositions/segment, whereas the proposition densities in
the materials used here were all 7 or below. However, the present materials were purposely
designed to have normal values, so as to reflect normal processing rather than entail special
strategies than might be involved in understanding unusual texts.

The pattern of results found here is consistent with the view that experienced
interpreters have not acquired any special set of abilities, rather that normal comprehension
processes are more flexible than previously believed. This is supported in particular by the
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presence of main effects of Experience and text-structure variables in the absence of any
interactions between them. Thus, although the experienced interpreters performed
quantitatively better, there were no significant between-by-within interactions to signal
qualitative differences between the groups. The parallel pattern of effects of Experience for
the recall data corroborates this view and also shows that interpreting does not impair
comprehension.

The view of interpreting as an application of general text-processing ability is also
consistent with a view of bilingualism as an extension of the monolingual notion of register.
Just as children and experts speak different sublangurages with their colleagues, superiors and
juniors, so bilinguals speak even more differentiated language varieties with the people in
the different social groups they belong to. Code-switching behavior among bilinguals also
suggests that lexical items and sentence structures in different languages are seen as
synonyms or near equivalents that are simply more appropriate in one context or another.
All of this corroborates a view of bilingualism as a natural phenomenon, rather than a
specialized skill.

Figure 6.1 depicts performance by experience group as a function of the text-structure
variables assessed. The parallelism of the two lines reflects the absence of major group
differences; the deviations from parallelistn indicate the small differences in processing that
were found. Note that experience-related differences only began to appear for the processing
of the procedural frame information, and the cnly significant interaction of Experience was
with the Directness of mapping variables. The generation of meaning-changing responses
was more similar across groups than the generation of meaning-preserving responses,

although the experienced interpreters still showed an advantage overall.
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Figure 6.1 Interpreting perfnrmance (means) by Experience, Text-structure and Response-type
variables.

Note that the results discussed here refer to the simultaneous interpreting of prepared
texts in a conference setting, and may not be generalizable to interpreting more spontaneous
dialogue or debates. Conversational text is different from the materials used here in that it is
generally less explicit and less predictable, so its processing makes greater demands on prior
knowledge and inference generation. Moreover, Frederiksen (1989a) argues that the
processing of different text types is independent of general comprehension skill, so that it is
possible that an interpreter may work well in the booth with the types of pre-prepared
materials used here, but not perform so well with conversational dialogue, or vice versa.

Furthermore, it must be made clear that although there were very subtle differences
in the comprehension processes used by experienced and inexperienced subjects, this does not

mean that they may not be important. Many of the differences appeared in relation to the
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more difficult procedural text, and showed up under very specific conditions, which suggests
that any special comprehension abilities of experienced interpreters may only appear clearly
with more difficult materials or at faster rates of presentation. The variables indexing
proposition generation interacted with Experience suggesting that the possible differences
may bear on this poorly understood component of comprehension.

Perhaps even more importantly, it would be misleading to conclude that there are no
differences at all between expert and novice interpreters: the main finding of this study bears
on their comprehension processes only. Expert interpreters may differ from novices
principally with respect to their production processes, which have not been studied here. It is
possible that experienced interpreters will show more independence in their production; that
is, the novices will tend to follow the surface features of the original, whereas the experts will
produce target-language texts whose formal features are nearly independent of those of the
original. The present study suggests precisely that this difference would not be due to

problems in comprehension, but to differences in production ability.

Listening and interpreting

The relation between interpreting and listening was investigated by contrasting
bilinguals with no experience interpreting who recalled two texts on an unfamiliar topic arter
either interpreting or listening to them. If interpreting interferes with comprehension, then
both main effects of Task and interactions of Task with text-structure variables are to be
expected.

An account of the relation between comprehension during interpreting and during
listening specifies the nature of any task-specific interference with comprehension. Thus, i‘t
may be of use in training interpreters to circumvent this interference. Moreover, it can offer
a principled basis for assessing the adequacy of simultaneous interpreting as a task
environment for studying normal comprehension processes, in particular for evaluating the
extent to which the qualitative on-line data obtained through interpreting is representative of
listening as well. More specific questions about the relation between interpreting and
listening were generated that addressed the differences in the extent and relative importance
of syntactic processing, proposition generation, and frame-structure processing components of

comprehension during interpreting as opposed to listening.
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The results reviewed in the previous section support the view than there is no special
set of abilities which constitute interpreting skill, rather it is characterized by the application
of existing comprehension skills under different circumstances. This leads to the expectation
that there will be few or no effects of task-dependent interference on recall.

There were, in fact, no main effects of Task or Text Order (F <1.0, for both). In general,
the listeners and interpreters recalled the texts just as accurately (M = 14.8% and 16.2%,
respectively). The only exceptions to this general pattern were the weak interactions of Task
with Clause density and with narrative frame compenents. Listeners responded more to
mid-clause-density propositions than interpreters (see Figure 5.14), as in the interpreting data,
again perhaps because much of the procedural information was found in embedded clauses.

The (low-experience) interpreters, on the other hand, responded more to the last
episode of the narrative than the listeners (see Figure 5.15). This seems to be a consequence of
the trend for sequential position to have a negative effect on the recall of listeners, but no
effect on the recall of interpreters, in turn due to the fact that interproting requires attention
to the whole text, whereas listeners’ attention seems to have waned as the text progressed.
Note that the same arguments cited above with respect to the size of the sample used, apply to
this set of analyses as well.

This pattern of results suggests that there was no task-dependent interference nn
comprehension and retention of the source texts. The absence of Task effects and interactions
of Task with text-structure variables together with strong effects of the text-structure variables
alone provide specific support for this. These resulls are consistent with the results of the first
set of analyses and reinforce the view of interpreting as a natural skill with the same
components as normal discourse comprehension and the same pattern of recall. Thus, these
two sets of analyses provide converging evidenace that interpreters and listeners are
performing the same processes in similar ways.

Although the task comparison was made with low-experience subjects performing
interpreting and listening, the results of the first set of analyses suggest that the similarities
between listeners and low-experience interpreters will also hold of high-experience
interpreters. This permits the conclusion that the similarities across tasks are not due to lack
of experience with the interpreting task, but are general processing requirements of the tasks
involved. It also suggests that the processes that listeners use are the same as those assessed
for both high- and low-experience interpreters.
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To summarize, rather than involving a special set of comprehension abilities,
expertise in interpreting seems to be made up of the same component processes as listening

comprehension. The nature of the profile of processing that characterizes comprehension

under these circumstances is discussed below.

Discourse comprehension

The results of both sets of analyses reviewed above provide evidence that high-
experience interpreters, low-experience interpreters and listeners are using the same text-
comprehension processes and obtaining similar results. The very strong main effects of the
text-structure variables for both the interpreting and the recall data thus provide further
evidence in support of the view that interpreting expertise does not involve a special set of
abilities. The results obtained here also provide evidence about the nature of the component
processes of discourse comprehension, and are compared with the results of the Frederiksen
and Renaud studies discussed above (Frederiksen & Renaud, 1987; Renaud, 1989) to further

illustrate the similarities with comprehension under more usual conditions (i.e., reading).

Syntactic Processing

Clause density, or number of clauses per syntactic segment, had very little effect on
either interpreting or recall. Renaud (1989) and Frederiksen & Renaud (1987) found the same
result for reading times and recall measures of subjects reading a different procedural text.
Since the range of density (1 to 4 clauses per segment) for Frederiksen and Renaud’s materials
as well as those used here was within the range for normal-to-simple texts, it is to be expected
that it would cause subjects little difficulty. Indeed, the fact that clause density made so little
difference suggests that syntactic processing of materials of this degree of complexity is highly
automatized, and that specialized syntactic processing strategies are only brought to bear on
much more complex sentence structures.

Clause embedding had a strong effect on both interpreting and recall, but only in
interaction with text frame type. This suggests that the importance of clause embedding lies
in its value to signal information that is important to the construction of one or another type
of conceptual structure, rather than as input to autonomous syntactic processing (see
Bracewell, et al., 1982; Frederiksen, et al.,, 1987). This interaction of syntactic and frame-
semantic variables produced a strong effect on line in the interpreting task (F(1,12)=17.1142,
p<.0014), suggesting that even under such complex task conditions high-level conceptual
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processes may be able to influence lower-level linguistic processing. Clause embedding also
had a weak effect in isolation, but only on recall (F(1,18)=5.9108, p<.0258), which most likely
reflects the much stronger Clause embedding by Text interaction.

In general, these results are consistent with a view in which processing of syntactic
information may proceed in parallel with other levels of analysis, but also raises questions
about the interactions among these processes. Future research might address the specific
nature of the influence of text frame type on clause embedding by investigating different
kinds of frames, frame information, frame components, and different levels of syntactic

embedding,.

Proposition generation

The variables indexing proposition generation were all strong predictors of
interpreting and recall performance.

Proposition density, or number of propositions per syntactic segment, indexes the
number of propositions that have to be generated for a particular syntactic unit. It had very
strong effects on both interpreting and recall, both alone and in interaction with Text Frame
type. In the Frederiksen and Renaud studies, proposition density also had very strong effects
on reading time and recall, but their materials included denser segments than those used
here. If the denser propositions were eliminated, then there would apparently be no effect on
reading time, since most of the effect they found was localized in the contrast between the
high-density segments, suggesting a threshold phenomenon.

Tne fact that there were strong effects of proposition density on the on-line measure
(interpreting) here where there were none on the on-line measure in Renaud (1989) may be
due to task-related differences in the relative importance of proposition generation vis-a-vis
other component processes. In particular, the fact that Renaud was using an intentional-
recall task, whereas recall in the present experiment was incidental, may have induced
subjects to weight frame processing more heavily (hence proposition generation less) in
reading than in interpreting.

The directness of mapping variable was used to index the interaction of topicalization
and proposition generation, in particular the effects of mapping an embedded clause onto
either a root (unembedded) or a non-root (embedded) proposition. This variable had very
strong effects on both interpreting ard recall, particularly in interaction with text frame type.
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There were large text-dependent differences in processing root propositions, but almost none
for the non-root propositions. In procossing the narrative frame, root propositions in matrix
clauses were reproduced more accurately than those in non-matrix clauses. For the
procedure, exactly the opposite was the case. This is consistent with the rule-based approach
to frame generation (Frederiksen, 1985} in which different frame grammars lead to selective
processing of different text propositions.

Although thkis variable has not been studied before, the results show it to be an
important predictor of performance and deserving of further study. As an index of the
mapping from syntactic to semantic representations, it may be useful for the empirical testing
of computational models of proposition generation. Future research clearly needs to address
proposition generation in more detail, since there is very little information available about
the process of mapping between syntactic representations and proposition-semantic ones.
The present research might be extended to address the details of proposition gencration by
evaluating the effects of expressing different classes of propositions in different types of

syntactic subtrees, or by the use of more detailed analyses of degrees and types of syntactic and
propositional embedding.

Frame processing

Frame processing was indexed by using the distinction between frame and non-frame
information as well as between the different frame components as predictors of interpreting
and recall performance. Text differences were also indicative of differences in frame
processing.

Text Frame type exerted strong effects on both interpreting and recall. In both cases,
performance was better on the narrative than on the procedure. Since frame processing
emphasizes the relations between the propositions that have been understood, and the time-
order relations between the events in a narrative usually simply follow the order of
presentation of the clauses in which they are found, the narrative frame should in fact be
simple to process. Contrast this with the procedural frame which is structured around part-
whole relations between propositions, that are not as explicitly signalled in the text and so
must be inferred.

The frame/non-frame-information variable had strong effects only on the narrative

in interpreting, but only for the procedure in recall. Similarly, in the Frederiksen and
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Renaud studies, they found, for a different procedural text, a weak effect on reading time and
a strong effect on recall. The non-frame propositions showed longer reading times, and in
the procedure of the present study were interpreted more accurately. The frame propositions,
however, were the basis of more inferences in both studies. '

Frame components showed weak effects for both text frames in interpreting, but
strong effects for the procedure in recall. In the Frederiksen and Renaud studies, on the other
hand, there was a strong effect of the components of their procedure on reading times ard on
recall.

The weak effects of frame components on line suggest that subjects were interpreting
the text as a sequence of events rather than organizing them into more complex structures.
The strong effects on interpreting of the frame/non-frame variable for the narrative but not
for the procedure provide further evidence for this hypothesis. The fact that the sequence of
events in the text corresponds closely to the narrative frame structure but not to the
procedure accounts for the different effects of the frame/non-frame variable. The much
stronger frame-component effects in recall suggest that the inferential processes necessary for
processing the procedural frame may demand more time or resources than are available on
line.

These results on frame processing show that there are clear differences in difficulty of
processing between the two text frame types. Processing of the narrative on line was
apparently straightforward because of the correspondence between the order of presentation
of the events and their structure in the narrative frame. The procedure was more difficult
because its structure is not made as explicit in the text and the:efore requires more time and
resources than are available on line; in this case, it too was processed as a sequence of events.

A very important question to be addressed by future research is that of the nature of
these differences, in particular of frame-constructing inference generation in real time. It is
not clear, for example, whether the procedure could have been processed more efficiently on
line if its structure was more explicitly signalled, or whether the conceptual complexity of the
procedure is the limiting factor. In either case, the tradeoff between explicitness of signalling
of frame structure and the conceptual complexity that can be processed well in real time needs
to be characterized in detail.

The very strong interactions of Text Frame type, a high-level conceptual variable,

with all of the other text-structure variables raises an important question with far-reaching
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theoretical consequences. Do these statistical interactions reflect interactions between
component processes? An affirmative answer would not, however, be compatible with the
strong modularity hypothesis assumed here. How, then, do the component processes of
comprehension interact? Three possibilities come to mind:

(a) a strong modular system might allow higher-level frame generation or
knowledge integration to exert general control over the amount of (or weighting of)
processing done by other component processes, without violating Fodor’s (1983) notion of
informational encapsulation. Thus, as we have seen, processing a procedural frame may
require or allow more syntactic analysis to recover the information in embedded clauses than
a narrative which depends more on the information in matrix clauses. This approach,
however, seems excessively restrictive: why should there not be any qualitative interactions
among components, in particular if they can be executed in parallel?

(b) at the other extreme, a strategic-interactive system that proceeds heuristically —
which is what van Dijk and Kintsch {1983) seem to propose — would apparently allow each
component to influence or be influenced by the others. It is difficult to see, however, how
such a model with a heavy emphasis on controlled processing could account for the complex
and highly automatized processes that make up simultaneous interpreting, or to account for
the application of general heuristics to the comprehension of a complex text about a new topic
under interpreting conditions.

(¢) a promising middle ground would be a rule-based, algorithmic system postulating
structured interactions among component processes. Qualitative, informational exchange
might be permitted among processes, but with the requirement that it be so structured and
automatic that it would hardly be open to more than parametric conscious control, thus
rather analogous to computer firmware. One scenario for such an approach is that the results
of some computations which have been carried out before the analysis of a sequence s would
be available for the analysis of that segment. In a production-rule system, this would be
tantamount to allowing for mixed tests on the condition side of the rule. For example, “if the
sequence is part of an embedded clause (syntactic test), and contains an event proposition
(semantic test), then attach the proposition to the last node of the frame structure (frame-
generating action)”.  The theoretical and empirical problem, then, is to uncover the

principles by which the interactions are structured. This seems a more fruitful and directive
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stance for the study of discourse comprehension than to exclude the interaction of
component processes a priori.

Weighting of component processes. The results of this study also suggest that the
component comprehension processes had different relative importance in simultaneous
interpreting, regardless of experience with the task. Since all of the tests of within-subjects
variables were performed with the same degrees of freedom, the magnitude of the F value for
the main effect can be used as an indicator of the relative importance of the variable tested.
Figure 6.2 provides a profile of the relative importance of the component processes tested
here. In general, syntactic processing was not weighted heavily in the interpreting task.
Instead, semantic processing was more important, in particular the component of proposition
gereration. The frame information in the narrative was more salient than in the procedure,
because the subjects were processing the text as a chain of events. A similar pattern was
found for the F values of the recall data, and the pattern of Task effects shows that the weak

effects of frame processing during interpreting are not indicative of curtailment of processing.
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Figure 6.2 can be seen to suggest that the effects of loading the interpreting task — by,
for example, using degraded stimuli, making exceptional requirements of prior knowledge, or
manipulating the characteristics of the intended audience — can be assessed quantitatively.
This may be useful in investigating under what circumstances differences due to experience

will appear.

Conclusion

The fact that simultaneous interpreting is possible at all provides evidence for the
modularity and parallel execution of the component processes of discourse comprehension.
The finding here that it is not a special, acquired skill, but an ability that seems to accompany
bilingualism naturally, supports the view that this same modularity and parallelism are
features of text processing generally.

The present study has provided evidence suggesting that:

(a)} comprehension in interpreting is; not a specialized ability, but the application of an
existing skill under more unusual circumstances;

(b) interpreting does not systematically interfere with discourse comprehension; and

(c) comprehension in interpreting is characterized by all of the same component
processes as listening — processing is not curtailed — with an emphasis on semantic
processing, in particular proposition generation.

These findings, if substantiated by further research, will have some importani
practical and methodological consequences.

Tney provide principled, empirical support for the intuition current in interpreter
training programs that selection is of the utmost importance. If interpreting skill is a
function more of general text processing ability than of specific training, then selection is
more impcrtant than coursework. In particular, if 8.5 years” experience only affords a 16%
improvement in accuracy of interpreting, then how much of that is provided by formal
training, and how much formal training is necessary? Indeed, this suggests that a program of
training in simultaneous interpreting (assuming the necessary language skills} need be
neither extensive nor complex.

These findings also suggest that interpreters’ performance is limited by the same
general parameters that limit text comprehension in general: the nature of the text itself and

the prior knowledge that they can bring to bear on understanding it. If, in general, the main
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factor limiting the efficiency of communication is the difference between the knowledge of
the comprehender and the knowledge presupposed by the text, then there are two ways to
improve communication involving an interpreter: (a) the interpreter has to have the same
knowledge as presupposed by the speaker, which suggests greater specialization of interpreters
and the inclusion of specific domain knowledge in their training, and (b) the speaker/writer
has to design the text so that the interpreter, rather than the speaker’s equally knowledgeable
peers, can understand it.

To the extent that the methods used here can be made into a practical procedure, the
evaluation of the accuracy of interpreting performance can be made more objective and
explicit. It is possible, however, that a qualitative analysis of the meaning-changing responses
will provide a more interesting tool for evaluating text-processing proficiency; this,
unfortunately, will have to await further theoretical and empirical developments in the
study of the role and nature of inference in comprehension.

The pattern of results found here also has some specific and important
methodological implications. They strongly suggest that simultaneous interpreting is similar
enough to normal listening comprehension to serve as a model for the listening task. To the
extent that this is the case, a wide variety of quantitative and qualitative information can be
acquired using simultaneous interpreting as a task environment to study comprehension. In
particular, better methods for analyzing additions and modification of the original text need
to be developed to take advantage of the qualitative information made available with the
task. In this way, a new tool for the study of the qualitative dimensions of comprehension

processing on line will be made availabie.
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Appendix A
Analysis of Narrative Text

¢ 9

SEGMENT* 1
I have a friend named Alex who is a nuclear pbrsicist,
CLAUSES: LEC(EDQ-WHQ)
PROPOSITIONS:
1 10  »POSSx PAT:1,0BJ; FRIEND(TOK NUM: SING )
=TNS:PRTS;
2 1.1 EQUIU: (FRIEND(TOR RUM: SING )],[A LEX];
*NAMEDx
3 12  PHYSICIST CAT: WHO;
(TOK num: SING )
4 1.3 PHYSICIST ATT:NUCLEAR;
(TOK hum: SING )
COHESION:
11 1 32 SRI g null o
12  who 22 Rp 1.01 Alex e
SEGMENT* 2
but he works in a public hospital instead of at some big university's reactor,
CLAUSES: DEC
PROPOSITIONS:
5 20 WOCRK PRT HE=LOC: »IN#HOSPITAL(TOK NUM: SING ),
TNS: PRES;
6 2.1 HOSPITAL ATT:PUBLIC;
(TOK num: sinG )
7 2.2 210G xAT»REACTOR(TOX NUM: SING ),
REG*INSTEAD OF »;
8 2.3 UNIVERSITY ATT:BIG;
(TOR «SOME=RUM: SING }
9 2.4  «POSSx PET, UNIVERSITY (TOK »SOME=NUM: SING ),
0BJ:REACTOR(TOK NUM: SING )=;
i 25  AND: [2.0112.2)
*«INSTEAD=
COHESION:
2.1 but S2Cv 1.02  prev. seg. 1
22 he 22Rp 12 who

€9

Appendix A: Analysis of Narrative Text

page Al



SEGMENT* 3
He spends a lot of his time shooting protons at glucose and other things.

it |

DEC(IA]T)
SPEND PATHE=PAT: 3.4,
TEM: «DUR« TIME(DEG: A LOT OF),TNS: PRES;
SHOOT 0BJ: PROTON(TOK NUM: PL )= LOC: #DIR+ «ATx
GLUCOSE, THING(TOK NUM: PL), ASPCY; COAT;
THING ATT:OTHER;
(TOR nUM: PL)
HIS TEM: *DUR* TIME;
he 22 Rp 2.2 he 1
his 22Rp 31 he 6]
and 51Ca 301  glucose g
other 23Re 361  glucose )

Alex makes several different isotopes with the old cyclotron <which is in his lab,

CLAUSES:
PROPOSITIONS:
11 3.0
12 3.1
13 32
14 33
COHESION:
31
3.2
33
2.4
SEGMENT* 4
CLAUSES:
PROPOSITIONS:
15 4.0
16 4.1
i7 42
18 4.3
19 4.4
COHESION:
41
4.2
4.3

5 ‘3

t.l

DEC(WHQ)

MAKE RGT: ALEX,ISOTOPE(TOK NUM: SEVERAL),
MST: * WITH*xCYCLOTRON (DEF NUM: SING )
=TNS: PRES ;

ISOTOPES RTT:DIFFERENT;

{TOK NUM: SEVERAL)

CYCLOTRON ATT:OLD;

(DEF NUM: SING )

WHICH LOC: «IN«LAB (DEF RUM: SING );

sPOSS PAT: HIS,0BJ: LAB(BEF NUM: SING )=;

Alex 61 L-root 101 Alex 3

which 22Rp 401  cyclotron g

his 22 Rp 4.1 Alex g

Appendix A: Analysis of Narrative Text
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SEGMENT* 5

and he often helps one of the computer programmers who works in the hospital's
brain scanning center.

CLAVSES: EC(WHQUQ))
PROPOSITIONS:
20 56 HELP PAT HE,REC: ONE(TOR UMMk SING )=TEM: OFTEN;
21 51 COMPUTER PROGRAMMER CAT:ONE;
22 5.2 WORK PAT: WHOzLOC: »IN«CENTER (DEF NDUIT: SING ),
TNS: PRES;
23 5.3  CENTER(GEF RUM: SNG ) Loc:
24 54  SCAN 0BJ: BRAIN(GEN )zL0C: ;
25 5.5  EQUIL:LOC: 15.3], [5.4];
26 5.6 HOSPITAL PRT: CENTER(DEF DUM: SING )
(DEF hUM: SING )
COHESION:
51 and 51 Ca 402  prev.seg. 1
52 he 22 Rp 43 his 1
53 who 22 Rp 501  programmers O
54  work 61 L-root 201  work 3
55 the 21Rd 2.62  hospital 3
56  hospital 64 L-root 202  hospital 3
SEGMENT* ©
Yesterday I visited Alex at the hospital.
CLAUSES: DEC
PROPOSITIONS:
27 6.6 VISIT ACT: f,08J): ALEX=TEIM: YESTERDAY, TNS: PAST,
LOC: AT =HOSPITAL(DEF NUM: SING );
COEESION:
6.1 1 22 Rp 1.1 1 P
6.2 Alex 61 L-root 4.1 Alex 2
6.3 the 21Rd 5.6 hospital 1
6.4 hospital 61 L-root 5.6 hospital 1
SEGMENT* 7
When I found the right office,
CLAUSES: BAJT
PROPOSITIONS:
28 7.8 FIND PAT:1,0BJ: OFFICE(DEF NUM: SING )
s TEIT: «WHEN =, TNS: PAST ;
29 7.4  OFFICE ATL:RIGHT;
(DEF num: SING )
COHESION:
7.1  when 56 Ct2 g null g
72 1 22Rp 6.1 1 1
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SEGMENT* &
it was already 10 o'clock.

DEC
[7.0), {10 O'CLOCK];
[ 1 [10 O'CLOCK};

31 Exo 0} null g

DEC

PAT: ALEX,08J: COLLECTION (TOK NUM: SING )
=Tns: PAST ASPLT: CONT,;

CAT: ARTICLE(TOR NUM: PL);
ATT: TECHNICAL;
61 L-root 6.2 Alex 3

DEC

CLAUSES:
PROPOSITIONS: -
30 8.0  EQUID: TEM:
31 3.1  ORD:TEM:

*ALREADYx
COHESION:

81 it

SEGMENT* 9
Alex was reading a collection of technical articles,
CLAUSES:
PROPOSITIONS:
32 98 READ
33 9.1 COLLECTION

(TOR NUM: SING )
34 9.2 ARTICLE

(TOK hUM: PL )
COHESION:

91  Alex

SEGMENT * 10
but he put his book on a nearby shelf
CLAUSES:
PROPOSITIONS:

35 100 PUT

36 10,1  BOCK

(DEF NUM: SIRG )
7 10.2  *POSSx
38 10.3 PROR:LOC:

sNEARBY »

COHESION:

16.4 but

16,2 he

1.3  his
SEGMENT* 11
when I arrived
CLAUSES:
PROPOSITIONS:

30 110 ARRIVE
40 11.1 EQUIU: TEM:
COHESION:

111 when

112 I

RGT: HE, 0BJ: BOOK (DEF NUM: SING ),RSLT: 10.1
=TEM: ,TNS:PAST;
LOC: »ON «SHELF (TOK NUM: SNG );

PAT:HIS, 0BJ: BOOK=;

[SHELFL{ &

SiCv 9.01  prev.seg. 1
22Rp 8.1 Alex 1
22 Rp 16.2 he g
BAJT

AGY: I =TEM: « WHEN =, TNS: PAST;

[10.0], [11.0;

55 Ct1 10.01  prev.seg. 1
22Rp 7.2 1 4
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SEGMENT*

and he showed me all around the lab.

SHOW

and
he
me
the
lab

DEC

PAT:HE,08BJ; LAE (DEF NUM: SING ),REC: ME
sDEG: ALL AROUND, TNIS: PAST,

Sica
22 Rp
22 Rp
21Rd
61 L-root

1101

10.3

1.2
4.03
493

prev. seg.
his

I

lab

lab

He turned on the small cyclotron which was in one corner

TURN ON

CYCLOTRON
(DEF UM SING )
WHICH

DEC(WHQ)

OO0 b2 IV 1=

RGT:HE,0BJ: CYCLOTRON (DEF RUM: SING )

=TNS: PAST;

ATT:SMALL;

LOC: I N+CORNER (TOK num: SIMG );

22 Rp
21Rd
61 L-root
22 Rp

122
4.01
4.01

133

he

¢yclotron
cyclotron
cyclotron

QOO

and made some flourine isotope to demonstrate how simply it worked.

CLAUSES;
PROPOSITIONS:
41 12.8
COHESION:
12.1
12.2
2.3
12.4
125
SEGMENT*
CLAUSES:
PROPOSITIONS:
42 13.0
43 13.1
44 132
COHESION:
131
132
13.3
13.4
SEGMENT*
CLAUSES:
PROPOSITIONS:
45 140
46 14.1
47 14.2
48 14.3
COHESION:
14.1
14.2
14.3
14.4
145

MAXE

I1SOTOPE
(DEG: SOME)

DEMONSTRATE

WORK

and
make
isotope
it
work

SFEDEC(TAJT(WHNG))

AGT: «*AND= RSLT: 1SOTOPE(BEG: SOME),

GOAL: 14.2sTNS: PAST;

PAT: IT=ATT: SIMPLY,DEG: *HOW =;

ATT:FLOURINE;
THM: 14.3=;

51Ca 13.01
61 L-root 4.04
61 L-root 4.05
22Rp 13.3
1 L-root 5.4

prev. seg.

make
isotope
cyclotron
work

=2 =
WO = D 5
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SEGMENT* 15
The small machine made noises

CLAUSES: DEC
PROPOSITIONS:
49 156 MAKE PAT: MACHINE(DEF NUIM: SING ),RACT:NOISES
ETEIN: ,TDS: PAST ASPCT: CONT;
56 15.14 MACHINE ATT: SMALL;
{DEF RUM: SING )
COHESION:
15.1 the 21 R4 13.3 cyclotron 2
15.2 machine 63 L-gen 13.3 cyclotron 2
15.3 make 61 L-root 142 make i
SEGMENT* 16
while Alex explained what it was doing.
CLAUSES: BAJT(REPNG=WHNG)
PROPOSITIONS:
51 16.0 EXPLAIN PAT:ALEX, THM: 156.41=TEM: ,TNS: PAST;
52 16,1 DO PAT: IT(DEF RUM: SING ), ACT: »WHAT =
=TNS: PAST ,ASPCT: CONT ;
53 16.2  EQUIU: TEM: [15.6], [16.0);
COHESION:
16,1  while 55 Ct1 15914 prev. seg. 1
162  Alex 61 L-root 8.1 Alex 7
16.3 it 22 Rp 15.2 machine 1
SEGMENT* 17
Afterwards, AleX made some terrible coffee,
CLAUSES: DEC
PROPQSITIONS:
54 176 MAKE AGT: ALEX,RSLT: COFFEE(DEG: SOME)
=TEM: ,TNS: PAST;
55 17.1  COFFEE ATT: TERRIBLE;
(DEG: SOME)
56 17.2  ORD:TEM: (16.0], [17.0];
COHESION:
17.1  afterwards 55 Ct2 16.61 prev. seg. 1
17.2  Alex 61 L-root  16.2 Alex 1
17.3 make 61 L-root  15.3 make 2
SEGMENT* 18
We talked about the local news for a little while
CLAUSES: DEC
PROPOSITIONS:
57 180 TALX PAT: WE, THM: NEW S(GEN )
=TEM:sDUR+ A LITTLE WERILE,T11S: PAST ;
58 18.1 NEWS(GER) ATT:LOCAL;
COHESION:
181 we 22 Rp 17.2 Alex 1
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SEGMENT* 19

until a staff doctor asked for some carbon-eleven glucose in 2 hurry.

CLAUSES:
PROPOSITIONS:
59 199 ASKFOR

66 1.1 STAFF

61 19.2
62 16.3 GLUCOSE
(DEG: SOME)
63 19.4  ORD:TEM:
*UNTIL=
COHESION:
19.1  until

192  glucose
SEGMENT* 20
He said he would call
CLAUSES:
PROPOSITIONS:
64 20.0 SAY

65 26.1  CALL

COHESION:
201  he
20.2 he
SEGMENT#* 21
as soon as he was ready for it.
CLAUSES:
PROPOSITIONS:
66 216 HE
67 21.1
69 212  COND:*FOR=x
69 21.3  EQUIU: TEM:
sAS SOON AS»
COHESION:
211 assoonas
212 he
21.3 it

BAJT

PAT:DOCTOR(TOK NUIML SING ), THIT), 19,2
RTEME ,TDS: PAST;

CAT; DOCTOR (TOK NUM: SING );

0B): GLUCOSE(DEG: SOME)

EATT:=IN A HURRY*;
ATT:CARBON-ELEVEN;

[18.0], [19.6);
55 Ct1 18.01  prev. seg. 1
61 L-root 301  glucose 16

DEC(REPNG =DEC)

PAT:HE,THM: 20.1,21.0,21.1,21.2,21.3
=TNS: PAST;
PAT:HE=TEM: ,TNS: FUT,MOD: COND;

22Rp 1961  doctor 1
22 Rp 201  he ¢
BAJT

ATT:READY=TRS: PAST;
0B.J: I T(DEF hUM: SING ) =;
[21.0], 121.1];

[20.1), [21.0};

55 Ct1 20.01  prev.seg. 1
22Rp 20.2 he 1
22Rp 192 glucose 2
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- SEGMENT~* 22

AGT:HE,0BJ): PATIENT(DEF NUM: SING ),

prev. seg.
he
patient
scanning

® Then he prepared the next patient for her scan.
CLAUSES: DEC
PROPOSITIONS:
70 220 PREPARE
GORL: »sFOR=*2 2.2 = TNS: PAST;
Ti 22.1 ORD: TEMN: [ 1, PATIENT(DEF NUM: SNG)]:
*NEXTx
T2 22.2 SCAN 0B):HERE;
73 22.3  ORD:TEM: (20.0], [22.06)
*THEN=
COHESICN:
22.1 then 55 Cti 21.01
222 he 22 Rp 21.2
22.3 her 22 Rp 22.01
22.4 scan 61 L-root 5.02
SEGMENT* 23

-] )

Alex explained that since the glucose isctope was only "hot” (or radioactive) for
about a half an hour

CLAUSES:
PROPOSITIONS:
74 23.0
75 231
76 23.2
77 23.3
78 234
COHESION:
23.1
23.2
23.3
23.4
235
236
23.7
238
239

£

EXPLAIN

ISOTOPE

{DEF RUM: SIRG )
ISOTOPE

(DEF NUM: SMG )
ORD: TEIM: «DUR=
aONLY=

conp:

*SINCE=

Alex
explain
since

the

glucose
isotopesx
isotopex

or
radioactive

DEC(REPNGEBAJT)

PAT:ALEX THM:23.1,23.2,23.3,23.4,
24.0,24.12TNS: PAST ;
RTT:HOT RADICACTIVE=TEM: *DUR= ;

ATT:GLUCOSE;

[HALF AN HOUR], [23.1]=NEG;

(23.1,23.2,23.31. [24.6,24.1]

61 L-root
61 L-root
54 Cc2
21Rd
61 L-root
61 L-root
64 L-gen
52Cv
62 L-syn

17.2
16.02
)
14.3
1g.2
14.3
19.2
23.01
23.01

Alex
eXplain
nuil
isotope
glucose
isotope
glucose
hot

hot

GraiAOHOTTNO
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SEGMENT* 24

he could just set up what was in the lab.

SET UP
WHAT

he
setup

12b

DEC(WHNG)

AGT-HE,0B): WHATE=TNS: PAST,MO0: CAN;
LOC: xIN«L AR (DEF RUM: SING );

22 Rp 234 Alex

62 L-syn 22.02  prepare

21Rd 125 lab

61 L-root 125

He would only start to make the isotope itself

when the doctor called again.

CLAUSES:
PROPOSITIONS:
79 24.0
8¢ 24.1
COHESION:
24.1
24.2
24-3
24.4
SEGMENT* 25
CLAUSES:
PROPOSITIONS:
81 25.0
COHESION:
25.1
25.2
25.3
254
255
SEGMENT* 26
CLAUSES:
PROPOSITIONS:
82 26.0
33 26.1
COHESION:
26.1
26.2
26.3
26.4

MAKE

he
make
the
isotope
itself

CALL

conb:
*sWOULD=

when
the
doctor
<all

DEC(TNG)

RGT: HE,RSLT: I SOTOPE(DEF NUM: SING )
sTEM: ,TNS:FUT, MOD: COND ASPLT: INCPT;

22 Rp 24.1
61 L-root  15.3
21Rd 236
61 L-root 236
22 Rp 25.4
BAJT

PAT: DOCTOR (DEF NUM: SING )= TEM: * WHEN »,

lab

he
make
isotope
isotope
isotope

TNS: PAST, ASPLT: ITER sAGAINs,;

[26.6], [25.09);

55 Ctl 25.01
21Rd 222

61 L-root 19.01
61 L-root 2003

prev. seg.

he
doctor
calt

2
12
12

o S SN

QY =3 AN\
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SEGMENT* 27

i Not long after Alex was all ready,

CLAUSES: BAJT
PROPOSITIONS:
84 27.0 HE ATT:READY,DEG: ALL=TEM: ,TNS: PAST;
85 27.1  DIFF: TEM: [27.0), [28.0];
(snot long)*AFTER~
COHESION:
27.1  after 56 Ct2 o] ault g
27.2  Alex 61 L-root 234 Alex 4
27.3 ready 61 L-root 2102 ready 6
SEGMENT* 23
the doctor called back to confirm his previous request
CLAUSES: DEC(TAJT)
PROPOSITIONS:
36 280 CALL PAT: DOCTOR (DEF NUM: SING ), GOAL: *TO%238.1
=TEM: ,TNS: PAST,ASPCT: MER *BACK%;
av 28.1 CONFIRM THM:28.25;
1. 28.2  REQUEST PAT: »HIS»2TEM: ;
39 28.3  ORD:TEM: (28.21[ L
*PREVIOUS»
COHESION:
28.1 the 21Rd 26.3 doctor 2
28.2 doctor 61 L-root 26.3 doctor 2
28.3 call 61 L-root 26.4 call 2
284 his 22 Rp 282 doctor o
285 previous 23 Re 1982 askfor 9
28.6 request 62 L-syn 1902  askfor 9
SEGMENT* 29
and Alex began to prepare his “magic potion” right away.
CLAUSES: DEC(TAJT)
PROPOSITIONS:
aq 29.0 PREPARE RGT: ALEX,08J: POTION (DEF DUM: SING )
=ATERIGHT AWAY,
TNS: PAST ,ASPCT: NCPT #BEGIN»;
91 29.1  »POSSx PAT:HIS,08): POTION (DEF NUM: SING )=;
92 29.2 POTION(DEF nUM: SING) ATT:MAGIC;
COHESION:
291 and 5icCa 28.01  prev.seg. 1
29.2 Alex 61 L-root 272 Alex 2
29.3 preparex 61 L-root  22.02  prepare 7
29.4 prepare= 62 L-syn 25.2 make 4
295  his 22Rp 202  Alex 6

vy
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SEGMENT* 3¢

he checked whether it was "hot" (or radioactive) enough for the scanner.

When he had finished it,
CLAUSES:
PROPOSITIONS:
93 30.0 FINISH
94 30.4  ORD:THM:
COHESION:
30.1 when
30,2 he
30.3  finish
30.4 it
SEGMENT* 31
CLAUSES:
PROPOSITIONS:
g5 310 CHECK
96 314 IT
a7 312
Qs 31.3  COnD:
COHESION:
311  he
312 it
31.3  hotx
314 hotx
315 radioactivex
31.6 radioactivex
317 the
318  scanner

BAJT

AGT: HE,ACT: IT = TEMk » WHEN », TDS: PAST,
ASPCT: COMP ,ASPLT: CESS;

[30.6], [31.0)

58 Ct2
22Rp
56 L-ant
22 Rp

DEC(WHNG)

(5}

295

29.01
29.3

aull
his

begin

prepare

PAT:HE, THM: 31.1=TEM: ,TNS: PAST;

AT HOT RADIOACTIVE,DEG: ENOUGH

=TNS: PAST T * WHETHER%;
PAT: SCANNER (DEF RUM: SING );

[31.1], {31.2})

22Rp

22 Rp

61 L-root
62 L-syn
61 L-root
62 L-sya
13 Npb
61 L-root

30.2
29.02
23.01
23.9
23.3
313
22.4
22.4

he

potion

hot
radioactive
radioactive
hot

scan

scan

(WA AR ]

WO OO0 O0 B 4
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SEGMENT* 32

Then we ran up to the scanner room on the third floor, with the solution in a lead

bucket.
CLAUSES:
PROPOSITIONS:
99 320
100 32.1
104 32.2
102 32.3
103 32.4
164 3125
105 32.6
166 32.7
COHESION:
32.1
32.2
32.3
32.4
325
32.6
32,7
SEGMENT* 33

RUN

WE
SOLUTION

(DEF DUM: SING )

ROOM

(BEF RUM: SING )

ROOM

(DEF DUM: SING )

DEC

AGT: WERSLT: 32.4 STATE: « WITH=%32.2
gLOC: «DiR+ »UP », TEIM: -, TNS: PAST ;
LOC:ROOM(DEF NUM: SING );

LOC: «IN*«BUCEET(TOR RUM SING );

ATi: SCANNER;
LOC: »ON+FLOOR(DEF NUM: SING );

FLOOR (DEF UM: SING) ATT:THIRD;

BUCKET (TOK NUM:SING) ATT: LEAD;

ORD: TEM:

then
we

the
scanner
room
the
solution

[31.0), [32.0)

57 Cil 3101  prev.seg.
22Rp 311 he

13 N»b 318 scanner

61 L-root 318 scanner
64 L-gen 7.01 office
21Rd 2902  potion
64 L-sup 2962  potion

2

[FSRFURV, I S Sy B

The scanner was a big aluminum ring with millions of wires connecting it to a big

computer in the next room,

CLAUSES:
PROPOSITIONS:
167 330
108 331
169 332
110 333
i11 334
112 335
113 33.6
COHESION:
33.1
33.2
33.3
334
335
336

{DENT:

DEC(IQ)

[SCANNER (DEF NUM: SING )],
[33.14,33.2L

RING (TOR hUM: SING ) RTT:BIG;
RING (TOR Ntm: SING) ATT: ALUMINUM;
0BJ: IT,MST: WIRES(TOR NUM: MILLIONS),

CONNECT

COMPUTER

(DEF NUM: SING )

COMPUTER

(DEF nUM: SING )

PRO¥: LOC:
*NEXT=

the
scanner
it
computer
the next
room

REC:COMPUTERE;

ATT:BIG;

LOC: *IN «ROOM (DEF NUM: SMG );

[ 1, ROOML

21Rd 32.4 scanner
61 L-root 32.4 scanner
22 Rp 33.2 scanner
61 L-root 5.03 computer
23 Re¢ 325 ro0m

61 L-root 325 room

N~
[ o e o W T
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SEGMENT* 34

The patient was waiting nervously for an injection on 2 long table, with her head
inside the ring.

CLAUSES: DEC
PROPOSITIONS:
114 340  WAIT PAT:FPATIENT (DEF DUML: SING ) STATE: 34.2,

GOAL: *FOR*INJECTIONZL0L: «ON<TABLE
(TOK RUM: SING ), ATT: NERVOUSLY,
TNS: PAST ,RSPCT: CONT;

115 341 TABLE (TOK DUM: SING) ATT: LONG;

116 342 HEAD LOC: «INSIDEsRING (DEF PUM: SING );
(DEF hum: SING )

117 343 HER PRT: EEAD(DEF NUM: SING );

COHESION:
34.1 the 21Rd 2201 patient 12
342 patient 61 L-root 2261  patient 12
343  her 22 Rp 342 patient o)
34,4 the 21Rd 33.01 ring 1
345 ring 61 L-root 3301 ring 1

SEGMENT* 35

As we walked back down the stairs together,

CLAUSES: BAJT

PROPOSITIONS:

118 350 WALK PAT: WEx10C: «DIR* DOWN,

LOC: STAIRS(DEF nUM: PL ),ATT: TOGETHER,
TEM: = A S+, TNS: PAST ,ASPCT: ITER *BACK »;

119 35.1  EQUIU: TEM: [35.0], [36.9);

COHESION:
251  as sS&Ct2 6] null o}
352 we 22Rp 32.2 we 3
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SEGMENT* 36

Alex explained that scaini:ars detect gamma rays coming from inside the patient’s

brain.
CLAUSES: DEC(REPNG=DEC(1Q))
PROPQOSITIONS:
120 36.0 EXPLAIN AT ALEX, THM: 35.1,36.2,36.3,36.4
sTEM: ,TNS: PAST;
121 36.1 DETECT PAT: SCANNER(GER ),0BJ: RAY(TOK fUm: PL )x;
122 36.2 RAYS ATT:GAMMA,;
{TOK hum: PL)
123 36.3 COME ACT:RAY(TOK NUM: PL),
SOURCE: «INSIDE«BRAIN(DEF MUM: SING )=;
124 36.4 PATIENT PRT: BRA IN(DEF NUM: SMNG );
(DEF hum: $InG)
COHESION:
36,1 Alex 61 L-root 27.2 Alex 9
36.2 expiain 61 L-root 232 explain 13
26,3 scanner 61 L-root 33.2 scanner 3
364 the 21Rd 34.3 her 2
365 patient 61 L-root  34.2 patient 2
366 brain 61 L-root 5.04  brain 31
SEGMENT* 37
I didn't really understand very much of what he was talking about,
CLAUSES: DEC(WHNG)
PROPOSITIONS:
125 370 UNDERSTAND  PAT:I,THM:37.1,37.2
=TRS: PAST ,AT:REALLY,NEG;
126 3714 TALK PAT:HE, THM: WHAT =TNS: PAST ,ASPCT: CONT;
127 37.2  WHAT ATT:MUCH,DEG: VERY;
COHESION:
371 1 22Rp 12.3 me 25
372 he 22Rp 36.1 Alex 1
37.3 talking 63 L-gen 362 explain 1
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SEGMENT* 38
It sounded rezally crazy to me.

CLAUSES: DEC

PROPOSITIONS:

125 8.0 SOUND PAT:ME, THIM: 38.12TNS: PAST ;

129 381 IT ATT:CRAZY,DEG:REALLY;

COHESION.
381 it 22 Rp 37.61 what 1
282 me 22 Rp 37.1 I 1

SEGMENT#* 39

After lunch, Alex checked in at the lab

CLAUSES: DEC

PROPOSITIONS:

130 396 CHECKIN PRT: ALEX=TEIN: ,TNS: PAST LOC:xAT=LABR

(DEF RUM: SING );

131 39.1  ORD:TEM: {LUNCH], {39.9);

COHESION:
391 Alex 61 L-root 361 Alex 3
392 the 21Rd 125 1lab 27
303  lab 61 L-root 125 b 27

SEGMENT#* 40

Then we visited his friend Yoshio who ran the brain scanner's computer system.

CLAUSES: DEC(WHQ)

PROPOSITIONS:

132 400  VISIT AGT: WE,REC, FRIEND(DEF NUM: SING )

=TEM: ,TIiS: PAST;

133 40.1 *POSS* PAT: «H1 Sx,0BJ: FRIEND(DEF NUM: SING )x;

134 402  EQUI: [FRIEND], [YOSH10);

135 40.3 RUN PAT: WHO,08J: SYSTEM (DEF RUM: SING )

=TNS: PAST;
136 40.4  SYSTEM(DEF MUM: SING ) RTT:COMPUTER;
137 40.5 SCANNER (DEFNUM:SING) PRT: SYSTEM(DEF NUML SMG);
138 406  SCANNER (DEFNUM:SMNG) ATT:BRAIN(DEF NUME: SING );

13¢ 407  CRD:TEM: [39.06], [40.0);

COHESION:
40.1 then 57 Ct1 36.61  prev.seg. 1
402 we 22Rp 291 Alex 1
40.3  visit 61 L-Root 6.62 visit 34
404  his 22 Rp 391 Alex 1
405 friend 61 L-root 163  friend 319
406 who 22Rp 4001  Yoshio g
40.7 the 21Rd 32.4 scanner 8
408 brain 61 L-root 3566 brain 4
40.9 scanner 61 L-root 324 scanner )
40.10 computer 61 L-root 334 computer 7
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SEGMENT=* 41
Even before he greeted us,

BAJT

PAT:HE REC:USETEM: ,TNS: PAST;
[42.6], [41.0]; '

56 Ct2 @ null
22 Rp 40.6 who
22Rp 40.4 his

Yoshio pointed at the two TV screens on a large desk

DEC

PAT: YOSHIO=10C: sDIR* xAT«SCREEN

(DEF DUM:TWO), TEM: , TNS: PAST;
LOC: xON «DESK(TOK RUM: SING );

RTT: LARGE;
ATV,

61 L-toot 4001  Yoshio

SFEDEC(REPNG=INT)

PAT: *AND=,THIN: 43.1,43.2,43.3
ETEM: «THEN =, TIIS: PAST ;

CAT: WHICH;

ATT: CLEAR,DEG: ;
[ ] 143.2)
[42.0, [43.0)

CLAUSES:
PROPOSITIONS:
140 410  GREET
141 41.1 ORD: TEM:
COHESION:
41.1  before
412 he
413 us
SEGMENT* 42
CLAUSES:
PROPOSITIONS:
142 420 POINT
143 42.1 SCREEN
(DEF NUM: TWO)
144 422 DESK
(TOX NUM: SInG )
145 42.3  SCREEN
(DEF DUM: TWO)
COHESION:
42.1  Yoshio
SEGMENT* 43
and then asked which jmage was clearer.
CLAUSES:
PROPOSITIONS:
146 430 ASK
147 431 IMAGE
(DEF hUm: SING )
148 432 WHICH
149 43.3  ORD:DEG:
15¢ 434  ORD: TEI:
COHESION:
431 and
432 then
43.3 clearer

51Ca 42.01  prev.seg.
57 Ct1 42.01  prev.seg.
23Re 43.01  image

[E TNy

(o WY
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SEGMENT* 44

Yoshio was working on 2 new program to make the images sharper.

WORK ON

PROGRAM
CAU: sMAKE=
IMAGE

(DEF NUM: PL)
ORD: DEG:

Yoshio
work
program
make
the
images
sharper

DEC(TQ)

PAT: YOSHIO,0BJ:PROGRAM = TEM:
TNS: PRST ,ASPCT: CONT;

RTT: NEW;

[PROGRAM), [44.3,44.4];
ATT: SHARP,DEG: ;

[ 1, 144.3)

61 L-root
61 L-root
61 L-root
61 L-root
21Rd

61 L-root
23 Rc

42.1
145
5.01
25.2
43.01
43.01
44.6

Yoshio 2
work k16)
programmer 39
make 19
image 1
image 1
images 8]

Then he pointed 2t another screen with the same brain image,

CLAUSES:
PROPOSITIONS:
151 44.0
152 44.1
153 €42
154 44.3
155 444
COHESION:
44.1
44.2
44'3
44.4
44.5
44.6
44.7
SEGMENT* 45
CLAUSES:
PROPOSITIONS:
156 45.0
157 45.1
158 452
159 453
160 454
162 45.5
COHESION:
45.1
45.2
43.3
45.4
455
456
45.7
45.8

POINT

SCREEN

(TOR NUm: SING)
SCREEN

(TCX UM SING )
IMAGE

(DEF UM: SING)
IDENT:

*SAMEx*

ORD: TEM:

then

he
pointed
another
screen
the same
brain
image

DEC

PAT:HE=LOC: «DIRs xAT»SCREEN

(TOX NUM: SING ), TEM: *THEN », TNS: PAST ;

ATT: ANOTHER;

PRT: IMAGE(DEF RUM: SING );

THM: BRAIN(TOK NUM: SING );

[45.3L [},

[44.9], [45.6];

57 Ct1
22 Rp
61 L-root
23 Re
61 L-root
23Re¢
61 L-root
61 L-root

44.01
44.1
42.02
42.03
42.03
446
40.8
440

Prev. seg.

Yoshio
pointed
screen
screen
images
brain
images

[ERV NN VSN R VR T S
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SEGMENT#* 46

but it had two handles connected to it, like a video game.

CLAUSES: DEC(EDQ)

PROPOSITIONS:

162 460 IT PRT: HANDLE(DEF NUM: TWO)=TNS: PAST;

163 46.1  CONNECT 085 HANDLE(DEF NUML: TWO),REC: IT=;

164 462  PROE:ATT: [46.6,46.1], [VIDEO GAME(TOR NUM: SNG)J;

COHESION:
461 but 54 Cv 45.01  prevseg 1
462 it 22Rp 455 screen 1
46.3 connected 64 L-root  33.02 connect 13
464 it 22 Rp 46.2 it 0
465  like 23Rc 46.4 it g

SEGMENT#* 47

He suggested how we should play around with the handles,

CLAUSES: DEC(REPNG = WHNG)

PROPOSITIONS:

165 470  SUGGEST PAT:HE, THM: 47.3 =TNS: PAST;

166 471 PLAY PAT: WE,0BJ: » WITH«HANDLE (DEF NUM: PL)

AROUND =RTT: *HO W ,N0D: ROOT xSHOULD=;

COHESICN:
47.1 he 22Rp 45,2 he 2
472 we 22Rp 47.1 he 5)
47.3 the 21Rd 46.01 handles 1
474 handles 61 L-root 4681  handles 1

SEGMENT* 48

and when we moved them,

CLAUSES: BAJT

PROPOSITIONS:

167 4806 MOVE AGT: WE,0B): THEM =TEM: ,TNS: PRST;

163 48.1  EQUIV: TEM: (48.0}, [49.0];

COHESION:
481 and 53Ca 47.01  prev.seg. 1
482 when 58 Ct2 g null )
483 we 22Rp 472 we 1
484 them 22Rp 47.4 handles 1

SEGMENT#* 49

the image changed in color and brightness.

CLAUSES: DEC

PROPOSITIONS:

169 49.0 CHANGE 0BJ: IMAGE(DEF NUM: SING )=ATT: »IN*COLOR,

BRIGHTNESS, TEM: ,TNS: PAST;

COHESION:
49.1 the 21 Rd 458  image 4
492 image 61 L-root 45.8 image 4
493 and 53 Ca 4901  color 6]
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SEGMENT* S50

Yoshic explained that it was better for the doctors to manipulate the color and
brightness of the important parts of the image.

[T WAYTR Y WO N o o IR oW e

CLAUSES: DEC(REPNG = DEC(TNG)

PROPOSITIONS:

179 56.86 EXPLAIN PAT: YOSHIO, THML 50.1,56.5,508.6,50.7,56.8

ETNS: PAST;
171 50.4 MANIPULATE  PRT: DOCTOR(DEF NM: PL),
STATE: 50.2,50.3,50.4%;

172 50.2 PART (DEF DUM: PL) ATT:COLOR,;

173 56.3 PART (DEFAUM: PL) ATT:BRIGHTNESS, DEG: ;

174 S04 IMAGE PRT:PART(DEF RUM: PL);

(DEF NUIM: $ING )
175 565 PART ATT: IMPORTANT,
(DEF BUM: PL)

176 56.6 IT RATT: GOOD, DEG: ,TNS: PAST,;

177 56.7  ORD:DEG: [ 115061

178 56.8  CORD: [50.1], [58.6);

COHESION:
50.1  Yoshie 61 L-root  44.1 Yoshio
50.2 explain 61 L-root 362 explain
50.3 it 71 Cat g nuli
50.4  better 23Re 0 null
505 the 21Rd 26.3 doctor
506  doctors 61L-root 26.3 doctor
567 color 61 L-root 4901  color
568 and 53Ca 50.7 coor
56.9  brightness 61 L-root 4902  brightuness
58.10 the 21Rd 49.2 image
50.11 image 61 L-root 492 image

SEGMENT* 51

The telephone rang, interrupting him.

CLAUSES: DECUAJT)

PROPCSITIONS:

179 5108 RING PAT: TELEPHONE (DEF fiUM: SING )=TNS: PAST;

180 51.1 CAu: [51.0],151.2});

181 512  INTERRUPT 0BJ: HIM=;

COHESION:
511 him 22Rp 50.1 Yoshio

SEGMENT* 52

The call was for Alex.

CLAUSES: DEC

PROPOSITIONS:

182 520 CALL REC: sFOR=ALEX=TNS: PAST;

COHESION:
52.1 the 21Rd4 51.01 ring
522 <l 13 Npb 51.62  telephone
52.3  Alex 61 L-root  39.4 Alex

[FE RGN
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SEGMENT* 53
He had to go tack to the lab
CLAUSES: DEC
PROPOSITIONS:
183 532 GO RGT:HE,GOAL: »TOxLAB (DEF RUM: SING )
=MOD: ROOT »HAVE TO=, ASPCT: ITER «<BACKx,
TNS: PAST;
COHESION:
531 he 22 Rp 52.3 Alex
532 go 64 L-sup 35.01 wak
53.3 the 21Rd 29.3 Iab
534 lab 61 L-root 393 1ab
SEGMENT* 54
and it was time [ left, too.
CLAUSES: DEC(WHQ)
PROPOSITIONS:
184 54.0 LEAVE AGT: I=TEM: »TIME=,TNS: PAST ;
185 54.1  COND: [1T], [54.0]
COHESION:
541 and 53Ca 5301 prev. seg.
542 it 13 Npb o} null
543 1 22Rp 8.2 me
544 leave 57 L-ant 11.82  arrive
545 too 53Ca 53.01 prev. seg.
SEGMENT* 55
We thanked Yoshio for his explanation of the new program,
CLAUSES: DEC
PROPOSITIONS:
186 55 THANX PAT: WE,REC: YOSHIO,ACT: *FOR255.1
=TNS: PAST;
187 55.1 EXPLAIN PATHIS, THM: 55.25;
188 55.2 PROGRAM RTT:NEW;
COHESION:
55.1 we 22Rp 54.3 1
55.2  Yoshio 61 L-root 501 Yoshio
55.3  his 22Rp 55.2 Yoshio
85.4 explanation 61 L-root 582 exXplain
555 the 21Rd 443 program
55.6 new 61 L-root  44.62 new
55.7 program 61 L-root  44.3 Pprogram

18
14
14
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SEGMENT* 56

and walked to the main entrance together.

CLAUSES:

SFEDEC

69

PROPOSITIONS:
13¢ 56.6 WALK RCT: *AND»,GORAL: *TO*ENTRANCE
(DEF DUM: SING )=ATT: TOGETHER, TNS: PAST ;

190 56.1  ENTRANCE(BEFRUM: SING) ATT: MAIN;

COHESION:
56.1 and 53Ca 55.01  prev.seg. 1
56.2 welks 61 L-root 3501 walk 21
56.3 walks 65 L-gen 532 go 3

SEGMENT* 57

Then Alex went to make some other kind of isotope

CLAUSES: DEC(TAJT)

PROPOSITIONS:

191 5786 GO AGT: ALEX,GOAL: *TO*57.1=zTNS: PAST;
162 5§71 MARE RSLT: KIND(TOR RUM: SING #SOME»);
163 572 KIND(TOK NUM:SING «SOMEx) ATT:OTHER:

194 573 [ISOTOPE(GEN)  CAT:KIND(TOK NUM: SING xSOMEx);

195 57.4  ORD:TEM: [56.0), [57.6k

COHESION:
57.1 then 57 Cti 56.01  prev.seg. 1
57.2 Alex 64 L-root 523 Alex 5
57.3 gox 61 L-root 532 go 4
57.4 gox 64 L-sup 56.3 walk 1
575 make 61 L-root 444 make 13
576 other 23Rc ig.2 glucose 38
57.7 isotope 61 L-root 236 isotope 34

SEGMENT* 58

and [ went to the bank to pay some bills.

CLAUSES: DEC(TA]JT)

PROPOSITIONS:

196 588 GO RGT:1,GOAL; s TO»58.1=10C; »DIR+ *TOsBANK,

TNS: PAST,;

197 581 PAY 0BJ:BILL(TOR RUM: SOME)=;

COHESION:
581 and 53Ca 57.01  prev.seg. 1
582 1 22 Rp 54.3 I 4
583 ge 61 L-root  57.3 go 1

SEGMENT* 5¢

It was a very interesting visit.

CLAUSES: DEC

PROPOSITIONS:

168 5¢06 VISIT =ZATT: INTERESTING,DEG: VERY, TNS: PAST;

COHESION:
5914 it 22 Rp 602  wisit 53
592  visit 61 L-root  48.3 visit 19
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Appendix B
Analysis of Procedural Text
SEGMENT* 1
A man goes to visit his doctor.
CLAUSES: DEC(TA]JT)
PROPOSITIONS:
1 1.0 Go AGT: MAN(TOK RUM: SING ),
GOAL: *TO=1.1=TNS: PRES ;

2 11 VISIT 08J: DOCTOR (DEF NUIM: SING );
3 12 *POSS» PAT: «HI Sx,08J: DOCTOR(DEF NUM: SING ) =;
COHESION:

i1 his 22Rp 101 man
SEGMENT* 2
He complains that his head often aches.
CLAUSES: DEC(REPNG =DEC)
PROPOSITIONS:
4 20 COMPLAIN PAT: HE, THM: 2.12TNS: PRES;
5 2.1 ACHE PAT: HEAD (DEF NUM: SING )=ASPCT: ITER »OFTEN %,
6 22 HIS PRT: HEAD(DEF DUM: SING );
COHESION:

21  he 22Rp 11 his

22  his 22 Rp 2.1 he
SEGMENT* 3
He feels weakness in his arms and nausea.
CLAUSES: DEC
PROPOSITIONS:
7 36 FEEL PAT:HE,THIN: 3.1,3.2,3.3=TNS: PRES ;
& 31 ARM ATT: WEAKNESS,

(DEF NUM: PL )

9 32  HIS PRT: ARM(DEF NUM: PL );
ig 33 «FEEL % EATT:NAUSEA;
COHESION:

31 he 22Rp 2.2 his

32  his 22Rp 3.1 he

3.3 and 51 Ca 3.61 weakness
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SEGMENT* 4
The symptoms make the doctor suspect that the patient has a brain tumor.

CLAUSES:
PROPOSITIONS:
11 4.0 CAU: *MAKE*
12 4.1 SUSPECT
13 4.2 PATIENT
{DEF RUM: SING)
14 4.3 TUMOR
{TOR NUM: SING )
COHESION:
4.1 the
4.2 symptoms
4.3 the
4.4 doctor
45 the
SEGMENT* 5

He cannot be sure, though, without finding out what's happening inside the

patient's skull,

CLAUSES:
PROPOSITIONS:
15 5.0  »FEELx
16 5.4  FIND OUT
17 52  HAPPEN
13 5.3  PATIENT
(DEF UM SING )
15 5.4  COND:
«WITHOUT=*
COHESION:
5.1 he
52  though
5.3 the
54  patient

LEC(ZAJT(WHNG))

[SYMPTOM(DEF RUM: PL)), {4.1};
PAT: DOCTOR (DEF NUM: SING ), THIN: 4.2,4.3,4.4%;

PRT: TUMOR(TOK NUM: SING );

ATT: /LOCG:BRAIN;

13 Npb 301 nausea
v3 L-gen 3.01 nausea
21Rd 162  doctor
61 L-root 1.62  doctor
21Rd 101 man

DEC(ING{WHNG))

PAT: HE=ATT: SURE, TNS: PRES ,MOD: CAN,NEG;
ACT:5.2zNEG s WITHOUT;

ACT: WHAT=LO0C: xINSIDE«SKULL

(DEF NUM: SING ), TNS; PRES ,ASPLT: CONT;

PRT: SKULL(DEF RUM: SING )z;
[5.4.5.2,5.3) [5.6};

22Rp 4.4 doctor
52Cv 401  prev.seg.
21Rd 402  patient
61 L-root 402  patient

W =

[T
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SEGMENT* 6

How is it possible to discover, causing no damage, what's going on inside someone’s

brain?

CLAUSES:
PROPOSITIONS:

20 6.0 DISCOVER

21 6.1 GO ON

22 6.2 CRU:
23 6.3 DAMAGE
24 64  SOMEONE

25 6.5 AND:
26 6.6 cono:

INT(TNG(IAJT—WHNG))

THM: 6.1, RCT:6.25;
ACT: » WHAT »2L0C «INSIDESBRAIN

(DEF RUM: SING ), TNS: PRES ,ASPLT: CONT;

[ 1,16.3%

NEG =NOx;

PRT: BRAIN(DEF DUM: SING );

(6.6, [6.2]=M0D: QUAL; POSSIBLE;
[?HOW], [6.5]

71 Cat g null

62 L-syn 5.01  happen
63 L-gen 5.4 patient
61 L-root 4063  brain

| CHE TR o

Technology has provided us with a safe way of getting this information; the PET

COHESION:
6.1 it
62 goon
6.3 someone
6.4 brain
SEGMENT* 7
scanner,
CLAVSES:
PROPOSITIONS:
27 7.0 CAU:
2% 7.1 PROVIDE

29 7.2 GET

k5] 73 WAY
K} 7.4 SCANNER
(DEF NUM: SING )

32 75 IDENT:
COHESION:

7.1 us

7.2 this
SEGMENT* 3
Let me explain how it works.
CLAUSES:
PROPOSITIONS:
33 8.8  REQUEST
34 8.1 LET
35 $2  EXPLAIN
36 8.3 WORK
COHESION:

8.1 me

8.1 it

DEC(IQ)
[TECENOLOGY], {7.1];

REC: US,RSLT: 7.32 TNS: PAST ,RSPCT: COMP;
8BJ: INFORMATION(DEF »THIS*)=P3T: WAY;

=ATT: SAFE;
ATT:PET,

[7.3), [7.4);xxSICxx

31 Ex0 s} null
21Rd 6.01  prev. seg.
IMP(ZAJT(WENG))

THM: 8.1=%;

RCT: §.2=TNS: PRES;

PAT:ME,THIM: 8.3=%;

PAT IT=PRT: HOW,TNS: PRES;

32 SRI o} null
22Rp 7.61 scanner

[ %1
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SEGMENT* 9
First, the patient is prepared:

CLAUZES:
PROPOSITIONS:
7 9.0 PREPARE
38 9.1 ORD: TEIM:
COHESION:

9.1 the

9.2 patient

SEGMENT * 10
he lies on his back,

CLAUSES:
PROPOSITIONS:
29 i6.6 LIE
40 16.1 HE
41 16.2 HIS
COHESION:

168.1 he

16.2 his

SEGMENT* 11

DEC

0B.J: PATIENT(DEF RUM: SIG )= TEM: ;
9oL Ik

21Rd 54 ' patient
61 L-root 5.4 patient
DEC

RGT:HERSLT: 168.453;

LOC: »ON=BACK;

PRT:BACK;

22 Rp 9.2 patient
22Rp i1 he

his eyes and his ears are covered by wrapping them with gauze,

CLAUSES:
PROPOSITIONS:
42 116 COVER

43 11,1 HIS
44 11.2 RIS
45 11.3 WRAP
COHESION:
131 his
11.2 and
11.3 bhis
114 them

SEGMENT* :2

DEC(IA]T)

0BJ: EYE(DEF RUM: PL ), EAR(DEF RUM: PL)
=PAT:11.3;

PRI:EYE(DEF RUM: PL);

PRT:EAR (DEF NUM: PL );

0BJ: THEM,INST: « WITH#*GAUZE=;

22 Rp 10.2 his

S51cCa 1101  eyes

22Rp 111 his

82 Rp 1192 ears

and his head is secured with plastic pins

CLAUSES:
PROPOSITIONS:
46 12.0 SECURE

47 12.1 HIS
48 122 PIN
(TOX NUM: PL }
COHESION:
12.1 and
12.2 his
12.3 head

DEC

0BJ: HEAD(DEF RUM: SING ),
NST: » WITHPIN(TOR DUM: PL)=;

PRT: HEAD(DEF DUM: SING );
ATT:PLASTIC;

51ca 11.03  prev.seg.
22Rp 113 his

61 L-root 201 head

(o &I W

[EN
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SEGMENT* i3
so it can't move at all.

CLAUSES:
PROPOSITIONS:
49 130 MOVE
50 13.1  COND: xSOx
ZOHESION:

131 s

132 it

SEGMENT* 14

BAJT

PAT: ITZATT: *AMOUNT »,DEG: AT ALL,MOD: CAN,REG;
f12.0], 113.06}

53Ccl 1291  prev.seg.

22Rp 12.3 head

Finally, his head is placed inside a donut-shaped machine

CLAUSES:
PROPOSITIONS:
51 140 PLACE
52 141 HIS
53 142 HEAD
(DEF RUM: SING )
54 14.3 MACHINE
(TOK nuIm: SING )
55 14,4 ORD: TEM:
sFINALLY=
COHESION:
14.1 his
14.2 head
14.3 machine

SEGMENT* 15

DEC(EDQ)

0BJ: HEAD{JEF i!M: SING ),ASLT: 14.2=TEM: ;

PRT: HEAD(DEF RUM: SING );

LOC: »*INSIDEsMACHINE(TOX RUM: SING ),

ATT: DONUT-SHAPED;

{ 1l14.0]

22Rp 122 his

61 L-root 12.3 head
63 L-gen 791  scanner

and he is given an injection of a radioactive solution.

CLAUSES:
PROPOSITIONS:
56 150 GIVE
57 15.1 *INJECTION=
58 152 SOLUTION
{TOK num: SING )

COHESION:

151 and

152 he

DEC

REC:HE ACT: 15.1=TEM: ;
0BJ: SOLUTION(TOK RUM: SING ) =;

ATT: RADICACTIVE;
51cCa 14.01  prev.seg.
22Rp 14.1 his

-~ o
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SEGMENT* 16

This is made from a kind of glucose with a radioactive marker attached to some of

its molecuies.

CLAUSES: DEC(EDQ)
PROPOSITIONS:
59 16,0 MAKE 0BJ: THI S,SOURCE: sFROM#16,1-16.5z2;
60 16.1 GLUCOSE CAT: KIND(TOR hUM: SING );

(GEN UNIL )
61 16.2 ATTACH 0BJ: MARKER (TOR RUM: SING ),

REC: MOLECULESE;

62 16.3 MARKER ATE:RADIOACTIVE;

(TOK nUM: SING )

63 16.4 1TS (EKIND) PRT: MOLECULE(DEF UM: SOME);
COHESION:

16.1 this 21Rd 15.61 solution 1
16.2 radioactive 61 L-root 15.02 radicactive 1
16.3 its 22 Rp 16.01  kind g
SEGMENT* 17
The marker is usually a carbon isotope produced in a cyclotron.
CLAUSES: DEC(EDQ)
PROPOSITIONS:
64 17.6 DENT: [MARKER(DEF UM SING )], [17.1,17.2):
MOD: QUAL: xUSUALLY »;
65 17.1 ISOTOPE ATT:CARBON;
{TOR NUm: SIRG )
66 172 PRODUCE RSLT: ISOTOPE{TOK NUM: SING )
zLOC: xIN=CYCLOTRON(TOR RUM: SING );
COHESION:
17.1  the 21R4 16.62 marker 1
17.2 marker 61 L-root 16.62 marker 1

SEGMENT* 13
This apparatus shoots protons into the nuclei of carbon atoms

CLAUSES: DEC
PROPOSITIONS:
67 13.6 SHOOT RGT: APPARATU S(DEF «THIS*NUM: SING ),
0BJ: PROTON (TOK NUM: PL ),RSLT: 18.1=TNS: PRES;
68 18.1 PROTON NUCLEUS;
69 182 ATOM PRT: NUCLEU S(TOK DUM: PL);
(TOR AUM: PL)
70 18.3 ATOM ATT: CARBON;
(TOK um: PL)
COHESION:
18.1 this 21Rd 17.61  cyclotron 1
18.2 apparatus 63 L-gen 17.01  cyclotron 1
133 carbon 61 L-root 1702  carbon 1
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SEGMENT* 19

so they end up with an extra proton

CLAUSES:
PROPOSITIONS:

71 16¢ ENDUP
72 161 THEY
73 192 PROTON

(TOK nUM: SING )

74 19.3  CAU:»SO=
COHESION:
191 s
19.2 they
19.3 proton

SEGMENT* 20

This makes the atoms unstable, but only for a while:

CLAUSES:
PROPOSITIONS:

prev. seg
auclel

BAJT

RSLT: 19.1%;

PRYT: PROTON(TGK NUM: SING )=;
ATREXTRA;

[18.0),[19.0);

53 Cel 18.01

22 Rp 18.62

61 L-root 18.63

DEC

75 20.0 SAU:*MAREs [THIS], [20.0;

= TEM: «DUR« »FOR*A WHILE DEG:ONLY,;

p;oton

prev. seg.
atoms
atoms
prev. part

76 20.1  ATOM ATT: UNSTABLE
COHESION:
20.1 this 21Rd 19.01
20.2 the 21Rd 18,84
20.3 atoms 61 L-root 1%.04
20.4 but 52Cv 26.01
SEGMENT* 21
after half an hour most of them are normal again.
CLAUSES: DEC
PROPOSITIONS:
7 218 MOsST ATT: NORMAL=ASPCT: ITER »AGAIN»,
TEM: sAFTER x;
78 211 THEM CAT:MOST,
79 21.2 DIFF: TEIM: [20.0), [21.0);
(=HALF AN HOUR)
COHESION:
21,1  them 22Rp 20.3

atoms

[F Ty

DI N -
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SEGMENT* 22

These unstable atoms are attached to the glucose

CLAUSES: DEC
PROPOSITIONS:
80 22.0 ATTACH 08J: ATOM(DEF »THESE=NUM: PL),
REC:GLUCOSES;
81 22.1 ATCM ATT:UNSTABLE;
(DEF RUM: PL)
COHESION:
22.1 these 21Rd 211 them 1
22.2 unstable 61 L-root 26,02 unstable 2
22.3 atoms 61 L-root 20.3 atoms . 2
22.4 attached 61 L-root 1693  attach 6
225 the 2iRd 1604  glucose 6
226 glucose 61 L-root 16064  glucose 6
SEGMENT* 23
and injected into the patient's neck.
CLAUSES: SF=DEC
PROPOSITIONS:
82 23.0 INJECT RSLT: 23.1x;
83 231 © LOC: »IN+NECK (DEF UM SING );
84 23.2 PATIENT PRT: NECK (DEF NUM: SING );
{DEF NUM: SING )
COHESION:
231 and 51Ca 22.61 prev. seg. i
232 inject 61 L-root 1563  injection 8
23.3 the 2iRd 15.2 he 8
23.4 patient 61 L-root 9.2 patient 14
SEGMENT* 24
After the injection, scanning begins.
CLAUSES: DEC
PROPOSITIONS:
45 24.9 SCAN =ASPCT: NCPT *xBEGIN»;
86  24.1 ORD: TEM: [INJECTION], [24.0);
*AFTER=
COHESION:
24.1  after 56 Ct2 o aull s
24.2 the 2iRd 23.2 inject 1
24.3 injection 61 L-root 23.2 inject 1
24.4 scanning 61 L-root 701  scanner 17
Appendix B: Analysis of Procedural Text page B8



¢

¢ 3

SEGMENT* 25
The scanner has gamma ray detectors around the patient’s head.

CLAUSES: DEC
PROPOSITIONS:
&7 25.0 SCANNER PRT: DETECTOR(TOK RUM: PL )=TNS: PRES ;
(DEF NUM: $InG )
85 25.1 DETECTOR ATEGAM»4A RAY,;
{TOK hUM: PL )
39 25.2 DETECTOR LOC: s AROUND=HEAD(DEF RUIM: SING );
{TOK RUM:PL)
+Ts) 25.3 PATIENT PRT: HEAD(DEF DUTIk SING );
(DEF DUM: SING )
COHESION:
25.1 the 21Rd 143 machine 11
25.2 scanner 61 L-root 24.3 scanning 1
25.3 the 21Rd4 23.4 patient . 2
25.4 patient 61 L-root 23.4  patient 2
255 head 61 L-root 14.2 head 11
SEGMENT+* 26
That's why it's shaped like a donut:
CLAUSES: DEC{WHNG(EDQ))
PROPOSITIONS:
G1 26.0 PROR:ATT: (26.1],[26.2);
»«SHAPED LIKEx
92 261 IT ATT: SHAPE;
93 26.2 DONUT RTT: ;
(TORK NUM: SING )
G4 26.3 COND:»WHY» [THAT), [26.0);
COHESION:
26,1 that 21Rd 25.01  prev.seg. 1
262 it 22 Rp 25.2 scanner 1
2.3 shaped 61 L-root 1401  shaped 12
264 donut 61 L-root 1402 donut 12
SEGMENT* 27
so his head can fit in the middle.
CLAUSES: BAJT
PROPOSITIONS:
95 276 FIT PAT: HEAD(DEF RUM: SING )
=L0C: »sIN»M IDDLE (DEF RUM: SING },MOB: CAN;
96 27.1 HIS PRT:HEAD(DEF RUM: SING );
97 27.2 COND: =SOx [26.0), (27.6, 27.1}
COHESION:
271 so 53 Ccl 26.61  prev.seg. i
272 his 22Rp 254 patient 2
27.3 head 64 L-root 25.5 head P
27.4 middle 13 Npb 26.¢ donut 1
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SEGMENT* 28
The unstable atoms eject positrons to become stable again.

CLAUSES: DEC(TAJT)
PROPOSITIONS:
98 2808 EJECT RGT: ATOM(DEF sTHE DL PL),
GORL: 28.2 x»SICxx,
RSLT; POSITRON(TOK RUM: PL)z;
99 28.1 ATOM ATT: UNSTABLE;
(DEF »THE=RUM: PL)
160 282 BECOME . RSLT:28.3;
191 283 =ATOMS» ATT: STABLEEASPCT: ITER sAGAIN»;
COHESION:
281 the 21Rd 22.3 atoms
28.2 unstable 61 L-root 22.2 unstable
28.3 atoms 61 L-root 22.3 atoms - =
28.4 stable 66 L-ant 28.2 unstable
SEGMENT* 29
The positrons each emit two gamma rays
CLAUSES: DEC
PROPOSITIONS:
192 296 EMIT AGT:POSITRON(TOK RUM: PL),RSLT:GAMMA
RAY(TOR WMk TWO)=THT: ;
COHESION:
29.1 the 241Rd 28.61  positron
29.2 positrons 61 L-root 28.61  positron
29.3 each 21Rd 29.2 positrons
29.4 gamma rays 61 L-root 25.62 gamma rays
SEGMENT#* 30
when they hit electrons in the patient's tissue,
CLAUSES: BAJT
PROPOSITIONS:
103 3.6 HIT PAT: THEY,0BLELECTRON
(TOR BUM: PL )= TEM: WHEN, TNS: PRES ;
164 36.1 ELECTRON LOC: «IN2T1SSUE (DEF );
(TORK RUM: PL)
165 36.2 PATIENT PRT: TISSUE(DEF );
(TOX NUM: SING )
166  308.3  EQUI: TEIN: [29.0), [36.8)
COHESION:
36.1 when 57 Ct1 29.81  prev.seg
302 they 22Rp 29.4 gamma rays
30.3 the 21Rd 25.4 patient
304 patient 61 L-root 25. patient
365 tissue 62 L-gen 6.4 Erain

(oo N R

WD

BT b s
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SEGMENT* 31

and this is called annihilation.
CLAUSES; DEC
PROPOSITIONS:
107 310 EQUIL: [THIS], [ANNIBEILATION]
»CALLED=
COHESION;
311 and 53Ca prev.seg 1
31.2 this 21Rd prev.seg 1
SEGMENT#* 32 _
The gamma rays leave the annihilation site in opposite directions
CLAUSES: DEC
PROPOSITIONS:
168 32.0 LEAVE RGT:GAMMA RAY(TOK NUM: PL ), SOURCE: 32.1
=LOC: *DIR+« OPPOSITE DIRECTIONS,TNS: PRES;
169 321 ANNIHILATION ELOC: SITE;
COHESION:
32.1 the 21Rd they 2
322 gamma rays 61 L-root gamma rays 3
32.3 the 13 Npdb annihilation 1
32.4 annihilation 61 L-root annihilation 1
SEGMENT#* 33
and they have enough energy to leave the brain through the skull.
CLAUSES: DEC(TATT)
PROPOSITIONS:
11 3308 THEY ATT: ENERGY,DEG: ENOUGH,;
111 331 LEAVE SOURCE: 33.2=L0C: «DIR+ sTHROUGH =
SKULL(GEN);
112 332 THEY LOC:BRAIN(GEN );
113 333 COND:*TO= [33.0], {33.1);
COHESION:
331 and 53cCa prev.seg 1
33.2 they 22Rp gamma rays 1
33.3 brain 61 L-root brain 27
334 skul 13 Npb brain ]
SEGMENT* 34
When they hit two detectors simultaneously,
CLAUSES: BAJT
PROPOSITIONS:
114 346 HIT PAT: THEY,08J: DETECTOR(TOR NN TWO)
EATT: SIMULTANEOUSLY, TEIM: WHEN;
115 341  EQUIY: TEM: [34.01, [35.6)
COHESION:
34.1 when 58 Ct2 null 0
342 they 22Rp they 1
34.3 hit 61 L-root hit 4
34.4 detector 61 L-root detector 9
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SEGMENT* 35
& signal is sent to a computer.

CLAUSES: DEC
PROPOSITIONS:
116 350 SEND RCT: SIGNAL=LOC: »DiR« COMPUTER

(TOK NUM: SIMG ), TEM: ;
COHESION: (none)

SEGMENT* 316
Because each of the detectors has a tube in front of it,
CLAUSES: BATY
PROPOSITIONS:
117 360 TUBE LOC:;
(TOK nUM: SING )
118 36.1 DETECTOR LoC: ;
(TOK NUM: SING xEACH»)
119 36.2 P-ORD: LOC: {36.0), [36.1);
*]N FRONT OF »
120 36.3 f9u: [36.6,36.1,36.2], [37.0);
COHESION:
36.1 because 56 Ce2 ) aull 5]
36.2 the 21Rd 34.4 detector 2
36.2 detector 61 L-root 3245 detector 2
364 it 22Rp 36.3 detector g
SEGMENT* 37
it can only “see” straight ahead.
CLAUSES: DEC
PROPOSITIONS:
121 370 SEE PAT: ITsLOC: «DIR* AHEAD,
LOC: «DIR« STRAIGHT,MOD: CAN;
COHESION:
371 it 22 Rp 36.4 it 1
Appendix B: Analysis of Procedural Text page BI2



¢4

¢

SEGMENT* 38
Thus each pair of these detectors only gives information about a small area of

tissue,
CLAUSES: DEC
PROPOSITIONS:
122 38.0 DETECTOR CAT: PAIR(TOR NUM: EACH);
(TOK NUM: PL)
123 381 GIVE PAT: PAIR(TOK DUM: SING ), THM: 38.2&;
124 382 INFORMATION THM: AREA(TOK NUM: SING );
125 38.3 AREA ATT: SMALL;
(TOK NUM: SING )
126 384 '{ISSI)JE PRT: AREA (TOR NUM: SING );
TOR
127 385 [FixTHUSx [37.0),[38.0,38.4,35.2,38.3,38.4)
COHESION:
38.1  thus 55 Cec1l 37.01 Prev. seg i
38,2 pair 62 L-syn 1401 two 4
38.3 these 21Rd 371 it . 1
38.4 detector 61 L-root 6.3 detector 2
38.5 information 61 L-root 7.62  information 31
386 tissue 61 L-root 30.5 tissue 8
SEGMENT* 39
The scanner then collects these signals
CLAUSES: DEC
PROPOSITIONS:
128 390 COLLECT PAT: SCANNER(DEF NUM: SING ),ACT: 39.12TEM: ;
126 29.1 SIGNAL =RSPET: [TER xSx;
13¢  39.2 ORD:TEM: (35.0], [39.0);
*THEN *
COHESION:
391 the 2iRd 25.2 scanner 14
392 scanner 61 L-root 25.2 scanner 14
29.3 then 57 Cti 3501  prior seg. 4
394 these 21Rd 35.02  signal 4
395 signals 61 L-root 35.02 signal 4
SEGMENT* 40
and registers which of the detectors they came from.
CLAUSES: SF=DEC(WHNG)
PROPOSITIONS:
131 400 REGISTER THM: 40.1x%;
132 401 COME ACGT: THEY, SOURCE: WHICH=TRS: PAST;
133 48.2 DETECTOR CAT: WHICH,;
(DEF DUM: PL)
COHESION:
46.1 and 53Ca 3981  prev.seg. 1
402 the 21Rd 38.4 detector 2
40.3 detector 61 L-root 38.4 detecter 2
40.4 they 22Rp 395 signals 1
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SEGMENT* 41
When the scanner finishes its job,
CLAUSES: BAJT
PROPOSITIONS:
13¢ 410 FINISH PAT: SCANNER (DEF NUM: SING ),
ACT: 41.1 =TEIM: WHEN;
135 411 JOB PAT:ITSE;
136 41.2 ORD: TEM: [41.9), [42.01
COHESION: -
41.1 when 58 Ct2 g aull
41.2 the 21Rd 39.2 scanner
41.3 scanner 61 L-root 39.2 scanner
41.4 finish 66 L-ant 2401  begin
415 its 22 Rp 413 scanner
SEGMENT* 42
the computer starts reconstructing an image of the region that was scanned.
CLAUSES: DEC(ING(WHQ))
PROPOSITIONS:
137 420 RECONSTRUCT RGT:COMPUTER(DEF UM: SING ),
0BJ): IMAGE(TOR RDUM: SNG )=ARSPCT: MCPT, TEM: ;
138  42.1  IMAGE(TOK QUM:SING) THM: REGION(DEF NUM: SING );
139 422 SCAN 0BJ: REGION (DEF BUM: SING )=TNS: PAST;
COHESION:
42.1 the 21Rd 35.62 computer
422 computer 61 L-root 35.02 computer
42.3 startsx 66 L-ant 41.4 finish
42.4 starts= 62 L-syn 2401  begin
425 the 2iRd 38.61 area
42.6 region 62 L-syn 3801 area
42,7 scanned 61 L-root 413 scanner

(W
N N O b ] =]
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SEGMENT* 43
A program compares the number of signals sent by each pair of detectors and

those sent by all the others,
CLAUSES: DEC(EDQ-EDQ)
PROPOSITIONS:
140 438 COMPARE PAT: PROGRAM(TOR RUM: SING ),
ACT: 43.1, THOSE=TE: ;
141 431 SIGNAL EASPCT; ITERNUMBER;
i42 432 SEND ACT:PAIR(TOH «EACH »,RUM: SNG ),
RSLY: 43.15TRS:PAST;
143 433 SEND ACT: OTHERS(TOK PNUM: ALL),
RSLT: THOSEZTNS: PAST,
144 434 DETECTOR CAT: PAIR(TOR «EACH =, RUM: SNG );
COHESION:
43.1 signal 61 L-root 395 signal 4
432 send 61 L-root 35.03 send 8
43.3 each 21Rd 382 pair 5
43.4 pair 61 L-root 382 pair 5
435 detector 61 L-root 40.3 detector 3
436 and 53Ca 43.01  prev.part o
437 those 418 43062 number o}
43.8 send 61 L-root 43.2 send 5]
43.9 the others 418 435 detectors 5]
SEGMENT* 44
and then it calculates the number of gamma rays emitted by each of the regions of
the brain.
CLAUSES: DEC(EDQ)
PROPOSITIONS:
145 440 CALCULATE PAT: 1T ASLT: 44.1=THTL: ;
146 441 GAMMARAY NUM:NUMBER;
(TOR hum: PL)
147 442 EMIT PAT: REGION(TOR NUM: SINGEACH),RSLT: 44.1x;
14% 44.3 BRAIN PRT:REGION(TOR NUM: SMGEACH);
(DEF DUM: SING )
149 4344 ORD: TEM: [43.0], [44.0];
COHESION:
441 and 53Ca 43.03  prev.seg 1
44.2 then 57 Ct1 4303  prev.seg 1
44.3 it 22Rp 4304  program 1
44.4 number 61 L-root 4302 number 1
445 gamma rays 61 L-root 32.2 gamma rays 12
44.6 emitted 61 L-root 29.62 emit 15
447 each 21Rd 42.6 region 2
44.5 the 21Rd 426 region 2
44.9 region 61 L-root 42.6 region 2
44.10 the 21Rd 305 tissue 14
44.11 brain 61 L-root 33.3 brain 11
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SEGMENT* 45
The image appears on a screen as some colored squares that represent a cross-

and this image is what the doctor interprets to perform his diagnosis.

section of the brain,
CLAUSES:
PROPOSITIONS:
156 45.6 APPEAR
151 45.1 SQUARE
(TOK DUM: PL)
152 452 THAT
153 453 BRAIN
(DEF NUM: SING )

COHESION:

45.1 the

45.2 image

45.3 that

45.4 the

455 brain
SEGMENT* 46
CLAUSES:
PROPOSITIONS:
154 46.0 INTERPRET
155 46.1 PERFORM
156 462 DIAGNOSE
COHESION:

46.1 and

46.2 this

46.3 image

46.4 what

465 the

466 doctor

46.7 his

DEC(WHQ)

PAT: IMAGE(TOK NUIM: SING),
THM: 45.1,45.2,45.3
=L0C: *ONxSCREEN(TOK NUM: SING );

ATT: COLORED;
THM: 45.3,45.4;

PRT:CROSS-SECTION(TOR NUM: SMG );

21Rd
61 L-root
22Rp
21Rd
61 L-root

DEC(WENG(TAJT))

PAT: DOCTOR (DEF NUM: SING ),

0BJ: IMAGE(DEF THIS,DUM: SING ),GOAL: 46.1=;
ACT:46.2x;

PAT:HISE,

53Ca 45.01  prev.seg
21Rd 45.2 image

61 L-root 45.2 image
22Rp 46.3 image
21Rd 4.4 doctor
61 L-root 4.4 doctor
22Rp 46.6 doctor

42.061
42.61
45.01
44.41
44.11

image
image
squares
brain
brain

[ o R OV

o o
[ W o A T
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SEGMENT# 47

Since the different colors represent different amounts of gamma rays

CLAUSES: BAJT
PROPOSITIONS:
i57 470 EQUI: (47.1), (47.2);
*«REPRESENT*
158 47.1 COLOR ATT: DIFFERENT;
(DEF NUM: PL)
159 47.2 GAMMA RAY AT AMOUNTS(ATT:DIFFERENT);
(TOR hum: PL)
COHESION:
47.1 since 56 Cc2 g null
47.2 the 21Rd 45.01 colored
47.3 colors 641 L-root 45.01 colored
47.4 represent 61 L-root 45.02  represent
475 gamma rays 61 L-root 445 gamma rays
SEGMENT* 438
and the rays are produced by the radioactive glucose,
CLAUSES: DEC
PROPOSITIONS:
168 48.9 PRODUCE AGT:GLUCOSE(DEF ),
RSLT: RAY (DEF RUM: PL )=TNS: PRES;
1614 48.1 GLUCOSE (DEF) RTT:RADIOACTIVE;
162 482 AND: 147.0,47.1,47.2], [48.0,48.1];
163  48.3 COND: «SINCEx  [48.2), [49.0];
COHESION:
48.1 and 53Ca 47.01  prev.seg
48.2 the 21Rd 47.5 gamma rays
48.3 rays 61 L-root 47.5 gamma rays
48.4 produced 61 L-root 17.03  produce
48.5 the 21Rd 226 glucose
486 radioactive 61 L-root 16.2 radioactive
48.7 glucose 61 L-root 22.6 glucose
SEGMENT* 49
he can see where the glucose concentrated.
CLAUSES: DEC(WHNG)
PROPOSITIONS:
164 490 SEE PATHE ACT: 49.1=M0OD: CAN;
165 49.1 CONCENTRATE PRT:GLUCOSE(DEF)
=L0C: WHERE, TNS: PRAST;
COHESION:
49.1 he 22 Rp 46.3 doctor
492 the 21Rd 48.7 glucose
49.3 glucose 61 L-root 48.7 glucose

WG

31
26
32
26

e
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SEGMENT* 5¢

1. Doctors already know that tumors consume meore euergy than normal tissue,
CLAUSES: DEC(REPNG=DEC)
PROPOSITIONS:
166 50.0 ENOW PAT: DOCTOR(GEN LN ),
THM: 50.1,50.2,50.3,506.4,50.5,
50.6,50.7sTEM: ALREADY, TNS: PRES;
167 50.1 CONSUME PATyTUMOR (GEN,UNIV ), OBLENERGY (TOK )x;
J6x 5062 ENE.GY(TOR) ATE:*=AMOUNT«DEGMORE;
1~ 58,3 *CONSUME=x PRT: TISSUE(GEN,UNIU ), OBJ: sENERGY »x;
176 S50.4 TISSUE AT NORMAL;
171 5085 ENERGY(TOK) ATT: ,DEG:;
172 50.6 ORD:DEG: [56.2], [56.5);
sMORE=
173 56.7 ORD: TE: [566)1[ )
*ALREADY =
COHESION:
56.1  doctors 61 L-root 46.6 doctor 4
8@.2 tumors 61 L-root 404 tameor 46
58.3 more 23 Re 56.2 tumeors 6]
56.4 energy 61 L-root 330 energy 17
56.5 normal tissue66 L-ant 50.2 tumors o]
50.6 tissue 61 L-root 38. tissue 12
SEGMENT#* 51
and that they get this energy from glucose,
CLAUSES: DEC
PROPOSITIONS:
174 517 GET ACT: THEY,0BJ: *THIS*xENERGY(TOK ),
SOURCE: GLUCOSE(TOR )=;
COHESION:
51.1 and 53Ca 50.01  prev.seg. 1
51.2 they 22Rp 50.2 tumors 1
51.3 this 21Rd 50.4 energy 1
51.4 energy 61 L-root 50.4 energy 1
515 glucose 61 L-root 49.3 glucose 2

£
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SEGMENT* 52

so the doctor can spot the tumor because it will have a brighter color.

BAJT(BATT)

PAT: DOCTOR (DEF NUM: SING ),
0BJ: TUMOR(TOR RUM: SING )=MOD: CAN,

RTT: COLOR(ATT: BRIGHT,DEG:

[ Li52.1)

[50.08,51.6), [52.6];
[52.4,52.2), 152.6);

55 Cc1 51.61
21Rd 46.6
61 L-root 50.1
62 L-syn 3762
21 Rd 50.2
54 L-root 50.2
55 Cel 52.63
22Rp 52.6
23 Re 47.3
61 L-root 47.3

prev. seg
doctor
Goctors
s

twmor
tumor
prev. part
tumor
colors
colors

Other disorders also show typical patterns on the image,

CLAUSES:
PROPOSITIONS:
175 520 SPOT
176 521 IT
177 S2.2 ORD:DEG:
178 52.3 COND:=SOx
179 524 (At
*BECAUSE=
COHESICN:
52.1 so
52.2 the
“2.3  docter
524 spot
525 the
52.6 tumor
52.7 because
52.8 it
52.9 brighter
52.10 color
SEGMENT* 53
CLAUSES:
PROPOSITIONS:
136 53.0 CAY:
183 531 DISORDER
182 532 SHOW
183 53.3 PATTERN
(TOK num: PL)
COHESION:
53.1 other
53.2 disorders
533 2lso
534 the
535 image

DEC

(53.1],{53.2];
ATT: OTHER,
0B.J: PATTERN

=LOC: «*ON*IMAGE (DEF DUM: SING );

RTT:TYPICAL;

23 Re
64 L-gen
53Ca
21Rd
61 L-root

52.6
52.6
52.082
46.3
46.3

tumor
tumeor
prev.seg
image
image

J=TNS: FUT;

wviunagoaNnivINg O -

-] =] A
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SEGMENT* 54

and with different isotopes we can get information about the processes happening

in the brain.

CLAUSES: DEC(IQ)
PROPOSITIONS:

184 54.0 1SOTOPE ATT:DIFFERENT;

(TOK nUm: PL)

185 541 GET
sMoD: CAN;
186 542 INFORMATION THM:54.3;
187 54.3 HAPPEN

COHESION:
54.1 anc 54 Ca 5301
54.2 different 23 Re¢ 17.84
54.3 isotopes 61 L-root 17.¢4
544 we 22Rp 7.63
54.5 information 61 L-root 385
546 happen 62 L-syn 6.2
54.7 brain 61 L-Root 455

SEGMENT* 55

The isotopes are safe,

CLAUSES: DEC

PROPOSITIONS:

188 55.0 [ISOTOPE ATT: SAFE;

(DEF nUM: PL)

COHESION:
55.1 the 2iRd 54.3
552 isotopes 61 L-root 54.3

SEGMENT* 56

since theyre only radioactive for a short while.

CLAUSES: BAJT

PROPOSITIONS:

189 56.0 THEY ATERADIQACTIVE

STEM: «DUR« A SHORT WHILE, DEG:ONLY,

190 S56.1 CODND:«SINCEx [56.0], [55.0];
COHESION:
6.1 since 56 Cel 55.01
56.2 they 22Rp 352
56.3 radioactive 61 L-root 486

AGY: WE,INST: I SOTOPE(DEF NUM: PL), THM: 54.2

RCT: PROCESSES=LOG < INsBRAIN(GED, UMY );

prev. seg
isotope
isotope

us .
information
go on

brain

isotopes
isotopes

prev. seg
isotopes
radicactive

1
37
37
47
16
48

(e WY
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SEGMENT#* 57

The doctor doesn't have to open the skull,

CLAUSES:
PROPOSITIONS:
191 S57.0 OPEN

COHESION:
57.1 the
57.2 doctor
57.3 skull

SEGMENT* 58

DEC(TNG)

AGT: DOCTOR (DEF hUM: SING ),

08 SKULL(GED, uNID )

EMO0D: ROOT *HAVE TO»,NEG;

21Rd 52.3 doctor 5
61 L-root 52.3 doctor 5
61 L-root 334 skull 24

so he doesn't cause any damage.

CLAUSES:
PROPOSITIONS:
ig2 S8.0 CAUSE

193 581 DAMAGE
194 582 COND: xSOx

COHESION:
58.1 s
582 he
58.3 cause
58.4 damage

SEGMENT* 59

Thus, this technique allows him to see what's happening inside the brain easily and

safely.

CLAUSES:
PROPOSITIONS:

195 590 CRU:
106 501 ALLOW
197 592 SEE
198 59.3 HAPPEN

COHESION:
59.1 thus
5¢.2 tais

59.4

59.5 happen
56.6 brain
59.7 and

59.3 wechnique
him

BAIT

RCGT:HE,RSLT: 58.1=NEG;
PZG: ANY;

[57.0,57.1], {58.01

55 Cel 57.01
22Rp 57.2
61 L-root 6.02
61 L-root 6.03

DEC(TNG(WHNG))

[THI1S TECENIQUE], [59.1};

ACT:59.25;

prev. seg 1
doctor 1
cause 52
damage 52

PAT: HIM,ACT:59.32ATT: SAFELY EASILY;
ACT: WHAT =z10C: sINSIDE«BRAIN (DEF UM 1),

RSPCT: CONT ,TNS: PRES ;

55 Ce1 58.61
21Rd 58.01
61 L-root 7.04
22 Rp 58.2
61 L-root 546
61 L-root 54.7
53Ca 59.01

prev. seg

prev. seg
technology 5
he

happen

brain

easily

BV - BN
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Appernidix C

Frame Analysis of Narrative Text

Narrative
Frame

i

Figure C1: Narrative Frame: Overview.

27 |
visited

Episode 1:

Alex's lab

Episode 2:
Doctor's
request

131 Lunch

o
131 Ord Tem E
131, 130 §

Alex

195 Ord
Tem 189,

| 1139 Ord Tem

-1 132 We

192 make

went back B some
GOAL: isot

196 | went )
to the bank

GOAL:

197 %0 pay |
some bills

- T
130 Alex\

checked in l

-

130, 132

(" Episode 3:

visited

(188 We

walked to
the main
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32 Alex was
reading

>> Equ.y Tem

the right 28, 32

office

(
40 Equiv Tem
35, 39

(

39 | arrived

35 Alex put
his book

42 Alex
turned on the

cyclotron
41 Alex N 45 Alex 48 how
showed me | made some simply it

around isotope worked

49 The , 51 Alex
. 153 Equiv Tem J .
machine 49 51 explained
made noises § THM:

Episode 1:
Alex's lab

|| 56 Ord Tem §
41/51, 54

o
54 Alex
7 made coffee

was doing

57 We talked g

63 Ord Tem |
57, 59

i C2: Narrative Frame, Episode 1.
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48

61 (make)

glucose

-
64 doctor
said THM:

-
73 Ord Tem

64, 70

65 he would
call

(70 doctor
prepared
GOAL:

7

72 her scan

59 doctor] (74 Alex
asked for g explained

THM:

| >> Alex got
ready

4
|85 Diff Tem g
84, 86

-

79 he could
just set up

(86 doctor
called back
GOAL:

f [request THM:

7

87 confirm

Figure C3: Narrative Frame: Episode 2, part 1.

69 Equiv Tem
65, 66

88 his
request

89 previous
request
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Episode 2:
Doctor’s B
request [

90 Alex
beganto
prepare

93 Alex
finished it

> AleX
prepared g
isotope é

94 0rd Tem §
93, 95 8

106 Ord Tem §
95, 99 :

99 weran B| 101 with
STATE: E| solution

AR R R S R v B

»Loc3: 114 the §
Scanner patient was '?_:

[P i B Ty i) [EEyes )

B e

(119 Equiv §[ 120 Alex
Tem 118, explained :
THM: :

(125 | didn‘t
understand [
THM: |

7

128 it
sounded
crazy

118 we

 ( 126 what he )}
walked back H :

was talking #
about

Figure C4: l Frame: Episode 2, part 2

-
121 scanners

detect

(_

123 gamma
rays come

Appendix C: Frame Analysis of Narrative Text



142 Yoshio

pointed

p
1150 Ord Tem
142, 146

-

| 146 Yoshio
asked

(141 Ord Tem
142/148,
140

-~

140 Yoshio
greeted us

7

| 151 Yoshio §
was working §

7

161 Ord Tem
151, 156

( .
} 156 Yoshio
pointed

—

Episode 3: 156 Yoshio | 166 we
132 We suggested [ should play |
THM: |

visited around

Figure C5: Narrative Frame: Episode 3, part 1.

Appendix C: Frame Analysis of Narrative Text pageC5



¢

¢ 3

 —

L

| >> Ord Tem

L

167 we
moved the
handles

168 Equiv
Tem 167,

169

(170 Yoshio
explained
THM:

r

170, 179

179 the
telephone
rang :

4
180 Cau 179,
181

'

181
(interrupting @8
him :

'
182 x called

Alex

manipulate

171 doctors §

I

186 we
thanked
Yoshio THM:

187 his
explanation

169 Image
changed

Figure Cé: Narrative Frame: Episode 3, part 2.

Appendix C: Frame Analysis of Narrative Text

page 6



f.c.‘ﬁi‘.

Appendix D
Frame Analysis of Procedural Text

Figure D.1. Procedural Frame: Subprocedure 1. page D2
Figure D.2. Procedural Frame: Subprocedure 2. page D3
Figure D.3. Procedural Frame: Subprocedure 3, part 1. page D4
Figure D4. Procedural Frame: Subprocedure 3, part 2. page D5
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13 COND 20,15 f§

15 fee! sure
about
diagnosis

.

»> COND 15,
155 & 156

{ 4

184 COND NEG
191, 22

194 doctor
doesn't oen prain

22 cause no
damage

4 ) r
R | >> COND 198, 198 the isotopes
22 '

are sate

—

»>> COND 197,
20

Procedural
Frame: 155, E
156 Perform K

197 see what's
e —— happening

156 CONDuse
#3521 PET scanner,
197

(

37 (nurse)
prepares patient

20 find out
what’s
happening In §
the brain :

use PET scanner

‘rd

85, 139 (nurse)
scans patient

179 CAU 176,
177 tumor is
brighter

175 spot tumor § p

164, 165 see
where glucose
concentrated
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38 ORD:TEM:
37,2

39 patient lies
down

-
45 (nurse) wraps §

patient’'s eyes
and ears

42 (nurse) covers
patient’s eyes
and ears

I

46 (nurse uses) [
plastic pins

46 (nurse)
secures patient's §

head Va

50 COND 46,49 @

{ 97 COND

91,9293 K
machine is donut i
shaped, 55 J

37 (nurse)

patient’s head in |
machine 16

94 COND 55,91

k|49 patient's head [

cannot move

’r~

67 (someone) §
shoots protons §
into nuclei ‘

(56,57, 82
(nurse) gives

patient injection

of soluticn

59 {someone)
makes solution

f

86 ORD TEM:
P56, p85

Figure D.2. Procedural Frame: Subprocedure 2.

Y produces isotope

66 (someone)

-

71,74 RSLT:
nuclei have extra |
protons

75 CAU: 74,76
atoms are

unstable

Appendix D: Frame Analysis of Procedural Text

pageD3



¢

¢ 9

121 detector
sees straight
ahead

123 deteclors 127w 121,123
give information

116, 132 -
(detectors) serg § continued

signals

130 ORD.TEM:
129, 128

135 scanner's job-

T

128 scanner
collects signals

7
131 scanner 132 signals
registers come from
detectors detectors

............................................

134 scanner
finishes

85, 139 (nurse)

scans patient [

136 ORD:TEM:
135, 137

4
137 computer
reconstructs
image

continued
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continuation

f

98 atoms eject
positrons

continuation

116, 132
(detectors) send B
signals

hit detectors

140 computer
compares
numbers

149 ORD:TEM: |

140, 145

137 computer 145 computer
calculates
reccnstructs amounts of
image

gamma rays

| >>computer
generates image

r

150 image

4 appears on
screen

114 gamma rays

102 positrons

emit gamma rays [

—

103 positrons his §
electrons :

—

106 EQUIV:TEM:
103, 102

o
108, 111 gamma B 113‘302:;:&% ; 10
rays leave the Yh
skull enough energy,

111

Figure D4. Procedural Frame: Subprocedure 3, part 2.
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Appendix E

Practice Text and Instructions to Subjects
Practice Text (301 words)

Technology is more and more involved in the daily practice of medicine. Computers
help doctors keep track of their patients, and even help in making diagnoses. Laboratory
workers use the techniques of genetic engineering every day to detect and predict diseases.
Neurologists and brain surgeons routinely use sophisticated brain scanners to do their work.

Some people, however, see this as a problem. They fear that since doctors are not
specialized enough to understand the underlying physics and chemistry of these techniques,
they will rely on them blindly. Moreover, the expense of acquiring and using this complex
equipment puts 2 much greater financial burden on the society and on the individual. These
people feel that the benefits of using advanced technology in medicine are much less than the
problems associated with them, and that we should try to slow down the technologizing of
medicine.

On the other hand, the supporters of increased use of technology in medicine point to
how many lives it has saved, how it has helped improve doctors' ability to discover and
prevent diseases, and how it has facilitated the investigation of new cures for them. These
people would say that less competent doctors rely on whatever they have, whether or not it is
sophisticated technology, that society has to bear the economic burden when saving lives is
the question, and that the benefits of technological advances in medicine are much greater
than the problems they bring.

Clearly, both points of view raise difficult questions: is the vast amount of money in
this area being well spent? Are the problems involved enough to make us slow down the
search for ways of curing and preventing sickness? Are the problems involved in doctors’
use of the technology due mainly to insufficient background? As in every other case, the
integration of new technology into society poses preblems and challenges for everyone.

(duration at 145 wpm: 2'12")
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Introduction (for Interpreting Task)

This experiment is part of a study to find out how people can perform simultaneous
interpreting and other tasks that require listening and speaking at the same time. Your
cooperation will be of most assistance to us if you try to maximize the accuracy of your
translation, and follow the other instructions as closely as you can. You may find parts of a
given text easy or difficult, slow or fast — we would just like you to do your best.

You will be given a short text for practice so that you can get warmed up and used to
the experimental surroundings. Then you will be given two texts, each about four or five
minutes in length, which you will be asked to interpret into French. You may also be asked to
recount the text you heard, but in that case you will be warned to concentrate on
remembering it. If you have any questions feel free to ask them now. Thank you very much
for your cooperation.

Introduction (for Listening Task)

This experiment is part of a study to find out how people can perform simultaneous
interpreting and other fcsks that require listening and speaking at the same time. Your
cooperation will be of most assistance to us if you listen carefully to the texts, and follow the
other instructions as closely as you can. You may find parts of a given text easy or difficult,
slow or fast ~ we would just like you to do your best.

You will be given a short text for practice so that you can get warmed up and used to
the experimental surroundings. Then you will be given two texts, each about four or five
minutes in length, which you will be asked to listen to carefully. You may also be asked to
recount the text you heard, but in that case you will be warned to concentrate on
remembering it. 1f you have any questions feel free to ask them now. Thank you very much

for your cooperation.
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Instructions for Practice Text (Interpreting:

You will soon hear a short text which I would like you to interpret carefully into
French for practice. Do not worry about trying to remember it, rather concentrzte on making
your translation as smooth and accurate as possible.
Instructions for Practice Text (Listening):

You will soon hear a short text +vhich I would like you to listen to carefully for

practice. Do not worry about trying to remember it, rather concentrate on understanding it as

best you can.
Instructions for Experimental Texts (Interpreting)

You will soon hear a text which I would like you to interpret very carefully. That is, you
should listen to it and provide an accurate simultaneous translation of it into French. Do not
worry about remembering anything from the text, rather concentrate on making your
translation as smooth and accurate as possible.

Instructions for Experimental Texts (Listening)

You will soon hear a text which I would like you to listen to very carefully. Do not worry
about remembering anything from the text, rather concentrate on understanding it as best
¥2u can.

Recall Instructions (both tasks):

Now please retell word-for-word, or as accurately as you posuibly can, the text you have just
heard. it is very important to retel]l everything you can remember, even if some of it is not in

the same words as the original. Please begin now. Tell the experimenter when you've
finished.
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Appendix F
Results of Analyses of Variance

Table F.1
u 1 f Experience, Tex T n n In
Pooled over Experience Text Order Experience x
between _TextOrder
F112) p Fl120 p F112) p F(1,12 P
Within Contrasts
Pooled over within | - - |essn 0215 J<10 ms | 2313 ns
Text (Narr-Proc) | 406818 .0001 |<1.0 ns | 33%9 ns | <10 ns
Resonse Type
RT3-2 1982466 .0001 57652 0335 |<1.0 ns <10 ns
RT2+3-1 1256490 0001 | 46159 ns <1.0 ns 11110 ns
Text by Response type
Text x RT3-2 1.1867 ns 1.1324 ns <1.0 ns <10 ns
Text x RT2+3-1 16071 ns 53876 0387 23509 ns <1.0 ns
-5t re variables
Clause density (Cls)
Cls 21 <1.0 ns 1.1529 ns <1.0 ns 16378 ns
Cls 3.2 76067 0174 | 13770 ns <1.0 ns <1.0 ns
Cis 2-1 x Text 82180 .0142 | <10 ns <1.0 ns <1.0 ns
Cls 3-2 x Text <1.0 ns <10 ns 1.0767 ns <1.0 ns
Cls2-1 x RT3-2 <1.0 ns <1.0 ns <1.0 ns 2333 ns
Cls3-2 x RT3-2 4.6666 ns «1.0 ns <10 ns <1.0 ns
Cls2-1 x RT2+3-1 <1.0 ns <1.0 ns <1.0 ns 27932 ns
Cl53-2 x RT2+3-1 <l.0 ns 1.0082 ns <1.0 ns 19132 ns
Cls2-1 x Text x RT3-2 18114 ns <10 ns 29431 ns <1.0 ns
Cls3-2 x Text x RT3-2 <10 ns <10 ns 17499 ns <1.0 ns
Cls2-1 x Text x RT2+3-1 <10 ns <10 ns 29844 ns <1.0 ns
Cls3-2 x Text x RT2+3-1 19633 ns <1.0 ns 10676 ns <1.0 ns
Clause embedding (Mtx)
Mtx-nMtx <1.0 ns 16172 ns <1.0 ns 16571 ns
Mitx-nMtx x Text 171142 0014 | 34602 ns 123 ns <1.0 ns
Mix-nMtx x RT3-2 <1.0 ns 15189 ns <1.0 ns 16790 ns
Mtx-nMtx x RT2+3-1 40266 ns <1.0 ns <1.0 ns <1.0 ns
Mtx-nMtx x Text x RT3-2 65773 0248 |- 17832 ns <1.0 ns <1.0 ns
Mtx-nMtx x Text x RT2+3-1 <1.0 ns 15267 ns <1.0 ns <1.0 ns
Proposition density (Den)
DenMid-Lo 134.718¢ 0001 | <10 ns <1.0 ns 18927 ns
DenHi-Mid 11.7727 0050 | <1.0 ns <1.0 ns 13219 ns
DenMid-Lo x Text 126654 0040 |<1.0 ns <1.0 ns <1.0 ns
DenHi-Mid x Text 67.7256 .0001 |<1.0 ns <1.0 ns <1.0 ns
DenMid-Lo x RT3-2 1313964 0001 | 11590 ns <1.0 ns <1.0 ns
DenHi-Mid x RT3-2 51801 0420 | 31012 ns <1.0 ns <1.0 ns
DenMid-Lo x RT2+3-1 1049934 0001 | 28972 ns <1.0 ns <1.0 ns
DerHi-Mid x RT2+3-1 23193 ns 2994 ns <10 ns <10 ns
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Table F.1 (cont.)

Results of Analyces of Experience, Text structure and Respon n In in
Pooled over Experience Text Order Experience x
between Text Order

FQ,12y p H1,12 p 1) p F(1,12) p

Proposition density (Den) (cont.)

DenMid-Lo x Text x RT3-2 31120 ns <10 ns <1.0 ns <10 ns
DenHi-Mid x Text x RT3-2 377185 0001 |<1.0 ns 17990 ns <1.0 ns
DenMid-Lo x Text x RT2+3-1 <10 ns <1.0 ns <1.0 ns <1.0 ns
DenHi-Mid x Text x RT2+3-1 526748 .0001 {<1.0 ns 16530 ns <1.0 ns
Directress of mapping (RtMtx)
RM2-1 1847604 0001 | 79836 0153 |[<1.0 ns 32535 ns
RM4-3 131.7132 0001 3.1668 ns <10 ns <1.0 ns
RM2-1 x Text 2449252 0001 | 61834 0287 |<1.0 ns <1.0 ns
RM4-3 x Text 119140 0048 [«<1.0 ns 22637 ns 1744 ns
RM2-1 x RT3-2 178.0147 0001 56753 0347 |<1.0 ns <10 ns
RM4-3 x RT3-2 18.0132 0012 |<1.0 ns <1.0 ns <10 ns
RM2-1 x RT2+3-1 1015333 0001 34316 ns <10 ns 12191 ns
RM4-3 x RT2+3-1 <1.0 ns 1.7484 ns <1.0 ns <1.0 ns
RM2-1 x Text x RT3-2 <10 ns 27881 ns <10 ns 39746 ns
RM4-3 x Text x RT3-2 <1.0 ns 20492 ns <1.0 ns 39125 ns
RM2-1 x Text x RT2+3-1 7.9555 0155 123588 .0043 16554 ns 40770 ns
RM4-3 x Text x RT2+3-1 65147 0254 | 15793 ns <1.0 ns 26119 ns

Narrative Frame variables
Frame/Non-frame information (FNF)

FNF 66.7674 0001 |<1.0 ns <1.0 ns <1.0 ns
FNF x RT3-2 14.6537 0025 |[<1.0 ns <10 ns <1.0 ns
FINF x RT2+3-1 <10 ns <1.0 ns <1.0 ns <1.0 ns
Frame Components (Frco): Episodes
Frco2-1 6.4072 0264 [<1.0 ns <10 ns 26177 ns
Freo3-2 <1.0 ns <10 ns <10 ns 2252 ns
Frco2-1 x RT3-2 22758 ns <1.0 ns <1.0 ns 24602 ns
Frco3-2 x RT3-2 1.1216 ns <10 ns <1.0 ns 20019 ns
Freo2-1 x RT2+3-1 61986 0285 |<1.0 ns <1.0 ns 11982 ns
Freo3-2 x RT2+3-1 <1.0 ns <1.0 ns <1.0 ns 22284 ns
Procedure Frame variables
Frame /Non-frame information (FNF)
FNF <1.0 ns <1.0 ns <1.0 ns 16049 ns
FNF x RT3-2 <10 ns <1.0 ns 38578 ns 16556 ns
FNF x RTZ2+3-1 69552 0217 | 21432 ns 1.1611 ns <1.0 ns
Frame Components (Frco): Subprocedures '
Freo2-1 53365 0391 | 35623 ns <1.0 ns <1.0 ns
Freo3-2 <1.0 ns 33642 ns <10 ns <1.0 ns
Frco2-1 x RT3-2 47285 ns 13253 ns . 1024 ns <1.0 ns
Frco3-2 x RT3-2 <1.0 ns 23168 ns 39510 ns <1.0 ns
Freo2-1 x RT2+3-1 65224 L0253 | 24888 ns 12780 ns <1.0 ns
Freo3-2 x RT2+43-1 <1.0 ns 1592 ns 27724 ns <1.0 ns
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Table F.2

Results of Analyses of Experience, Text structure and Response type on Regall

Pooled over Experience Text Order Experience x
betweoen Text Order ’
F(118) F F1.18 P FA.18) r FOi8 p
Within Contrasts
Pooled over within | - - j<1.0 ns |<1.0 ns | 23213 ns
Text (Narr-Proc) | 237780 0002 [<1.0 ns | 73456 0144 |<10 ns
Resonse Type
RT3-2 1446230 0001 |[<1.0 ns <10 ns 38057 ns
RT2+3-1 I 1437040 0001 |<1.0 ns <10 ns 54438 0315
Text by Response type
Text x KT3-2 35799 ns <1.0 ns 9018 0077 |<l1.0 ns
Text x RT2+3-1 | <1.0 ns 16162 ns I 76726 0127 | <10 ns
Text-structure variables
Clause density {Cls}
Cls 21 14830 ns <1.0 ns 27739 ns <10 ns
Cls3-2 46473 0449 37357 ns <1.0 ns <1.0 ns
Cls 2-1 x Text 25757 ns <1.0 ns 14863 ns <1.0 ns
Cls 3-2 x Text <1.0 ns 23354 ns <1.0 ns 16665 ns
Cls2-1 x RT3-2 <1.0 ns <1.0 ns 71315 0156 <10 ns
Cl53.2 x RT3-2 40216 ns 64891 0203 | 25129 ns <1.0 ns
Cls2-1 x RT2+3-1 6.4881 .0203 19478 ns 12134 ns <1.0 ns
Cls3-2 x RT2+3-1 10246 ns 6894 0172 |<1.0 ns <10 ns
Cls2-1 x Text x RT3-2 2435 ns 14019 ns 18353 ns 20427 ns
Cls3-2 x Text x RT3-2 <10 ns 24743 ns <1.0 ns 11281 ns
Cls2-1 x Text x RT2+3-1 37224 ns 11532 ns 29500 ns 63153 0218
Cls3-2 x Text x RT2+3-1 27233 s 13469 ns 18186 ns 21545 ns
Clause embedding (Mtx)
Mtx-nMtx 59108 0258 |<1.0 ns <1.0 ns 13267 ns
Mix-nMtx x Text 632275 .0001 12516 ns 1.806 ns <10 ns
Mix-nMtx x RT3-2 £15% 0105 |<1.0 ns 4.713 0436 | <1.0 ns
Mitx-nMtx x RT2+3-1 81574 0105 ]<1.0 ns <1.0 ns <10 ns
Mex-nMtx x Text x RT3-2 25400 0003 13355 ns 19298 ns <10 ns
Mix-nMtx x Text x RT243-1 92831 007 <1.0 ns <1\ ns 26260 ns
Proposition density (Den)
DenMid-Lo 15270 ns <1.0 ns 16635 ns 32147 ns
DenHi-Mid 1268859 0001 <10 ns 23210 ns 53034 0335
DenMid-Lo x Text 79762 0113 |<1.0 ns 2925% ns <1.0 ns
DenHi-Mid x Text 30660 ns <1.0 ns 34276 ns <l1.0 ns
DenMid-Lo x RT3-2 ~1.0 ns <l.0 ns 13714 ns <10 ns
DenHi-Mid x KT3-2 70431 0182 |<1.0 ns 25235 ns 28098 ns
DenMid-Lo x RT2+3-1 26400 ns 1838 ns 39445 ns 23683 ns
DenHi-Mid x RT2+3-1 11930 ns <1.0 ns 26435 ns 28603 ns
DenMid-Lo x Text x RT3-2 50309 0374 |<1.0 ns <10 ns <10 ns
DenHi-Mid x Text x RT3-2 82058 01 <1.0 ns 22414 ns <1.0 ns
DenMid-Lo x Text x RT2+3-1 29200 ns <1.0 ns <1.0 ns <1.0 ns
DenHi-Mid x Text x RT2+3-1| 78006 0121 §<1.0 ns 11613 ns |<10 ns
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Table F.2 (cont.)

Results of Analyses of Experience, Text structure and Response type on Recall
Pooled over Experience Text Order Experience x
between Text Order
F(1.18 o) F(1.18) P F.18) P 118 p
Directness of mapping (RtMtx)
RM2-1 516010 .0001 19428 ns <10 ns 18831 ns
RM4-3 532940 0001 |<1.0 ns <1.0 ns <10 ns
RM2-1 x Text 1498440 .0001 |<1.0 ns <1.0 ns 26179 ns
RM4-3 x Text 27405 ns <1.0 ns 85593 0091 <10 ns
RM2-1 x RT3-2 1114730 0001 |<1.0 ns <10 ns 23086 ns
RM4-3 x RT3-2 212191 0003 15197 ns <1.0 ns <10 ns
RM2-1 x RT2+3-1 1142000 0001 |<1.0 ns <1.0 ns 29602 ns
RM4-3 x RT2+3-1 <1.0 ns 10586 ns 14507 ns <1.0 ns
RM2-1 x Text x RT3-2 <1.0 ns 17927 ns 8.4992 0093 f<10 ns
RM4-3 x Text x RT3-2 <10 ns <1.0 ns 11.0821 0038 |[<1.0 ns
RM2-1 x Text x RT2+3-1 <1.0 ns 23033 ns 51066 0365 |<1.0 ns
RM4-3 x Text x RT2+3-1 54345 0316 12594 ns 29617 ns <10 ns
Narrative Frame variables
Frame/Non-frame information (FNF)
FNF <1.0 ns 19400 ns <1.0 ns <10 ns
FNF x RT3-2 18717 ns 10097 ns 29020 ns <1.0 ns
FNF x RT2+3-1 40405 ns 15174 ns 15557 ns <1.0 ns
Frame Components (Frco): Episodes
Frco2-1 28655 ns 14857 ns <1.0 ns <10 ns
Freo3-2 <1.0 ns 32009 ns 45821 .0463 33806 ns
Freo2-1 x RT3-2 44443 0493 J<1.0 ns <1.0 ns <1.0 ns
Frco3-2 x RT3-2 <1.0 ns 18027 ns 10958 ns 14238 ns
Frco2-1 x RT2+3-1 17245 ns 20667 ns <1.0 ns <1.0 ns
Frco3-2 x RT2+3-1 38633 s <1.0 ns <1.0 ns <1.0 ns
Procedure Frame variables
Frame/Non-frame information (FNF)
FNF 303053 0001 |<1.0 ns <10 ns <1.0 ns
FNF x RT3-2 17.0788 0007 |<1.0 ns <1.0 ns <1.0 ns
ENF x RT2+3-1 86828 0087 <10 ns <1.0 ns <1.0 ns
Frame Components (Frco): Subprocedures
Frco2-1 <1.0 ns 12173 ns 14350 ns <1.0 ns
Frco3-2 225941 0002 <10 ns <10 ns <1.0 ns
Freo2-1 x RT3-2 49943 0384 35772 ns 32406 ns <10 ns
Freo3-2 x RT3-2 31523 ns <1.0 ns <10 ns <10 ns
Freo2-1 x RT2+3-1 32930 ns 21834 ns 12607 s <10 ns
Frco3-2 x RT2+3-1 P 877 073 <10 ns <1.0 ns <1.0 ns
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Table F.3

Results of Analyses of Task, Text structure and Response type on Recall

Pooled over Task Text Order Task x
between Text Order
F(L18) P F(1.18) r F118) p I8 p
Within Contrasts
Pooled over within | - - |<10 ns <10 ns 138836 0016
Text (Narr-Proc} | 23,7780 0002 |<1.0 ns [ 7345 0144 | 45559 .0460
Resonse Type
RT3-2 144.6230 1 1<1.0 ns <1.0 ns 150278 0012
RT2+3-1 I 143.7040 0001 | <1.0 ns <1.0 ns 8093 0108
Text by Response type
Text x RT3-2 35799 ns <10 ns 9018 .0077 | 47928 .0420
Text x RT2+3-1 | <1.0 ns f<1.0 ns 76726 N27 | 16225 ns
Text-structure variables
Clause density (Cls)
Cls 2-1 14830 ns S6519 0288 | 27739 ns <l.0 ns
Cls 3-2 46473 0449 ]<1.0 ns <1.0 ns 15940 ns
Cls 2-1 x Text 25757 ns <10 ns 14863 ns 17761 ns
Cls 3-2 x Text <i.0 ns <1.0 ns <1.0 ns 15601 ns
Cls2-1 x RT3-2 <1.0 ns {15.6340 0010 | 7.1315 .0156 | 13799 ns
Cls3-2 x RT3-2 40216 ns 54852 0309 | 25129 ns <1.0 ns
Cls2-1 x RT243-1 64881 0203 19184 ns 12134 ns <1.0 ns
Cls3-2 x RT2+3-1 10246 ns <1.0 ns <1.0 ns 16302 ns
Cls2-1 x Text x RT3-2 24356 ns <1.0 ns 18353 ns 27090 ns
Cls3-2 x Text x RT3-2 <1.0 ns  [<1.0 ns <1.0 ns <1.0 ns
Cls2-1 x Text x RT2+3-1 3724 ns |«1.0 ns 29500 ns <1.0 ns
Cls3-2 x Text x RT2+3-1 27233 ns <10 ns 18186 ns <10 ns
Clause embedding (Mtx)
Mitx-nMtx 59108 0258] 21961 ns <1.0 ns 11638 ns
Mx-nMtx x Text 632275 0001 {<1.0 ns 18060 ns 12483 ns
Mtx-nMtx x RT3-2 81596 .0105] 41173 ns 47130 0436 | 11163 ns
Mitx-nMtx x RT2+3-1 81574 0105] 32379 ns <1.0 ns 10387 ns
Mitx-nMtx x Text x RT3-2 25400 0003 11617 ns 19298 ns <1.0 ns
Mitx-nMtx x Text x RT2+3-1 92831 007 | 16183 ns <1.0 ns <1G ns
Proposition density (Den)
DenMid-Lo 15270 ns |<1.0 ns 16635 ns 12373 ns
DenHi-Mid 268859 .0001| 43015 ns 23210 ns <1.0 ns
DenMid-Lo x Text 79762 0113| 1718: ns 2925% ns <1.0 ns
DenHi-Mid x Text 30650 ns |<l0 ns 34276 ns <1.0 ns
DenMid-Lo x RT3-2 <1.0 ns <10 ns 13714 ns <l1.0 ns
DenHi-Mid x RT3-2 7.0431 0162 25131 ns 25235 ns 12382 ns
DenMid-Lo x RT2+3-1 26400 ns |<l.0 ns 39445 ns 28405 ns
DenHi-Mid x RT2+3-1 11930 ns 31550 ns 26435 ns <1.0 ns
DenMid-Lo x Text x RT3-2 50509 .0374| 17373 ns <1.0 ns <1.0 ns
DenHi-Mid x Text x RT3-2 82058 .01 12553 ns 22414 ns <10 ns
DenMid-Lo x Text x RT2+3-1 29200 ns 10637 ns <1.0 ns <10 ns
DenHi-Mid x Text x RT2+3-1 78006 .0121}1<1.0 s 11613 ns <1.0 ns
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Table F.3 (coat.)

Results of Analyses of Task, Text structure and Response type on Recall
Pooled over Task Text Order Task x
between Text Crder
FOI8 ¢ 1FQ18 ) F(1.18) p FQi8) p
Directness of mapping (RtMtx)
RM2-1 51.6010 .000I J<1.0 ns <1.0 ns 17016 ns
RM4-3 53.%40 .0001]<1.0 ns <1.0 ns 38316 ns
RM2-1 x Text 1498440 0001 }<1.0 ns <10 ns 13.7%40 .0016
RM4-3 x Text 27405 ns |<1.0 ns 85593 0091 | 19603 ns
RM2-1 x RT3-2 1114730 .00011<1.0 ns <10 ns 1156740 0031
RM4-3 x RT3-2 21.2191 0003 |<1.0 ns <10 ns 59080 .0258
RM2-1 x RT2+3-1 1142090 .0001 {<1.0 ns <1.0 ns 85421 .0091
RM4-3 x RT2+31 <10 ns <10 ns 14507 ns <10 ns
RM2-1 x Text x RT3-2 <10 ns |<1.0 ns 84952 0093 | 13891 ns
RM4-3 x Text x RT3-2 <1.0 ns 5.4951 .0308 }11.0821 .0038 ]<1.0 ns
RM2-1 x Text x RT2+3-1 <1.0 ns 17774 ns 51066 0365 | 13321 ns
RM4-3 x Text x RT2+3-1 54345 .0316| 26455 ns 259617 ns 41638 ns
Narrative Frame variables
Frame/Non-frame information (FNF)
FNF <10 ns 27614 ns <1.0 ns <1.0 ns
FNF x RT3-2 18717 ns <1.0 ns 29020 ns 17110 ns
FNF x RT2+3-1 40405 ns <1.0 ns 15557 ns 35385 ns
Frame Components (Frco): Episodes
Freo2-1 28655 ns <1.0 ns <1.0 ns <10 ns
Frco3-2 <1.0 ns 88218 0083 | 45821 0463 | 23511 ns
Frco2-1 x RT3-2 44443 0493 |<1.0 ns <1.0 ns <i0 ns
Frco3-2 x RT3-2 <1.0 ns <1.0 ns 10958 ns 41057 ns
Frco2-1 x RT2+3-1 17245 ns <1.0 ns <1.0 ns 10614 ns
Frco3-2 x RT2+3-1 38633 ns 10266 ns <1.0 ns 19234 ns
Procedure Frame variables
Frame/Non-frame information (FNF)
FNF 33053 0001 | 14090 ns <1.0 ns <1.0 ns
FINF x RT3-2 17.0788 0007 }<1.0 ns <1.0 ns <10 ns
FNF x RT2+3-1 85828 0087 | 13814 ns <1.0 ns <1.0 ns
Frame Components (Frco): Subprocedures
Freo2-1 <1.0 ns <1.0 ns 1.435 ns <1.0 ns
Frco3-2 225941 0002 {<1.0 ns <1.0 ns 16128 ns
Freo2-1 x RT3-2 49943 0384 [<1.0 ns 32406 ns 23450 ns
Frco3-2 x RT3-2 31523 ns <1.0 ns <1.0 ns <10 ns
Freo2-1 x RT2+3-1 32930 ns <1.0 ns 12607 ns <10 ns
Freo3-2 x RT2+3-1 89477 0079 |<1.0 ns <1.0 ns <1.0 ns
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