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Abstract

The component processes specific to simultaneous interpreting and common to

interpreting and listening were investigated. Experienced conference interpreters and

inexperienced bilinguals performed aural-to-oral simultaneous interpreting of a narrative

and a procedure from English into French and then gave a free recall of each immediately

afterwards. A comparison group of bilinguals performed a simple listening task with the

same materials. The texts were on an unfamiliar topic (positron emission tomography) and

differed only with respect to frame type.

Experience showed a main effect on interpreting measures, (experienced interpreters

performed more accurately), and interacted with text-structure variables that indexed

proposition generation, but did not affect r,,;;a\\. Task did not have a main effect on recal1 and

interacted weakly with text-structure variables. Text and Text-structure variables had very

strong effects both for the interpreting and the recall measures.

The results were viewed as evidence that interpreting involves the same component

processes as normal listening comprehension rather than constituting a specialized

comprehension skill. Analyses of text-structure variables provided evidence for influence of

high-Ievel conceptual processing and other component processes both on line and off line.

5ince there was no evidence that interpreting interfered with comprehension, the qualitative

on-line measures possible in the interpreting task appear to be generalizable to

comprehension under more usual circumstances.
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Resumé
Les processus spécifiques à la traduction simultanée et ceux qu'il y a en commun entre

la traduction et la compréhension auditive ont été étudiés. Des interprètes de conférence

expérimentés ainsi que des sujets bilingues n'ayant aucune expérience de l'interprétation ont

fait la traduction simultanée du français à l'anglais de deux textes: un narratif et une

procedurale, ayant donné un rappel libre des mêmes textes immédiatement après

l'interprétation. À titre de comparaison, un groupe de sujets bilingues a executé une tâche de

compréhension avec les mêmes textes. Les textes traitaient d'un sujet peu familier (la

tomographie par émission de positrons) et différaient seulement par rapport à ses cadres

conceptuels.

L'expérience a affecté isolément, aussi qu'en interaction avec les variables

structurelles indiquant la génération des propositions, la précision des interprétations (les

interprètes plus experimentés ont fait des traductions plus exactes), mais n'a pas affecté le

rappel des textes. Il n'y avait pas de différences significatives entre les tâches; seulement des

interactions faibles ont été trovées entre tâche et structure textuel Les variables dérivées de la

structure du texte ont exercé des effets très marquants sur l'interpretation et sur le rappel.

Les résultats es analyses indiquent que l'interprétation implique les mêmes processus

qui constituent la compréhension normale, au lieu d'impliquer une compétence spédale.

Étant donné qu'il n'avait aucune indice d'interférence de l'interprétation sur la

compréhension, les mesures qualitatives disponibles en temps réel lors de l'interr.rétation

pourront être aussi characteristiques de la compréhension dans des drconstances plus usuels.

Resumé ii
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Introduction

Simultaneous translation - the continuous, nearly simultaneous, usually aural-to­

oral, meaning-preserving, rendering of a source-Ianguage input text in a target language - is,

to most, a surprising and somewhat mysterious phenomenon. It is surprising in that it is

possible at ail, given the number and complexity of subtasks that have to be rnanaged at the

same time, and mysterious in that the mechanisrns and processes by which it is carried out

are unknown.

!ts practitioners prefer to cali it simultaneous interpreting, the term used here,

because they associate translation (Fr. transcodage) with either the activity of writlen

translation or that of producing a literai, word-for-word (hence less adequate) oral target­

language version.

In a normal conferenc~ setting, interpreters work in a sound-isolated booth with a

window on the proceedings to follow them visually, and with headphones that enable them

to follow them auditorilly. They work in pairs, altemately interpreting for 20 minutes and

resting for 20 minutes, although during the rest period they usually continue to accompany

what is happening or assist their partner with the occasional question. Their work consists in

listening to what the speaker says in the source language and providing an accurate

translation of it into the target language. However, they must do this while the speaker

continues to deliver his text, and nearly simultaneously. They can neither stay too close to

the speaker or they will have difficulty understanding, nor can they lag too far behind or they

will have difficulty remembering what they have understood. Interpreting, then, is

conceived of as a process which includes normal comprehending of a source-Ianguage input

text, translating it, and re-producing it in the target language, rather than sorne sort of

unthinking word-for-word transposition (Seleskovitch, 1984).

Introduction pagel
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An important and salient characteristic of the simultaneous interpreting task is its

complexity. At any given point in time, interpreters have to comprehend and translate the

source-1anguage text, as weil as formulate, produce and monitor their target-language text, ail

while keeping track of the coherence of the original, the accuracy of their translation, the

smoothness of their delivery, and the non-linguistic events in the setting (see e.g., Barik, 1969;

Gerver, 1976; Lederer, 1981). Moreover, ail of the subprocesses of interpreting are themselves

quite complex. For example, comprehension involves a large number of different

subprocesses, each with its own representations of the source-Ianguage text and ils own

operations to be performed on them. The task is even further complicated in practice by

several other factors:

(a) Interpreters are often called upon to interpret texls on technical topics about which

they have little or no prior knowledge. Comprehension of technical texts under much more

favorable drcumstances is already quite difficult in the absence of spedalized knowledge.

(b) Languages differ very widely in their structure and in the factors that determine

the meaning of a given utterance and the appropriateness of each of the many possible

translations of it.

(cl Interpreting is paced by the speaker rather than by the interpreter. Interpreters thus

cannot translate at a rate that is comfortable for them; rather they are subject to the pace that

the speaker sets.

(d) Interpreting often occurs in (diplomatie or mediational) settings in which

interpreters' errors can be very costly (sec Thiéry, 1985). Even in less stressful situations,

interpreters are evaluated principally in terms of the precision of their interpreting, so

accuracy has to be maximized.

In spite of the enormous complexity of the interpreting task, however, it is a

commonplaœ to sec or hear interpreters doing it routinely: during debates or speeches in the

House of Commons or the United Nations, international conferences, legal proceedings,

trade negotiations, visits of heads of State, classroom teaching for the deaf (&sing the

simultaneous communication or Sim-Corn method - see e.g., Stewart, Akamatsu &

Bonkowski, 1988) or even regular television programs (as with the sign interpreters on close­

captioned programs). Interprelers in fact perform very weil at speeds somewhat slower than

spontaneous speech: at source-Ianguage presentation rates of up to 120 words per minute,

interpreters can perform with 90% accuracy (under favorable listening conditions; Gerver,

Introduction page2
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1971a,b), while speaking and Iistening simultaneously 65% to 75% of the time (Barik, 1969;

Chemov, 1978, 1979; Gerver, 1972, 1974a).

The fact !hat interpreting is 50 routinely carried out in spite of its complexity raises a

question with important theoretical and practical implications: How do expert interpreters

carry, out the subprocesses of discourse comprehension and production to perform

simultaneous interpreting smoothly and efficienUy? That is, what constitutes interpreting

skill and what subprocesses are specific ta the interpreting task? ln other words:

"The crucial question for simultaneous interpreting is [...) how syntactie (language­
specific) and semantic (language-independent) information may be organized in a [...)
bilingual, such as the interpreter, and how this information is accessed and becomes
availa1:"'e during the process [of interpreting)". (Moser,1978: 356)

An understanding of only the processes specifie to the interpreting task, however,

would still provide an incomplete characterization of the phenomenon. Equally important is

an account of the processes that interpreting shares with normal discourse comprehension.

Thus, interpreting is •.:~o an important .phenomenon for the information il can provide

about comprehension under more normal circurnstances, and il offers several advantages as

a task environment for studying comprehension on line.

Firs,', one important way of corroborating any complex psychological model is to

provide evidence that particular component processes specified by the model can be affected

by sorne experimental manipulation independently of the others. Simultaneous interpreting

is interesting in this respect because the extraordinary complexity of the task may enable us to

study more subUe disruptions of processing than would be possible, for example, by using

brain damaged patients, and more natural disruptions than would be possible with deviant

texts, for example those containing center-embedded or garden-path sentences. To

demonstrate this, very subtle, but naturally occurring, variations of processing complexity are

examined here.

Second, the interpreters' nearly-simultaneous production of their translations

provides us with a continuous, on-Iine measure of sorne (at present undefined) stage of their

comprehension. If the} manage to fully understand the text on line, then the translation will

be a useful on·line measure of the comprehension process that is free from the influences of

post-comprehension memory processes and !hat reflects more immediately the processing of

a given segment. If interpreters are forced by task dernands to curtail or truncate processing, it

may be an even more useful task environment, since it would, by the method sketched

Introduction page3
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below, be possible to bisect the comprehension process and study each part separate!y and

more accurately.

Co~ider the hypothesis that interpreters go no further than recovering propositions

from the source text. ln this case, the interpreting protocol can be compared to the source text

to provide a more direct measure of the functioning of the linguistic processor (see e.g.,

Hoover, Deffner & Ericsson, 1989), a measure that is unobscured by overlaid higher-Ievel

semantic operations carried out by the general cognitive processor. By the same token, the

interpreting protocol can be taken as a more direct measure of the input to these same higher­

level semantic operations and by comparing the interpreting protocol with a free recall

protocol, for exarnple, it will be possible to study these higher-Ievel semantic processes more

precisely. The same reasoning holds for whatever level interpreters reach in their processing.

To assess the kinds of information that can be obtained in this task environment, one

objective of the present study is to identify if, where, and the extent to which interpreters'

processing is curtailed.

Third, the protocol of the interpreter's performance provides an on-line measure that

can be subjected to the same kinds of qualitative analyses as are used with recall protocols.

Currently used measures of on-line processing raise a series of problems <Renaud, 1989). Eye

movement data and word or sentence reading limes have suffered from the use of models

that do not adequately specify the connection between the reading or gaze-c\uration times and

the processes they are supposed to measure (Danks, 1986). Reaction times also have the

inherent limitation of providing only quantitative information that is interpreted as an index

of how much processing, rather than what kind of processing is occurring.

One method used to circumvent this limitation consists in asking subjects to

verbalize all and any ideas, thoughts or associations that occur to them while reading a text or

solving sorne problem (Ericsson & Simon, 1984; OIson, Duffy & Mack, 1984). The think-aloud

protocols obtained by this procedure provide qualitative information about which parts of the

input are important at which time and about which processes may be going on. This

information, however, is difficult to interpret for several reasons (Ericsson & Simon, 1984;

Renaud, 1989). First, thinking aloud may interfere with the processes being measured.

Second, the results can vary with the specific instructions given and may be more

informative with sorne kinds of tasks and texts than with others. Third, subjects talk about

what occurs to them, rather than responding systernatically to each part of the source text.

Introduction page4
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Thus, the sampling rate of this measurement procedure is irregular and, for many purposes,

simply inadC«uate. Finally, it is notoriously difficult to identify and analyze the relevant

information in the protocols (Breuleux, 1987).

Simultaneous interpreting protocols, however, seem to have none of these problems,

and have some other advantages as weil. The sampling rate is regular and of high frequency,

and the task is so automatic !hat it is apparently not sensitive to instructions or to extraneous

elaborations. The relevant infonnation in the protocols is the nature of the differences from

the original text and can he analyzed with the same useful methods and theoretical

assumptions that have been developed for the analysis both of recall and think-aloud

protocols. The fact that subjects perfonn, rather than talk about how they perfonn, the task

heing studied (comprehension) suggests that interpreting will provide a very direct measure

of processing. Protocols of interpreting perfonnance also have the advantage of providing

temporal/quantitative and qualitative infonnation simultaneously: lag times can provide

the same detaited temporal infonnation about how much processing is going on, while the

differences hetween the translation and the original provide qualitative information about

which processes are occurring, at the same time.

Fourth, examining exactly how interpreters adapt their processing to overcome

constant or transient interference with particular subprocesses can provide important

information about the nature of the interactions among component processes, as weil as

about the strategies and control structures used to manage complex processing. The potential

of this type of task for the study of hypotheses about attention and allocation of processing

resources was recognized in the SOs, and is reflected by the fact that simultaneous interpreting

was first studied together with shadowing by psychologists interested in the single-channel

hypothesis of attention (see Swets & Kristofferson (1970) for a review).

Fifth, by comparing interpreters with listeners on a recall task, it is possible to assess

the extent to which comprehension in simultaneous interpreting is different from the

nonnal processes of a listening task. If the !Wo tasks are found to he different, their

differences can he explored in more detai\' If performance on recall is the same for both tasks,

then the interpreting task becomes an important methodological tool for modelling nonnal

comprehension, white pennitting more direct on-line measurements not possible with a

simple listening task.
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Finally, among yet other advantages are that simultaneous interpreting can be used to

study speech production in the same ways (Flores d'Arcais, 1978), and that it has an

interesting same-Ianguage control task (shadowing) which can be used either to factor out the

effects of using two languages or to study the effects of having to translate vs. repeat the

source text.

Simultaneous interpreting also has some disadvantages as a task environment, due

principally to the current lack of information available about the task. Two languages are

involved, and little is known about the differences, if any, in the comprehension of bilinguals

vs. monolinguals. It is not known whether the other processes that make up simultaneous

interpreting interfere with the comprehension processes being measured, for example,

whether there are effects of simultaneous speaking in one language on comprehension in

another. Some investigators have postulated a translation or language-switching phase, a

discrete processing step in interpreting that comes between comprehension and production

(Kade & Cartellieri, 1971; McDonald & Carpenter, 1981); its possible effects on comprehension

are also unknown.

Perhaps the most serious problem is that practically nothing at all is known about the

processes that constitute simultaneous interpreting. There is little reliable research on

simultaneous processing (Gile, 1988>, and none at all on its component processes and the

effects of text-structure variables on them. Without some knowledge of how the task is

carried out, principled selection, training and evaluation of interpreters is not feasible,

principled accounts of interpreting performance are beyond reach, and even a careful analysis

of its potential as a task environment is impossible.

The relearch reported here was carried out in an attempt to remedy this problem, and

differs from previous research in several ways. One important difference is that here weil

articulated models and methods from the study of text comprehension in Cognitive Science

are used. These models and methods provide the tools necessary both to develop a more

adequate understanding of simultaneous interpreting and to provide basic information about

the on-Une processing of naturallanguage discourse.

A second important difference is the goal of arriving at a process mode!. That is,

rather than study the interpreter's translation as an autonomous product, here it is analyzed

as a detailed indicator of the cognitive processes that have produced it. In other words,

interpreters' translations are used as the basis for inferences about the component processes
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which have been executed to perform the task, that is, those which constitute skill in

interpreting.

A few examples should make this inferential process c1earer. The deviations from

the original text that appear in examples (l) and (2), for instance, provide evidence of

problems of lexical access: in (1), the interpreters misperceived the source text (hearing reil for

lead and psychotron for cyclotron) and translated accordingly; in (2) the interpreters do not

recognize the English annihilation and simply try to render it with French pronunciation.

(l) Original a Ietzd bucket•..
Translation un sceau rouge... (Subject 25)

Original the old cyclotron•••
Translation les vieux psychotrons..• (Subject 6)

(2) Original this is called annihilation...
Translation ça s'appelle de l'annihilisation..• (Subject 25)
Translation ceci est appelé yanilation..• (Subject 16)

ln examples (3) to (5), there is evidence of complex morpho-syntactic processing. In

(3), there are various manipulations of aspect and tense. In example (4), the subject inserts an

obligatory relative pronoun (qUI), changes tense and reflexivizes the verb. Example (5) shows

meaning-preserving paraphrase, suggesting sorne semantic processing, as weil.

(3)

(4)

Original
Translation
Translation

Original
Translation

... 1uisited Alex...
••• je suis allé rendre uisite à Alex... (Subject 25)
••• je viens de lui rendre visite..• (Subject 29)

... a friend named Alex..•

... un ami qui s'appelle Alex... (Subject 16)

(

(5) Original 1have a friend narned Alex...
Recall my friend Alex... (Subject 13)

Exarnples (6) to (10) below provide evidence of semantic processing and the influence

of prior knowledge on comprehension. In (6), the interpreter substitutes the whole (il) for a

part (his head), and adds further information to specify how the patient went into the

machine (he was slid in, rather than merely placed). (7) provides evidence for even more

complex semantic manipulations: there was no explicit mention in the original of metabolic

states, but the interpreter drew on his own prior knowledge to draw his conclusion. (8) shows

that interpreters can integrate previously presented text information (mon ami) into the

translation of subsequent portions of the source text. Finally, (9) and (10) provide examples of

less successful use of prior knowledge.
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(8)

(9)

Original
Translation

Original
Recall

Original
Translation

Original
Translation

'" his heJUi is plactd inside a donut-shaped machine .
'" il est ensuite glissé dans l'interieur d'une machine .

(Subject 10)

'" the different colors represent different amounts of gamma rays...
'" chaque couleur correspond à des rayons gamma

et reflète des états métaboliques... (Subject 9)

'" 1visited Alex••.
'" j'ai visité mon ami Alex (Subject 20)

'" this is called annihilation .
'" il Ya une corrélation•.• (Subject 27)

-;'~I I,,~_.

(10) Original '" the patient has a brain tumor...
Translation '" le patient peut avoir une tumeur cmricale... (Subject 30)

Based on systematic analyses of this type, it bas been possible ta identify the cognitive

processes that constitute normal comprehension, and in this study simultaneous interpreting

is characterized using these same methods.

This investigation also used other methods that are different from those used in

previous research. They involved extending existing methods used to study text processing

to fit the requirements of studying interpreting, in particular extending methods for coding

response protocols and combining methods of text analysis for controlling experimental

materials.

Lastly, because there has been almost no experimental research on the nature of

expertise in inte!1'reting, another difference is that the comparison of expert interpreters and

novice bilinguals included here provides an empirical basis for identifying processes that

characterize interpreting expertise. By manipulating the Iinguistic properties of the input

texts, and by analyzing their effects on accuracy of interpreting and recall, effects of text

characteristics on interpreting performance can be precisely assessed and compared to their

effects on normal listening comprehension. In this way, what is unique about expertise in

simultaneous interpreting and what it has in common with Iistening comprehension were

investigated.

To summarize, the present research arose from an interest in the cognitive processes

and representations that constitute text comprehension, and it was specifically concemed

with the ways in which current cognitive models of discourse processing can shed Iight on

the nature of simultaneous interpreting. The main goal of the present study was to advance

understanding of the task of simultaneous interpreting, within the context of current theories
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of text proœssing, by using it as a tas\< environment for the study of comprehension. With

this in mind, IWO broad questions about the nature of simultaneous interpreting were

investigated. On the one band, the nature of expertise in interpreting was studied to identify

the processes specifie to the interpreting tas\< itself. On the other, interpreting was contrasted

with listening to characterize the processes which they bave in common. Consequently, two

main areas of research were important here: the research on simulv.neous interpreting itself,

and tbat on nonnal text comprehension. The next cbapter provides a necessarily selective

review of the relevant results from these areas.
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Review of Previous Research

Research on Interpreting
The literature on simultaneous interpreting can be seen as coming from three

sources:

(a) the work, which is unfortunately not available in translation, of several

investigators, particularly in the Soviet Union (see Chemov, 1969, 1973, 1975, 1977, 1978;

Gofman, 1963; Hromasovâ, 1972; Krusina, 1971; Pinter, 1968; Romer, 1968; Roothaer, 1976;

Sheryaev, 1979; Tsvilling, 1966 - see, however, Chemov, 1979, 1985),

(h) the work of interpreters and teachers of interpreting, which deals with pedagogical

and methodological questions as weil as intuitive views of the interpreting process (see

Hebert, 1968; Henderson, 1982; Kade &: Cartellieri, 1971; Leclerer, 1981; Paneth, 1957; Schweda­

Nicholson, 1987; Seleskovitch &: Leclerer, 1984; Seleskovitch, 1968, 1976; van Hoof, 1962)

which are sometimes theoretically motivated (see Kopczynski, 1980; Le Ny, 1978; Moser, 1976,

1978; de Souza, 1982), and

(cl the work of a few experimenters in Europe and North America, i.e., basically the

work of Barik, Gerver and Lambert (Anderson, 1979; Barik, 1969, 1970, 1971, 1972, 1973, 1974,

1975, 1976; Gerver, 1971a, 1971b, 1974a, 1974b, 1975, 1976; Gran &: Fabbro, 1987; Kraushaar &:

Lambert, 1987; Lambert, 1983, 1989; Lawson, 1967). Anderson, Barik, and Lawson's work,

however, were theses that did not lead to further research. Since the untimely death of David

Gerver in 1981, and apart from sporadic uses of the simultaneous translation task (e.g.,

McDonald &: Carpenter, 1981), the only current experimental research on simultaneous

interpreting appears to be that carried out at the Universities of Ottawa (Lambert) and Trieste

(Gran and Fabbro).
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Experimental R=rch on Interprding

Gerver (1976) provides an excellent review of the work done until then, and the

genera\ outline of his review is followed here, sinœ few experiments have appeared since its

publication. The first issues Gerver raises are those of input and its segmentation.

Input rate. The effects of input rate have been studied in most detail by Gerver

(1971a): when professional interpreters were asked to interpret texts presented at 95, 112, 120,

145 and 164 words per minute (wpm), the proportion of the text that was correctly interpreted

decreased with each increase in rate (see Figure 4.1, p. 49), and ear-voice span ŒVS) increased

(see discussion of EVS below). As well, interpreters maintained a steady output rate, paused

more, and spoke less as rate increased. Accuracy of translation was optimal when the rate of

presentation was between 95 and 120 words per minute. In comparing these resuits to the

significantly better performance of subjects shadowing the same texts (i.e., concurrently

listening to the text and repeating it in the same language), Gerver interprets the differenœs

as accountable by Foulke and Sticht's (1%9) finding that increased presentation rate poses

problems for higher-level processing rather than for perception. Treisman (196Sa), using rates

of 100 and 150 wpm and statistical approximations of English and French texts, found a

similarly significant effect of information rate on effidency of interpreting.

Noise (Gerver, 1974a) had predietably similar negative effects on interpreting: the

proportion correctly interpreted was significantly lower and the incidence of erro15 was

significantly higher under noisy conditions. The translations l'roduced in this eY.periment

were also judged for intclligibility and informativeness with respect to the original and found

to be significantly worse by these measures as well. EVS aIso increased as signal-to-noise ratio

decreased (i.e., as noise increased).

Segmentation of input. Another important question about the nature of the input is

how the interpreter segments it. Barik (1%9) suggested, drawing on Goldman-Eisler's (1968)

work, that the interpreter might use pauses in the input text to divide il into meaningful

segments. Goldman-Eisler (1972) found that 48% of the time interprete15 started speaking

before the input chunk (utterance between pauses) had finished, 41% of the time they waited

for two or more chunks, and only 11% of the time did they wait for a pause after a chunk to

begin encoding. Gerver (1971b), based on Sud's (1%7) finding that pauses in spontaneous

speech tend to delimit well-formed syntactic units, had subjects interpret texts with normal
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- stress and pausing vs. texls with minimal stress, intonation and no pi' es of more than 250

msec. In the texts that Gerver's interpreters produced, 55% (pause condition) vs. 32% (no

pause condition) of the pauses occurred at major constituent boundaries, 30% vs. 42%

occurred between tr.inor constituents and 15% vs. 26% occurred within minor constituents.

As weil, significantly more words were correctly interpreted in the pause condition, 50 he

concluded !hat pauses do assist the interpreter to segmen. the input text. Al50 with respect to

segmenting, Golrnan-Eisler (1972: 131) found lhat in 90% to 95% of the cases in her study, the

interpreter's segment consisted of Hatleast a complete predicative expressionH.

Sorne authors have suggested lhat interpreters try to optimize their use of input text

pal'ses 50 as to reduce the strain of Iistening and spealdng simultaneously (Barik, 1969, 1973;

Goldrnan-Eisler, 1968; van Hoof, 1%2). In favor of this view, Barik (1973) offers data from a

study in which he calculated the proportion of input text pause time that interpreters would

be expected to use for spealdng if their spealdng was independent of inputtext pauses. Barik's

obtained values were greater !han those expected (no inferential statistics were reported), and

he concluded that interpreters indeed make use of input text pauses as much as they cano As

weil, he cites the coincidence of values for mean chunk length and mean EVS in favor of Ibis

hypothesis. However, Goldrnan-Eisler (1968) found !hal the majority of pauses were of one

second or less, and Gerver (1975) found !hat 83% of speakers' pauses in a conference setting

were of less lhan one second in lenglh. Gerver argued !hat since he found inlerprelers to

have an articulation raIe of between % and 110 wpm, there was not in fact very much Ihal the

interpreter could put into such pauses: only about four or five syllables. In another study,

Gerver (cited in Gerver, 1976: 183) measured the amount of time inlerprelers actually spenl

spealdng during the presentation of lhe 5Ourœ-Ianguage text, and found that speaking and

presentation were simuItaneous between 64% and 75% of the time. Goldman-Eisler and

Cohen (1974) and other authors aIso found similarly high values for this measure of

simultaneity of Iistening and spealdng.

Several authors (e.g., Gerver, 1971a,b, 1976) have defended the view that the original

segment of input text is held in mernory and compared with the corresponding segment of

the output lext as it is produced. The evidenœ they offer cornes from three sources:

introspective staternents by interpreters, the faet !hat interpreters rnay correct themselves afler

having produced a rnistranslation, and Treisrnan's (1964b) finding that it took subjects

between 1.3 s and 4.3 s to recognize !hat messages on different channels were identicaI. On
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the other hand, Welford (1%8) held !hat interpreters leam to ignore the sound of their own

voice, which is amply supported by findings using shadowing (see Levelt, 1983), and therefore

do not monitor their speech output. The interference generated by attempting to monitor

one's own voice when the message is the same is sufficient to cause a significant disruption

in the shadowing or interpreting task <Lawson, 1967; Treisman, 1959, 1964a,b, 1965a,b; Salter,

1973). However, none of these authors have provided evidence sufficient to distinguish

beIWeen these c1aims and many others, such as !hat corrections are made not based on a

stored copy of the input text segment, but on sorne semantic representation of ils content.

There are IWO further areas of investigation into simultaneous interprelïng t.lult have

used data more similar to those used in ~tudies of discourse processing: recall measures and

the ear-voice span (EVS). Very little has been studied about the effecls of interpreting on

recall, but what has been done has usually compared it to shadowing. This is of importance

for the present study because shadowing can be used to tease out the translation-related

effects, and possibly the effects of high-Ievel semantic processes in recall as weil.

Recall. Shadowing is the continuous, nearly simultaneous repetition of an aurally

presented text (i.e., it is the same as interpreting except that the text is repeated back rather

than translated), and was originally devcloped in the 50s (Broadbent, 1952; Cherry, 1953;

Cherry &: Taylor, 1954) as a technique for attention research. Until recently, almost ail of the

studies using it have been conccmed with attention. The interest in the shadowing task lies

in the factthat for most of the time, the subject is üstening and speaking simultaneously, and

the question arises of how subjects allocate their cognitive resources or attention in order to

do so, even in the presence of a third (unattended) stimulus whose characteristics can vary

from clicks to foreign language prose (see Swets &: I<rïstofferson, 1970 and Norman, 1976 for

reviews). The experimental technique usually involved measuring the number of shadowing

errors as a functïon of the characteristics of the stimuli presented to the unattended ear (e.g.,

Treisman, 1964b). The number of errors was found to be inversely correlated with the order of

approximation of the shadowed text to Engüsh, both in shadowing (Moray &: Taylor, 1959),

and in interpreting (Lawson, 1967). Reversing ear of presentation (Treisman, 1959), and

presenting IWO or more messages in the unallended ear (Treisman, 1964a) resulted in Iittle

further decrement of performance. Sex of speaker, similarity of content between attended anC:

unattended texts, additional messages presented te the attended ear, and a text in a second

language known to the subject have been found to interfere greatly with shadowing
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- performance even when presented to the unattended ear (Salter, 1973; Treisman, 1964b,

1965a,b). More reœnt studies using shadowing (Marslen-Wilson &t Tyler, 1980, 1981; Marslen­

Wilson, Tyl~ "" Seidenberg. 1978; Marslen-Wilson &t WeIsh, 1978) have measured repetition

latency to explore the interaction of sernantic and syntactic eues in word recognition and

sentence processing. Finally, Gerver (1974a) and Lambert (1983) have shown that shadowing

has significantly detrimental effects on recall, which we shall consider in sorne more detail

below (see also Leahey &t Holtzrnan, 1979).

Carey (1971) compared recognition of words, syntactic structures and content after

shadowing and Iistening to texts presented at three rates (60, 120, 180 wpm) to test the

hypothesis that shadowing will have a facilitating effect on retention to the exten~ that it is

aceurate. He found, however, no significant differences between Iistening and shadow,ng,

and suggested that larger differences might have been found with more sensitive tests of

retention. As weil, he did not control text characteristics explicitly; his passages were of

"literary prose" of "sirnilar content and length".

Gerver (1974a) perforrned a study of content-question answering after Iistening,

shadowing and interpreting texts. He found significantly more e:rors after interpreting than

after shadowing, and significantly impaired recall after both, with recall after shadowing

significantly worse than after interpreting. He concIuded (see also Seleskovitch, 1976) that

"simuItaneous speaking impairs recall, and that simultaneous interpretation involves a

compulsory analysis of sourœ language deep structure and its transformation into the surface

structure of the target language" (p. 340), which accounts for superior recall in the interpreting

condition. (Gerver '~ses deep structure in the sense of semantic structure.) On the other hand,

he believes that a1though sorne semantic analysis may be carried out in shadowing (as Carey,

1971 found), it is "an incidental rather than an integral part of the process" (Gerver, 1974a:

341). This leads to one of the questions addressed in the present study: which kinds of

sernantic processing oceur during interpreting?

Finally, Lambert (1983) compared subjects' performance on recall and recognition

tasks after shadowing, interpreting simultaneously, interpreting consecutively·' and Iistening

to passages of French prose of equallength. Using a more refined measure of recall (based on

the propositional analysis of Kintsch, 1974) than Gerver's (1974a) previous study, she found

• In consecutive mode, the interpreter reproduces, from notes and from memory, the
speakers text in the target language only after the speaker has completed delivery.
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significant task differences, and post-hoc tests of multiple comparisons revea!ed significant

differences in which recall after listening was greater than after shadowing and recall after

consecutive interpreting was greater than after shadowing. Long and Harding-Esch (1978)

found a parallel deficit of second language recall vis-à-vis first language. Lambert's

recognition data thus replicated Gerver's (1974a) results: recognition after Iistening was

significantly more accurate than after interpreting, which in tum was significantly more

accurate than after shadowing. Performance after consecutive interpreting was not

significantly different from that after Iisti!ning, nor after simultaneous interpreting. These

results showed interference of simultaneous listening and speaking on both recall and

recognition measures, and Lambert hypothesized that, in terms of the Craik and Lockhart

(1972) mode!, Iistening and consecutive interpretation involve deeper (semantic) processing

than simultaneous translation which in tum is deeper than shadowing.

To summarize, recall studies revea! interierence of concurrent speaking and listening

on comprehension which seerns to be partially counterbalanced by the deeper processing of

interpreting.

Ear-voice span. The final set of studies considered here has provided data about the

ear-voice span (EVS), which, like gaze duration Oust & Carpenter, 1980) and eye-voice span

(Levin & Addis, 1979), can be interpreted as an index of amount of processing. Some of these

studies have also compared interpreting with shadowing.

Oléron and Nanpon (1965), in the first and in many ways most interesting study of

simultaneous interpreting, emphasized the importance of studying EVS, the factors that

deterrnine it, and its evolution in interpreting extended discourse. Their data indicate mean

EVSs of between 2 sand 3 s for interpreting paragraphs between English and French, whereas

EVS for shadowing (Carey, 1971) or translating isolated words were both between 1.0 sand

1.2 s. Treisman (1965a) found similar values for prose passages, but found no effect of order of

approximation to English or French on EVS (using first, second, and eighth order

approximations as weil as syntactic prose). Barik (1969) al"O obtained similar mean EVS

values (2.53 s for French texts, 2.62 s for English texts), and in addition found no significant

differences for direction of interpreting (weaker to dominant language or vice versa), or for

experience (professionals vs. students vs. amateurs). Moreover, he found a positive

correlation (r > .65) between input rate and EVS for trained interpreters, but a much weaker

one for amateurs. A similar correlation (r > .65) held between EVS and amount of material

Review of Previous Research pagelS



omitted. It would be interesting to compare more detailed EVS data to studies of gaze

duration in sight interpreting from written source texts (e.g., McDonald &: Carpenter, 1981).

Accuracy. Sdlce accuracy of translation is the principal measure used here, it wiU he

convenient to summarize the factors that have been found or asserted to affect it:

(a) anxiety (Gerver, 1976): higher anxiety is an advantage under good IisteJ';ng

conditicns but a Iiability under high-stress listening conditions;

(b) contextual cIues (Anderson, 1979; Chemov, 1979; Lederer, 1981; Oléron &: Nanpon,

1965) are important particularly in disambiguating conversation;

(c) décalage (Barik, 1969): Iag time cannot be either too short (because of ambiguities)

or too long Cbe<:ause of the limits of working memory);

(d) direction of translation (into or out of the dominant language - Barik, 1969;

Gerver, 1976; Lawson, 1967; Pinhas, 1968; Treisman, 1965a): interpreting from the dominant

language has been found to be more accurate (Lawson, 1967), especially for novices (Barik,

1969), in spite of the opposite opinion widely held by United Nations interpreters and

European teachers of interpreting (sec Gerver, 1976);

(e) interference from a competing message (Lawson, 1967) or noise (Gerver, 1974a);

(0 use of pauses (BanK, 1969; Goldrnan-Eisler, 1968; Kade &: Cartellieri, 1971);

(g) prior knowledge of domain and social setting (Anderson, 1979; Olemov, 1979;

Giles, 1988; Lederer, 1981) facilitates translation;

(h) rate (Gerver, 1971a,b): exponential decay in accuracy after 112 wpm;

(i) redundancy of information (Chemov, 1979, 1985; Kade &: Cartellieri, 1971; Moser,

1978; Nida &: Taber, 1969; Treisrnan, 1965): expectations fadlitate translation;

(p similarity of languages (Krusina, 1971): similarity of syntax fadlitates interpreting

(sec Gile, 1988 for the opposite view), and

(k) size of the unit interpreted (Oléron &: Nanpon, 1965): phrases were more

accurately translated !han paragraphs.

Expert-novice differences. There i~ very little about expert-novice differences in

interpreting available in the literature. In most studies, it is assumed and/or asserted

(without evidence) :hat the skills of interpreters are not characteristic of bilinguals in general

;",.g., Gerver, 1976: 167), and !hat the models developed of skilled interpreting do not apply to

novice bilingual interpreters (e.g., Moser, 1978: 361). Harris (Harris &: Sherwood, 1978),

however, argues !hat translation ability is a natural consequence of bilingualism. If this
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argument can be extended to interpreting as well, then it will suggest the existence of few or

small expert-novice differences, as does the once-current view among interpreters that "no

special training was required [for interpretingl and that it all depended on an innate special

s1cill" (Longley, 1978: 47).

More specifically, Nida (1%9, cited in Gerver, 1976: 198) predicts that "experienced

simultaneous translators may often short circuit the deeper [semanticl level of analysis",

although there is no evidence either for or against the hypothesis. Experts have, however,

been found to add more information and delete less (Barik, 1969), process larger chunks, and

give less literai translations (McDonald &: Carpenter, 1981).

Non-experimental Literature on Interpreting

Based only tangentially or. this limited experimental literature, and mostly on

professional experience, introspection or observation, interpreters thernselves have produced

a volurninous literature on inlerpreting and its teaching, as indicated by Henry &: Henrys

(1987) 140-page International Bibliography of Interpretation. Gile (1988: 364), in a recent

appraisal of this research, observed thal "mosl of these [studies on inlerpretingl formulaled

general theories and models and did not test ·particuiar hypotheses by experimental methods.

[...1The rnajority of aulhors reileraled and developed ideas formuiated previously, but did not

engage in any proper research". Although lhis expert-generaled lilerature oflen offers

inleresting insights (e.g., Lederer, 1981; Seleskovitch &: Lederer, 1984), il is not dear how 10

treat the information experts provide in the absence of a body of experimentally-based theory,

and thus il extrapolales the lirnits of the presenl review.

The resull< reviewed here are of general inlerest in thal lhey provide a parametric

description of inlerpreting performance. However, since qualitative analyses were nol done

of the effects of the treatments (for example, analysis of the variance of EV5 as reflecting texl­

structure variables), no information is available aboul which treatmenl affecled which

componenl processes in which ways. Few of the experimenls have been replicaled and only

intuitive judgements were used in controlling the lexts for density of information, coherence,

syntactic complexity, elc. Given the importance of these and other texl-structure variables in

comprehension, rnany of lhe results reviewed here may be confounded with uncontrolled­

for tex! characteristics.
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Current theory and research on text comprehension suggest that understanding of

slcill in interpreting will be best furthered by information of Iwo specific kinds:

On the one hand, existing information about the parameters of interpreting

performance needs to be comple~entedwith an understanding cf the nature of the cognitive

processes, as weil as of the representations on which they operate, that are specific to expertise

in interpreting.

On the other, this information would still be incomplete without an account of the

cognitive processes and representations that interpreting shares with normal text

comprehension, as weil. The review of comprehension research that fol1ows is Iimited to the

the parts of the Iiterature that bear most directiy on the present study.

Research on Text Comprehension
Text comprehension is conceptualized in contemporary Cognitive Science as

composed of a set of quasi-independent component processes which are said to construct and

transform in different ways multiple mental representations of the input text, based both on

text properties and on different types of prior knowledge. The processes are interdependent

only with respect their input-output relations, and the prior knowledge involved can he

either Iinguistic or encyclopedic. The central problem is seen as one of specifying how and

when different text properties and aspects of prior knowledge interact during processing. Text

comprehension is commonly subdivided into the component processes (sets of operations

defined over classes of representations) belonging to the language lrrocessor and those of the

general cognitive (or conceptual-processing) system (e.g., Fodor, J. A., 1983; Seidenberg .li:

Tanenhaus, 1986).

The subprocesses of the language processor [i.e., up to and including semantic

interpretation (Forster, 1979: 36)] are considered to form one or more modules that operate in

parallel (on different segments of the input). They will always compute the same output

irrespective of the states or operations of other modules or the general cognitive system

(Tanenhaus, Carlson .li: Seidenberg, ,186: 365), although interaction is permitted at certain

points in processing; this is the essence of the modularity hypothesis (Altman .li: Steedman,

1988; Fodor, J. A., 1983; Garfield, 1987). The modulC<s) of the Iinguistic processor are to he

thought of as highly Iimited and totally dedicated microprocessors (Forster, 1979: 33). They
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include: lexical processing, syntactic processing, and proposition generation Or semantic

interpretation (DanIcs &: Glucksberg, 1980; Forster, 1979: Figure 2.1; Foss, 1988).

The subprocesses of the generaI cognitive system, which act on the semantic output of

the language processor, are assumed to function inferentially to enhance the coherence of the

output of the language processor in several ways: (a) by ffiling in missing elements (deep

anaphora (Hankamer &: Sag, 1976), bridging inferences (Oark, 1977a,b), etc.), (b) by organizing

it in terms of maerostructures, schemas, frames, etc. (Schank &: Abelson, 1978; Frederiksen,

1986), and (c) by integrating it with existing prior knowledge (Hayes-Roth, 19/7; KubeS, 1989).

For some researchers, the general cognitive system has access to the outputs of ail of the

component processes of the linguistic processor (e.g., Forster, 1979; Tanenhaus, Carlson &:

Seidenberg, 1986). Finally, these models include the assumption that "input will always be

represented at the maximal level of representation to which its analysis can be taken [by the

processorl" (Marslen-Wilson &: Tyler, 1980: 66).

It should be noted that this is a composite model of text comprehension, since the

psycholinguists who study the language processor generally pay little attention to the role of

the generaI cognitive system in comprehension (indeed, for some it has no special role to play

in the analysis of linguistic stimuli - Forster, 1979: 33), and the cognitive psychologists

interested in the higher-Ievel semantic processing of the general cognitive system generally

focus on the phenomena beginning with the propositions generated by the linguistic

processor (e.g., Kintsch &: van Dijk, 1978; van Dijk &: Kintsch, 1983). The current trend toward

encompassing ail of this research under the umbrella of Cognitive Science underscores the

artificiality of this distinction, and has led to the development of models which attempt to

include ail of these processes (Kintsch, 1988; Frederiksen, Bracewell, Breuleux &: Renaud,

1989; Figure 2.1 below).

The cl~ss of modular comprehension models that constitute the theoretical

underpinnings of the present :i:search are sometimes opposed to interactive (parallel, non­

modular) or strategic comprehension models such as those of Marslen-Wilson &: Tyler (1980)

and van Dijk &: Kintsch (1983). These classes of models differ most importantly in that the

interaction between component processes is severely restricted in modular models: in the

linguistic processor, a given process bas access only to the output of the previous process, and

perhaps to the information in the lexicon. In interactive models, on the other hand,

component processes have access to an indeterrninate number of sources of information.
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With regard to the general cognitive processor, a sitr.ilar difference is found: whereas

Frederiksen et al. (1989), for example, look for more algorithmic, structured interactions

between information sources, van Dijk &: Kintsch (1983) consider ail processing to be

unstructured and heuristic. The modular processing hypothesis thus constitutes a much

stronger, more directive theoretical stance.

Representations Cognitive
Processes

Cognitive
Sub-processes

?@ i':l Si- 8Mmb k&WM2V@··,% %@WWéV&Hbmii;··w,·,·h:*

i.&&W&.%. ,i.Mmmwm f ...!:pgp.. ; DidA·"
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Figure 2.1. Component processes of 'ext comprehension
(adapted from Frederiksen, et al., 1989).
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Relatively recent enhancements to such modular models incIude: (a) the resolution

of semantic processing into several well-defined levels: semantic interpretation or

proposition generation, inferencing to enhance local coherence of the textbase, frame

construction, and knowledge integration (Frederiksen et al., 1989), (b) more refined

techniques for description at each level (Frederiksen, 1975, 1986), (c) computational

implementations of such models (Décary et al., 1987; Frederiksen, Décary &< Hoover, 1988),

and (d) models of plans and strategies for the control of processing (cf. Breuleux, 1987). A

summary of the assumptions that characterize one such modular model of comprehension

(that of Frederiksen et al., 1989) follows (see also Figure 2.1).

The Linguistic Processor

Lexical access. "The lexicon is important because it is the place in the language

processing system where disparate information types (or codes) come together" (Foss, 1988:

303), and for this reason it has received a great deal of attention from psycholinguists. Three

aspects of lexical processing are usually recognized (Seidenberg, Waters, Sanders &< Langer,

1984; see also Frauenfelder &< Tyler, 1987; Marslen-Wilson, 1~87):

•Pre-lexical processes, in particular automatic propagation of activation through the

lexicon (Collins &< Loftus, 1975; Yantis &< Meyer, 1988), can account for the associative and

semantic priming context effects on word recognition widely cited in the Iiterature, while

maintaining the modularity and context-independence of lexical access itself (Seidenberg,

1984; Seidenberg et al., 1984). In keer;~g with this, there is evidence that access to semantic

information can occur even when a word has not been consciously recognized (see e.g.,

Greenwald, Klinger &< Liu, 1989; review and discussion in Holender, 1986).

•Lexical access is the activation of information associated with a given lexical item. It

is currently viewed as proceeding in a strictly bettom-up, context-independent fashion (cf.

Forster, 1979; Seidenberg et al., 1984), producing, if necessary, more than one possible lexical

item as being recognized (Marslen-Wilson, 1987; Kintsch, 1988). In general, "the syntactic and

semantic complexity of a word does not affect the time to access it in the mental lexicon"

(Foss, 1988: 308). On the other hand, an important detenninant of lexical access is the

experiential variable of frequency of occurrence: the more frequently occurring the lexical

item, the more facilitated is its access <Bradley &< Forster, 1987; see aIso Gernsbacher, 1984).

Spreading activation and facilitation with frequency of use in semantic nets have c1ear

parallels with activation and plasticity in neural nets (cf. Ram6n y Cajal, 1895; Hebb, 1949),
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and have led to conneetionist models which emphasize these parallels (e.g., Small, 1983;

McOe\land & Elman, 1986).

The represenlations produced by lexical proœsses are lexical entries containing

phonetic/phonological, synlactic, semantic and other information (see Mel'euk, 1984 for a

discussion of what information appears to be necessary in lexical entries, from a linguistic

point of view).

·Post-Iexical processes, also independent of access itself, involve "selection,

elaboration and integration of lexical information for the purpose of comprehending a text..."

(Seidenberg et al., 1984: 315), that is, the synlactic and semantic processes described below. By

eSlablishing semantic and inferential links with new concepts, presumably these newly

linked or inferred concepts can by lexicon-intemal propagation be found to prime or facilitate

recognition of subsequent words, thus accounting for another class of context effeets. This

characteristic of lexical processing is most likely also closely related to the memory

phenomenon referred to as the generation effeet, in which words generated as responses to a

larget by some rule are recalled belter than the largets themselves (Slameeka & Graff, 1978;

Gardiner, Gr~gg & Hampton, 1988; Naime & Widner, 1988). Further research is neeessary to

clarify the possible role of the generation effect in discourse comprehension.

Syntactic parsing. Synlactic processes presumably buffer the lexical items recognized

until such a time as a whole sentence, clause (Fodor, J. D., 1988; Ferreira & Oifton, 1986) or

phrase (NP, VP, etc; Tyler & Warren, 1987) can be constructed, independently from any

semantic information (e.g., Ferreira &: Oifton, 1986: 365). [See Altman & Steedman (1988) for

a discussion of modularity and the fineness of grain of the units proposed by syntax for

semantic evaluation.l ln the case of synlactïc indeterminacies such as pp or reduced-relative

attachment, either incomplete or multiple syntactic trees are produced for subsequent

assessment based on semantic information. The represenlations produced are synlactic parse

trees, most often represented using standard phrase structure grammar (see Jackendoff, 1977;

Radford, 1981; Sells, 1985).

Frederiksen et al. (1989) aise include in synlactic processing a proœss of generating

represenlations of interclausal synlactïc dependency relations such as cohesive ties (Halliday

& Hasan, 1976) and patterns of topicalization (Grimes, 1975; Oements, 1979). The

represenlations produced are linked synlactïc parse trees (see aise Plante, 1985).
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Proposition generation. Proposition generation, or semantic interpretation, operates

on the syntactic trees (or sub-trees) provided at this point. Ritchie (1983) identifies three

computational approaches to proposition construction: homogenous or non-syntactic,

clause- or sentenœ-final, and interleaved syntactic and semantic proœssing.

(a) So-called non-syntactic proposition construction systems [e.g., Riesbeck's (1974,

1975; Riesbeck &< Schank, 1978) EL! parser; Wilks' (1975a,b) preference semantics; the semantic

grarnmar in Hendrix, Sacerdoti, Sagalowitcz and Slocum's (1978) LIFER systeml claimed to

bypass entirely the need for traditional syntactic analysis, using expectations generated from

the proposition-components already identified to constrain the analysis of the whole, and to

facüitate the analysis of subsequent words. TItis approach seems to find no counterpart in the

psychologicalliterature.

(b) The seriai, sentence-final approach leaves proposition construction to the end of

syntactic constituents (clauses or sentences). Woods, Kaplan and Nash-Webber's (1972)

LUNAR system is the computational counterpart to the clause-processing hypothesis in

psycholinguistics (e.g., Hurtig, 1978; Fodor, J. A., Bever &< Garrett, 1974). Proposition

generation, given this assumption, can proceed, in general, by either frame instantiation or by

semantic parsing (Frederiksen et al., 1989). In frame instantiation, propositions are

constructed by finding some canonical frame that can be matched to an input sentence. This

approach places great emphasis on the information in the lexicon, usually about verb-based

sentence frames, 50 that proposition construction becomes li process of mapping syntactic to

semantic variables. In the second approach, proposition construction involves a 'top-down'

semantic analysis of clausai segments through the application of a propositional grammar

(Frederiksen, 1989a; see grammar in Frederiksen, 1986, Appendix A). The interpretation rules,

then, are productions with lexico-syntactic tests that generate nodes in a semantic parse tree

(Frederiksen, Décary &< Hoover, 1983). Note that such interpretation ruIes explidtly capture

generalïzations about interpretation that are multiply represented and distributed throughout

the lexicon in lexically-based syste::ns such as current connectionist models and their

precursors.

(c) Interleaved syntactic and semantic analysis only differs from the clause- or

sentenœ-finaI seriai approach in fineness of grain (see Altman &< Steedman (1988) for

discussion, and Tyler &< Warren (1987) for an experimental investigation): the syntactic units

passed on to semantic processing are smaller, usually phrases (e.g., Winograd's (1972)
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SHROLU and Frederiksen et al,'s (1988l CODAl. Recent psycholinguistic research seems 10

favor this approach of assuming paraUel construction of syntactic and propositional

representations in phrase-sized inc:rements (Frazier, 1987; Fodor, J. O. &: Frazier, 1980; Ferreira

&: Oifton, 1986; Frazier, CHfton &: RandaU, 1983l. Partic:ularly important computational work

on semantic interpretation is Hirsl (1987), and a very useful and comprehensive introduction

is found in Allen (1987, chaps. 7 to 10l.

The semantic representations produced are propositions, predicale-argumenl

structures (or a class of semantic networksl which eerve both as representations of conceptual

information in text and as units of information for logical reasoning and problem solving

(Frederiksen, 1975, 1986; van Dijk &: I<intseh, 1983; Sowa, 1984l. Although the use of

propositional representations has been widespread since the early 70s (Frederiksen, 1975;

I<intsch, 1974; Schank, 1973l, Frederiksen (1986: 232-233l bas reœntly observed that a semantic

network does not in itself constitute a theory of representation, and that to make semantic

networks systematic representations requires: "(al defining all relations in the network (...l,

(bl specifying the entities (...l assigned to nodes in the network, and (cl specifying rules

(proceduresl by which aU structures in the network can be defined". In Palmer's (1978l terms,

the representing system, the represented system and the mappings between themall have 10

be systematicaUy and explidtly defined. This leads one to doubt the efficacy of using

incompletely defined representational systems such as that proposed by I<intsch (1974;

Turner, 1987), and buttresses the choice in the present research of the more rigorously defined

system proposed by Frederiksen (1975, 1986l.

The General Cognititle Processor

.Inference generation. Local inference generation operates on the proposition set thus

generated, enhandng its internai coherence (Frederiksen, Frederiksen, Humphrey &: Ottesen,

1978; Trabasso &: Nicholas, 1978; Frederiksen, 1981l. Some of these operations are text-based:

cohesive links in the text, for example, suggest how to fill in missing elements (Hankamer &:

Sag, 1976l, recover anaphoric anteœdents, or how to make some links between concepts or

propositions more explidt (Oark, 1977a,bl. Other inferential operations are based on prior

knowledge, and involve the addition of new information to an incomplete text, the most

important of which are frame-generating inferences (Mandler &: Johnson, 1977; Frederiksen,
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1986). The representations produced are new proposition components, propositions or

relations between propositions.

Frame generation. The set of propositions or textbase, once augmented or enhanced

in this way, is further reorganized and structured by the generation of new links (new groups

or new propositions, as well) between propositions and/or groups of propositions to form

larger conœptual structures: episodes, procedures, plans, etc. which are the components of

different frames or schemas (Schar.k & Abelson, 1978; van Dijle & Kintsch, 1983; Sowa, 1984;

Frederiksen, 1986, 1989b).

Frame construction may proceed by text-based linking, knowledge-based instantiation

or by rule-based generation (Frederiksen, 1985). In text-based frame construction, propositions

are linked into a frame structure based on the interpropositional relations made explicit in

the text. This approach, however, does not account for the role of prior knowledge or of

specialized knowledge of different text types (genre knowledge). In instantiation, a frame or

schema is re~eved from memory and the in-coming propositions are matched to existing

slots in the frame (Rumelhart, 1980). This is a plausible mode! under the assumption that the

comprehender bas the appropriate prior knowledge to draw upon, but is difficult to apply to

tasks in which subjects have to acquire new information from tex!. In generation, no prior

content knowledge is assumed, only genre knowledge, that is, of what narratives, procedures,

descriptions, etc. are. This genre knowledge consists of sets of rules for identifying and

combining frame components independently of the domain of text content (Frederiksen,

1977,1986,1989b).

Frederiksen (1989a) reports a series of results consistent with the rule-based approach

to frame generation which suggest tbat individuals have specialized competences for the

comprehension of different text types. In particular, proficiency in comprehending different

frame types shows different patterns of development and is independent of content

knowledge. With age, subjects were found to become increasingly able to generate multiple

frames for the same tex!.

The representations produced by frame-generation proc,"'Sses are what Sowa (1984)

caUs conceptual graphs, that is, semantic networks with propositions as nodes and

dependency relations as links or relations with other, relevant, knowledge. A frame, in the

abstraet sense used here, is a class of such semantic networks defined by the lype(s) of

proposition which are the nodes and the type(s) of relations which can link them (see
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Frederiksen, 1986). Frederilcsen (1986) has made this representation particularly explicit by

providing frame grammars couched in Backus-Naur Forrn (BNF) notation.

The two frame types of interest here are the narrative and the procedure. Although

bath are structures of events, they differ in that narratives usually appear in the forrn of

chains of episodes, whereas procedures are represented hierarchieally as trees of

subprocedures.

A narrative is a conceptual structure in which events are structured primarily in

terrns of their temporal relations, that is, it is essentially a set of events Iinked by relations of

order and equivalence in time (Frederilcsen, 1986), although causal and spatial relations are

also often included (Trabasso, Secco, & van den Broek, 1984; Trabasso & Sperry, 1985; Trabasso

& van den Broek, 1985).

A procedure is a conceptual structure in whieh (resultive or goal-directed) events are

structured principally in terrns of the part-whole relations between them, that is,

hierarchically (Frederilcsen, 1986), although more complete models of procedures also include

structures of goals and conditions (Frederiksen, 1989b).

These frame models were found to provide strong predictors of selective recall and,
inference for text-based information (Frederiksen, 1989a,b), as weil as of on-line i.;terpretütion

and sentence reading times (Frederiksen & Renaud, 1987; Renaud, 1989).

Most important to present concerns are a series of studies by Frederiksen and Renaud

(Frederiksen & Renaud, 1987; Renaud & Frederilcsen, 1988; Renaud, 1989) in whieh they

demonstrate the effects of frame structure variables on reading times, on-line interpretation

and recall. They had subjects read a procedural text on an unfamili:iï topie, and either

allowed subjects to stop where they wished to give an interpretation of the text or prompted

them to do so after every third sentence. They analyzed three measures (subjects' reading

times per segment, the accuracy of the interpretations they provided while reading the text,

and the accuracy of the free recall protocols they gave after having finish<'d reading ;l'Ie textl as

affected by a variety of text structure variables. The text structure variables indexed syntactic

processing, proposition generation, and frame processing. They found strong effects on

reading time of ail of the variables that indexed semantic processing, and strong effects of ail

types of processing on recall. In particular, distinctions between frame and non-frame

information, between types of information within the frame, between frame components,

between levels in the procedure, and between positions within subprocedures ail yielded

•
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significant effects on reading time. There was also a strong effect of propositional density, but

no effect, however, of clause density or clause complexity (number of clause embeddings) on

reading limes. Finally, they found a fadlitation effect of frame processing on r:ading: reading

times decreased when frame-linked inferential processes increased.

These results show very clearly that on-line text processing is heavily weighted

toward semanlic processing in reading. Subjects appear in fact to be able to perform the

necessary frame<onstruction operations on line while they are reading. Thi> suggests that

interpreters, too, will be able to construct frames as they understand, and that an absence of

frame-related effects will be a specific consequence of curtailment of proœssing.

Frederiksen and Renaud's results also make particularly c1ear that information about

processing as it occurs on line is o~ special importance for the development of theories of

discourse processing. Such concurrent measures as gaze durations, reading times and

simultaneous interpreting protocols can provide the information about the timecourse and

qualitative nature of inferential proœsses that recall and sentenœ-processing studies have not

been able to.

Knowledge integration. The propositional information enhanced with local

inferences and restructured with frame-generating inferences can then be integrated with

prior knowledge (Kubes, 1989), through the generation of further inferentiallinks, leading to

the production of systems of linkcd frames (see Hayes-Roth, 1977; Walker eSt Meyer, 1980).

The results reviewed here are consistent with a view of tex! comprehension in which

text properties are processed simultaneously at multiple levels, with semantic or conceptual

processing being emphasized over formaI or syntacti~ processing. On the one hanc!, the

review makes c1earer the magnitude of the complexity that characterizes the simultaneous

inlerpreting laslc: during comprehension many complex operations must be performed on a

variety of representations, implicating both perceived text characteristics as weil as prior

knowledge, and one would expect production to be no less complex (sec e.g., Frederiksen,

Donin-Frederiksen eSt Bracewell, 1987). This suggests that interpreters should acquire a

specific skill or skills to deal with this complexity. However, predse information about the

nature of the skills or component processes spedfic to interpreting is not available.

On the other hand, in particuIar the Frederiksen and Renaud studies make c1ear that

the complexity inherent in normal comprehension is transparent to the comprehender:

many cognitive operations are performed on several representations, automatically and in
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real lime during a more normal comprehension task than interpreling. This suggests that

interpreting and normal comprehension have more in common than might initially seem to

be the case. However, the on·line information about inferential processing of higher-level

semantic structures in normal comprehension that is necessary to characterize important

component processes is scarœ and only beginning to become available.
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Rationale

To recapitulate, this study lies at the convergence of Iwo Iines of reseàrch. One, not

very active and based on Iittle experimentation, seeks to characterize the complex process of

simultaneous interpreting. The second, currently very active and highly developed, seeks to

account for normal text comprehension. On the one hand, there is Iittle research on the

component processes of interpreting, Iittle integration with current theories of

comprehension, and no research at ail on the effects of text structure on interpreting

performance. On the other, text comprehension research has evolved to the point where il

may (although it has not) make an important contribution to the study of interpreting and

where it needs to develop tusk environments that permit more refined measurement of

higher-Ievel inferential processes on line. Since the interpreting task may provide this kind

of information, the situation seems very clearly to cali for experimental research using the

high!y developed techniques of current text comprehension research to assess the

characteristics of interpreting as bath an important real-world task and as an !:Xperimental

task environment.

In the context of this situation, the present study addressed two general questions:

1) What are the processes that constitute the skills specifie to expertise in

interpreting?, and

2) What is the relation between skill in interpreting and normal text

comprehension?

Expertise in Simu/laneous Interpreting

From a practical point of view, an account of interpreting expertise can provide the

prindples on which to base assessment of profidency and aptitude, planning of prograrns of

Rationale page29



-

~"-

training, imprOl/ement of proiessional performance, and computer-based simulation of

interpreters' performance. Judging from the fact that the cost of interpreters' services alone

(i.e., not inc\uding equipment, travel, lodging and other arrangements) is in the range of

US$l00 per hour, and given the enOrme'l5 demand for their services, improvements in

assessment, training and performance will have considerable economic consequences, as

weil.

From a theoretical viewpoint, expertise in simultaneous interpreting serves as a

benchmark phenomenon, one complex enough, yet informative enough, to sc<ve as a testing

ground for theories of comprehension as work on on-line models progresses. The current

r.;:liance of text processing theory on information from after-the-fact measures such as recall

and from concurrent measures of amount of processing has led to models of comprehension

that can be significantly extended by bringing to bear the sort of qualitative on-lin~

information that is made available by studying simultaneous interpreting. For this to

happen, however, it is necessary to complement the currently available parametric

descriptions of interpreting performance with an account of the types and relative importance

of the processes involved in the task.

To address this problem, the present study was constructed around an expert-novice

contrast (Experience) in which the experts had an average of more than 3800 hours' (or 8.5

years') experience with the task and the novices no experience at ail. Contrasting these two

groups directly (rather than studying the experts alone and comparing the results with data

on listening available in the literaturel provides more reliable information by eliminating

the possibility of confounds due to the textual materials or testing conditions and provides

more specific information because of the particular set of analyses performed. In particular,

the general question about interpreting skill was broken down into more specific questions

about the component processes of comprehension during interpreting, 10 wit:

(il Is syntactic processing of the source text going on?

(iil Is proposition generation occurring?

(üil Is the frame structure of the source text being processed?

(ivl What is the relative importance of each type of processing in interpreting?

In an effort to provide converging evidence about these questions, component

processes were assessed in two ways: (al by using text-structure variables to predict
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interpreting and recall responses, and (b) by c1assifying each response on the basis of its

relation ta a unit of input information (a component of a proposition).

Tat-structure effects. Within each text, propositions varied with respect to the

properties of the syntactic units they were found in, with respect to their their internaI

characteristics, and with respect to the properties of their organization into larger conceptual

structures.

For example, proposition 1.0 below (of the narrative text> might be found in a simple

declarative clause such as example (1), or in a more complex clause, such as (2).

Hl visit PllTI I,OBJ.FRIEND(TOK OUm. SUIe» :rns: PAST;

(1) l visited a friend named Alex.

(2) Dave told Guy l visited a friend who's name was Alex ...

It might also, be a root proposition (as 1.0 above) or be embedc\~ within another proposition,

as in 1.1:

c
Hl
1.1

tell
visit

PAT.Dave, REC: Guy, THI"1: 1.1 :rns: PAST;
PAT. I,OB.l.FRIEND(TOK IllIm. SUIe» :rns: PA ST;

(

Moreover, the proposition may or may not be a part of the principal text frame structure or

one of its component episodes, subprocedures, etc.

If variation in each of these text-strudure variables affects the accuracy of interpreting

performance, then il suggests that corresponding component processes are involved in the

interpreting process, as summarized in Table 3.1 below. The variable is thus said to index

processing of the corresponding type. Note that processing at each successive level implies

processing at the previous level(s), as reflected in Table 3.1. The magnitude of an effect would

be reJated to the relative importance of the component process in determining accuracy of

performance.
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Table 3.1

Predjs:tl:d effects of \ext structure variables under djfferent ptOCessjng hypotheses

Typ: of proçgssjns performed dutinS inte[pteting

Prediçtors

Pre-semantic Propositional Frame
proœssing proçessjng RtQÇessing

Syntaetic Proposition Frame Knowledge
parsing gçneration construction jotçmtion

Main Inter" Main Inter Main Inter Main Inter
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Ten-structu,e ~aTÙZbles

Syntactic variables
Clause density yes yes yes yes yes yes yes yes
Clause emhedding yes yes yes yes yes yes yes yes

Propositional variables
Proposition density yes yes yes yes yes yes
Directness of mapping yes yes yes yes yes yes

Text Frame variables
Frame/non-frame propositions yes yes yes yes
Frame components yes yes yes yes
Text Frame type yes yes yes yes

Tt%! O,de yes yes

• Main (Main effect of predietor), Inter (Effect of interaction of predietor with another variable).

To assess syntactic processing, propositions were classified according to the syntactic

complexity of the segment in which they are found (Oau~", density (as), in clauses per

segment) or according to the level of clausal embedding (Oause embedding (Mtx), rnatrix or

non-matrix clause) at which they are found. To assess proposition generation, propositions

were classified by both syntactic and proposition-semantic properties. For one variable, they

were classified by the propositional complexity of the segment in which the proposition was

found (Proposition density (Den), in propositions per segment) or according to the directness

of the rnapping hom syntactic to semantic reprpsentations (RtMtx), For the directness of

mapping variable, propositions were cross-classified by the correspondence of level of

syntactic to level of propositional embedding (root or embedded proposition in a rnatrix

clause; roct or embedded proposition in an embedded clause), Finally, to assess frame

processing, propositions were classified by whether or not they were part of the principal
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( frame (Frame/non-frame F"positions (FNF», and by the frame component they belonged ta.

These variables are summarized in Figure 3.1 and described in more detail in the section on

the linguistic properties of the text materials, in the next chapter.

Cognitive
Processes

~acrosbnlctural

transformations

1i1f

Cognitive
Sub-processes

Integrative
operations

Indexing
Variables

-Text Order

Semantic
~acrosbnlcturing

Semantic
~icrosbnlcturing

Frame
generation

Local inferential
processing

Semantic
interpretation

Syntactic parsing

~orpho-lexical

processing

+' :iP MW H weu,

-Frame/Non-frame
information

-Frame components

-Meaning-changing
responses

-Proposition density
-Directness of mapping

-Clause density
-Clause embedding

c

Figure 3.1 Variables indexing component processes of text comprehension.

In addition to using the text structure variables àted above, frame processing was also

assessed by a text-frame-type contrast across texts. Frame processing is a central issue in

comprehension sinœ in communicating the main goal is to create in the hearer a reasonable

facsimile of the speaker's conœptual structure usually caIJed the message. This conœptual

structure is not an unorganized set of propositions, but a struclured system of them, so
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.... communication is successful only to the extent that frame information, as well as the

propositional information, is understood correctly. Thus, the cross-text frame manipulation

is neœssary to provide information about how well interpreters organize the propositional

information they understand. In the present study, narrative and procedural frames were

contrasted. Si"ce both are constructed principally around events, this particular contrast

provided information specifically about how events are structured, without the possible

confound due to proposition type that would have arisen had the contrast been between

narrative and descriptive frames, for example. To assure the validity of the Text contrast as a

difference due to frame-related information, the texts were controlled in great detail for

equivalence of their non-frame (lexical, syntaclic, cchesive, and propositional) characteristics.

Finally, to permit the interpretation of Text Order effects as indicative of the use of

information from one text in the comprehension of the next, rather than a practice effect.

subjects were given a practice text on a related topic before responding to the experimental

texts. Thus,.if Text Order affects performance, it provides evidence that subjects are

integrating knowledge acquired from the first text with the information in the second text.

Also supporting this interpretation is the fact that it seems unlikely that interpreting for four

to eight minutes will be sufficientto lead to a pracliœ effect in such a complex task.

Response-type effects. In addition, subjects' responses te. each proposition, indeed 10

each element of each proposition, were dassified in terms of the relation of the response

information to the source-text information. These response-type measures reflect the kind of

processing going on. Consequently, these response-type 'Oariables were used to assess the type

of operation that was being applied to the propositional elements in question. Thus, subjects'

responses to propositional elements were coded as: (a) meaning changing (RTl), (b)

paraphrased (RT2), (c) verbatim (RT3) or (d) absent, and this information was represented as

the proportion of each source-text proposition that was responded to in each of these ways.

These response-type variables are assoctated with different types of processing, as summarized

in Table 3.2 be\ow. The meaning-ehanging responses were indicators of sernantic processing,

in particular of inferential substitutions or additions to the original based on the subjects'

prior knowledge. The paraphrased responses were indicators of syntactic processing, but also

provide evidenœ of proposition generation, sinœ these responses are, by definition, meaning

preserving. The verbatim responses provided evidence of syntactic processing and were

indicators of overall processing difficulty, and absent responses were not analyzed.
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( Table 3.2

Association of respoose-!;:pe variables with !;:pe of processin~

Type 0: ;,(OœSsjDS

Pre-!A!t.~antic Propositional
~.....s..jnllJi...... ~proœs""""....sillJn,,"i _

Syr.cactlc
processins

Respo...e-lype a.,ilable.

Meaning<hanging respu.lse. (RTl) )II!S

Paraphrasee! responses (RT2) l""

Verbatim responses (RT3) )II!S

Proposition
i@eration

Local
inferencing

(

(

Individually and through their interactions, these two sets of text-structure and

response-type variables provide information both about what kinds of information are being

processed (text structure variables) and about the sorts of operations which are being applied

to that information (response-type variables). For example, if more meaning-changing

responses ?re found for frame propositions than for non-frame propositions, it suggests that

subjects are selectively generating additional semantic links between the frame information

provid~ in the text and prior knowledge or other parts of the text.

To assess these processes both in real time and in post-input comprehension, the

variables above were analyzed for two sets of measures: a more immediate, on-line measure

of interpreting performance (an interpreting protocol) which provides information about the

interaction of these processes with working memory, and a delayed, post-facto measure of

retention (a free recall protocol) which provides information about the additional processing

associatcd with retrieval from long-term memory. Comparlson of the patterns of results for

these two sets of measures provides complimentary information about what sorts of

processing are occurèng at what point duTÏng comprehension.

Effel:ls due 10 experience. The use of text-structure, response-type and frame-type

contrasts wilhin subjects made it possible to contrast ail of these variables indexing type and

level of processing across groups and thus compare expert interpreters and inexperienœd

bilinguais for each of the types of processing assessed, as weil as to see the relative importance

of each type of processing within groups. The mixed between- and within-subjects design
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thus made it possible to construct a profile of processing for each group. Moreover, if the

differences due to expertise lie in a more general sldll or efficiency in allocating processing

resources, then one would expect !hat interpreting would interfere more with recall for the

novices than for the experts. The between-subjects effects provide global information about

differences due to experience and order of text presentation. The witlùn-subjects effects give

evt.tomce of general comprehension processing, independently of experience or order. The

bctween-by-within interactions are important as indicators of the specific processing

differences that characterize the global differences in expertise or the different processing

strategies applied as a function of text order.

Comprehension in Listening and in Interpreting

In theoretical terms, an analysis of the similarities between comprehension in

Iistening and in interpreting would provide a principled basis for examining the extent to

which the results about interpreters generalize to the comprehension of bilinguals cnder

more usual cïrcumstances. It yields information about whether the component processes, or

the particular weighting of component processes, involved in the interpreting task are

specific to interpreting or generalizable to other tasks involving comprehension, particularly

normal Iistening comprehension. In practical terms, such an account can provide useful

information about how the task interferes with interpreters' comprehension. 5ince efficient

comprehension is central to interpreting performance, this information can be used to design

programs of training that will enhance interpreting ability to circumvent task-specific

interference with comprehension. In methodological terms, an account of the relation

between Iistening and interpreting would provide a basis for assessing the adequacy of

simultaneous interpreting as a task environment for studying normal comprehension

processes. It would pennit the assessment of the extent to which the on-line data provided by

interpreting are representative of listening performance as weil.

To address this problem, the present study also investigated a Task contrast (\istening

vs. interpreting) in which bilinguals were given either an interpreting or a listening

comprehension task for the same texts. Again, contrasting these two groups directly avoids

problems of confounds of materials or testing conditions, as weil as of comparability of

particular sets of analyses. This general question about the task-related differences in

comprehension was broken down into the more specific questions !hat follow:
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(i) Is syntaetic processing the same in both tasks?

(u) Is proposition generation the same across tasks?

(Ui) Is processing of the frame structure of the text the same across tasks?

(iv) Is the relative importance of each type of proœssing the same across tasks?

To provide evidence pertaining to these questions, the same text-structure, frame-type

and response-type variables described above were used to provide information about both

what Idnds of information are being processed (text-structure variables) and what sorts of

operations are being applied to that information (response-type variables) in comprehension.

ln order to compare the tasks directly, the analyses were performed on the free recall measure

only, since no comparable on-Iine measure was available for the listening task.

The use of text-structure, response-type and frame-type contrasts within subjects made

it possible to contrast all of these measures across task conditions. This was done by

comparing the inexperienced interpreters and listeners for each of the types of processing

assessed, as well as to see the relative importance of each type of proœssing within groups.

The mixed between- and within-subjects design again made it possible to construct a profile of

processing for each group. The between-subjects effects provide global information about

differences due to task and order of text presentation. The within-subjects effects give

evidence of general comprehension proœssing, independently of task or order. The between­

by-within interactions are important as indicators of the specific processing differences that

charaeterize the global differences in task or the different processing strategies applied as a

function of text order.

To summarize, the processes specific to interpreting skill were investigated by

contrasting experienced with inexperienced interpreters performing simultaneous

interpreting of a narrative and a procedure and then doing a free recall of each immediately

afterwards. Text-structure and response-type variables provided information about

component processes of both groups, as did the factors Text and Text Order. The processes

common to comprehension in listening and in simultaneous interpreting were studied by

contrasting inexperienced interpreters' recall after Iistening and after interpreting. The same

variables were used in analyzing task differences as were used to assess differences due to

experience.
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Method

Subjects
Subjects were sarnpled from two populations: experienced interpreters (n=8) and

inexperienced interpreters (n=16). The two groups are compared in Table 4.1.

Table 4.1

CompariSQn of Groups of Subjects

Group

n
% Females/Males
Mean age
%Eng1ishbetter

.% French better
% Same
Mean hours

interpreting experience

Experienced interpreters

8
751'25
-4S
2S
S)

2S
3830

lnexperienced interpreters

16
31/€a

29
6

€a
25
o

-"!"'J:.. " ~.

.-

The experienced interpreters were professional conference interpreters from the

Montreal area with an average of 3830 hours of active interpreting experience. Given that

under normal conditions professional interpreters work 20 minutes on, 20 minutes off

during a six-hour worldng day, that is 3 hours of interpreting per day, and an active

interpreter might work some 150 days per year, the subjects who participated here had an

average of 8.5 years' interpreting experience. '25% of these subjects gave En~ish as their better

language, 50% gave French, and 25% said they were equally fluent in both. The responses

were the same for the language they preferred to translate into. The group was

predominantly female (75%), and the average age was estimated at 45 years.
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The inexperienced interpreters were bilingual graduate students attending one of the

two English-Ianguage universities in Montreal <McGilI and Concordia). These subjects had

never attempted sirnultaneous interpreting before; 69% of them gave French as their better

language, 6% gave English, and 25% responded that they were equally fluent in both. Note

that even the subject who considered himself Engli'~ dominant uses French at home and

both languages at work, and reports using each language 50% of the time; the French­

dominant subjects estimated they used English (an average of) 49% of the time. Males were

more numerous in this sample (69%), and the average age was 29 years.

Ail subjects appeared to be very proficient in both languages (i.e., balanced bilinguals),

and ail used both languages on a day-to-day basis (t'verall, English 53% and French 47% of the

time). This even division of language use corroborates the assessment that they are balanced

bilinguals. Su1:jects' self~valuations of dominance of one language over another thus c1early

reflect small differences in their functional language skills, especially comprehension. No

further evaluation of subjects' bilingualism was attempted, since in several studies self-rating

proved most highly predictive of performance, especially among highly educated subjects (see

Albert &: ObIer, 1978: 45).

Materials
Two texts (Tables 4.2 and 4.3) were used in order to assess component pr'.:>ce;;ses

dealing with high-level semantic (frame) information. It was thus very important to isolate

frame-Ievel properties as the only important difference between texts, so as to permit the

interpretation that text differences were due primarily to differences in these properties. To

assure the reliability of this contrast, a multidimensional profile of lexical, syntactic, and

semantic properties was construeted and the two texts were equated along each dimension.

(See Appendices A and B for analyses of the experimental texts).

To access rule-based frame generation processes rather than those of frame

instantiation irom prior knowledge (see Frederiksen, 1985), texts on a topic unfamiliar to the

subjects were used. Although about 15% of subjects in each group reported some prior

knowledge of positron emission tomography (the content common to the two texts), and

most had at least heard of the PET scanr-.er, it was often not c1ear if they were confusing it

with the more widely-known computerized axial tomography scanning technique (the CAT

scanl.
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Table 4.2

Exp!!rimental Text Narra liye

1 have a friend narned Alex who is a nuclear physicist, but he works in a public
hospital instead of at some big university's reactor. He spends a lot of his lime shooling
protons at glucose and other things. Alex makes several different isotopes with the old
cyclotron which is in his lab, and he often helps one of the computer programmers who
works in the hospital's brain scanning center. Yesterday 1visited Alex at the hospital.

When 1 found the right office, it was already 10 o'clock. Ale>: was reading a collection
of technica\ articles, but he put his book on a nearby shelf when 1 arrived and he showed me
ail around the labo He tumed on the small cyclotron which was in one corner and made
sorne fluorine isotope te demonstrate how simply it worked. The small machine made noises
while Alex explained what it was doing. Afterwards, Alex made ,;ome terrible coffee. We
tal/:<!d about the local news for a little while, until a staff doctor aslœd for SOIr.c c.ubon-eleven
gh..;.ose in a hurry. He said he would call as saon as he was ready for lt. Ther: he prepared the
next patient for her scan. Alex explained that since the glucose isompe was only hot (or
radioactive) for about a half an hour, he could just set up what was in the lab. He would only
start to make the isotope itse\f when the qoctor called again. Not long after Alex was al!
ready, the doçtor called back to confirm his previou:: request and Alex began to prepare his
magic potion right away. When he had finished it, he checked whether it was hot (or
radioactivei tmough for the scanner. Then we ran up to the scanner room on the third floor,
with the solution in a lead bucket.

The scanner was a big aluminum ring with millions of wires connecting it to a big
computer in the next room. The patient wa.; waiting nervously for an injection on a long
table, with her head inside the ring. As we walked back down the stairs together, Alex
explained that scanners detect gamma rays coming from inside the patient's brain. 1 didn't
really understand very much of what he was talkinS ..bout. It sounded really crazy to me.

After lunch, Alex checked in at the laD. Then we visite<!. his friend Yoshio who ran
the brain scanners computer system. Even before he greeted us, Yoshio pointed at the two
TV screens on a large desk and then asked which image was clearer. Yoshio was working on
a new program to make the images sharper. Then he pointed at another screen with the
same brain image, but it had two handles connected to it, like a video game. He suggested
how we should play around with the handles, and when we moved them, the image changed
in color and brightness. Yoshio explained that it was better for the doctors to manipulate the
color and brightness of the important parts of the image.

The telephone rang, interrupting him. The cali was for Alex. He had to go back to the
lab, and it was lime 1 left, too. We thanked Yoshio for his explanation of the new program,
and walkecl to the main entrance together. Then Alex went to make some other kind of
isotope and 1went to the bank to pay sorne bills. Il was a very interesting visit.
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Table 4.3

Ewerimental Text Pmces!ure

A man goes to visit bis doctor. He complains that his head often aches. He feels
weakness in his arms and nausea. The symptoms make the doctor suspect that the patient
has a brain tumor. He cannot be sure, though, without finding ou~ ·.,hat's happening inside
the patient's skuJ!. How is it possible to discover, causing no damage, what's going on inside
someone's brain? Technology has provided us with a safe way of getting this information:
the PET scanner. Let me explain how it works.

First, the patient is prepared: he lies on his bac:k, his eyes and his ears are covered by
wrapping them with gauze, and his head is secured with plastic pins so it can't move at aJ!.
FinaJ!y, his head is placed inside a donut-shaped machine and he is given an injection of a
radioactive solution. This is made from a kind of glucose with a radioactive marker attached
to sorne of its molecules. The marker is usually a carbon isotope produced in a cyclotron.
This apparatus shoots protons into the nuclei of carbon atoms so they end up with an extra
proton. This makes the atoms unstable, but only for a while: after half an hour most of lhem
are normal again. These unstable atoms are attached to the glucose and injected into the
patient's neck.

After the injection, scanning begins. The scanner has gamma ray detectors around
the patient's head. That's why it's shaped like a donut so bis head cm fit in the middle. The
unstable atoms eject positrons 10 become stable again. The positrons each emit IWo gamma
rays when they hit electrons in the patient's tissue, and this is caJ!ed annihilation. The
gamma rays leave the annihilation site in opposite directions and they have enough energy
to leave the brain through the skuJ!. When they hit IWo detectors simultaneously, a signal is
sent to a computer. Because each of the detectors has a tube in front of it, it can only see
straight ahead. Thus p.ach pair of these detectors only gives information about a smaJ! area of
tissue. The scanner then collects these signais and registers which of the detectors they came
from.

When the scanner finishes its job, the computer starts reconstructing an image of the
region that was scanned. A program compares the number of signais sent by each pair of
detectors and those sent by aJ! the others, and then it calculates the number of gamma rays
emitted by each of the regions of the brain. The image appears on a screen as sorne colored
squares that represent a cross-section of the bra:..... and this image is what the doctor interprets
to perform his diagnosis.

5ince the different colors represent different amounts of gamma rays and the rays are
produœd by the radioactive glucose, he can see where the glucose concentrated. Doctors
already know that tumors consume more energy than normal tissue, and U".at they get this
energy from glucose, so the doctor can spot the tumor because it wiJ! have a brighter color.
Other disorders also show typicaJ patterns on the image, and with different isotopes we can
get information about the processes happening in the brain. The isotopes are safe, since
they're only radioactive for a short while. The doctor doesn't have to open the skuJ!, so he
doesn't cause any damage. Thus, this technique aJ!ows him to see what's happening inside
the brain easilyand safely.
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Rate of presentation was controlled at 145 words per minute, for all subjects.

Linguistic PTaperties of the E:rperimental Tats

The leXts were contrasted using a multidimensional profile of lexical, syntactic and

semantic properties. This strategy yields a finer-grained, more reliable comparison across

texts than the similar-length-and-eontent romparison usually found in comprehension

studies using more than one text. Moreover, ail text variables are within-subjects factors (i.e.,

text-variable effects are assessed for each individual), so that sensitive measures can be made

of the contribution of any of these factors to group differences on dependent measures.

Finally, the statistical power lost with the use of a relatively small number of subjects is

partially offset by the level of detail of the analyses used to control text sources of within­

group variance, as seems most appropriate for this type of research, and by the use of the

within-subjects design for text variables.

ContTol of Ie:cù:al equivalence. Lexical equivalence of the IWo texls was assured by

equating them with respect to the numbe:' of words (types and tokens), and the proportion of

c1osed-elass words (types and tokens), as summarized in Table 4.4 below with colurnns for

each text and a difference score (li):

Table 4.4

Summa'Y of Data on Lexical Equivalence of the Experimental Texls

TextTrpe

, The number of word-types refers to !he number of different words (i.e., not induding

repetitions), whereas word-tokens refer to the number of strings of letters delimited by blanks

r7,
;

~,
~

~î
~ -•

1
1

Text Property

Tota! words <toker,o)
Totzl words (types)
Type-token ratio
Proportion of c1osed-class tokens
Proportion of closed-class types
Mean lexical density (words/segment)
Mean word type frequency (per million)
Proportion of fnfrequent words (types)
Proportion of words (types) in bath texls

Method

Narrative

574
231

.40
A9
.26

10.1
1631

.38
.42

Prccedural

579
232

.40

.49

.29
10.2

1728
.44

5
1
o
o
.œ
.1

103
.06
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(i.e., including repetitions). The type-token ratio is a measure of lexical repetitiveness or

variety. SInœ closed-dass words are much more frequent and play a special role in syntactic

parsing and semantic interpretation, their occurrence in the texts was al50 verified. As was

discussed above, frequency is a major detenninant of efficiency of lexical access, 50 mean

ward-type frequency (in occurrences per million) was estimated for each text. Those word­

types with a frequency of 100 or more occurrences (the -1000 most frequently occurring

words) in the Kucera &: Francis 0%7) corpus were assigned the frequencies fOllnd by Kucera

&: Francis. The word-types with a frequency of less !han 100 per miIlion were assigned an

estimated frequency of 10 per miIlion. Mean word-type frequency was then the arithmetic

mean of these frequency scores for each text.

Table 4.4, :"'en, constitutes a profile 'Jf the lexical complexity and diversity of the texts

used, showing thaî the texts were constructed to give them nearly identical profiles. Because

of this similarity, we can conclude that the two texts are, for our purposes, equivalent in

difficuIty of lexical processing.

Control of syn~tic equivalence. Syntactic equivalence of the two texts was assured by

equating them with respect to clause density, the number of segments, clauses, clause

embeddings, and different clause types, as sUIl'.marizecl in Table 4.5 below, with columns for

each text and a difference score (d).

Table 4.5

Summaor of Data on Syntactic Equivalence of 'he Experimental Texts

TextTrpe

Text PropertY Narrative Procedural

(

Total segments
Total clauses
Mean clause density (clauses/segment)
"otal clause embecfdings

Total major clauses
Total bound adjuncts
Total other adjuncts
Total rank-shifted qualifiers
Total rank-shifted noun groups

Methôd

'SI
93
1.7

31

sa
12
7

12
15

'SI
93
1.7

35

51
12
8

11
16

o
o
o
4

1
o
1
1
1
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S~gments are syntactic .mits derived from Winograd's (1972, 1983) description of

clause types. A segment is generally a clause with a finite (tensed, conjugated) main verb

group along with any non-finile clauses attached to it. The segment thus allows for a more

exact definition than the sentence, as weil as providing units of a more homogeneous size

(see Dillinger, 1987). The subjects' interpreting and recall protocols were also segmented

using the same method to provide urJform and comparable units of analysis.

Clauses ar'? traditional units of grammatical analysis and can be iden'ified in a

straightforward manner. To classify them, a set of clause types was defined based on

Winograd (1983 - see Dillinger, 1987). Oause density is measured in units of clauses per

segment, i.e., it is a measure of syntactïc complexity.

Table 4.5, then, constitutes a profile of the syntactïc complexity and diversity of the

texts t.sed, showing that the texts wer~ constructed to give t!lem nearly identical profiles.

Because of this similarity, we can conclude that the two texts are, for our purposes, equivalent

in parsing complexity, or more precisely in the difficulty of constructing syntactic

representations of their units.

Control of directness of semantic interpretation. Formally, semantic interpretation is

a family of functions that maps between syntactic trees and semantic (propositionall nets.

The texts were equivalent with respect to the transparency or directness of this mapping,

using a global measure. This was assured by equating them with respect to the proportion of

direct to indirect surfaœ-to-propositional maps <Narrative: 149 te 49 (3.09); Procedure: 150 to

48 (3.13». Direct mappings were between unembedded clauses and unembedded propositions

or between embedded clauses and embedded propositions; the elements were at the same

level of embedding in bath representatit'''~. Indirect mappings were those that required a

change in level of embedding during interpretation: embedded clauses mapped onto

unembedded propositions or unembedded clauses mapped onto embedded propositions.

It was hypothesized that, when added to the mapping process, the complication of

having to adjust the level of embedding would increase processing difficulty, and that the

cross-classification would malce it possible to explore the nature of the diffi-:ulties associated

with recovering surface-embedded information. This variable was included to investigate

further the weil Icnown effects due to topicalization or staging (Oements, 1979; Marshall &:

Glock, 1978)•
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( Control of proposilional equi"Oalence. Proposition-semantic equivalence of the two

texts was guaranteed by equating them with respect to propositional density and the total

number of propositions, event propositions, stative propositions, and relational propositions,

as summarized in Table 4.6 below, with columns for each text and a difference score (6).

Table 4.6

SUmmary of Data on PrQwsitional Equivalence of the Experimental Texts

TextType

Text PropertY Narrative Procedura\ 6

Total propositions
Mean propositional density (per segment)
Total events
Total statives
Total relationals

198
33

84
72
42

198
33

84
74
40

o
o
o
2
2

(

(

The list of propositions for each text (see Appendices A and El) constitutes a

description (in a specialized metalanguage for propositions) of the concepts and conceptual

relations that are made explicit in the text. The resulting description is a representation of the

shal10w or (nearly) literai interpretation of text content. The propositional metalanguage

used here is that described in Frederiksen (1975, 1986).

E"Oents are propositions in which the head element or predicator is an action or

process, and the arguments are objects involved in the event or its attributes; stati"Oes are

those in which the head element is an object and the arguments are its attributes or other

objects it is related to; relational propositions are those with an algebraic or dependency

relation as head and propositions as arguments (Frederiksen, 1975).

Tab!e 4.6, then, constitutes a profile of the proposition-semantic complexity and

diversity of the texts used, showing that the texts were constructed to give them nearly

identical profiles. Because of this similarity, we can clinc1ude that the two texts are, for our

purposes, equivalent in propositional density and types of proposition.

Control of cohesion. Cohesion designates a class of textual devices that signal some of

the explidt semantic relations between some of the concepts which the text designates. These

devices thus serve as specific markers of the coherence of text content (Halliday &: Hasan,

1976; Dillinger, Bracewel1 &: Fine, 1987). These markers, therefore, play an important role in
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.... constructing inferentia!!inks between the e!ements of the propositiona! representation of text

content. Cohesive equiva!ence or the two texts was assured by equa\!ng them with respect to

the number and types of cohesive elements, as summarized in Table 4.7 below, with columns

for each text and a difference score (A):

Table 4.7

SUmmaIY of data on cohesive ~uivalence of the experimentaI lexts

TextType

Text Property

Total cohesive elements
Proportion cohesives of total words
Mean cohesion density (per segment)
Total referentials
Total conjunctives
Totallexicals
Total other cohesives

Narrative

239
.42

4.2
100

34
101

1

Procedural

241
.42

4.2
100

34
lœ

2

2
o
o
o
o
1
1

~\-

The types of cohesive elements are those of Halliday &< Hasan (1976): referenlials

include pronouns, deictics, etc., conjunctirJes include conjunctions and conjoining

expressions, and lericals include synonyms, antonyms, super- and subordinate terms, etc.

T~ble 4.7, then, constitutes a profile of the cohesive complexity and diversity of the

texts used, showing that the texls were constructed to give them nearly identical profiles,

while maintaining, of course, the same lexical, syntactic and propositiona! profiles. Because of

this similarity, we can conclude that the two texts are, for our purposes, equivaient with

respect to cohesion.

Tables 4.5-4.8 document the strict equivalence of the two texts for non·frame

characteristics. The differences between the texts are ail frame related, and are specified below.

Frllme types. The difference between the experimental texts which is of interest here

is that of the principal frame which the text exemplifies. Th~ two frame types contrasted here

are the narrative and the procedure. Two important aspects of frame structure are (a) how

particular types of propositions are linked together, and (b) how these types and links are

instantiated and distributed among embedded and unembedded clauses and prepositions.

The first is spedfied for the expe!imentaltexts by the frame diagrarns in Aj>pendices C and D,
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as well as the upper panel oi Table 4.8. The second is characterized in the lower panel of Table

4.8 and in Table 4.9 below.

Frame analysis consists in identifying the propositions of the appropriate type or

types, and the relations between these propositions expressed in the text, in order to construct

a semantic network with propositions as nodes and semantic relations (as defined in

Frederiksen, 1975) as links between them. A frame, in the abstract sense used here, is a class

of such semantic networks defined by the type or types of propositions which are the nodes

and the type or types of relations which can link them (see Frederiksen, 1986).

A narrative is a conceptual structure in which events are organized primarily in

terms of their temporal relations, that is, it is essentially a set of events linked by relations of

order and equivalence in time (Frederiksen, 1986). In the frame network (see Appendix Cl,

the X axis corresponds to equivalence in time and the Y axis to order in tirne (higher before

lower).

A procedure is a conceptual structure in which (resultive or goal-directed) events are

organized principally in terms of the part-whole relations between them, that is,

hierarchically (Frederiksen, 1986, 1989b). In the frame network (see Appendix D), the X axis

corresponds to the part-whole relation (parts to the right of wholes) and the Y axis to order in

time (higher before lower).

Directness of mapping, although equivalent overall (as discussed above), varies

considerably across text type. The Narrative text, for example, contained twice as much

information in root propositions as the Procedure (3.21-t0-1 vs. 1.57-to-1 root-to-non-root

propositions), and had four times more information presented in matrix clauses than the

Procedure (1.91-t0-1 vs. 0.45-t0-1 matrix-to-non-matrix clauses). The two texts are, then,

equivalent in semantic parsing complexity overall, but differ on how the information is

distributed by proposition and clause types (see Table 4.8).

Table 4.9 displays a breakdown of the information in Table 4.8 by the frame/non­

frame distinction. In the Narrative, there was a large difference in the distribution of frame

information across clauses, but a much smaller difference in the distribution of non-frar.le

information. Moreover, frame information appeared much more frequen tly in matrix

clauses. In thE- Procedure, on the other hand, the distribution of frame and non-frame

information across clauses was nearly the same, and there was much more information in

embedded clauses.
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..,.. Table 4.8- Su!D!J!Al)' of Data on Frame Çharaeterjstiçs of th.. Experimental Texls

TextTxpe

Tex! Property Narrative Procedural â

Frame/Non-frame propositions 82/116 (0.71) 102/96 (1.06) -<l35

Frame Components Episode" Subprocedure"
Component 1 (Fr/NFr propositions) 18/14 ~/O
Component 2 (Fr/NFr propositions) 32/38 ~/O

Component 3 (Fr/NFr~Opositions) 22/34 33/0
Other propositions (Fr NFr propositions) 10/30 0/96

Directness of mapping"

Root-Matrix propositions (RM1) 116 45 71
NonRoot-Matrix propositions (RM2) 14 16 -2
Root-NonMatrix propositions (RM3) 35 32 3
NonRoot-NonMatrix propositions (RM4) 33 lœ -72

Root/NonRoot propositions 151/47 (321) 121/77 (1.57) 1.64
Matrix/NonMatrix propositions 130/68 (1.91) 61/137 (0.45) 1.46

.....
" The number of propositions constituting frame components was calculated differently for the

two texts. For the Narrative, both frame (Fr) and non-frame (NFr) propositions were counted
for each component; for the Procedure, only frame propositions were counted for each
component.

.. Root-Matrix propositions are root (unembedded) propositions which appear in matrix
(unembedded) clauses. NonRoot-Matrix propositions are embedded propositions in matrix
(unembedded) clauses. Root-NonMatrix propositions are root propositions in embedded
clauses. NonRoot-NonMatrix propositions are embedded propositions in embedded clauses.

Table 4.9

Distribution of Frame Infonn3tion over Matrix pd Embedded Qauses

TextType

Narrative Procedure â

Frame propositions
in matrix clauses 65 29 36
in embedded clauses 17 61 -50

Non-frame propositions
in matrix clauses 65 32 33
in embedded clauses 51 70 -19

Total propositions..... in matrix clauses 130 61 (9
:,~ ~.:

in embedded clauses 68 137 .f:8....
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Rate of presentation. The texls were presented at 145 words per minute (wpm) to aU

subjec:ts, i.e., subjects had 414 msec mean proœssing lime per word. This speed is slower than

the normal rate of spontaneous speaJcing (160-180 wpm; FouH:e &: Sticht, 1%9), but is fast

enough to cause professional interpreters some difficulty. Gerver (1971a,b) reports data

showing that about 75% of the words in his texls were correctly translated at 145 wpm

compared to 98% at 112 wpm (see Figure 4.1 below). Gerver concluded using this criterion

that 112 wpm was the optimal rate of pres.~tation for professional interpreters. ln the present

study the faster rate was chosen to increase deviations from the original text, since they are

the clues from which processing i; inferred.

(

100

80

..
"Il
l: 60
o
"III

40

c

c Shado..,~rs

• Int.r-pr.t.l"s

180160100
o .:t!11-r-....--r--r-.---.-""""""""",---'---'--,-""--""""",

o 120 140
input nte(vpm)

Figure 4.1 Percent correctIy translated or shadowed by
professional interpreters, by rate of presentation (data from
Gerver, 1971a).

Rate was measured in mean words per minute to permit comparison with Gerver's

(1971a,b) study and other discussions of interpreting. However, syllables per second is a much

more precise measure, simply because syUables are much less variable in length (±SO msec)

than words (±5OQ msec). Even by this more refined measure, control of rate was good: the

procedural text was less than 5% faster, because it had more syllables (869 vs. 823) than the

narrative text (see Table 4.10),
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Table4.10

Rate Qf Input. b.Y text

TextTrpe

TQtal syllables

syllables/secQnd
msec/syllable

words/minute

propositions/minute

Narrative

823

3.47
289

145

49.5

Procedure

869

3.67
273

145

49.5

46

.20
16

o
o

A uniform lext-inlemal rate of delivery was assured by marking the text at 10 s

intervals and practicing reading while monitoring a timer until delivery was smooth (there

was Qnly one false start per text) and at the desired rate.

Although the theoretical interest of having such carefully controlled materials is

Qbvious, producing them is tedious, tlme consuming, and anything but practicaI. These IWo

lexis, for example, tQok approximately nine months for one person to produce by hand.

HQwever, the recent development of computer-based tools for text analysls has begun to

rnake it much more practical to produce such materials. 5pecialized high-Ievel programming

languages such as Déredec (Plante, 1985) and sophisticated systems such as CODA-X

(Frederiksen, Décary &: Hoover, 1988) can be used ta generate complex database~ of

information about the texls being used. It may even be possible to automate sorne of the

analyses or use statistical methods to compensate for text differences. Comparisons of texls of

"similar length and content" are cIearly Inadequate when theory generates precise questions

and methods of analysis permit ever more detailed comparisons.

Tasks and procedure
Tasks. 5ubjects were instrueted either to listen to or inlerpret, and afterwards to recall,

each experirnental tex!. They were explicitly instructed not to worry about remembering the

text but to concentrate on understanding or interpretlng it (see Appendix E for instructions).

Bath texts were presented and recalled in English. Interpreting was From English into French.

Presentation of each text lasted approximately four minutes. A short practice text on a related

topic was aIso presented ta aIl subjects for warrn-up (see Appendix E).
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Procedure. Subjects were seated individually in a small, quiet room which was very

simiJar ln appearanœ to an interpreter's booth, equipped with a Fostex X·15 series II four-track

cassette tape recorder and full-sized enc10sed headphones with an unobtrusive Radio Shack

33-1063 miniature lapel microphone clipped to the headphone wire. After a short

introduction presented on tape, subjects listened to or interpreted a two-minute warm-up

text, then the first experimental text. After the first experimental text, they were asked to

provide a recall of it, and took a short break while the experimenter readied the equipment

for the second text. Finally, they listened to or interpreted the second experimental text and

provided a recall. Ali instructions and stimuli were presented binaurally from the left

channel (channel 1) of the stimulus tape. Subjects' interpreting performance, as weil as their

recalls, were recorded on the right channel (channel 2). After the task was completed subjects

were given a short debriefing session to get information on their training, experience and

reactions to the experiment.

DC!1iations from standard practicc. The experimental task in a laboratory setting

seemed to deviate from standard interpreting practice in severa! ways:

1) The task was decontextualized. That is, the text interpreted was not presented in

the context of a particular audience, on a particular sodal occasion such as a conference of

specialists. These communicative parameters were left undefined, and constitute the major

difference between laboratory and natura! conditions. The extent to which this may affect

aetual interpreting performance has not been studied in any detail, although its importance

has been repeatedly emphasized by Seleskovitch (1984) and colleagues. lt is important to bear

in mind, however, that their theorizing is based heavily on the interpretation of spontaneous

speech, in particular dialogue. ln a conversationaI situation, context is obviously much more

important than in interpreting prepared text.

2) It was not possible to see the speaker. This is a particular instance of the difference

pointed out in (1), and subject to the same caveats. Note that ail of the examples used by

Seleskovitch <li: Lederer (1984) to emphasize the importance of contextual variables are cases

in which either deictic reference to the immediate physical situation or speaker/addressee

identity are important, and that neither of these is important in the presentation of a

prepare<! text. Thus, the kind of text chosen and type of social situation Oecture) that was

presupposed both acted to reduce the importance of contextual variables, thus making the
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Iaboratory task much more simiJar to one kind of natural setting than would initially seem to

bethecase.

3) The inte1pteteiS were not allowed to prepare for the task, nor were they allowed to

choose the topie. Interpreters sometimes specialize in, or develop a preference for, given

topies, and in most cases are given the opportunity to do some preparation before interpreting

about a given topie. This difference refers to the raie of prior knowledge in interpreting

performance, a dearly important, although entirely uninvestigated, factor. This does not,

however, malte the experimental task very different from normal practice, for the following

reasons.

On the one hand, interpreters rarely have technical knowledge of topics they are

called upon to interpret; at best they have some general awareness of the area under

discussion, at least in Canada where the market does not make great demands on technical

specia1ization. On the other hand, it is unlikely that in a few days' time an interpreter

untrained in physies, math or chernistry (i.e., the majority) will be able to understand vf:ry

much of any technical topie. Moreover, preparation time is used to become farniliar with the

vocabulary of the area (according to experienced subjects) rather than attempting to

understand theory. This emphasis on the lexical charaeteristics of a given type of technical

text is abo reflected in the widespread use of terminology databases and specialized

dictionaries. The difference, then, between preparing and not preparing for an interpreting

session seems to be one of increasing the subjective frequency of rare words - presumably

with a consequent facilitation of access to them, rather !han increasing prior knowledge.

4) There was no audience. Some subjects reported that an important difference of the

laboratory setting was the absence of an audience. They found the tension and pressure to

perform an important stimulus that was rnissing in the laboratory. The consequences for

proeessing are unknown, but one might expeet little more than a slight decrement in overall

performance because of this difference.

5) 5ubjeets were not paid. The consequences of this difference are, unfortunately,

quite unpredictable.

The main deviations from standard interpreting practice bear on context and prior

preparation. The setting and type of tex! used here (pre-prepared material read in a lecture or

radio broadcast setting) reduced the importance of contextual variables. Preparation would

have emphasized correct terminology, rather !han increasing prior theoretical knowledge.
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Since the translations produced were analyzed for content, correct or incorrect tenninology

(cycloscope for cyclotron, fur example) made Iittle difference in coding. Thus, the differences

between the experimental task and normal practice have been nùninùzed.

Data manipulation
Preparation of protocols. The steps described above yielded 16 interpreting protocols

and 24 free recall protocols for each text. AIl 80 protocols were transcribed inc1uding false

starts, hesitations, etc. and were divided into nu......bered syntactic units (segments) to facilitate

subsequent analyses. French-language protocols were transcnbed by a French-native­

language Iinguist.

Match/Mismatch analysis. In ail comprehension research sorne assessment is made

of the degree to which the response protocol matches/nùsmatches the input text (Ericsson &:

Simon, 1984); this is the fundamental step of generating data from the observations. One

typical, but more detailed than usual, form of this analysis (recall/inference coding, see

Bracewell, Frederiksen &: Frederiksen, 1982) proceeds by categorizing the propositions of the

original text as absent, recalled, inferred, or recalled with inference in the response protacol.

This coding technique has proved to be very useful, and is in fact more detailed and reliable

than many more widely used techniques (e.g., simple presence vs. absence of propositions

judged without reference to explicit criteria). However, the atternpt in the present study to

measure subtle processing differences using a small number of subjects made a more refined

adaptation.of this method necessary.

Rather than matching entire propositions, here the units of comparison were the slot­

filler pairs that constitute each proposition. That is, each slot-filler pair of each proposition in

the input text received a score according to the degree of similarity between it and the

segment in question, using the following ordinal scale of similarity:

if the slot-filler pair was not present in the ~ent (absent>; least sinùlar.

if there was a change of meaning in either the slot or the filler (seman tic
change).

if there was a change in surface form of either the slot or the filler, without a
change in meaning (paraphrase).

if the slot-filler pair appeared in the segment verbatim (tlerbatim); most
simiiar.
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For each proposition, the distance between the response protoeol and the propositions

of the Input text was represented with three measures: (a) the proportion of the original

proposltion's slot·fil1er pairs reproduced with semantic changes, (b) the proportion

paraphrased, anc! (c) the proportion reproduced verbatim.

The response type called lIerbatim merits some comment in dealing with translation

protocols. Obviously, translations are ne'v".. verbatim, but are paraphrases in another

language. However, ln this study, lIerbatim was used to indicate that in translation the same

sentence structure and direct translation-equivalent lexical items were used. Paraphrased

responses were those in which there were meaning-preserving surface changes. Perhaps

more accurate names for these response types mlght be strictly meaning preserlling and

loosely meaning preseTlling; the relative proportions of each type, however, show that this is

not an important dlfference in the present data.

The technique of assessing text similarity introduced here includes the following

refinements ot the Bracewell et al. (1982) method:

(a) the basic units of comparison are smal1er, yie\dlng a finer-grained comparison;

(b) the units are compared with respect to syntactic as weil as semantic differences,

providing more information about the relation between the two texts;

(c) the units are compared using an ordinal rather than nominal scale of simllarity,

which is more appropriate for assessing distance;

(d) the measures for similarity at the level of proposition units are derived from

measures of the similarity of their components, maklng the proposition measure more

precise and detailed as wel1 as redudng the error variance introduced by mlscoding;

(e) simllarity of propositions is assessed along three quasi-continuous dimensions,

rather !han along a single discrete dimension.

(f) the use of an approximately continuous measure (proportion of proposition p),

rather !han a small set of discrete categories, makes error variance more evenly distributed

along the sca\e, darnping any possible effects of coding bias.

The goal of thcse refinements to the coding method is clear: they reduce error

variance introduced by variability in the application of tl'.e coding methods, and thereby

contribute to inereasing the power of the statistical tests usec.I.

Datllbases. The raw data matrices generated by these methods were composed of

vectors of three values assodated with each proposition, for each text, for each subject.
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For each of the experimental leXts a database was constnlcted, using Microsoftœl Excel,

in which each record (row) corresponded to a leXt proposition, and each field (colurnn) to

information about the Iinguistic properties of the leXt, as summarized in the tables above.

This made it simple to generate information about propositions with a given property (e.g.,

those found in matrix or non-m:::::!"( clauses, that were root or non-root propositions, those

found in a segment with n clauses, etc.), as weil as classify propositions by these properties.

Once the raw data matrices were appended to these databases as new fields, generating

dependent measures by performing calculations on classes of propositions became simple

with the database calcul..ôon funcêons built into Microsoftœl Excel. A relational database

management pngram and improvements to the database design, however, would have

made the PI'OC";.iS much more efficient.

Using these databases, a set of nine matrices of dependent measures (see Table 4.12

below) were generated for each set C'f measures (intelpleting and recall), and usee! as input to

the analyses of variance described below.

Design and analyses

Between-subjects Design

The major between-subjects contrasts in the present study, as cited above, are

Experience and Task. The use of Iwo texts also entailed Te;rt Order as a belween-subjects factor.

Experience refers to difference in experience with the interpreting task. One group of

subjects, the High-experienc~ interpreters, had an average of 8.5 years' experience interpreling,

whereas the other groups had none.

The Task factor contrasts the Iwo tasks studied: Iwo group~ oi subjects interpreted, and

another listened to the experimental leXts.

The Task x Experience interaction is not of interest here: the model of comprehension

underlying the study does not predict transfer of experience with the interpreting task to

performance on a listening task. Thus, comparing subjects with and without interpreting

experience on a listening task makes little sense in this theoretical context. Moreover,

because the high-experience subjects are drawn from a very specialized population with

limited availability, it was important to optimize the time spent with them by avoiding the

condition in which experienced interpreters would simply perform a listening task.

Consequently, rather than crossing Task and Experience, three experimental groups were
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used: High-experience interpreters (II =8), Low-<!Xperience interpreters (II =8), and Low­

experience listeners (II = 8). The analyses w~~ :let up with a between-subjects factor called

Group. Two contrasts involving Group were of interest: (a) the planned comparison of

Experience (High-experience interpreters vs. Low-experience interpreters) on both the

interpreting and recall measures, and (b) the contrast of Task (Low-<!Xperience interpreters vs.

Low-experience listeners) for the recall measures only.

Text Order was the last between-subjects factor, contrasting the two orders of text

presentation (narrative-procedure vs. p!ocedure-narrative). The resulting between-subjects

design is shown in Figure 4.2.

Tex/Order
Narrative- Procedure-
Procedure Narrative

-

Group

High-experience
1nterpreters

Low-experience
Interpreters

Low-experience
Listeners

N=4 N=4

interpreting interpreting
IJnd IJnd -
~1J11 ret:IJII

melJsurt!$ melJ,surt!$

N=4 N=4

interpretlng lnterpretlng -IJnd IJnd
~IJII ~IJII -melJ,surt!$ melJSUl'e$

N=4 N-4

~IJI! ret:EII
melJsurt!$ melJ,surt!$

cnly (mly -

Experience
Contrast

Task
Contrast

Method

Figure 4.2 The between-subjects design for the experiment.
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Within-subjects Models

A series of different within-subjects variables were studied by rneans of differ"nt

within-subjects models.

Text (narrative vs. procedure) was introduced to permit assessment of frame-Ievel

processing and ~·..as made a within-subjects factor to increase the sensitivity of the statistical

tests. There was a single rJlrrative/procedure contrast.

Response type (meaning-changing (RTl), paraphrased (RT2), verbatim (RT3)

responses) variables were introduced to assess the class of processing operations applied in

responding to the input. Two contrasts were tested in ail analyses: meaning-preserving

(verbatim plus paraphrased responses) vs. meaning changing responses (RT2+3-1) and

verbatim vs. paraphrased responses (RT3-2).

Text-structure variables were manipulated within texts and controlled across texts. A

separate within-subjects model was used to test the contribution of each in a separate analysis,

as summarized in Table 4.11 below.

Table 4.11

Wjthin-subjects models usp;j in the repeated-measures al1alyses of variance

Analysis Oassification of propositions Within-subjects model

1 Pooled over ail propositions Text x Response type

2 Oause density (C1S) Text x Response type x Os

3 a~use embedding (Mtx) Text x Response type x Mtx

4 froposition ::'ensity (Den) Text x Response type x Den

5 Directness of mapping (RlMtx) Text x Response type x RIMtx

6 Narrative/Non-narrative (FNF(Narr» Response type x FNF

7 Procedural/Non-procedural (FNF~1'roc» Response type x FNF

8 Episodes (Frco(Narr» Response type x Frco

9 Subprocedures (Frco(Proc» Response type x Frco

ClallSt density. Dependent measures were devisecl by categorizing propositions as to

the number of clauses contained in the segment where the proposition was found: 1 clause

per segment vs. 2 clauses per segment vs. 3 or 4 clauses per segment Oow (Os1), medium
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(Os2) and high (C!s3) c1ausal density, respectively), on the assumption that recovery of

information from syntactically more complex segments, especially given the exacting

demands of concurrent tasks on processing resources, would demand greater processing and

hence be associated with decrements in accurac'l of performance. Two contrasts were tested:

Mid-Low clause density (Os2-1) and High-Mid clause density (Cls3-2l.

Clause embedding. Dependent measures were devised by categorizing propositions as

to the level of embedding of the clause in which the proposition wa~ expressed: matrix

(unembedded) vs. non-matrix (embedded) clause, on the assumption :ilat it would require

more processing to recover syntactically embedded, detopicalized information. One contrast

was tested: matrix (Mtx) vs. non-matrix (NMtxl clauses (Mtx-NMtxl.

Propositional density. Dependent measures were devised by categorizing

propositions as to the number of propositions expressed by the segment including them: 1 to

3 propositions per segment vs. 4 propositions per segment vs. 5 to 7 propositions per segment

(low (DenLo), medium (DenMid) and high (DenHil propositional density, respectively), on

the assumption that it would be more difficult te recover information from semantically

more complex segments. Two contrasts were tested: Mid-Low proposition density (DenMid­

Lo) and High-Mid clause density (DenHi-Mid).

Directness of mapping. Dependent measures were devised by cross-categorizing

propositions as to both the level of syntactic embedding of the clause in which the

proposition was expressed (matrix vs. non-matrix clauses) and the level of semantic

embedding of the proposition in the corresponding semantic representation (root

(unembedded) vs. non-root (embedded) propositions), on the assumption that direct maps or

matches (unembedded clause to unembedded proposition (RM1) or embedded clause to

embedded proposition (RM4» would be easier to process than indirect maps or mismatches

(matrix clause te embedded proposition (RM2) or embedded clause to root proposition

(RM3». The Iwo contrasts examined were: (a) belween non-root and root propositions within

matrix clauses (RM2-1 contrastl and (b) non-root and root propositions within non-matrix

clauses (RM4-3 contrast).

Frame l1S. non-frame information. Dependent measures were devised by categorizing

~:."'rositionsby whether or not they were part of the principal frame instantiated by the tex!.

Th"~ frame/non-frame contrast was examined in each text separately, yielding two
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':ontrasts: Narrative vs. non-narrative (FNF(Narr» and Procedural vs. non-procedural

informatl13n (FNF(Proc».

frll7lle componenls. Dependent measures were devised by categorizing propositions

by the frame component they belonged to. Frame components of the narrative were episodes;

of the procedure, subprocedures. The same frame component contrasts were examined in

each text separately, ylelding four contrasts: Episode2-Episode1 (Frc02-l(Narr», Episode3­

Episode2 (Frco3-2(Narr», Procedure2-Procedure1 (Frc02-l(Proc», and Procedure3-Procedure2

(Frco3-2(Proc».

To summarize the design, Table 4.12 displays the major variables controlled and

manipulated in the present study.

Analyses. The matrices of dependent variables generated by the methods described

above were subjected to mixed between and within repeated-measures multivariate analyses

of variance using the Multitlariance VII sta~stical analysis package (Finn &: Bock, 1985). The

interpreting data were analyzed using a between-subjects model of Experience Oow, high) x

Order (narrative-procedure, procedure-narratlve). The recall data were analyzed using two

between-subjects models: Task Œstening, interpreting) x Order (narrative-procedure,

procedure-narrative) and Experience (low, high) x O:'der (narrative-procedure, procedure­

narrative). The dependent measures were the proportion of each proposition reproduced: (a)

with a change in meaning, (b) with paraphrase or (c) verbatim. For ail analyses, there were 4

subjects in each cell of the between-subjects model, for an N of 16. Each betweer.-subjects

model was tested in conjunction with a series of nine within-subjects models (see Table 4.12),

for a total of 660 tests of signifiance. Finally, the criterion for significance was set at a=.05.

Table 4.12

Variables Conlmlled and Manj~uJatedwithjn and betweeo Subjects

Locus

Conlmlled
Variables

Manipulated
Variables

Methôd

Within subjects

rate of presentation
task
text order
text properties across texls

tex! frame type
text properties within texts

Between subjects

ail text properties
text frame type
rate of presentation

experience
task
text order
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Results

Two main sets of analyses were carried out: (a) an assessment of the effects of

Experience and Text structure on interpreting and recall to investigate the nature of

interpreting skill, and (b) a second of the effects of Task and Text structure on recall to

investigate the relationship between comprehension in listening and in interpreting. The

results are presented as follows: (a) first the effects of Experience (as well as of text-structure

variables, Text Frame type and Text Order) on i.\terpreting are reported; then (b) the effects of

these variables on recall are reported; finally (c) the effects of Task (as well as text-structure

variables, Text Frame type, Text Order and Task by Text Order) on recall are reported.

Significant F values are given in tables that are refelled to in the text; complete results of all

analyses are provided in Appendix F.

In the mixed between- and within-subjects design used here, main effects of between­

subjects factors indicate quantitative differences in proœssing across groups, and main effects

of within-subjects factors indicate general qualitative differences in processing of text

structure. Interactions of between and within factors i••dicate qualitative differences in

processing that were associated with between-subjects factors. For example, an interaction of

Experience with variables indexing proposition generation would indicate that the qualitative

differences between the experience groups lie, more specifically, in the component process of

proposition generation. As well, interactions of Text Frame type and text-structure variables

wouId indicate that component processes are differentially important in the context of a

particular frame type and could be interpreted as suggesting that processing of frame

information interacts with processing involving other aspects of text structure. Note that

because the paraphrased responses appeared in very small numbers (approximately 4% of

each text) and showed little variance, the effects of the response type contrast RT3-2 between

verbatim and paraphrased responses were due to variation in verbatim responses alone;
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( hence in plotling the effects of response type, the verbatim and paraphrased responses (Rn

and R1'2) were pooled and Iabelled Nmeaning-preserving responsesN.

The nature of interpreting skill
The E.ffects of E.xp",-ience on Accuracy of Interpreting

Experience had only weak effects on interpreting performa",ce. Overall, high­

experience subjects perforrned more accurately and gave more verbatim responses, ~nd

significantly 50. This seems to be related ta more efficient proposition generation involving

matrix clauses, as indicated by three weak effects and one strong one involving interactions of

experience with Directness of mapping (RM2-1; Table S.l). There were no effects of

Experience x Order on interpreting performance.

Table 5.1

5ummaor of EfiMs of Experience on Inte'1'œtin~

Contrast name F(l,12) p

(

Experience

Exp x RT3-2
Exp x Text x RT2+3-1

Exp x RM2-1
Exp x RM2-lx Text
Exp x RM2-1 x RT3-2
Exp x RM2-1 x RT2+3-lx Text

6.9911

5.7652
53876

7.9886
6.1834
5.6753

12.3588

.0215

.0335

.0387

.0153

.0287

.0347

.0043

l'M.aning­
pr.StrVing
r,spOM.S

Procedure

rneoning­
chonging

ftSpons.S

0.60
N~rretiYe

'1
III
III 0.50..
u•.. 0.40•
III• 0.30..-.•III 0.20l•l 0.10,

0.00
m•.an;n9- m..an;ng-

pr••orving chonging
r.sponso. rospon•••

R.spo.,.. T".
+ High-.xp.ritnct, RH! .. L.....-.xp....nc., RH!
_ High-.xptrl.nct, RH2 _ L.w-.xptrltnc., RM2

Figure 5.1· Interactions of Experience, Tex!, Directness of mapping and Response type.

(
• Note: In this and subsequent figures, N%N symbolizes NproportionNrather !han Npercenr.
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Figure 5.1 summarizes graphically the effects of Experience on interpreting

j:oerformance, and sorne of its interactions. In general, high-experience subjects (white

symbols) produced more meanil"g-preserving responses !han low-experience subjects (black

symbols); and slightly more meaning-changing responses for the narrative as weil. Overall,

more of the narrative text was responded to. The root proposItions in matrix clauses (RMl _

square symbols) were processed more than the non-root propositions in matrix clauses (RM2

- diamond-shaped symbols) for the narrative but the 0pi'Osite was true for the procedure,

and Experience tended te exaggerate the differences.

Figure 5.2 illustrates the similarities between the Experience groups. Again the high­

experience subjects (white symbols) produced more responses overall than the low­

experience subjects (black symbols). There were differences between texts, in particular the

procedure, for root propositions in matrix clauses (RMl), but no differences for non-root

propositions (RM2). Quantitatively there was an overall difference of approximately 16%, but

qualitatively, the pattern of subjects' responses was nearly identicaJ.

0.80

"":: 0.70..
~ O.SO
o
lO.SO..
:; 0.40,...
'Iii 0.30
o -Go High-.xp.ri.nc., N~..~tiv.
t 0.20 _ High-,xpfrifnc., P".cfdu...
~... • LOw-fxpfri.nc., N~....~tiv.
III 0.10 ... LOW-fxp.rifnc., P"ocfdur-f

0.00 ..1-_........ ........_

Root Non-root
pl'"opositions p..opositions

Dinetnus .f Mappin9
(Yitllin Matrix clausu)

Figure 5.2 Interactions of Experience, Text and Directness of mapping.

The weak effects of between-subjects factors indicate small quantitative differences in

processing across the Experience groups, whereas the relative absence of interactions of

between and within factors indicates few qualitative differences, except for the subprocess of

proposition generation. Note!hat no other between-by-within interactions were significant,

suggesting !hat high- and low-experienee subjects were processing the texts in the same way,

although the high-experience subjects were perfonning more accurately.
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(
The E.ffec~ of Tat-structure Variables on Accuracy of Intcrpre/ing

Syntac/ic proccssing. Text structure generally had strong effects on interpreting

accuracy. independently of any interaction with Experience. Syntactic variables had a weak

overall effect on interpreting, and there was a strong interaction of cla'.lse embedding (Mtx­

NMtx) with Text (Table 5.2). There were more meaning-preserving responses for non-matrix

(embedded) clauses for bath texts, but fewer meaning<hanging responses; the differences

were IaT~ for the narrative than for the procedure (Figure 5.3).
0.60

0.50

......... 0.40........•:; 0.30
0••..-..
0

0.20t
( .....

III
0.10

0.00

_-------aCI'"" _

..

M.tri.. Non-m.trlx
clius.s cl.auSH

~us. E.....cIiIlg
~ N tin ing-prostrVÎng r.sponsos
... N tiv., ing-ch..ging rospons••
.. Proctdur•• m'''ln9-PrtSorving rt.ponst.
.. Proctdur•• m...;ng-chonging r ••ponso.

Figure 5.3 Interactions of Oause embedding, Text and Response type.

Table 5.2

Summ;uy of Effec!s of $yntactic Proœssing Variables on Inte'l'retini:

Contrastname F(l,12) P

Cause Density
053-2 7.€l:Xi7 .0174
052-1 xText 8.2180 .0142

Cause Embedding

(
Mtx-NMtx x Text 17.1142 .0014
Mtx-NMtx x Text x RT3-2 65773 .0248
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Proposition generation. The variables indexing proposition generation had very

strong effects on interpreting performance. Propositional density (Den) had very strong

effects for bath the contrast between medium- and low-density (DenMid-Lo) propositions and

that between high- and medium-density (DenHi-Mid) propositions (Table 5.2). ln general,

meaning-preserving responses tended to decrease, and meaning-<:hanging responses tended

to increase, as proposition density increased <Figure 5.4). As weil, there was generally a grealer

proportion of responses for the narrative than for the procedure (Figure 5.5). The clauses

with lower propositional density (DenMid-Lo) interacted more strongly with the Response­

type contrasts, wh>!reas the clauses with higher propositional density (DenHi-Mid) inleracted

more strongly with Text (Table 5.3). The interaction with Response type is due 10 a large drop

in meaning-preserving responses (paraphrase and verbatim) from low- 10 medium-density

propositions (Figure 5.4).
0.60

."

=0.50III
Il
0e 0.40...
III- c: 0.30
0
.~

~
..
.~

~ 020...
olJ0

~ 0.10 III III
0-

~ , 0

0.00
Lo.... 11-3) Hid(4) High l5-7)

Proposition .~nsitlJ

(propositions1Sf9/Tltnt)
oQo Huning-chang;ng nspons.s
- P~,..phru.cl r.spons.s
- V.r1l~tim r.spons.s

Figure 5.4 Interactions of Propositional density and Response type.
Table 5.3

5utnrnaJy of Effects of Proposition Density On Inlewretin~

-••

Contrast name
proposition bëî\Sity

DenMid-Lo
DenHi-Mid
DenMid-Lo x Texl
DenHi-Mid x Text
DenMid-Lo x RT3-2
DenMid-Lo x RT2+3-1
DenHi-Mid x Text x RT3-2
DenHi-Mid x Text x RT2+3-1

F(l,12)

134.7180
11.7727
12.6654
67.71!X>

131.3964
104.9934
37.7185
52.6748

p

.0001

.0050

.0040

.0001

.0001

.0001

.0001

.0001
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o
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(

Mid (4) High (5-7)
Propositioa "ouit,
(propositions/s~m.nt)

-0- Narratin, ml'aning-changing rl'sponsl's
-0- Narrativ., m.aning-pr.s..-ving r.sponsl's
.. Procl'dur., muning-changing r.sponsl's
- Procl'durl', '!'uning-pnsl'rving r.sponsl'S

Figure 55 Interactions of Propositional density, Text and Response type.

The interaction with Text was due to a decrease in meaning-preserving responses

from medium- to high-density propositions (DenHi-Mid) for the narrative, while meaning­

preserving responses increased for the procedure (Figure 55).

Directness of mapping, that is, the root/non-root-proposition contrast within matrix

clauses (RM2-1) vs. within embedded clauses (RM4-3 - Table 5.4), also had very strong effects

on interpreting performance, as weil as strong interactions with Text and the Response-type

contrasts. In general, text differences were apparent for root (unembedded) propositions

(RMI and RM3) but tended to be neutralized in non-root propositions (RM2 and RM4), and

there were more meaning-changing responses to the root propositions than to non-root

(Figure 5.6). The strong interaction of Directness of mapping with Text and the Response-type

contrast for inferential processing (RT2+3-1) was due to an increase in meaning-preserving

responses to matrix clauses (RM2-1) for the procedure in contrast with a decrease for the

narrative; the opposite pattern held for the non-matrix contrast (RM4-3). As weIl, meaning­

changing responses did not differ greatly across text for the matrix contrast (RM2-l), but did

differ for the non-matrix contrast (RM4-3 - Figure 5.6).

(
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Table 5.4

SummaIY of Effeçls of Directness of Magpin~on Intm!Tl:tjn~

Contrast name

Directness of Mapping
RM2-1
RM4-3
RM2-1 xText
RM4-3xText
RM2-1 x RT3-2
RM4-3 x RT3-2
RM2-1 x RT2+3-1
RM2-1 x Text x RT2+3-1
RM4-3 x Text x RT2+3-1

RM1
0.60

'" 0.50..
1ft
1ft..
g 0.40..
CIo
1ft
g 0.30­.....~
1ft
Clgo 0.20..
CIo

- 0.10

RM2

F(U2l

184.7604
131.7132
244.9252
11.9140

178.0147
18.0132

101.5333
7.9555
6.5147

BM3

:

-

p

.0001

.0001

.0001

.0048

.0001

.0012

.0001

.ot55

.0254

RM4

,1/lftt
<~

0.00J...........----r-----~---"T'""-
Root Non-root Root Non-root

propositions propositions propositions propositions

Matrbc clausts Non-Matrix clausts
Dinctnus of HilPpin9

- Narrativt, munill9-changinq rtsponsts
.. Narrativt, mtanill9;lf"tstrVing rtsponsts
-0- Proc.,jurt, mtaning-changing rtsponsts
-0- Proc.,jurt, mtaning-prtstrVing rtsponsts

Figure 5.6 InteractioDS of Directness of Mapping, Text and Response type.
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Framt! Processing. The variables indexing frame processing varied in their effects on

interpretlng: the frame/non-frame variable (FNF) showed strong effects and the frame­

component variable (Frco) showed weak ones (Table 5.5). The Frame/non-frame variable

showed a very strong effect on the narrative, and interacted strongly with Response-type

contrast (RT3-2). For the procedure, there were no main effects of frame/non-frame

information and only a weak interaction of the Frame/non-frame variable with the

Response-type RT2+3-1. In general, there were more meaning-changing responses for the

narrative than the procedure, and more for frame propositions than non-frame. Meaning­

preserving responses only differed for the narrative, in which there were more responses for

the frame than for non-frame propositions (Figure 5.7).

(

0.60

0.50
...
Il....
t 0.40
o.......
g 0.30
.~...~..
o
1'0.20.....
Il

0.10

0.00..1--
M~~ing­

ch~9;n9

r~sporu:u

~~ing­

pr~$,rvin9

r~$pons~$

(

R.SPODS. t,P.
• N~.tiv, 1 Fr..", propositions
• N~.tiv, 1 Non-fr.m, propositions
• Proctdlr~ 1 Fn~ propositions
mProctdlr' 1 Non-fr.me propositions

Figure 5.7 Interactions of Frame/non-frame information, Text and Response type.
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.., Table 5.5

Su!D!llA!Y Qf Effects Qf Frame Processjn~ variables Qn InteIPn:tjn~

Narrative Procedure

Contrast name F(l,12) p F(l,12) P
Frame/nQn-Frame InfQrmatiQn

FNF 66.7674 .0001 <1.0 ns
FNFxRT3-2 14.6537 .0025 <1.0 ns
FNF x RT2+3-1 <1.0 ns 6.9552 .0217

Frame CQmponents
FrcQ2-1 6.4072 .0264 5.3365 .0391
FrcQ2-1 x RT2+3-1 6.1986 .0285 6.5224 .0253

The frame-component contrasts (FrcQ2-1, FrCQ3-2) shQwed parallel weak effects

invQlving meaning-preserving responses tQ the first twQ frame cQrnponents, fQr bath texts

(Figure 5.8).
0.70

-'l
~. ...

Il....
Il..
0.......
c
0.........
III
0...
0.....
lit

0.60

0.50

0.40

0.30

020

0.10

:

0.00..L..--"T"""------,..-------.
2 3

Fr_. compon.nt
-0- N~~tw•• muning-pns.mng ~.sponns

_ N~~tiv•• _~ing-ch~gingnsponns
• P~oc.dur., m.~ing-pnnl"Ving ~.spO/lS.s
_ P~oc.dun, m.~ing-ch~9in9 ~.spons.s

Figure 5.8 InteractiQns Qf Frame components and Response type, fQr bath texts.

The Effects af Text Frame Type on AJ:CIlracy of Interprding

The Text-Frarne-type (Text) CQntrast had a very strong effect Qn accuracy of

interpreting: the narrative was interpreted significantly more accurately than the procedure
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( <Figures 5.9 - 5.11>. Moreover, for the interpreting data, Text Frame type had significant

interactions with text..,tructure variables indexing processing at alllevels (Table 5.6).

Table 5.6

SummaIT of Effects of Text Frame Type on Interoreting

(:

Contrast name

Text

Oause density
TextxOs2-1

Cause embedding
Text x Mtx-NMtx
Text x Mtx-NMtx x RT3-2

Proposition density
Text x DenMid-Lo
Text x DenHi-Mid
Text x DenHi-Mid x RT3-2

. Texl x DenHi·Mid x RT2+3-1

Oirectne5S of mapping
Textx RM2-1
Textx RM4-3
Text x RM2-1 x RT2+3-1
Text x RM4-3 x RT2+3-1

F(l,12> p
40.6818 .0001

8.2180 .0142

17.1142 .0014
6.5m .0248

12.6654 .0040
67.7256 .0001
37.7185 .0001
52.6748 .0001

244.9252 .0001
11.9140 .0048
7.9555 .0155
6.5147 .0254

(

Resu1ts

'" 0.70........g 0.60..
co...= 0.50­..
Il: 0.40}_ -0- Nan"ativ•

.. Prec~\I'"

• 0.00 ...I.T_ ,------r-,----r-,--
Le (1) Mid (2) High (3-4)

Claus- "nsitg
(claus.sls~.nt)

Figure 5.9 Interactions of Text and Cause density.
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Figure 5.9 shows that the interaction of Text and Clause density is due to the

difference in the processing of low·dause-density (Cls2-1) propositions: more low-<lensity

propositions were processed in the narrative !han in the procedure.

Figure 5.10 indicates !hat the interaction of Text and Proposition density is due to lhe

processing of mid-<lensity propositions: considerably fewer responses were given to mid·

density propositions in the procedure than in the narrative.

0.80

..... 0.70........
0 0.60.......
" 0.500
.~....~..
0 0.40...
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1ft 0.30 oQo N~rativt
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1 i 1
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Figure 5.10 Interactions of Text and Proposition density.
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Figure 5.11 Interactions of Text and Dlrectness of Mapping.
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Figure 5.11 shows that the interaction of Text and Directness of Mapping ",as stronger

for the matrix clauses than for non-matrix clauses and the direction of the cffects was

different for the narrative vs. the procedure. I~ ;;~neral, the root/""n-'oot distinction was

more pronounœd for the matrix clauses. For the narrati"e, more information was processed

for the rOl)t propositions than for the non-root (embedded) propositions; for the procedure;

the reverse was true.

Other t:ffects of Text were plotted in Figures 5.1, 5.3 and S.S.

The within-subjects effect of Text indicates gen'!ral quantitative differences in

processing due ta Text Frame type. The interactions of Text and text-structure variables

indicate that aspects of text structure were differentially important in the context of one frame

type or the other. In particular, level of clause embedding was more important in the context

of the narrative, proposition density was moI"! important ta the procedure, and directness of

mapping made a bigger differen,~e in processing the narrative. The frame/non-frame

distinction was aIse more important for the narrative, and there was no difference between

the texls for the frame components (Tables 5.2 - 55).

The Effects of Text Order on Accuracy of Interpreting

There were no effects found of Text Order on accuracy of interpreting.

The Effects of Experience on Recall after Interpreting

There was no main effect of Experience on recall. There were only two weak triple

interactions of Experience with Oause density (as) and Response type (RT; Table 5.7).

Table 5.7

5ummaO' of Effects of Experience on Recall after Inter:pretin~

Contrast name

Experience

Exp x Os3-2 x RT3-2
Exp x C1s3-2 x RT2+3-1

F(1,18)

<1.0

6.4891
6.8964

p

ns

.0203

.0172

(­
'L

Figure 5.12 summarizes graphically the effecls of Experience on recall after

interpreting, and sorne of its inter~~tiol\S. In general, high-experience subjects produced
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- slightly more responses !han low-experienœ subjects, in parti::ular producing more meaning­

preservlng responses for medium-density clauses.

N
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• Lo xp.ri.nc., m.aning-changing r.spons.s
• Lo xp.ri.nc., m.aning-pr.nrving nsponsu
• High ~xp.ri.nc., m.aning-changing r.sponns
l!llI High .xp.ri.nc., muning-pr.nrving nsponns

Figure 5.12 Interactions of Experience, Cause density and Response type.

The Effects of Experience and Text Order on Rec:all

There were only three weak interactions of Experience x Text Order: (a) wilh

Response type (RT), (1) with Proposition density (Den), and (cl with Text by Oause density

(Os) br Response type <RT; Table 5.8).

Table 5.8

SurnmaJ:Y of Effec!s of Experience x Text arder on Recall

Contrasl name RU8) p

ExpxOrd 2.3213 ns

Exp x Ord x RT2+3-1 5.4438 .0315
Exp x Ord x DenHi-Mid 5.3034 .0335
Exp x Orci x Texl x 0s2-1 x RT2+3-1 6.3153 .0218
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Figure 5.13 Interactions of Experience, Text Order and Response type.

Figure 5.13 shows the effects of Experience and Text Order on recall. In particular the low­

experience subjects (black symbols) recalled more accurately if the narrative was tirst, whereas

the high-experience subjects (white symbols) performed better when the procedure was first.

A similar pattern held for meaning-dtanging responses. The fact that there was only one

weak multiple interaction of Experience, Text Order, Text and other variables suggests that

whether a text was presented tirst or second made little difference on recall.

Summary. The main effects of between-subjects factors showed weak quantitative

differences in interpreting associated with Experience and no differences associated with Text

Order: high-experience subjects interpreted more accurately. Moreover, there were no

significant effects of Experience, and only weak effects of Experience by Text Order on recall.

The pattern of weak or absent between-by-within effects involving Experience shows that

there are few qualitative differences between novice and expert interpreters. The main effects

of within-subjects variables showed a pattern of general processing that emphasized

proposition generation and is common to aIl subjects. The fact that text-structure variables

showed such strong main effects in the absence of between-by-within interactions provides

evidence that no specialized processes are involved in interpreting expertise. Rather, expert
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interpreters appear to perform more accurately using the same processes as bilinguals who

have no prior interpreting experience.

The relationship between listening and interpreting
The Effects of Task on Recall

There was no main effect of Task on recal1, and the few interactions of Task and text­

~tructure variables that occurred were relatively weak (Table 5.9). Most of these interactions

involved Response type RT3-2; listeners recalled mid·dause-density propositions much more

accurately than did interpreters (Figure 5.14). The only other significant interactions of Task

were a weak one with directness of mapping (RM) and a strong one with Frame components

(Frco; Table 5.9; Figure 5.15).
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Figure 5.14 Interactions of Task, Oause density and Response type.
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Table 5.9

SUmrnary of Effects of Task on Recall

Contrast naIne

Task

TaskxQs2-l
Task x 052-1 x RT3-2
Task x 053-2 x RT3-2

Task x RM4-3 x Text x RT3-2

H1,18) P
<1.0 ns

5.6519 .0288
15.6339 .0010
5.4852 .0309

5.4951 .0303

Contrast name

Task x Frco3-2

Narrative
H1,18) P
8.8218 .0083

Procedure
F(1,18) P

<1.0 ns

(

Figure 5.15 shows that Iisteners recalled the first episode better than interpreters, that

thcre was Iittle difference for the second episode, but that interpreters recalled the last episode

better. That is, for the Iisteners processing decreased smoothly from the beginlÛng to the end

of the text, perhaps i..dicating decreasing interest in the task or texts. The interpreters, on the

other hand, showed a relatively constant level of processing throughout the text, possibly due

to the fact that interpreting requires more attention to the text.

Episod.
Figure 5.15 Interactions of Task and Frame components for the narrative text.

The Effects of Tat-structure Variables on &cali

Syntactic processing. Text structure generally had strong effects on accuracy of recaII,

independently of Task or Experience. The syntactic variables (CIause density, Clause
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embedding) had weak effects in isolation, but Oause embedding (Mtx-NMtx) had strong

interactions with Text and interacted with Rcsponse type, as weil (Table 5.10).

Table 5.10

SummatY of Effl:s:!s Qf Syntactiç Proçe:;:;jn~ Yariablt:s Qn Reçal!

CQntrast narne m,18) p

Clause density
053-2 4.6473 .0449
052-1 x RT2+3-1 6.4881 .0203

Clause embedding
Mtx-NMtx 5.91œ .0258
Mtx-NMtx x Text 63.2275 .0001
Mtx-NMtx x RT3-2 8.1596 .0105
Mtx-NMtx x RT2+3-1 8.1574 .0105
Mtx-NMtx x Text x RT3-2 20.5400 .0003
Mtx-NMtx x Text x RT2+3-1 9.2831 .0070
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Figure 5.16 Interactions of Clause embedding. Text and Response type.

Figure 5.16 iIIustrates the effects of Oause embedding on recall. Text Frame type

differen= were much smal!er for propositions found in non-matrix clauses. More matrix

propositions were processed in the narrative, but more non-matrix propositions were

reproduced for the procedure.
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Propositioll gelleratioll. The variables indexing proposition generation showed

different patterns of effects on recall. The high-propositional-density contrast (DenHi-Mid)

had a ,trang main effect on recall, and bath density contrasts (DenMid-Lo, DenHi-Mid)

interacted weakly with Text and Response type (Table 5.1ll.

Table 5.11

5ummaO' of Effects of Proposition Densjty on Recall

Contrast name

Proposition density
DenHi-Mid
DenMid-Lo x Text
DenHi-Mid x RT3-2
DenMid-Lo x Text x RT3-2
DenHi-Mid x Text x P.T3-2
DenHi-Mid x Text x RT2+3-1

F(l,18)

26.8859
7.9762
7.0431
5.0509
8.2958
7.8006

p

.0001

.0113

.0162

.0374

.0100

.0121

In Figure 5.17, the general trend is an increase in responses with an increase in

proposition density. There were, however, many more meaning-dlanging responses to the

medium-density propositions of the narrative, and many fewer meaning-preserving

responses (in particular verbatim responses) to the medium-density propositions of the

procedure.

0.20

"" ....... •.. 0.15....
0.......

0.10IIC
0-...-..••• 0.05..•
III

o.oo...l.-_~----....,..-----r--

Lo,", Mid High
ProposUioft d.ftSitll

- N~I'T~tiv., m.~ing-ch~nging r.spons.s
.. N~~tiv.,mnning-pns.rving r.spons.s
-0- ProcKun, m.~ning-ch~gingr.sponsu
000 Proc.dur., m.~ln(rp,..s.rvlngr.spons.s

( Figure 5.17 Interactions of Proposition density, Text and Response type.
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Both directn~f-mapping contrasts (RM2-1, RM4-3) had very strong main effects

and interactions with Text and Response type. The matrix·dause contrast (RM2-l) interacted

very strongly with Text and both Response-type contrasts, while the non-matrix-clause

contrast (RM4-3) interacted only with Response type RT3·2 (Table 5.12).

Table 5.12

Summary of Effects of Directness Qf Mawin~ On Recall

CQntrast name HU8) p
Directness of mapping

RM2-1
RM4-3
RM2-1 xText
RM2-1 x RT3-2
RM4-3 x RT3-2
RM2-1 x RT2+3-1
RM4-3 x Text x RT2+3-1

51.6010
53.2940

149.8441
111.4727

21.2191
114.2œ7

5.4345

.0001

.0001

.0001

.0001

.0003

.0001

.0316
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Figure 5.18 InteractiQns of Directness of Mapping, Text and Response type.

Figure 5.18 shows that there are few differences in the way meaning-changing

inferences are distributed over matrix and non-matrix clauses. On the other band, there were
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( c1ear text differences and a Text by Directness of mapping interaction for the meaning­

preserving respol\5eS: there were more meaning-preserving responses to matrix propositions

in the narrative. but more responses to non-matrix propositions in the procedure. Similarly.

in the narrative there were more responses to direct mappings (root/matrix (RM1) and non­

root/non-matrix (RM4) propositions) than te indirect mappings. but in the procedure there

were more responses to indirect mappings (root/non-matrix (RM2) and non-root/matrix

(RM3) propositions).

Frame processing. The effects of frame-processing variables varied with Text Frame

type. There were very strong effects of the frame/non-frame contrast (FNl') and its

interactions with the Response-type contrasts. but only for recall of the Procedure. There

were no such effects for the Narrative (Table 5.13).

Table 5.13

Summaty of Effects of Frame Processin& Variables on Recall

Narrative Procedure
Contrast name F(l,18) p F(1.18) P

Frame/non-frame information

( FNF <1.0 ns 30.3053 .CXXll
FNF x Rï.:>-2 1.8717 ns 17.0788 .CXXl7
FNF x RT2+3-1 4.0405 ns 8.6828 .0087

Frame components
Frc03-2 <1.0 ns 22.5941 .CXXl2
Frco2-1 x RT3-2 4.4443 .0493 4.9943 .0384
Frco3-2 x RT2+3-1 3.8633 ns 8.9477 .0079

..
:: 0.15..
Il..e..
i 0.10
,~­.~..
t
.. 0.05
Do

Il
-0- NiI"rativ. Fram. information
- NiI"ratlv. Non-fra_ information
.. Proc.clural Fram. information
... Proc~uralNon-fram. inform~'(;on

(
0.00 -'---.....-------,---

M.aning-changing M.anïng-pr.s.rving
r.spons.s r.spons.s

R.spons. t,l,.
Figure 5.19 Interactions of Text. Frame/non-frame information and Response type.
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In Fsgure 5.19 it is clear!hat text differences are greatest for frame information <square

symbols), that is, for just the information !hat defines !hem as different text types. However,

for the procedure more of the information that was classified as non-frame was recalled !han

the frame information, in particular for the meaning-preserving responses.

1

0.15

•........
E 0.10

•....
o---..:. 0.05..
~
l:>o

III

O.OO .......~-----r------,
2 3

Fram. compon.nt
-0- Narrativ., ~aning-changing rupons.s
oQo Narratin, mnning-pns.rving r.sponns
... Proc.clur., m.~ing-changing ruponns
.. Proc.dur., _aning-pr.s.rving r.sponns

Figure 5.20 Interactions of Text, Frame component and Response type.

There were strong effects involving the contrast between the last two frame

components for the Procedure, but again none for the Narrative (Figure 5.20; Table 5.13).

Accuracy of recall dropped sharply from the second to the third subprocedure of the

procedure, but increased from the second t:l the third episode of the narrative. Information

processed in recalI tends to drop from the frame components at the beginning of the text to

those at the end; the only exception was that it increased again for the last episode of the

narrative.

The Effects of Tat Frame Type on Recall

Text Frame type (Text) exerted a very strong main effeet on Recall: the narrative was

recalled better than !he procedure (Figure 5.21). It interacted strongly with clause embedding

(Mtx-NMtx) and with the rnatrb.-clause directness-of-rnapping (RM2-1) contrasts. There were

also interactions with proposition density (Den; Table 5.14).
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( Table 5.14

Summaor of Effects of Text FrameT~ on Becall

Contrast name

Text
Oause embedding

Text x Mtx-NMtx
Text x Mtx-NMtx x RT3-2
Text x Mtx-NMtx x RT2+3-1

Proposition density
Text x DenMi;:l·Lp
Text x DenMid-Lo x RT3-2
Text x DenHi-Mid x RT3-2
Text x DenHi-Mid x RT2+3-1

Directness of Mapping
TextxRM2-1
Text x RM4-3 x RT2+3-1

0.30

F(l,18l P
23.7780 .0002

63.2275 .0001
20..5400 .0003
9.2831 .0070

17.9762 .0113
5.0509 .0374

38.2958 .0100
57.8006 .0121

149.8441 .0001
5.4345 .0316

(: 025

...
Il
VI
VI 020Il.........
VI 0.15l:..••..••
VI..

0.10.........
lit

0.05

0.00
Proc.alln

(

Text fnllle T,pe
Figure 5.21 Propositions proœssed in recall, by Text Frame type.

Other effects of Text Frame type were plotted in Figures 5.16 to 5.20.
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The Effet:1s of Tat Order on Recull

Text Order had no main effect on recaU, but interacted with Text and the directness of

mapping variables (RM2-1, RM4-3; Table 5.15>.

Table 5.15

SummalY of Effects of Text arder on Reçall

Contrast name F(l,18> p
OrdxText
Ord x Text x RT3-2
Ord x Text x RT2+3-1

Ord x Text x RM4-3
Ord x Text x RM2-1 x RT3-2
Ord x Text x RM4-3 x RT3-2
Ord x Text x RM2-1 x RT2+3-1

73456
9.0186
7.672h

8.5593
8.4992

11.œ21
5.1066

.0144

.0077

.0127

.0091

.0093

.0038

.0365

Figure 5.22 shows !hat there is a very slight Text by Text Order effect for the meaning­

changing responses, but a large difference for the meaning-preserving responses: l'eaU of the

narrative is better when il is after the procedure, and meaning-preserving responses to the

procedure are more numerous when it comes after the narrative.

o.os

0.10

.....

0.20

..,
:::
VI 0.15..
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VI
l:
o
.~...~
VI
o...e...
III

0.00.1--.---------r--
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N~rr~t;vt­

Proctdurt
Ttxt Ordtr

.... N~rr~tivt, mun;ng-ch~g;ng rtsponsts
oQo N~~tivt,m.~ning-prtstrv;ngrtsponsts
... Proc~ur.,m.~ing-ch~grtsponsu
.. Procfdun, muning-prtstrVing rtsponsts

Figure 5.22 Interactions of Text order, Text and Response type•
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( TM Effetis of Tas!. lJy Tut arder 011 RecIIU

Task interaeted strongly with Text Order (Table 5.16): recall was more accurate for

inteqneteJs on the second text, but less accurate for listeners.

Table 5.16

Summaor of effects of Task kY Text OrcIer

Contrast name F(l,18) p
TaskxOrd

Task x Ord x Text
Task x 0rcI x RT3-2
Task x Ord x R1'2+3-1
Task x Ord x Text x RT3-2

Task x Ord x RM2-1 x Text
Task x Ord x RM2-1 x RT3-2
Taslt x Ord x RM4-3 x RT3-2
Task x Ord x RM2-1 x R1'2+3-1

13.8896

4.5959
15.0278
8.0930
4.7928

13.7940
11.6740
5.9080
8.5421

.0016

.0460

.0012

.otll8

.0420

.0016

.0031

.0258

.0091

0.40

0.20

0.10

~ Listening
.. Interpreting

oz 0.30
VI

=..e...
VI
Cl
o••....
VI
o...
o.....

(

o.oo...L..--.-------.----..------.---

The Task by Text Order interactions are most apparent in Figure 5.23: in the second order,

interpreters' performance improves, but Iisteners' performance improves only for the

procedural text. The interactions with response type were due to a marked decrease in

(
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listeners' verbatim responses when the narrative appeared second. This anomaly. apparentiy

due ta waning in':-rest on the subjects' part, requires further investigation.

0.40

...
Il.. 0.30..
Il..
0.......
c 0.200
.~...~..
0...
0.. 0.10...
III

.....

0.00 .......-,.-----.......---..,..-----~-
First t.xt S••ond t.xt First t.xt S••ond t.xt

NarratiY. Proc.dur.
T.xt Ord.r

-0- List.ning, Root-rnatnx propositions (RMI)
OÔ" List.n;ng, Nonroot-rnatrix propositions (RM2)
.. Int.rpr.ting, Root-rnatrix propositions (RMI)
... Int.rpr.ting, Nonroot-rnatnx propositions (RM2)

Figure 5.24 Interactions of Task, Tex!, Text Order and Directness of Mapping (RM2-1 contrast).

The Directness of mapping RM2-1 contrast (matrix clauses only) interacts with Text

Order differentiy for each task (Figure 5.24): Order affected the RM2-1 contrast more on the

narrative text for the interpreters (black symbols) and more on the procedure for listeners

(white symbols), with the difference greater when the text was second. The interaction for the

RM4-3 contrast is similar, but the difference between root and non-root propositions is less

marked, and once again, the interactions with response type are due ta variations in verbatim

responses, 50 are not plotted.

Summary. There was no main effect of Task and few interactions of Task with text­

structure variables on recall. There was no main effect of Text Order, but there were strong

effects of the Task x Text Order interaction. The main effects of within-subjects variables

showed a pattern of generaI processing that emphasized proposition generation. The absence

of effects involving Task and the weak or absent between-by-within effects involving Task

shows !hat there are few differences between listeners and interpreters in recaiI.
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Discussion

Although one of the most important characteristics of simultaneous interpreting is its

extreme complexity, it is common to see the task carried out not only routinely but weil. The

present study W2S concerned, in most general terms, with how this is done. In particular, two

aspects of this question were investigated: (a) what are the component processes !hat are

specific to interpreting expertise? and (b) what are the similarities and differences between

comprehension during interpreting and normal discourse comprehension?

Skill in simultaneous interpreting
The ~:'mplexity of the interpreting task suggests that experienced interpreters have

rnastered a special set of abilities that are i10t characteristic of bilinguals in general. A

prindpled account of the nature of that ski11 can be useful for improving the training and

performance of interpreters, as we11 as providing theoretical insights about the nature of very

complex discourse processes anà their interactions. This general question about the nature cf

interpreting 2Xpertise was broken down into more specific questions about the extent and

relative import3nce of syntactic processing, proposition generation, and frame-structure

processing components of comprehension during interpreting.

The nature of interpreting skill was investigated by contrasting experienced

interpreters and inexperienced bilinguals interpreting and recalling two texts on an

unfamiliar topic. If interpreting expertise involves special processing, then both main effects

of Experience and interactions of Experience with text-structure variables are to be expected

for the interpreting data. If interpreting expertise diminishes the interference of

simultaneous speaking and listening on reca11, then similar effects are to be expected for the

recall data.
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Experience had a weak quantitative effect on interpreting overall, reflecting the fact

that the experienced interpreters perfonned 16.6% more accurately than the inexperienced

bilinguals in general (M = 57.6% and 41.0% of the text processed, respectively). There were

few interactions of Experience with text-structure variables for the interpreting data, and no

effects of Text Order or interactions of Text Order with text-structure variables. There were

even fewer effects of Experience on recall: r:c main effect and only one interaction to speak of

was found.

The only exceptions to titis general pattern were a weak interaction of Experience with

Directness of mapping in interpreting and another of Experience with Cause density in recall.

Experienced interpreters were more selective in the on-line processing of non-root

propositions in the matrix clauses of the procedure (see Figure 5.2). This suggests that the

experienced subjecb may have learned to be more selective in the surface infonnation they

will process semantically, as a function of the conceptual frame structure that is to be built

with it. That is, the subprocess of proposition generation may be more closely tailored to the

needs of subsequent frame processing for the experienced interpreters. Experienced

interpreters were also more selective in processing mid-elause-density propositions in recall

(see Figure 5.i2), which may be because much of the relevant frame infonnation for the

procedure was found in embedded clauses.

Tt is possible that some of these results might be strengthened with the use of a larger

sample. This, howe' 'er, seems unlikely in view of the fact that the cross-group difference in

experience was intenbonally very large (3830 hours, or 8.5 years), and the vi'.riability of the

subjects' performance overall was very small (for verbatim responses, standard deviations

were 3.3% for high-experience and 4.4% for low-experience subjects). It is also likely that

other results would have been stronger if the materials had been more variable. For example,

Renaud (1989) found that reading times only began to increase substantial1y when

proposition density exceeded 7 propositions/segment, whereas the proposition densities in

the materials used here were al1 7 or below. However, the present materials were purposely

designed to have normal values, so as to reflect normal processing rather than entai! special

strategies than might be involved in understanding unusual texts.

The pattern of results found here is consistent with the view that experienced

interpreters have not acquired any special set of abilities, rather that normal comprehension

processes are more flexible than previously believed. This is supportee! in particular by the
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presence of main effects of Experience and text-structure variables in the absence of any

interactions betVleen them. Thus, 'Ilthough the experienced interpreters performed

quantitatively better, there were no significant between-by-within interactions to signal

qualitative differences betwe..n the groups. The parallel pattern of effects of Experience for

the recall data corroborates this view and aise shows that interpreting does not impair

comprehension.

The view of interpreting as an application of general text-processing ability is aIse

consistent with a view of bilingualism as an extension of the monolingual notion of register.

Just as children and experts speak different sublanguages with their colleagues, superiors and

juniors, se bilinguals speak even more differentiated language varieties with the people in

the different social groups they belong to. Code-switching behavior among bilinguals aIse

suggests that lexical items and sentence structures in different languages are seen as

synonyms or near equivalents that are simply more appropriate in one context or another.

AlI of this corroborates a view of bilingualism as a natural phenomenon, rather than a

specialized skill.

Figure 6.1 depicts performance by experience group as a function of the text-structure

variables assessed. The parallelism of the two Iines reflects the absence of major group

differences; the deviations from parallelism indicate the srnall differences in processing that

were found. Note that experience-related differences only began to appear for the processing

of the procedural frame information, and the only significant interaction of Experience was

with the Directness of rnapping variables. The generation of meaning-ehanging responses

was more similar across groups than the generation of meaning-preserving responses,

although the experienced interpreters still showed an advantage overall.
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Figure 6.1 Interpreting perfnrmance (means) by Experience, Text-structure and Response-type
variables.

Note that the results discussed here refer to the simultaneous interpreting of prepared

texts in a conference setting, and may not be generalizable to interpreting more spontaneous

dialogue or debates. Conversational text is different from the materials used here in that it is

generally less exp!icit and less predictable, 50 its processing makes greater demands on prior

knowledge and inference generation. Moreover, Frederiksen (lg89a) argues that the

processing of different text types is independent of general comprehension skill, 50 that it is

possible that ,ln interpreter may work weil in the booth with the types of pre-prepared

materials used here, but not perform 50 weil with conversational dialogue, or vice versa.

Furthermore, it must be made c1ear that although there were very subtle differences

in the comprehension proœsses used by experienced and inexperienced subjects, this does not

mean that they may not be important. Many of the differences appeared in relation to the
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more difficult procedural text, and showed up under very specific conditions, whieh suggests

that any special comprehension abilities of experienced interpreters may only appear clearly

with more difficult materials or at faster rates of presentation. The variables indexing

proposition generation interacted with Experience suggesting that the possible differences

may bear on this poorly understood component of comprehension.

Perhaps even more importantly, it would be misleading to conclude that there are no

differences at ail between expert and novice interpreters: the main finding of this study bears

on the;r comprehension processes only. Expert interpreters may differ from novices

principally with respect to their production processes, whieh have not been studied here. Il is

possible !hat experienced interpreters will show more independence in their production; that

is, the novices will tend to follow the surface features of the original, whereas the experts will

produce target-language texls whose formaI features are nearly independent of those of the

original. The present study suggests precisely that this difference would not be due to

problems in comprehension, but to differences in production ability.

Listening and interpreting
The relation between interpreting and listening was investigated by contrasting

bilinguals with no experience interpreting who recalled two texts on an unfamiliar topic aiter

either interpreting or listening to them. If interpreting interferes with comprehension, then

both main effects of Task and interactions of Task with text-structure variables are to be

expected.

An account of the relation between comprehension during interpreting and during

listening specifies the nature of any task-specific interference with comprehension. Thus, it

may be of use in training interpreters to circumvent this interference. Moreover, it can offer

a principled basis for assessing the adequacy of simultaneous interpreting as a task

environment for studying normal comprehension processes, in particular for evaluating the

extent to which the qualitative on-line data obtained through interpreting is representative of

listening as weil. More specifie questions about the relation between interpreting and

listening were generated !hat addressed the differences in the extent and relative importance

of syntactic processing, proposition generation, and frame-structure processing componenls of

comprehension during interpreting as opposed to listening.
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The results reviewed in the previous section support the view than there is no special

set of abilities which constitute interpreting skill, rather it is characterized by the application

of existing comprehension skills under different circumstances. This leads to the expectation

that there will be few or no effects of task-dependent interference on recall.

There were, in fact, no main effects of Task or Text Orcier (F <1.0, for both). In general,

the Iisteners and interpreters recalled the texts just as accurately (M = 14.8% and 16.2%,

respectively). The only exceptions to this general pattern were the weak interactions of Task

with Clause density and with narrative frame components. Listeners responded more to

mid-clause-density propositions than interpreters (see Figure 5.14), as in the interpreting data,

again perhaps because much of the procedural information was found in embedded clauses.

The (Iow-experience) interpreters, on the other hand, responded n:ore to the last

episode of the narrative than the Iisteners (see Figure 5.15). This seems to be a consequence of

the trend for sequential position to have a negative effect on the recall of Iisteners, but no

effect on the recall of interpreters, in turn ciue to the fact that interpr~ting requires attention

to the whole text, whereas Iisteners' attention seems to have waned as the text progressed.

Note !hat the same arguments cited above with respect to the size of the sample used, apply to

tbis set of analyses as weil.

This pattern of results suggests that there was no task-dependent interference nn

comprehension and retention of the source texts. The absence of Task effects and interactions

of Task with text-structure variables together with strong effects of the text-structure variables

alone provide specific support for this. These resulls are consistent with the results of the first

set of analyses and reinforce the view of interpreting as a natural skill with the same

components as normal discourse comprehension and the same pattern of recall. Thus, these

two sets of analyses provide converging evideC1ce that :nterpreters and Iisteners are

performing the same processes in similar ways.

Although the task comparison was made with low-experience subjects performing

interpreting and Iistening, the results of the first set of analyses suggest that the similarities

between Iisteners and low-experience interpreters will also hold of high-experience

interpreters. This permits the conclusion !hat the similarities across tasks are not due to lack

of experience with the interpreting task, but are general processing requirements of the tasks

involved. Il also suggests !hat the processes !hat listeners use are the same as those ao;sessed

for both high- and low-experience interpreters.
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To summarize, rather than involving a spedal set of comprehension abilities,

expertise in interpreting seems to be made up of the same component processes as listening

comprehension. The nature of the profile of processing that characterizes comprehension

under these drcurnstances is discussed below.

Discourse comprehension
The results of both sets of analyses reviewed above provide evidence that high­

experience interpreters, low-experience interpreters and listeners are using the same text­

comprehension processes and obtaining simila:- results. The very strong main effects of the

text-structure variables for both the interpreting and the recall data thus provide further

evidence in support of the view that interpreting expertise does not involve a special set of

abilities. The results obtained here al50 provide evidence about the nature of the component

processes of discourse comprehension, and are compared with the results of the Frederiksen

and Renaud studies discussed above (Freden~n &: Renaud, 1987; Renaud, 1989) to further

illustrate the similarities with comprehension under more usual conditions (i.e., reading).

Syntactic Processing

Oause density, or number of clauses per syntactic segment, had very little effect on

either interpreting or recall. Renaud (1989) and Frederiksen & Renaud (1987) found the same

result for reading times and recall measures of subjects reading a different procedural tex!.

5ince the range of density (1 to 4 clauses per segment) for Frederiksen and Renaud's materials

as weil as those used here was within the range for normal-to-sitnple texts, it is to be expected

that it would cause subjects little difficulty. Indeed, the fact that clause density made 50 little

difference suggests that syntactic processing of rnatenals of this degree of complexity is highly

automatized, and that specialized syntactic processing strategies are only brought to bœr on

much more complex sentence structures.

Oause embedding had a strong effeet on both interpreting and recall, but only in

interaction with text frame type. This suggests that the importance of clause embedding lies

in its value to signal information that is important to the construction of one or another type

of conceptual structure, rather than as input to autonomous syntactic processing (see

BraceweIl, et al., 1982; Frederiksen, et al., 1987). This interaction of syntactic and frame­

sernantic variables produced a s!rong effect on line in the interpreting task (F(1,12)=17.1142,

pS.OO14l, suggesting that even under such complu task conditions high-level conceptual
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proœsses may be able to influence lower-Ievel Iinguistic processing. Oause embedding aIse

had a weak effect in isolation, but only on recall (F(l,18)=5.9108, pS.0258), which most likely

reflects the much stronger Clause embedding by Text interaction.

In general, these results are consistent with a view in which processing of syntactic

information may proceed in paralle\ with other levels of analysis, but aise raises questions

about the interactions among these processes. Future research might address the specific

natme of the influence of text frame type on clause embedding by investigating different

kinds of frames, frame information, frame components, and different levels of syntactic

embedding.

Proposition genera/ion

The variables indexing proposition generation were ail strong predictors of

interpreting and recall performance.

Propo~ition density, or number of propositions per syntactic segment, indexes the

number of propositions that have to be generated for a particular syntactic unit. Il had very

strong effeets on both interpreting and reeall, both alone and in interaction with Text Frame

type. In the Frederiksen and Renaud studies, proposition density aise had very strong effeets

on reading time and recall, but their materials included denser segments than those used

here. If the denser propositions were eliminated, then there would apparenUy be no effect on

reading time, since most of the effeet they found was localized in the contrast between the

high-density segments, suggesting a threshold phenomenon.

,ne fact t.J,at there were strong effects of proposition density on the on-line measure

(intel'J'reting) here where there were none on the on-line measure in Renaud (1989) may be

due to task-related differences in the relative importance of proposition generation vis-à-vis

other component processes. In particular, the fact that Renaud was using an intentional­

recall task, whereas recall in the present experiment was incidental, may have induced

subjects to weight fTame processing more heavily (hence proposition generation less) in

l'eading than in interpreting.

The directness of mapping variable was used to index the interaction oC topicalization

and proposition generation, in particular the effects of mapping an embedded clause onto

either a root (unembedded) or a non-roct (embedded) proposition. This variable had very

strong effeets on bath interpreting and recall, particu1arly in interaction with text frame type.
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There were large text-depen~~nt differences in processing root propositions, but almost none

for the non-root propositions. In prO\:::5~;ng: the narrative frame, root propositions in matrix

clauses were reproduced more accurately tha:t those in non-matrix clauses. For the

procedure, exactly the opposite was the case. This is CC'lSisir.1l1 wilh the rule-based approach

to frame generation <Frederiksen, 1985) in which different frame grammars lead to selective

processing of different text propositions.

Although this var;able has not been studied before, the results show it to be an

important predictor of performance and deserving of further study. As an index of the

mapping from syntactic to semantic representations, it may be useful for the empirical testing

of cornputational models of proposition generation. Future research clearly needs to address

proposition generation in more detail, since there is very \ittle information available about

the process of mapping between syntactic representations and proposition-semantic ones.

The present research might he extended to address the details of proposition gent:ration by

evaluating the effects of expressing different classes of propositions in different types of

syntactic subtrees, or by the use of more detailed analyses of degrees and types of syntactic and

propositional embedding.

Frame processing

Frame processing was indexed by using the distinction between frame and non-frame

information as weIl as be\ween the different frame components as predictors of interpreting

and recall performance. Text differences were al50 indicative of differences in frame

processing.

Text Frame type exerted strong effects on both interpreting and recall. In both cases,

performance was better on the narrative than on the procedure. Since frame processing

emphasizes the relations between the propositions that have been understood, and the time­

order relations between the events in a narrative usually simply follow the order of

presentation of the clauses in which they are found, the narrative frame should in fact be

simple to process. Contrast this \Vith the procedural frame which is structured around part­

whole relations between propositions, that are not as exp\icitly signalled in the text and 50

must be inferred.

The frame/non-frame-information variable had strong effects only on the narrative

in interpreting, but only for the procedure in recall. Similarly, in the Frederiksen and
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Renaud studies, they found, for a differcnt procedu.-al text, a weak effect on reading time and

a strong effect on recall. The non-frame propositions showed longer reading times, and in

the procedure of the present study were interpreted more accurately. The frame propositions,

however, were the basis of more inferences in bath studies.

Frame components showed weak effects for bath text frames in interpreting, but

stTong effects for the procedure in recall. In the Frederiksen and Renaud studies, on the other

hand, there was a stTong effect of the components of their procedure on reading times and on

recall.

The weak effects of frame components on line suggest that subjects were interpreting

the text as a sequence of events rather than organizing them into more complex structures.

The stTong effects on interpreting of the frame/non-frame variable for the narrative but not

for the procedure provide further evidence for this hypothesis. The fact that the sequence of

events in the text corresponds closely ta the narrative frame structure but not ta the

procedure accounts for the different effects of the frame/nor.-frame variable. The much

stronger frame-component effects in recall suggest that the inferential processes necessary for

processing the procedural frame lI'.ay demand more time or resources than are avai!able on

line.

These results on frame processing show that there are clear differences in difficulty of

processing between the two text frame types. Processing of the narrative on line was

apparently stTaightforward because of tl,e correspondence between the arder of presentation

of the events and their structure in the narrative frame. The procedure was more difficult

because its structure is not made as explicit in the text and the;'efore requires more time and

resourœs than are avai!able on line; in this case, it tao was processed as a sequence of events.

A very important question ta be addressed by future research is that of the nature of

these differences, in particular of frame-constructing inference generation in real time. It is

not clear, for example, whether the procedure could have been processed more efficiently on

line if its structure was more explicitly signalIed, or whether the conceptuaI complexity of the

procedure is the limiting factor. In either case, the tradeoff between explicitness of signaIling

of frame structure and the conceptual complexity that can be processed weIl in real time needs

ta be characterized in detai!.

The very strong interactions of Text Frome type, a high-level conceptual variable,

with "II of the other text-structure variables raises an important question witi'l far-reaching
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theoretical consequences. Do these statistical interactions reflect interactions betwecn

component processes? An affirmative answer would not, however, be compatible with the

strong modularity hypothesis assumcd here. How, then, do the component processes of

comprehension interact? Three possibilities come to mind:

(a) a strong modular system might allow higher-Ievel frame generation or

knowledge integration to exert general control over the amount of (or weighting of)

processing done by other component processes, without violating Fodor's (1983) notion of

informalional encapsulation. Thus, as we have seen, processing a proccdural frame may

require or a1low more syntactic analysis to recover the information in embedded clauses than

a narrative which depends more on the information in matrix clauses. This approach.

however, seems excessively =trictive: why should there not be any qualitative interactions

among components, in particular if they can be executed in parallel?

(b) at the other extreme, a slrategic-interac~ system that proceeàs heuristically ­

which is what van Dijk and Kintsch (1983) seem to propo::e - would apparently allow each

component to influence or be influenced by the others. It is difficult to see, however, how

sUch a model with a heavy emphasis on controlled processing could account for the complex

and highly automatized processes that make up simultaneous interpreting. or to account for

the application of general heuristics to the comprehension of a complex text about a new topic

under interpreting conditions.

(c) a promising middle ground would be a rule-based, algorithmic system postulating

structured interactions among component processes. Qualitative, informar.onal exchange

might be permittcd among processes, but with the requirement that it be so structured and

automatic that il would hardly be open to more than parametric conscious control, thus

rather analogous to computer firmware. One scenario for such an approach is that the results

of sorne computations which have been carried out before the analysis of a sequence s would

be available for the analysis of that segrner.t. In a production-rule system, this would be

tantamount to allowing for mixcd tests on the condition side of the rule. For example, "if the

sequence is part of an embeddcd clause (syntactic test), and contains an event proposition

(semantic test), then attach the proposition to the last node of the frame structure (frame­

generating action)". The theoretical and empirical problem, then, is to uncover the

principles by which the interactions are structured. This seems a more fruitful and directive
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stance for the study of discourse comprehension than to excIude the interaction of

component processes a priori.

Wdghting of campanent prOCl!sses. The results of this study aise suggest that the

component comprehension processes had different relative importance in simultaneous

interpreting, regardless of experience with the task. Since ail of the tests of within-subjects

variables were performed with the same degrees of freedom, the magnitude of the F value for

the main effect can be used as an indicator of the relative importance of the variable tesled.

Figure 6.2 provides a profile of the relative importance of the component processes tested

here. In general, syntactic processing was not weighted heavily in the inlerpreting task.

Instead, semantic processing was more important, in particular the component of proposition

generation. The frame information in the narrative was more salient than in the procedure,

because the subjects were processing the text as a chain of events. A similar pattern was

found for the F values of the recall data, and the pattern of Task effects shows that the weak

effects of frame processing during interpreting are nol indicative of curtailment of processing.
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Figure 6.2 can he seen to suggest !hat the effects of loading the interpreting task - by,

for example, using degraded stimuli, making exœptional requirements of prior knowledge, or

manipulating the characteristics of the intended audience - can he assessed quantitatively.

This may he useful in investigating Ilnder what circumstances differences due to experience

will appear.

Conclusion

The fact that simultaneous interpreting is possible at ail provides evidence for the

modularity and parallel execution of the component processes of discourse comprehension.

The finding here that it is not a special, acquired skill, but an ability that seems to accompany

bilingualism naturally, supports the vit:w that this same modularity and parallelism are

features of text processing generally.

The present study has provided evidence suggesting that:

(a) comprehension in interpreting is not a specialized ability, but the application of an

existing skill under more unusual circumstances;

(h) interpreting does not systematically interfere with discourse comprehension; and

(c) comprehension in interpreting is characlerized by ail of the same component

processes as listening - processing is not curtailed - with an emphasis on semantic

processing, in particular proposition generation.

These findings, if sub~tantiated by further research, will have some important

practical and methodological consequences.

Tney provide principled, empirical support for the intuition current in interpreter

training programs that selection is of the utmost importance. If interpreting skill is a

function more of general text processing ability than of specific training, then selection is

more important than coursework. In particular, if 85 years' experience only affo'lds a 16%

improvement in accuracy of interpreting, then how much of that is provided by formaI

training, and how much formaI training is lIecessary? Indeed, this suggests !hat a program of

training in simultaneous interpreting (assuming the necessary language skills) need he

neither extensive nor complex.

These findings also suggest !hat interpreters' performance is limited by the same

general parameters !hat limit text comprehension in general: the nature of the text itself and

the prior knowledge !hat they can bring to hear on understanding it. If, in general, the main
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factor limiting the efficiency of communication is the differencp. between the knowledge of

the comprehender and the knowledge presupposed by the text, then there are Iwo ways to

improve communication involving an interpreter: (a) the interpreter has to have the same

knowledge as presupPDsed by the speaker, which suggests greater specialization of interpreters

and the inclusion of specific domain knowledge in their training, and (h) the speaker/writer

has to design the text so that the interpreter, rather than the speakers equally knowledgeable

peers, can understand it.

To the extent that the methods used here can be made into a practical procedure, the

evaluation of the accuracy of interpreting performance can he made more objective and

explicit. It is possible, however, that a qualitative analysis of the meaning-ehanging responses

will provide a more interesting tool for evaluating text-processing proficip.ncy; this,

unfortunately, will have to await further theoretical and empirical developments in the

study of the role and nature of inference in comprehension.

The pattern of results found here also has some specifie and important

methodological implications. They strongly suggest that simultaneouE interpreting is similar

enough to normal listening comprehension to serve as a model for the listening task. To the

extent that this is the case, a wide variety of quantitative and qualitative information can be

acquired using simultaneous interpreting as a ta.k environment to study comprehension. In

particular, better methods for analyzing additions and modification of the original text need

to be developed to take advantage of the qualitative information made available with the

task. In this way, a new tool for the study of the qualitative dimensions of comprehension

processing on line will be made available.
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Appendix A
Analysis of Narrative Text

SEGMENT- 1
1 have a friend named Alex who is a nuclear pbrsicist.

CLAUSES: l));CŒDc::-WHQl
PROPOSITIONS:
1 1.0 *POSS* PRT,I,OBJ,FRIEND(TOK num: SUIe l

:mS:PR:S;
2 1.1 [QUlU: [FRIEND(TOK num: SUIe lLlALEX);

*NAMED*
3 1.2 PHYSICIST tRT:WHO;

(TOK num: SlIle l.. 1.3 PHYSICIST RTT:NUCLEAR;
(TOK num: sine l

COHESION:
1.1 1 32 SRI 0 nul! 0
1.2 wbo 22 Rp 1.01 Alex 0

SEGMENT- 2
but he works in a public hospitai instead of at some big university's reactor.

CLAUSES:
PROPOSITIONS:
5 2.0 WORK

6 2.1 HOSPITAL
(TOK num: sine l

DEC

PRT,HE:LOC: *IN*HOSPITAL(TOK num: sine ,.
ms: PRES;
ATT:PUBLlC;

7 2.2 :LOC.*AT*REACTOR(TOKnum:Slnel.
nEe*INSTEAD OF*;

ô 2.3 UNIVERSITY ATT:BIG;
(TOK *SOME*num: sine l

9 2.4 *POSS* pp.r,UNIVERSITY(TOK *SOME*num: sine "
OBJ,REACTOR(TOK num: sine l:;

10 2.5 AnD: 12.0L(2.2l
*INSTEAD*

COHESION:
2.1 but
2.2 he

52 Cv
22Rp

1.02 prev. seg.
1.2 who

1
1
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SEGMENT" 3
He spends a lot o! his time shooting protons at glucose and other things.

DEC(iAjTl

PAT. HE: PAT. 3.1,
mn:-OUR.TIME(DEG:A LOT OF),TnS:PAES;
08J.PROTON(TOK OUm. PL ):LOCo -o1R••AT.
GLUCOSE,THING(TOK OUm. PL), ASPeT. COnT;
ATT:OTHER;

mn: -OUR. TIME;

CLAUSES:
PROPOSITIONS:
11 3.0 SPEND

12 3.1 SHOOT

13 3.2 THING
(TOK oum. PL)

14 3.3 HIS
COHESION:

3·1 he
3.2 bis
3.3 and
3.4 other

22Rp
22Rp
51 Ca
23 Rc

2.2 he
3.1 he
3.01 glucose
3.l:J1 glucose

SEGMENT" 4
Alex makes several di!!erent isotopes With the old cyclotro~ •....hich is in his lab,

Alex
cyclotron
Alex

1.01
4.01
4.1

LOC:.IN.LAB(DEF num. SmC);
PAT: HI S,OBJ: LAB(DEF num. smc ):;

61 L-root
22 Rp
22 Rp

DEC(WHQ)

Alex
which
bis

ACT,ALEX,ISOTOPE(TOK num. SEVERAL),
IIST,.WITH.CYCLOTRON(DEF OUm. StnC)
:TnS:PRES;

ISOTOPES ATT:DIFFERENT;
(TOK OUm. SEVERAL)
CYCLOTRON ATT:OLD;
(DEF OUm. smc )
WHICH
.POSS.

4.1

4.2

16

1ô 4.3
19 4.4
COHESION:

4.1
4.2
4.3

CLAUSES:
PROPOSITIONS:
15 4.0 MAIŒ

~.

"•
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SEGMENT" 5
and he onen helps one of the computer programmers who works in the hospltal's
brain scanning center.

CLAUSES: EC(WHQ(IQ)
PROPOSITIONS:
20 5.0 HELP PAT.HE,REC.ONE(TOK oum. SUlC ):mn.OFTEN;
2~ 5.~ COMPUTER PROGRAMMER CAT,ONE;
22 5.2 WORX PAT,WHO:Loc.*IN*CENTER(DEFOUm.SUlC).

ms: PRES;
23 5.3 CENTER(IlEFnum.smc) Loc.;
24 5.4 SCAN OBJ,BRAIN(GEII):LOC, ;
25 5.5 EQUIU. LOC, [5.31. [5.41;
26 5.6 HOSPITAL PRT,CEN'TER(DEFoum.smc)

(DEF num. SUIe )
COHESION:

5.~ and 5~ Ca 4.02 prey. seg. ~

5·2 he 22 Rp 4.3 bis ~

5.3 who 22Rp 5·0~ programmers 0
5.4 work 6~ L-root 2.0~ work 3
5.5 the 2~ Rd 2.02 hospltal 3
5·6 hospltal 6~ L-root 2.02 hospltal 3

SEGMENT" 6
Yesterday 1 vlsited Alex at the hospital.

CLAUSES:
PROPOSITIONS:
27 6.0 VISIT ACT, I.OBJ: ALEX:TEIll: YESTERDAY,ms: PAST ,

LOC: *AT*HOSPITAL(DEF num. SmC);

DEC

COHESION:
6.~

6.2
6.3
6.4

1
Alex
the
hospital

22 Rp
6~ L-root
2~ Rd
6~ L-root

~.~

4.~

5.6
5.6

1
Alex
hospital
hospital

5
2
~

~

SEGMENT'" 7
When 1 found the right o!!ice,

CLAUSES:
PROPOSITIONS:
2ô 7.0 FIND

29 7.~ OFFICE
(DEF num. smc )

BAJT

PAT, I,OBJ,OFFICE(DEF num. SUlC)
:mn. *WHEN*,ms: PAST ;
ATT:RIGHT;

COHESION:
7.~ when
7.2 1

56 Ct2
22Rp

o
6.~

nul!
1

o
~
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SEGMENT" Ô
it was already 10 o·clock.

CLAUSES:
PROPOSITIONS:
3D ô.o EQUllI, mn.
31 ô.1 ORD:Tml:

.ALREADY.
COHESION:

ô.1 it

DEC

[?Dl, [10 O'CLOCK);
[ J.[1o O'CLOCKI;

31 Exo null

SEGMENT" 9
Alex was reading a collection o! technical articles,

CLAUSES:
PROPOSITIONS:
32 9.0 READ

33 9.1 COLLECTION
(TOK nUIII: SInC )

34 9.2 ARTICLE
(TOK nUIII: PL )

DEC

PRT,ALEX,OBJ,COLLECTION(TOK nUIII: SInC)
:Tns: PRST ,ASPCT, conT;
CRT,ARTICLE(TOK nUIII: PL);

RTT:TECHNICAL;

COHESION:
9.1 Alex 61 L-root 6.2 Alex 3

SEGMENT" 10
but he put his book on a nearby shel!

CLAUSES:
PROPOSITIONS:
35 10.0 PUT

36 10.1 BOOK
(DEF nUIII: SInC )

37 10.2 .POSS.
3ô 10.3 PROll: LOC:

.NEARBY.

DEC

RCT,HE,OBJ.BOOK(DEF nUIII: S1nG),RSLT, 10.1
:TEIII: ,ms: PRST ;
LOC. oON.SHELF("WK nUIII: SInC);

PRT,HIS, OBJ,BOOK:;
[SHELFL [ 1;

COHESION:
10.1 but
10.2 he
10.3 bis

SEGMENT" 11
when 1 arrived

51 Cv
22Rp
22Rp

9.01
9.1

10.2

prev. seg.
Alex
he

1
1
o

CLAUSES: BAJT
PROPOSITIONS:
39 11.0 ARRIVE ACT.I:Tml:.WHEN.,mS:PRST;
40 11.1 EQUllI: TEITI: [1o.ol, [11.01;
COHESION:

11.1 when 55 CU 10.01 prev. seg.
11.2 1 22 Rp 7.2 1
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SEGMENT" 12
and he showed me ail around the labo

DEC

PRT,HE,DBJ, LAB(OEFnum. me >,REC.ME
::OElil ALL AROUND,IDS: PAST;

CLAUSES:
PROPOSITIONS:
..1 12.'" SHOW

COHESION:
12.1 and
12.2 he
12.3 me
12... the
12,5 lab

51 ca
22Rp
22Rp
21 Rd
61 L-root

11."'1
1"'.3
11.2

4."'3
"."'3

prev. seg.
bis
1
lab
lab

1
2
1
~

~

-

SEGMENT" 13
He turned on the smail cyclotron which was in one corner

CLAUSES: DEC(WHQ)
PROPOSITIONS:
..2 13·'" TURN ON ReT.HE,OBJ,CYCLOTRON(OEF num. Sme)

::IDS:PAST;
"3 13.1 CYCLOTRON RTT:SMALL;

(OEF num. smc >.... 13.2 WHICH LOC. *IN*CORNER(TOK num. SmC);
COHESION:

13.1 he 22Rp 12.2 he 1
13.2 the 21 Rd "."'1 cyclotron 9
13.3 cyclotron 61 L-root "."'1 cyclotron 9
13." which 22 Rp 13.3 cyclotron

'"
SEGMENT" 14
and made some flourine isotope to demonstrate how simply it worked.

CLAUSES: SF::DEC(TAJT(WHNG»
PROPOSITIONS:
"5 14.'" MAKE RCT, *AND*,RSLT, ISOTOPE(OEG, SOME>,

GORL.1".2::IDS:PAST;
..6 14.1 ISOTOPE RTT:FLOURINE;

(OEG,SOME)
..7 14.2 DEMONSTRATE THm,14.3:;..~ 14·3 WORK PRT, IT::RTT: SIMPLY,OEG, *HOW*;
COHESION:

14.1 and 51 ca 13."'1 prev. seg. 1
14.2 make 61 L-root "."''' make 1'"
14·3 isotope 61 L-root "."'5 isotope 1'"
14... it 22 Rp 13.3 cyclotron 1
14·5 work 61 L-root 5." work 9
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SEGMENT" 15
The small machine made noises

CLAUSES:
PROPOSITIONS:
49 15.0 MAXE

50 15.1 MACHINE
(DEF nulJl: SlnG )

DEC

PAT.MACHINE(DEF nUlJI: SlnG ),ACT:NOISES
1lTDII: ,lDS: PAST ,ASPer. COnT;
ATT: SMAU.;

COHESION:
15·1
15.2
15·3

the
machine
make

21Rd
63 L-gen
61 L-root

13.3
13.3
14.2

cyclotron
cyclotron
make

2
2
1

SEGMENT" 16
while Alex explained what it was doing.

CLAUSES:
PROPOSITIONS:
51 16.0 EXPLAIN
52 16.1 DO

BAJT(REPNG:WHNG)

PAT.ALEX,THlJI: 16.1:TDII: ,lDS:PRST;
PAT. IT(DEFnulJl: SUlG ),ACT: -WHAT­
:lDS: PRST ,ASPeT. COnf ;
[15.0), [16.0~53 16.2

COHESION:
16.1
16.2
16.3

EQUlU: TEm:

while
Alex
it

55 Ct1
61 L-root
22 Rp

15.01
9.1

15.2

prev. seg.
Alex
machine

1
7
1

SEGMENT" 17
Afterwards, Alex made some terrible coffee.

CLAUSES: DEC
PROPOSITIONS:
54 17.0 MAXE AGT.ALEX,RSLT.COFFEE(DEG: SOME)

:TDII: ,lDS: PRST ;
55 17.1 COFFEE AlT:TERRIBLE;

(DEG:SOME)
56 17.2 DRD:TDII: [16.0), [17.0~

COHESION:
17.1 afterwards 55Ct2 16.01 prev. seg. 1
17.2 Alex 61 L-root 16.2 Alex 1
17·3 make 61 L-root 15·3 make 2

SEGMENT" 1~

We talked about the local news for a little wbüe

PAT. WE,THm.NEWS(GEll)
:TElJI:-DUR*A LITTLE WHILE,IDS:PRST;
ATT:LOCAL;

1Alex17.2

DEC

5~ 1~.1 NEWS(GEn)
COHESION:

1~.1 ~ 22Rp

CLAUSES:
PROPOSITIONS:
57 1M TAU:
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SEGMENT· 19
until a staff doctor asked for sorne carbon-eleven glucose in a hurry.

CLAUSES:
PROPOSITIONS:
59 19.1:l ASK FOR

6l:l 19.1 STAFF
61 19.2

62 19.3 GLUCOSE
(DEG,SOME)

63 19.4 DRD:TEIll:
*UNiIL*

COHESION:
19.1 until
19.2 glucose

BAJT

PIlT,DOCTOR(TOK num. SUlG ),mm. 19.2
:TEIll: ,ms: PAST ;
tAT.DOCTOR(TOK num. SUIe);
OBJ,GLUCOSE(DEG. SOME)
:An:*IN A HURRY*;
ATl:CARBON-ELiVEN;

11 ML [19.l:l~

55 Ct1 1ô.l:l1 prev. seg. 1
61 L-root 3.l:l1 glucose 16

SEGMENT· 2l:l
He said he would call

CLAUSES:
PROPOSITIONS:
64 2l:l.l:l SAY

65 2l:l.1 CALL
COHESION:

2l:l.1 he
2l:l.2 he

DECCREPNG= DEC)

PAT.HE,mm: 2l:l.1,21.l:l,2 1.1,21.2,21.3
:mS:PRST;
PAT.HE:TEIll: ,ms: FUT ,mOD. conD;

22 Rp 19.1:l1 doctor
22 Rp 2l:l.1 he

1
l:l

SEGMENT· 21
as soon as he was ready for it.

1
1
2

prev. seg.
he
glucose

2U1
2l:l.2
19.2

55Cti
22Rp
22Rp

BAJT

ATl:READY:mS: PRST;
OBJ. ITCDEF nUIII: SUIe )1;
[2UL [21.1~

[2l:l.1l. [2U~
conD:*FOR*
EQUlU: TEIll:
*AS SOON AS*

as soon as
he
it

COHESION:
21.1
21.2
21.3

CLAUSES:
PROPOSITIONS:
66 2U HE
67 21.1
6ô 21.2
69 21.3

--
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SEGMENT- 22
Then he prepared the next patient for her scan.

CLAUSES: DEC
PROPOSITIONS:
70 22.0 PREPARE ACT.HE.08J,PATIENT(OEFOum: SUIe).

GOAL *FOR-22.2:rns: PRST;
71 22.1 DRD:TERI: [ 1. [PATIENT(DEF oum: SUle)~

*NEXT*
72 22.2 SCAN OBJ.HER:;
73 22.3 DRD:TERI: [20.01. [22 .ol

*THEN_
COHESION:

22.1 then 55 ct1 21.01 prev. seg. 1
22.2 he 22Rp 21.2 he 1
22.3 her 22 Rp 22.!il1 patient !il
22.4 scan 61 L-root 5·02 scanning 17

SEGMENT- 23
Alex explained that since the glucose isotope was only "hot· (or radioactive) for
about a hal! an hour

CLAUSES: DEC(REPNG:BAjTl
PROPOSITIONS:
7.. 23.0 EXPLAIN PRT:ALEX.THm: 23.1.23.2.23.3.23....

24.0.2".1:rnS: PRST;
75 23.1 ISOTOPE ATl:HOT,RADIOACTIVE:TERI: *OUR-

(OEF OUm: slOe )
76 23.2 ISOTOPE RTl: GLUCOSE;

(OEF OUm: slOe )
77 23.3 ORO: TEm: -DUR- lHALF AN HOURI. [23.1):OEe;

-ONLY-
7ô 23." cooo: [23.1.23.2.23.31. [2 ...0.2 ... 11

*SINCE_
COHESION:

23.1 Alex 61 L-root 17.2 Alex 6
23.2 explain 61 L·root 16.02 explain 7
23.3 since 5" Cc2 0 nu1l 0
23." the 21 Rd 14.3 isotope 9
23.5 glucose 61 L-root 19.2 glucose ..
23.6 isotope_ 61 L·root 14.3 isotope 9
23.7 isotope_ 6.. L-gen 19.2 glucose ..
23.ô ar 52 Cv 23.01 hot 0
23.9 radioactive 62 L-syn 23.01 hot 0
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SEGMENT- 24
he could just set up what was in the lab.

he
setup
the
!ab

DEC(WHNG)

AGT,·HE.OBJ. WHATI:TnS: PRST,mou. CAIl;
Loc. *IN*LAB(OEF num. SUlG);

CLAUSES:
PROPOSITIONS:
79 24.0 SET UP
~O 24.! WHAT
COHESION:

24.!
24.2
24.3
24.4

22Rp
62 L-syn
2Hd
6! L-root

23.1
22.02
12·5
!2.5

Alex
prepare
!ab
!ab

1
2

12
!2

SEGMENT- 25
He would only start to make the isotope itsel!

he
make
the
isotope
itsel!

CLAUSES:
PROPOSITIONS:
~1 25.0 MAXE

COHESION:
25·1
25.2
25·3
25.4
25.5

SEGMENT- 26
when the doctor caIIed again.

CLAUSES:
PROPOSITIONS:
~2 26.0 CALL

~3 26.1 cono:
*WOULD*

DEC(TNG)

AGT.HE,RSLT.I SOTOPE(OEF num. SUlG)
:TEm: ,lOS: FUT , moo. cono ,ASPCT. UlCPT;

22 Rp 24.1 he 2
61 L-root 15.3 make !O
21 Rd 23.6 isotope 2
61 L-root 23.6 isotope 2
22Rp 25.4 isotope 0

BAJT

PAT.DOCTOR(OEF num. SUIG ):TEm: *WHEN*,
TnS:PRST, ASPCT.ITER *AGAIN*;
[26.0L [25.0~

COHESION:
26.1
26.2
26.3
26.4

when
the
doctor
cali

55 Ct1
2Hd
61 L-root
61 L-root

25.01
22.2
!9.01
20.03

prev. seg.
he
doctor
cali

1
4
7
6
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SEGMENT'" 27
Not long after Alex was ail ready,

CLAUSES: BAJT
PROPOSITIONS:
M 27.0 HE ATT:READY,OEG,ALL:TElll: ,Tll5: PRST;
05 27.1 DIFF. TElll: [27.0L [2O.0~

(mot long).AFTER.
COHESION:

27.1
27.2
27·3

aiter
Alex
ready

56Ct2
61 L-root
61 L-root

(J
23.1
21.02

nul!
Alex
ready

(J
4
6

SEGMENT'" 20
the doctor called baek to eonfirm his previous request

CLAUSES:
PROPOSITIONS:
06 20.0 CALL

07 20.1 CONFIRM
00 20.2 REQ\7EST
M 20.3 ORO: TElll:

.PREVIOUS.

DEC(TAJTl

PAT,DOCTOR(DEF OUm: SUIG ),GOAL .TO.20.1
:TEITh ,TllS: PRST ,ASPCT, !TER .BACX.;
THm, 20.2:;
PAT••HIS.:TElll:
[20.21,[ ~

COHESION:
20.1
20.2
20.3
20.4
20·5
20.6

the
doctor
call
his
previous
request

21 Rd
61 L-root
61 L-root
22 Rp
23 Re
62 L-syn

26.3
26.3
26.4
20.2
19.02
19.02

doctor
doctor
call
doctor
ask for
ask for

2
2
2
o
9
9

SEGMENT'" 29
and Alex began to prepare his "magic potion" right away.

CLAUSES:
PROPOSITIONS:
9(J 29.0 PREPARE

91 29.1
92 29.2
COHESION:

29.1
29.2
29.3
29.4
29.5

DEC(TAJT)

AGT.ALEX,OBJ,POTION(DEF OUm: smG)
:ATT:RIGHT AWAY,
TllS: PRST ,ASPCT. DlCPT .BEGiN.;

.POSS. PAT.HIS,OBJ.POTION(OEF OUm: smG ):;
POTION(DEF OUm: SUlG) ATT:MAG IC;

and 51 ca 20.(J1 prev.seg. 1
Alex 61 L-root 27.2 Alex 2
prepare. 61 L-root 22.02 prepare 7
prepare. 62 L-syn 25.2 make 4
his 22Rp 29.2 Alex (J
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SEGMENT'" 30
When he had finished it,

CLAUSES:
PROPOSITIONS:
93 30.0 FINISH

BArr

AGT,HE,ACT: InTEITh *WHEN*,mS: PRST,
ASPeT, COIllP ,ASPCT, CESS;
[30.0). [31.O~94 30.1

COHESION:
30.1
30.2
30.3
30.4

ORD:TDIl:

when
he
finish
it

50 Ct2
22Rp
56 L-ant
22 Rp

o
29.5
29.01
29.3

null
bis
begin
prepare

o
1
1
1

-

SEGMENT'" 31
he checked whether it was "hot" (or radioactive) enough for the scanner.

CLAUSES: DEC(WHNG)
PROPOSITIONS:
95 31.0 CHECK PAT,HE,THITh 31.1:TDIl: ,ms: PRST;
96 31.1 IT ATT:HOT,RADIOACTIVE,DEG: ENOUGH

:ms: PRST ,DlT *WHETHER*;
97 31.2 PAT, SCANNER(DEF nUITh sme );
90 31.3 tOnD: [31.1). [31.2~

COHESION:
31.1 he 22 Rp 30.2 he 1
31.2 it 22Rp 29.02 potion 2
31.3 hot- 61 L-root 23.01 hot 0
31.4 hot- 62 L-syn 23.9 radioactive 0
31.5 radioactive * 61 L-root 23.~ radioactive 0
31.6 radioactive* 62 L-syn 31.3 hot 0
31.7 the 13Npb 22.4 scan 9
31.0 scanner 61 L-root 22.4 scan 9
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SEGMENT" 32
Tben we ran up to the scanner room on the third !loor, with the solution in a l~:l.t!

bucket.

LOC. .oN*FLOOR(DEF num. SUlC);

AT f: SCANNER;

ACT. ,vE,RSU. 32.1,STRTE.*WITH*32.2
nOCa ooIlIIluUP*,mn: " ms: PRST;
LOCaROOM(DEF num: SUlC);
LOCa *IN*BUCIŒT(TOK oum.!)IIIC);

DEC

WE
SOLUTION
(DEF oum. smc )
ROOM
(DEF num. smc )
ROOM
(OEF num. SUlC )
FLOOR (DEF num. smc) ATT:THIRD;

100 32.1
101 32.2

102 32.3

103 32...

10.. 32.5

CLAUSES:
PROPOSITIONS:
99 32.0 RUN

BUCIŒT (TOK num. smc) ATT: LEAD;
DRD:TEIII: [31.OL [32.0l

105 32.6
106 32.7
COHESION:

32.1
32.2
32.3
32...
32.5
32.6
32.7

then
WIl'
the
scanner
room
thE­
solution

57 Ctl
22Rp
13Npb
61 L-root
6.. L-gen
21 Rd
6.. L-sup

31.01
31.1
31.0
31.0

7.01
29.02
29.02

prev.seg.
he
scanner
scanner
office
potion
potion

1
1
1
1

25
3
3

SEGMENT" 33
The scanner was a big aluminum ring with millions of wires connecting it to a big
computer in the next room.

CLAUSES: DEC(IQ)
PROPOSITIONS:
107 33.0 mEnT. [SCANNER(DEF num. smc )L

[33.1.33.n
100 33.1 RING (TOK num. SmC) RTT:BIG;
109 33·2 RING (TOK num. SmC) RTT:ALUMINUM;
110 33.3 CONNECT OBJ. IT,mST. WIRES(TOK num.MILLIONS),

REC.COMPUTER:;
111 33'" COMPUTER RTT:BIG;

(DEF num. smc )
112 33·5 COMPUTER LOCa *IN*ROOM(DEF num. SUlC );

(DEF num. SUlC )
113 33.6 PROII: LOC. [ L [ROOMl

*NEXT*
COHESION:

33.1 the 21 Rd 32... scanner 1
33·2 scanner 61 L-root 32 ... scanner 1
33.3 it 22Rp 33.2 scanner 0
33." computer 61 L-root 5.03 computer 20

,r 33.5 the next 23Rc 32.5 room 1_. 33.6 room 61 L-root 32.5 room 1
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SEGMENT"" 34
Tbe patient was waiting nervously for an injection on a long table, with ber bead
inside the ring.

CLAUSES:
PROPOSITIONS:
114 34.0 WAIT

117 34.3
COHESION:

34.1
34.2
34.3
34.4
34.5

DEC

PRT.HEAD(D"f num. SIne);

the 21 Rd 22.01 patient 12
patient 61 L-root 22.01 patient 12
ber 22 Rp 34.2 patient 0
the 21 Rd 33.01 ring 1
ring 61 L-root 33.01 ring 1

PAT. PATIENT(DEF num. sine ),STRTE. 34.2,
GOAL *FOR*INJECTION:LDC. *ON*TABLE
(TDK num. SUIe ),ATl:NERVOUSLY,
rns: PRST ,ASPer. tonT;

TABLE (TOK num. Sine) ATl: LONG;
HEAD Loc. *INSIDE*RING(DEF num. SIne);
(DEF num. Sine)
BER

34.1
34.2

115
116

SEGMENT"" 35
As we walked back down the stairs tog;~ther,

BArr

PAT. WE:LOC.*DIR* DaWN,
LDC. STAIRS(DEF num. PL ),ATT:TOGETHER,
TEm: *AS*,rns: PRST ,ASPCT. JTEA *BACK*;
[35.01. [36.01

CLAUSES:
PROPOSITIONS:
11ô 35.0 WALK

119 35.1 EQUlU:TEm:
COHESION:

35.1 as
35.2 Wf>

5ô Ct2
22Rp

o
32.2

nul!
we

o
3

-....
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SEGMENT'" 36
Alex explained that scam;~rs detect gamma rays coming !rom inside the patient·s
brain.

CLAUSES: DEC(REPNG:DEC(IQ))
PROPOSITIONS:
120 36.0 EXPLAIN Pl:i;ALEX,THm.3S.1,36.2,36.3,36.4

=l'EITh ,ms: PRST;
121 36.1 DETECT PAT,SCANNER(Cm ),OBJI RAY(TOIl ilUIIl: PL>=;
122 36.2 RAYS ATT:GAMMA;

(TOIl nUIIl: PL)
123 36.3 COME ACT,RAY(TOIl nUIIl: PL).

$OURtE. *INSIDE*BRA;N(OEFnUIIl: SInC )=;
124 36.4 PATIENT PRT,BRAIN(DEF nUIIl: SlnC);

(DEF nUIIl: SInC )
COHESION:

36.1 Alex 61 L-root 27.2 Alex 9
36.2 explain 61 L-root 23.2 explain 13
36.3 scanner 61 L-root 33.2 scanner 3
36.4 the 21 Rd 34.3 her 2
36.5 patient 61 L-root 34.2 patient 2
36.6 brain 61 L-root 5.04 brain 31

SEGMENT'" 37
1 didn·t really understand very much o! what he was talking about.

CLAUSES:
PROPOSITIONS:
125 37.0 UNDERSTAND

DEC(WHNG)

PATII,THm.37.1,37.2
=ms: PRST ,ATT:REALLY,IIEC;
PATIHE,THm: WHAT=ms: PRST ,ASpeT: com;
ATT:MUCH,DEG: VERY;

126 37.1
127 37.2
COHESION:

37.1
37.2
37.3

TALK
WHAT

1
he
talking

22Rp
22Rp
63 L-gen

12.3
36.1
36.2

me
Alex
explain

25
1
1
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SEGMENT" 38
It sounded really crazy to me.

CLAUSES:
PROPOSITIONS:
120 38.0 SOUND
129 38.1 IT
COHESION.

38.1 it
38.2 me

DEC

PAT. ME,THm. 38.1:ms: PRST ;
ATT: CRAZY,DEG. REALLY;

22 Rp 37.01 what
22 Rp 37.1 1

1
1

SEGMENT" 39
A!ter lunch, Alex checked in at the lab

CLAUSES:
PROPOSITIONS:
130 39.0 CHECK IN

DEC

PATI.ALEX:TEITI: ,ms: PRST ,LOC. *AT*LAB
(DEF num: smG );
[LUNCH), [39.0~131 39.1

COHESION:
39.1
39.2
39.3

ORD:TEm:

Alex
the
lab

61 L-root 36.1
21 Rd 12,5
61 L-root 12.5

Alex
lab
!ab

3
27
27

SEGMENT" 40
Then we visited his !riend Yoshio who ran the brai.'! scanner's computer system.

CLAUSES:
PROPOSITIONS:
132 40.0 VISIT

136 40.4
137 40.5
138 40.6
139 40.7
COHESION:

40.1
40.2
40.3
40.4
40.5
40.6
40.7
40.8
40.9
40.10

then 57 CU 39.01 prev. seg. 1
\re 22 Rp 39.1 Alex 1
visit 61 L-Root 6.02 visit 34
ms 22Rp 39.1 Alex 1
!riend 61 L-root 1.03 !riend 39
Who 22Rp 40.01 Yoshio 0
the 21 Rd 32.4 scanner 8
b~ain 61 L-root 36.6 brain 4
scanner 61 L-root 32.4 scanner 8
computer 61 L-root 33.4 computer 7

DEC(WHQ)

AGT. WE,REC,FRIEND(DEF num: Sme)
:TEm: ,TfIS:PRST;
PAT. *HIS*,OBJ.FRIEND(DEF num. sme ):;
lFRIEND), [YOSHIO~
PAT, WHO,OBJ. SYSTEM(DEF num. sme)
:mS:PR5T;

SYSTEM(DEF nUlO: Sme) ATT:COMPUTER;
SCANNER (DEF num: Sme) PRT. SYSTEM(DEF num. Sme);
SCANNER (DEF num: sme) ATT:BRAIN(DEF nUITI: sme);
CR 0: TEITI: [39.0), [40.0~

*POSS*
EQUIU:
RUN

40.1
40.2
40.3

133
134
135
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b&!or&
h&
us

BArr

PAT: HE,REC: US:TEIn: ,ms: PAST ;
[42.01. [41.0~

..
"-

SEGMENT" 41
Ev&n b&!or& h& gr&&tE'd us,

CLAUSES:
PROPOSITIONS:
140 41.0 GREET
141 41.1 ORO:TEffi:
COHESION:

41.1
41.2
41.3

56 Ct2
22 Rp
22 Rp

o
40.6
40.4

null
who
his

1
1
1

SEGMENT" 42
Yoshio pointE'd at th& two TV scr&&ns on a larg& d&sk

CLAUSES: DEC
PROPOSITIONS:
142 42.0 POINT PAT: YOSHIO:LOC. -DiR••AT.SCREEN

(OEFnUm:TWO),TEIn: ,mS:PAST;
143 42.1 SCREEN LOC: .ON.DESK(TOR num: SmC);

(OEF OUm: TWO)
144 42.2 DES:: ATT:LARGE;

(TOR num: SlnC )
145 42.3 SCREEN ATT:TV;

(OEFOUm:TWO)
COHESION:

42.1 Yoshio 61 L-rOot 40.01 Yoshio 2

SEGMENT" 43
and th&n ask&o which imag& was cl&ar&r.

CLAUSES:
PROPOSITIONS:
146 43.0 AS::

SF:DEC(REPNG= INT)

PAT: .AND.,THm: 43.1,43.2,43.3
:TEm: .THEN.,mS: PAST;
CAT. WHICH;

ATT: CLEAR,DEC:
[ 1. [43.2~
[42.01. [43.0~

147 43.1

l'le 43.2
149 43.3
150 43.4
COHESION:

43.1
43·2
43.3

IMAGE
(OEF num: SIDC )
WHICH
ORD:OEC:
ORD:TEIn:

and
th&n
c1&ar&r

51 Ca
57 Ctl
23Rc

42.01
42.01
43.01

pr&v. S&g.
pr&v. S&g.
imag&

1
1
o
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- SEGMENT- 44

.... Yosbio was working on a n~w program to mak~ th~ imag~s sharp~r .

CLAUSES: DEC(TQ)
PROPOSITIONS:
151 44.0 WORKON PAT, YOSHIO,OBJ,PROGRAM:TEIIl:

ms: PRST ,ASPer. conT;
152 44.1 PROGRAM ATl: NEW;
153 ~4.2 CAU, ~MAKE* (PROGRAMl. [44.3,44.4l
154 44.3 IMAGE ATl: SHARP,DEG,

(DEF nUITh PL)
155 44.4 ORD:DEG: [ 1. [44.3l
COHESION:

44.1 Yosbio 61 L-root 42.1 Yosbio 2
44.2 work 61 L-root 14.5 work 30
44.3 program 61 L-root 5·01 programm~r 39
44.4 mak~ 61 L-root 25.2 mak~ 19
44.5 th~ 21 Rd 43.01 imag~ 1
44.6 imag~s 61 L-root 43.01 imag~ 1
44.7 sharp~r 23Rc 44.6 imag~s 0

SEGMENT- 45
Th~n h~ poin~d at anoth~r screen with th~ sam~ brain imag~,

CLAUSES: DEC
PROPOSITIONS;
156 45.0 POINT PAT,HE:LOC, *DIR* *AT*SCREEN

(TOK nUITh SUlG ),TEIIl: *THEN *,ms: PRST ;
157 45.1 SCREEN ATl: ANOTH:ER;

(TOK nUITh smG )
155 45.2 SCREEN PRT. IMAGE(DEF nUITh smG );

(Tl!K nUITh smG )
159 45.3 IMAGE THm: BRAIN(TOK nUITh smG);

(DEF nUITh smG )
160 45.4 mEnT: [45.31. [ l

*SAME*
162 45.5 ORD:TEm: [44.01. [45.01;
COHESION:

45·1 th~n 57 Ct1 44.01 pr~v. s~g. 1
45.2 h~ 22 Rp 44.1 Yosbio 1
45.3 poin~d 61 L-root 42.02 poinW 3
45.4 anoth~r 23Rc 42.03 Scr*Il 3
45.5 scr*n 61 L-root 42.03 scr*n 3
45.6 th~sam~ 23Rc 44.6 imag~s 1
45.7 brain 61 L-root 40.5 brain 5
45·5 imag~ 61 L-root 44.6 imag~s 1

-
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SEGMENT'" 46
but it had two handl~s conn~cwd to it,lik~ a vid~ gam~.

but
it
conn~wd

it
lik~

CLAUSES:
PROPOSITIONS:
162 46.0 IT
163 46.1 CONNECT
164 46.2 PROlI: ATT:
COHESION:

46.1
46.2
46.3
46.4
46.5

DEC(EDQ)

PRTIHANDLE(OEF nUlTl: TWO):mS: PRST;
OBJ. HANDLE(OEFnUlTl:TWO),REC. IT:;
[46.0,46.11, [VIDEO GAME(TOK DUlTl:SUlG»);

54 Cv 45.01 pr~v.s~g 1
22 Rp 45.5 scr*n 1
61 L-root 33.02 conn~t 13
22Rp 46.2 it 0
23Rc 46.4 it 0

SEGMENT" 47
H~ sugg~sWdhow W~ should play around with th~ handl~s,

CLAUSES:
PROPOSITIONS:
165 47.0 SUGGEST
166 47.1 PLAY

AROUND

DEC(REPNG ~ WHNG )

PAT:HE,THm: 47.1:ms: PRST;
PAT: WE,OBJ: *WITH*HANDLE(OEF nUlTl: PL)
:ATT: *HOW*,mDD: RODT *SHOULD*;

COHESION:
47.1
47.2
47.3
47.4

h~

W~

th~

handl~s

22Rp
22 Rp
21 Rd
61 L-root

45.2
47.1
46.01
46.01

h~

h~

handl~s

handl~s

2
o
1
1

SEGMENT" 4ô
and wh~nwe mov~d th~m,

and
wh~n

w~

th~m

BArr

AGT: WE,OBJ:THEM:TElTl: ,ms: PRST ;
[4ô.0), [49.01;

CLAUSES:
PROPOSITIONS:
167 46.0 MOVE
166 46.1 EQUIU: TEIIl:
COHESION:

46.1
46.2
46.3
'lM

53Ca
5ô Ct2
22 Rp
22 Rp

47.01
o

47.2
47.4

prev. s~g.
nu1l
w~

handl~s

1
o
1
1

SEGMENT" 49
th~ lmag~ chang~d in color and brlghtn~ss.

CLAUSES:
PROPOSITIONS:
169 49.0 CHANGE

DEC

lmag~

lmag~

color

21 Rd
61 L-root
53 Ca

OBJ: IMAGE(OEF nUlTl: SUlG ):ATT: *IN*COLOR,
BRIGHTNESS, mn. ,ms: PRST;

th~

lmag~

and

COHESION:
49.1
49.2
49.3
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SEGMENT- 50
Yoshio explained that It was better for the doctors to manlpulate the color and
brlghtness of the Important parts of the Image.

Yoshlo 61 L-root .....1 Yoshio 6
explaln 61 L-root 36.2 explaln 14
it 71 Cat 0 nul! 0
better 23Rc 0 nul! 0
the 21 Rd 26.3 doctor 2 ..
doctors 61 L-root 26.3 doctor 2..
color 61 L-root ..9.01 color 1
and 53 ca 50.7 cùl~ 0
brightness 61 L-root ..9.02 brighmess 1
the 21 Rd ..9.2 Image 1
Image 61 L-root ..9.2 Image 1

,IDS:PRST;

ATI:IMPORTANT;

ATT: GCOD, DEG.
[ 1. [50.6,
[50.11. [50.6);

DEC(REPNGcDEC(TNG)

PAT, YOSHIO,THffi, 50.1.50.5.50.6.50.7.5D.ô
IIDS:PAST;

MANIPULATE PAT, DOCTOR(DEF OUm. pL).
STRTE. 50.2,50.3.5'<1.4:;

PART (DEmUm. PL) ATI:COLOR;
PART (DEF OUm. PL) ATT:BRIGHTNESS, DEG.
IMAGE PRT,PART(DEF OUm. PL>;
(DEF OUm. SIDG )
PART
(DEF OUm. PL )
IT
ORD:DEG:
cono:

171 50.1

172 50.2
173 50.3
17.. 50...

175 50.5

176 50.6
177 50.7
176 5D.ô
COHESION:

50.1
50.2
50.3
50.4
50.5
50.6
50.7
5D.ô
50.9
50.10
50.11

CLAUSES:
PROPOSITIONS:
170 50.0 EXPLAIN

SEGMENT- 51
The telephone rang, interrupting hlm.

DEC(IAJT)

PAT: TELEPHONE(DEF OUm. SIDG ):IDS: PRST;
[51.0], [51.2);
OBJ: HlM:;

CLAUSES:
PROPOSITIONS:
179 51.0 RING
160 51.1 CAU:
161 51.2 INTERRUPT
COHESION:

51.1 mm 22 Rp 50.1 Yoshio 1

SEGMENT- 52
The caU was for Alex.

-
CLAUSES: DEC
PROPOSITIONS:
162 52.0 CALL RECz*FOR*ALEX:IDS:PRST;
COHESION:

52.1 the 21 Rd 51.01 ring 1
52.2 call 13 Npb 51.02 telephone 1
52.3 Alex 61 L-root 39.1 Alex 13
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( SEGMENT" 53
He had to go tack to the lab

CLAUSES:
PROPOSITlONS:
163 53.0 GO

IDS:PRST;

DEC

AGT.HE,GOAL *TO*LAB (DEI' RUm. SlIIG )
:moo. ROOT *HAVE TO*, ASPCT. ITER *BACK*,

and
it
1
leave
~

AGT. I:TEIll: *TIME*,IDS: PRST ;
liT], [5".Ol

COHESION:
53.1 he
53.2 go
53.3 the
53." lab

SEGMENT" 5..
and it was time 1 left, too.

CLAUSES:
PROPOSITIONS:
164 5".0 LEAVE
165 5".1 conD.
COHESION:

5".1
5".2
5".3
5..·..
5".5

22 Rp
6.. L-sup
21 Rd
61 L-root

DEC(WHQ)

53 ca
13Npb
22 Rp
57 L-ant
53Ca

52.3
35.01
39·3
39·3

53.01
o

36.2
1U2
53.01

Alex
wall<
bb
lab

prey. seg.
null
me
arrive
prey. seg.

1
16
14
14

1
o

16
"3

1

(

SEGMENT" 55
We thanked Yoshio for his explanation of the new program,

CLAUSES: DEC
PROPOSITlONS:
166 55.( THANK PAT, WE,REC: YOSHIO,ACT: *FOR*55.1

:IDS:PRST;
167 55·1 EXP LAIN PAT.HIS,THm: 55.2:;
166 55·2 PROGRAM ATT:NEW;
COHESION:

55·1 we 22 Rp 5"·3 1 1
55.2 Yoshio 61 L-root 50.1 Yoshio 5
55.3 bis 22 Rp 55.2 Yoshio 0
55.4 explanation 61 L-root 50.2 explain 5
55.5 the 21 Rd .....3 program 11
55.6 new 61 L-root .....02 new 11
55·7 program 61 L-root .....3 program 11
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- SEGMENT- 56
and walked to the main entrance together.

1
21

3

prev. seg.
walk
go

55.01
35·01
53.2

53 Ca
61 L-root
65 L-gen

SF:DEC

ACT. *A1'<ï)*,GOAL: *TO*ENTRANCE
(DEF OUm. SUlG ):ATT: TOGETHER,ms: PAST;

ENTRANCE(DEF oum. SUlG) ATT: MAIN;

and
walk*
walk*

190 56.1
COHESION:

56.1
56.2
56.3

CLAUSES:
PROPOSITIONS:
1ô9 56.0 WALK

SEGMENT- 57
Then Alex went to make some other kind of isotope

CLAUSES: DEC(TAJT)
PROPOSITIONS:
191 57.0 GO AGT,ALEX,GOAL:*TO*57.1:mS:PRST;
192 57.1 MAIE RSLT.KIND(TOK OUm. SUlG *SOME*);
193 57.2 KIND(TOK OUm. smG *SOME*) ATT:OTHER;
194 57.3 ISOTOPE(GID) OIT,KIND(TOKOUm.SmG*SOME*);
195 57.4 ORD:TEffi: [56.01. [57.0~

COHESION:
57.1 then 57 et1 56.01 prev. seg. 1
57.2 Alex 61 L-root 52.3 Alex 5
57.3 go* 61 L-root 53.2 go 4
57.4 go* 64 L-sup 56.3 walk 1
57.5 make 61 L-root 44.4 make 13
57.6 other 23Rc 19.2 glucose 3ô
57.7 isotope 61 L-root 23.6 isotope 34

SEGMENT- 5ô
and 1went to the bank to pay some bills.

1
4
1

prev. seg.
1
go

57.01
54·3
57.3

53 ca
22Rp
61 L-root

OBJ.BILL(TOK OUm. SOME):;

DEC(TAJT)

and
1
go

197 5ô.1
COHESION:

5ô.1
5ô.2
5ô.3

CLAUSES:
PROPOSITIONS:
196 5M GO

TOS:PRST;
PAY

SEGMENT- 59
It was a very interesting visit.

CLAUSES:
PROPOSITIONS:
19ô 59.0 VISIT
COHESION:

59.1 it
59.2 visit

DEC

:RTT: INTERESTING,DEG:VERY, ms: PRST;

22 Rp 6.02 visit 53
61 L-root 40.3 visit 19
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Appendix 8
Analysis of Procedural Text

SEGMENT'" 1
A man gœs to visithis doctor.

DEC(TAjT)

AGT,MAN(TOK OUm. SUlG),
GORL: *TO*1.1:mS: PRES;
OBJ: DOCTOR(DEF OUm. SUlG);
PRT, *HIS*,OBJ,OOCTOR(DEF OUm. SUlG):;

CLAUSES:
PROPOSITIONS:
1 1.0 Go

2 1.1 VISIT
3 1.2 *POSS*
COHESION:

1.1 his 22 Rp 1.01 man

SEGMENT'" 2
He complains that his head often aches.

DEC(REPNG~DEC)

PRTIHE,THm: 2.1:mS: PRES;
PRT,HEAD (DEF OUm. SUlG ):RSPCT,ITER *OFTEN*;
PRT,HEAD(DEF OUm. SUlG);

CLAUSES:
PROPOSITIONS:
.. 2.0 COMPLAIN
5 2.1 ACHE
6 2.2 HIS
COHESION:

2.1 he
2.2 bis

22 Rp
22Rp

1.1
2.1

bis
he

1
o

SEGMENT'" 3
He !eels weakness in his arms and nausea.

1
o
o

DEC

PRT,HE,THm: 3.1.3.2,3.3:TnS: PRES;
ATT: WEAKNESS;

PRT, ARM (DEF OUm. PL );
: ATT:NAUSEA;

22 Rp 2.2 bis
22 Rp 3.1 he
51 Ca 3.01 weakness

he
bis
:md

9 3.2
10 3.3
COHESION:

3.1
3.2
3.3

CLAUSES:
PROPOSITIONS:
7 3.0 FEEL
ô 3.1 ARM

(DEF OUm. PL)
HIS
*FEEL*

(
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SEGMENT- 4
The- symptoms make- the- doctor suspe-ct that the- patie-nt has a brain tumor.

CLAUSES:
PROPOSITIONS:
11 4.0 CIlU, *MAKE*
12 4.1 SUSPECT
1.3 4.2 PATIENT

(DEf num. SlnG)
14 4..3 TUMOR

(TOK num. SlnG )

IiEC(2AJT(WHNG))

[SYMPTOM(DEfnum. PU], [4.n
PAT,DOCTOR(DEf num. SlRG ),THm, 4.2,4..3,4.4:;
PRT,TUMOR(TOK num. SmG);

ATl: /LOC,BRAIN;

COHESION:
4.1
4.2
4..3
4.4
4,5

the­
symptoms
the-
doctor
the-

1.3 Npb
~.3 L-ge-n
21 Rd
61 L-root
21 Rd

.3.01

.3."1
1.I<l2
1."2
1.01

nause-a
nause-a
doctor
doctor
man

1
1
.3
.3
.3

SEGMENT- 5
He- cannot be- sure-, though, without !inding out what·s happe-ning inside- the­
patie-nt·s skull.

CLAUSES: DEC(ING(WHNG))
PROPOSITIONS:
15 5.0 *PEEL* PAT. HE:ATl: SURE,TnS: PRES ,mOD: CIIII ,REG;
16 5.1 FIND OUT ACT: 5.2:REG *WI'iHOUT*;
17 5.2 HAPPEN ACT: WHAT:Lot. *INSIDE*SKULL

(DEf num. SmG), TnS: PRES,ASPCT: COnT;
1ô 5..3 PATIENT PRT, SKULL(DEf num. SlnG ):;

(DEF num. SlnG)
1-; 5.4 cono: [5.1,5.2,5..3], [5.0);

*WITHOUT*
COHESION:

5.1 he- 22Rp 4.4 doctor 1
5·2 though 52 Cv 4.01 pre-v. se-g. 1
5·.3 the- 21 Rd 4.02 patie-nt 1
5.4 patie-nt 61 L-root 4.02 patie-nt 1
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SEGMENT" 6
How is it possible- to discove-r, causing 00 damage-, wbat·s going 00 inside- some-ooe-'s
brain?

CLAUSES:
PROPOSITIONS:
20 6.0 DISCOVER
21 6.1 GO ON

INT(TNG (JAJT- WHNG))

THm. 6.1, RtT: 6.2:;
RtT: *WHAT*:LDta *INSIDE.j)EAIN
(DEF num. SUIe ),ms: PRES,ASPtT. conT;
[ 1. [6.3);
nEC *NO*;
PRT.BRAIN(DEF num. SUIe);
[6.0). [6.2 ):mOD. QURUPOSSIBLE;
[?HOW). [6,5);

22 6.2
23 6.3
24 6.4
25 6,5
26 6.6
COHESION:

6.1
6.2
6.3
6.4

CAU.
DAMAGE
SOMEONE
AllO.
tOnD,

it
go 00

some-ooe­
brain

71 Cat
62 L-syo
63 L-ge-n
61 L-root

o null
5.01 happe-n
5.4 patie-ot
4.03 brain

o
1
1
2

SEGMENT" 7
T€'Chnology bas provide-d us With <'! sa!e- "";"'y ()f ge-tting this information: the- PET
scanne-r.

o
1

o null
6.01 pre-v. se-g.

31 Exo
21 Rd

DEC(JQ)

[TECHNOLOGYI. [7.11;
REt. US,RSU. 7.3:ms: PRST ,ASPtT. tomp;
OBJ. INFORMATION(DEF *THIS*):PST. WAY;
:ATT:SAFE;
ATT:PET;

[7.3). [7.4);**SIC**

'JS
this

32 7,5
COHESION:

7.1
7.2

CLAUSES:
PROPOSITIONS:
27 7.0 tAU:
2ô 7.1 PROVIDE
29 7.2 GET
30 7.3 WAY
31 7.4 SCANNER

(DEF num. smc )
mEnT.

SEGMENT" 5
Le-t me e-xplain bow it works.

IMP{2AJT{WHNG))

THm:ô.1:;
Atl: ô.2:mS:PRES;
PAT.ME,THm. ô.3:;
PAT. IT:PRT.HOW,mS: PRES;

CLAUSES:
PROPOSITIONS:
33 ô.0 REQUEST
34 ô.1 LET
35 ô.2 EXPLAIN
36 ô.3 WORK
COHESION:

ô.1 me-
ô.1 it

32 SRI
22Rp

o null
7.01 scanner

o
1
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r SEGMENT· 9
" First, the patient is prepared:
~.

CLAU:;ES: DEC
PROPOSITIONS:
37 9.0 PREPARE OBJ.PATIENT(DEF nulll: SIne ):TEITh
36 9.1 ORD:TEm: [9.0], [ 1;
COHESION:

9.1 the 21 Rd 5.4 patient 4
9.2 patient 61 L-root 5.4 patient 4

SEGMENT· 10
he lies on bis back.

CLAUSES: DEC
PROPOSITIONS:
39 10.0 LIE AeT,HE,R5LT.10.1:;
40 10.1 HE LOC, *ON*BACK;
41 10.2 HIS PRT,BACK;
COHESION:

10.1 he 22Rp 9.2 patient 1
10.2 his 22Rp 10.1 he 0

SEGMENT· 11
his eyes and his ears are covered by wrapping them with gauze,

CLAUSES: DEC(IAjT)
PROPOSITIONS:
42 11." COVER DBJ. EYE(DEF nUllI: PL ),EAR(DEF nUllI: PL)

:PRT,11.3;
43 11.1 HIS PlIr,EYE(DEF nUllI: PL);
44 11.2 HIS PRT,EAR(DEF nulll: PL);
45 11.3 WRAP OBJ: THEM,m5T: *WITH*GAUZE:;
COHESION:

11.1 his 22Rp 10.2 his 1
11.2 and 51 Ca 11.01 eyes 0
11.3 his 22Rp 11.1 his "11.4 them ~2Rp 11.02 ears 0

SEGMENT· '2
and his head is secured with plastic pins

CLAUSES: tEC
PROPOSITIONS:
46 12." SECURE OBJ: HEAD(DEF nUllI: SIne ),

11151, *WITH*PIN(TOK nUllI: PL):;
47 12.1 HIS PRT,HEAD(DEFnulll: SIlle);
46 12.2 PIN ATT: PLASTIC;

(TOK nUllI: PL)
COHESION:

12.1 and 51 Ca 11.03 prev. seg. 1

r' 12.2 his 22Rp 11·3 his 1
12.3 head 61 L-root 2.01 head 9

~
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BAJT

PRT. IT:RTT: *AMOUNT*,DEG,AT ALL,moo. CIUl,IlEG;
[12.01, [13.0~

SEGMENT'" 1,3
so it can't move at ail.

CLAUSES:
PROPOSITIONS:
49 13.1" MOVE
50 13.1 tono, *SO*
':OHESION:

13.1 50
13.2 it

53 Cci
22Rp

12.03 prev. seg.
12.3 head

1
1

SEGMENT'" 14
Finally, his head is placed inside a donut-shaped machine

CLAUSES:
PROPOSITIONS:
51 14.0 PLACE
52 14.1 HIS
53 14,2 HEAD

(DEF num: SJnG )
54 14.3 MACHINE

(TOK num: SJnG )
55 14,4 DRO:TEm:

*FINALLY*

DEC(EDQ)

OBJ, HEAD{JEF'nllm: SJnG ),RSLT, 14.2:TEm:
PRT.HEAD(DEF num: SJnG);
LOC. *INSIDE*MACHINE(TOK OUm: SJnG);

RTT:DONUT-SHAPED;

[ L [14.0~

COHESION:
14.1 bis
14.2 head
14.3 machine

22Rp
61 L-root
63 L-gen

12.2
12.3

7.01

bis
head
scanner

2
2
7

SEGMENT'" 15
and ~e is given an injection of a radioactive solution.

CLAUSES:
PROPOSITIONS:
56 15.0 GIVE
57 15.1 *INJECTION*
5ô 15.2 SOLUTION

(TOK num. SJnG )

DEC

REC.HE,RCT: 15.1:TEiTh ;
OBJ, SOLU110N(TOK OUm: SJnG ):;
RTT:RADIOACTIVE;

COHESION:
15.1 and
15.2 he

51 Ca
22 Rp

14.01 prev. seg.
14.1 bis

1
1
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SEGMENT' 16
This is made from a kind of glucose with a radioactive m:l.:"k~r attached to some of
its molecules.

CLAUSES: DEC(EDQ)
PROPOSITIONS:
59 16.0 MAXE OBJ. THI S,SOURCEs aFROMa16.1-16.5:;
60 16.1 GLUCOSE CAT.KIND(TOK num. SUU;);

(GEIl UmU)
61 16.2 ATIACH OBJ.MAR1ŒR(TOK OUm. SUIe),

REC.MOLECULES:;
62 16.3 MARKER ATl:RADIOACTIVE;

(TOK oum. Sine)
63 16.4 ITS (KIND) PRT.MOLECULE(DEF oum. SOME);
COHESION:

16.1 this 21 Rd 15.01 solution 1
16.2 radioactive 61 L-root 15.02 radioactive 1
16.3 its 22 Rp 16.01 kind 0

SEGMENT' 17
The marker is usually a carbon isotope produced in a cyclotron.

CLAUSES: DEC(EDQ)
PROPOSITIONS:
64 17.0 mEnT. [MARKER(DEF oum. SUIe)l. [17.1,17.2]:

mOD. DUAL aUSUALLYa;
65 17.1 ISOTOPE ATl:CARBON;

(TOK OUm: Sine)
66 17.2 PRODUCE RSLT. 1SOTOPE(TOK OUm: Sine)

:LOC: aINaCYCLOTRON(TOK OUm: Sine);
COHESION:

17.1 the 21 Rd 16.02 marker 1
17.2 :n-arker 61 L-root 16.02 marker 1

SEGlviENT' 15
This apparatus shoots protons into the nuclei of carbon atoms

CLAUSES: DEC
PROPOSITIONS:
67 15.0 SHOOT AeT:APPARATUS(DEF aTHISaOUm: Sine),

OBJ:PROTON (TOK oum: PU,RSLT. 15.1 :ms: PRES;
65 15.1 PROTON NUCLEUS;
69 15.2 ATOM PRT.NUCLEUS(TOK oum: PU;

(TOK oum. PU
70 15.3 ATOM ATl: CARBON;

(TOK oum. PL)
COHESION:

15.1 this 21 Rd 17.0l cyclotron 1
15.2 apparatus 63 L-gen 17.01 cyclotron 1
15.3 carbon 61 L-root 17.02 carbon 1

~.

;"'!
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.,.,. SEGMENT'" 19
so they end up with an extra proton

1
1
1

prev. seg
nuclel
p.oton

1Ô.01
1ô.02
1M3

S3 Cci
22 Rp
61 L-root

RSLT.19.1:;
PRT,PROTON(TOK nUIT\: smc ):;
ATT:EXTRA;

[1ô.O]'119.0~

BAJT

50
they
proton

74 19.3
COHESION:

19.1
19.2
19.3

CLAUSES:
PROPOSITIONS:
71 19.0 END UP
72 19.1 THEY
73 19.2 PROTON

(TOK nUIT\: smc )
mu, *50*

SEGMENT'" 20
This makes the atoms unstable. but only for a while:

CLAUSES: DEC
PROPOSITIONS:
7S 20.0 ~U, *MAKE* [THIS], r~o.o~

76 20.1 ATOM ATT:UNSTABLE
:TEIT\: *DUR**FOR*A WHILE,DEG,ONLY;

COHESION:
20.1 this 21 Rd 19.01 prev. seg. 1
20.2 the 21 Rd 1ô.04 atoms 2
20.3 atoms 61 L-root 1ô.04 atoms 2
20.4 but S2 CV 21:l.01 prev. part 0

SEGMENT'" 21
after hal! an hour most of them are normal again.

CLAUSES:
PROPOSITIONS:
77 21.0 MOST

7ô
79

21.1
21.2

DEC

ATT:NORMAL:ASPCT,ITEA *AGAlN*,
TEITI: *AFTER*;

THEM CAT,MOST;
DIFF.TEITI: [20.0], [21.0~
(.HALF AN HOUR)

COHESION:
21.1 them 22Rp 20.3 atoms 1
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SEGMENT' 22
i These unstable atoms are attache<! to the glucose...

CLAUSES: DEC
PROPOSITIONS:
eo 22.0 ATTACH OBJ.ATOM(OEF *THESE*nUm: PL),

RECzG LUCOSE:;
e1 22.1 ATOM ATI: UNSTABLE;

(OEF num: PL)
COHESION:

22.1 these 21 Rd 21.1 them 1
22.2 unstable 61 L-root 20.02 unstable 2
22.3 atoms 61 L-root 20.3 atoms . 2
22.4 attached 61 L-root 16.03 attach 6
22.5 the 21 Rd 16.04 glucose 6
22.6 glucose 61 L-root 16.04 glucose 6

SEGMENT' 23
and injected into the patient·s neck.

CLAUSES: SF:DEC
PROPOSITIONS:
e2 23.0 INJECT RSlTz 23.1:;
e3 23.1 0 LOC. *IN*NECX(OEFnum: SUIe);
M 23.2 PATIENT PRT.NECX(OEF num: SIDe);

(OEF num: Sine)
COHESION:

23.1 and 51 Ca 22.01 prev. seg. 1
23·2 inject 61 L-root 15.03 injection e
23.3 the 21 Rd 15.2 he e
23.4 patient 61 L-root 9.2 patient 14

SEGMENT' 24
A!ter the injection. scanning begins.

CLAUSES: DEC
PROPOSITIONS:
e5 24.0 SCAN :ASPCT. UlCPT *BEGIN*;
e6 24.1 ORD: TEm: lINJECTIONL [24.0~

*AFTER*
COHESION:

24.1 arter 56Ct2 0 null 0
24.2 the 21 Rd 23.2 inject 1
24.3 injection 61 L-root 23.2 inject 1
24.4 scanning 61 L-root 7.01 scanner 17
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~ SEGMENT" 25
-<0"

The scanner has gamma ray detectors around the patient·s head.

CLAUSES: DEC
PROPOSITIONS:
67 25.0 SCANNER PRT,DETECTOR(TOK IIUlTh pL):ms: PRES;

(DEF IIUlTh SlnC )
60 25.1 DETECTOR ATT:GAlv'f'AA RAY;

(TOK nUlTh Pl )
69 25.2 DETECTOR Loc. *AROUND*HEAJ)(DEF IIUlTh SlnC );

(TOK nUlTh PL )
90 25.3 PATIENT PRT, HEAD(DEF IIUlTh SUlC );

(DEF nUlTh SlnC )
COHESION:

25.1 the 21 Rd 14.3 machine 11
25.2 scanner 61 L-root 2".3 scanning 1
25.3 the 21 Rd 23.4 patient 2
25... patient 61 L-root 23." patient 2
25.5 head 61 L-root 14.2 head 11

SEGMENT" 26
That·s why it·s shaped like a donut:

CLAUSES: DEC(WHNGŒDQ»
PROPOSITIONS:
91 26.0 PROll: ATT: [26.1Ll2 6. 21;

*SHAPED LIKE*
92 26.1 IT ATT:SHAPE;
93 26.2 DONUT ATT: ;

(TOK nUlTh SInC )
9" 26.3 conD:*WHY* [THATl. [26.01;
COHESION:

26.1 that 21 Rd 25.01 prev. seg. 1
26.2 it 22 Rp 25.2 scanner 1
2(;.3 shaped 61 L-root 14.01 shaped 12
26.4 donut 61 L-root 14.02 donut 12

SEGMENT" 27
so his head can fit in the middle.

CLAUSES: BAJT
PROPOSITIONS:
95 27.0 FIT PAT,HEAJ)(DEF nUlTh SUlC)

:LOC, *IN*MIDDLE(DEFllUlTh SUlC ),mOD: CAn;
96 27.1 HIS PRT,HEAJ)(DEF IIUlTh SUlC );
97 27.2 ConD:*so* [26.0L [27.0, 27.n
COHESION:

27.1 50 53 Cc1 26.01 prev. seg. 1
27.2 bis 22Rp 25... patient 2
27.3 head 61 L-root 25.5 head 2.....
27." middle 13Npb 26.'" donut 1-
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SEGMENT" 26
The unstable atoms eject positrons to become stable again.

6
6
6
o

atoms
unstable
atoms
unstable

22.3
22.2
22.3
26.2

21Rd
61 L-root
61 L-root
66 L-ant

DEccrAjT)

ACT.ATOM(ŒF *THE*oom. PL).
GOIlI.J 26.2 ..SIC".
RSLT. POSITRON(TOK oom. PL)=;

ATOM ATT:UNSTABLE;
(DEf *THE*num. PL)
BECOME RSLT.26.3;
*ATOMS* ATT: STABLE=RSPCT.ITER*AGAIN*;

the
unstable
atoms
stable

99

CLAUSES:
PROPOSITIONS:
96 26.0 EJECT

100 26.2
101 26.3
COHESION:

26.1
26.2
26.3
26.4

SEGMENT" 29
The positrons each emit two gamma rays

DEC

AGT.POSITRON(TOK num. PL ).RSLT.GAMMA
RAY(TOK oom.TWO)=mn: ;

CLAUSES:
PROPOSITIONS:
102 29.0 EMIT

COHESION:
29.1 the
29.2 positrons
29.3 each
29.4 gamma rays

21Rd
61 L-root
21Rd
61 L-root

26.01
26.01
29.2
25""2

positron
positron
positrons
gammarays

1
1
o
4

SEGMENT" 30
when they bit electrons ln the patient's tissue.

CLAUSES: BAJT
PROPOSITIONS:
103 30.0 HIT PAT. THEY.08J.ELECTRON

(TOK num. PL)=mn: WHEN.mS: PRES;
104 30.1 ELECTRON Loc. *IN*TISSi1E(ŒF);

(TOK num. PL )
105 30.2 PATIENT PAT.TI SSi1E(ŒF);

(TOK Oum. SIIIG )
106 30.3 EQUIUamn: [29.0L [30.01;
COHESION:

30.1 when 57 CU 29.01 prev.seg
30.2 they 22Rp 29.4 gammarays
30.3 the 21Rd 25.4 patient
30.4 patient 61 L-root 25·4 patient
30.5 tissue 62 L-gen 6.4 hain

1
1
5
5

24
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c SEGMENT'" 31
and this is c:al1ed annihilation.

CLAUSES:
PROPOSITIONS:
107 31.0 EOUIU:

.CALLEn.

DEC

[THIS). [ANNIHILATIONl

COHESION:
31.1 and
31.2 this

53 ca
21 Rd

30.01 prev. seg
30.01 prev. seg

1
1

SEGMENT'" 32
The gamma rays leave the annihilation site in opposite direc:tions

CLAUSES: DEC
PROPOSITIONS:
106 32.0 LEAVE AGT.GAMMARAY(TOKnUI1l:PL), SOUReE:32.1

:LOC: .om. OPPOSITE DIRECTIONS,ms: PRES;
109 32.1 ANNIHILATION :LOC;SITE;
COHESION:

32.1 the 21 Rd 30.2 they 2
32.2 gamma rays 61 L-root 29.4 gamma rays 3
32.3 the 13 Npb 3UJ1 annihilation 1
32.4 annihilation 61 L-root 31.01 annlhilation 1

SEGMENT'" 33
and they have enoug~ energy to leave the brain through the skull.

DEC(TAJT)

ATl: ENERGY,OEG: ENOUGH;
SOURCE: 33.2:LOC.-om••THROUGH.
SKULL(GEn );
LOC: BRAIN(GEn );
[33.0). m.n

CLAUSES:
PROPOSITIONS:
110 33.0 THEY
111 33.1 LEAVE

112 33.2 THEY
113 33.3 cono: .TO.
COHESION:

33.1 and
33.2 they
33.3 brain
33.4 skull

53Ca
22Rp
61 L-root
13Npb

32.01
32.2

6.4
33.3

prev.seg
gammarays
brain
brain

1
1

27
o

SEGMENT'" 34
WhE'n they hit two detec:tors simultaneously,

BAJT

PAT,THEY,OBJ:DETECTOR(TOK nUnl,TWO)
:ATT: SIMULTANEOUSLY,TEIll: WHEN;
[34.0). [35.0l

cr..

CLAUSES:
PROPOSITIONS:
114 34.0 HI'T

115 34.1 EOUlU: TEIll:
COHESION:

34.1 when
34.2 they
34.3 hit
34.4 detec:tor

56 Ct2
22Rp
61 L-root
61 L-root

o
33.2
30.02
25·03

null
they
hit
detec:tor

o
1
4
9

Appendix B: Analysis of Procedural Text pageBll



SEGMENT'" 35
.. signal is sent to a computer.

DEC

ACT: SIGNAL:LOû *Dm. COMPUTER
(TOK num. SIIlG ),TEm. ;

CLAUSES:
PROPOSITIONS:
116 35.0 SEND

COHESION: (none)

SEGMENT'" 36
Because each of the detectors has a tube in front of it,

o
2
2
o

null
detector
detector
detector

56 Cc2
2Hd
6j L-root
22 Rp

LOC:;

[36.0,3U,36.2), [37.0~

BAn'

because
the
detector
it

j20 36.3
COHESION:

36.j
36.2
36.3
36.4

CLAUSES:
PROPOSITIONS:
117 36.0 TUBE

(TOIl num. SIne)
j u, 36.j DETECTOR LOC: ;

(TOIl num. sme .:<:ACH.)
119 36.2 P'ORD: LOC: [36.0], 136.H

.IN FRONT OF.
~qu:

SEGMENT'" 37
it cao ooly Osee- straight ahead.

DEC

PAT: IT:LOC: *Dm. AHEAD,
LOC: .Dm. STRAIGHT,mOD: CAO;

CLAUSES:
PROPOSITIONS:
j2j 37.0 SE:E

COHESION:
37.j it 22 Rp 36.4 it j

{
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SEGMENT" 35
Thus each pair of these detectors only gives information about a small area of
tissue.

CLAUSES: DEC
PROPOSlTIONS:
122 35.0 DETECTOR tAT.PAIR(TOK num.EACHl;

(TOK num. PL)
123 35.1 GIVE PAT.PAIR(TOK num. SUlC l,THm. 35.2=;
124 35.2 nn:ORMATION THffi. AREA(TOK num. SUlC l;
125 35.3 AREA ATT:SMALL;

(TOK num. sme 1
126 3M TISSUE PRT. AREA(TOK num. SUlC l;

(TOKl
127 3M IF.*THUS* [37.01. [35.0.35.1,35.2.35.3.3Ml
COHESION:

35.1 thus 55 Cc1 37.01 prev. seg 1
35.2 pair 62 L-syn 34.01 two 4
35.3 these 21 Rd 37.1 it 1
3M detector 61 L-root 36.3 detector 2
35.5 information 61 L-root 7.02 information 31
35.6 tissue 61 L~root 30·5 tissue 5

SEGMENT" 39
The scanner then collects these signals

CLAUSES:
PROPOSITIONS:
125 39.0 COLLECT
129 39.1 SIGNAL
130 39.2 ORD:TEJIl:

*THEN*

DEC

PAT: SCANNER(DEF num. SIDC l,ACT: 39.1:TEJIl: ;
:ASPCT: !TER *S*;
[35.01. [39.01

COHESION:
39.1 the
39.2 scanner
39.3 then
39.4 these
39.5 signals

21 Rd
61 L-root
57 Ct1
21 Rd
61 L-root

25.2
25.2
35.01
35.02
35.02

scanner
scanner
prior seg.
signal
signal

14
14

4
4
4

SEGMENT" 40
and registers which of the detectors they came from.

CLAUSES:
PROPOSITIONS:
131 40.0 REGISTER
132 40.1 COME
133 40.2 DETECTOR

(DEF num. PL 1

SF:DEC(WHNGl

THffi:40.1:;
ACT. THEY,SOURCEs WHICH:mS:PAST;
tAT.WHICH;

COHESION:
40.1 and 53 Ca
40.2 the 21 Rd
40.3 detector 61 L-root
40.4 they 22 Rp
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39.01
3M
3M
39.5

prev. seg.
detector
detectcr
signals

1
2
2
1
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SEGMENT'" 41
When the scanner !inishes its job,

CLAUSES:
PROPOSITIONS:
134 41.0 FINISH

BAJT

PAT, SCANNER(DEF DUI1l: SI/Il.),
ACT: 41.1:mn. WHEN;
PATIITS:;
[41."'L [42.0~

135 41.1
136 41.2
COHESION:

41.1
41.2
41.3
41.4
41.5

JOB
ORD:TEJn.

when
the
scanner
finish
its

5~ ct2
21 Rd
61 L-root
66 L-ant
22Rp

o
39.2
39.2
24."'1
41.3

null
scanner
scanner
begin
scanner

o
2
2

17
o

SEGMENT'" 42
the computer starts reconstructing an image of the region that was scanned.

CLAUSES:
PROPOSITIONS:
137 42.0 RECONSTRUCT

13ô 42.1
139 42.2
COHESION:

42.1
42.2
42.3
42.4
425
42.6
42.7

DECCING(WHQ»

AGT,COMPUTER(DEF DUI1l: SUlG),
OB.lt IMAGE(TOK nUI1l: SUlG ):ASPcr, DlCPT,TEJn. ;

IMAGE(TOK nUI1l: SlDG ) THI1l: REGION(DEF nUI1l: SUIG );
SCAN OBJ,REGION(DEF nUI1l: SUlG ):mS:PAST;

the 21 Rd 35."'2 computer 7
computer 61 L-root 35.02 computer 7
starts* 66 L-ant 41.4 finish 1
starts* 62 L-syn 24.01 begin 1ô
the 21 Rd 3ô."'1 area 4
region 62 L-syn 3M1 area 4
scanned 61 L-root 41.3 scanner 1
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~
SEGMENT" 43

.;
A program compares the number of signals sent by each pair of detectors and
those sent by aU the others,

CLAUSES: DEC(EDQ-EDQ)
PROPOSITIONS:
140 43.0 COMPARE PAT,PROGRAM(TOK num. SUlG),

ACT: 43.1,THOSEnEJTlz ;
141 43.1 SIGNAL ::RSPCT,ITERNUMBER;
142 43.2 $END AGT,PAIR(TOK *EACH*,num. SDlG),

RSLT.43.1l:TnS:PAST;
143 43.3 $END RGT,OTHERS(TOK num.ALL),

RSLT. THOSE::ms:PAST;
144 43.4 DETECTOR tRT,PAIR(TOK *EACH*,nUm. SUlG);
COHESION:

43.1 signal 61 L-root 39.5 signal 4
43.2 send 61 L-root 35·03 send ô
43.3 each 21 Rd 3ô.2 pair 5
43.4 pair 61 L-root 3ô.2 pair 5
43.5 detector 61 L-root 40.3 detector 3
43.6 and 53 ca 43.01 prev.part 0
43.7 those 41 S 43.02 numoor 0
43.ô send 61 L-root 43.2 send 0
43.9 the others 41 S 43.5 detectors 0

SEGMENT" 44
and then it calculates the numoor of gamma rays emitted by each of the regions of
the brain.

CLAUSES: DEC(EDQ)
PROPOSITIONS:
145 44.0 CALCULATE PAT, IT,IlSLT, 44.1::TEJTlz ;
146 44.1 GAMMA RAY nUIII: NUMBER;

(TOK nUIII: PL)
147 44.2 EMIT PAT.REGION(TOK nUIII: SUlGEACHl,RSLT,44.1l:;
Hô 44.3 BRAIN PRT,REGION(TOK nUI1\: SUlGEACH);

(OEF nUIII: smG )
149 .....4 ORO: TEJTlz [43.0!, [44.0l
COHESION:

44.1 and 53 Ca 43.03 prev.seg 1
44.2 then 57Ct1 43.03 prev.seg 1
44.3 it 22Rp 43.04 program 1
44.4 numoor 61 L-root 43.02 numoor 1
44.5 gammarays 61 L-root 32.2 gammarays 12
44.6 emitted 61 L-root 29.02 emit 15
44.7 each 21 Rd 42.6 region 2
44.ô the 21 Rd 42.6 region 2
44.9 region 61 L-root 42.6 region 2
44.10 the 21 Rd 30.5 tissue 14
44.11 brain 61 L-root 33.3 br:lin 11-....
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SEGMENT" "5
The image appears on a screen as some colon~d squares that represent a cross­
section of the brain,

CLAUSES: DEC(WHQ)
PROPOSITIONS:
150 "5.0 APPEAR PRT.IMAGE(TOK oum. SUIe ),

TIlm. "5.1.45.2,..5.3
::lOCo *ON*SCREEN(TOK oum. SUIe);

151 ..5.1 SQUARE RTT:COLORED;
(TOK oum. Pl)

152 "5.2 THAT THm'''5.3.45·4;
153 ..5.3 BRAIN PRT,CROSS-SECTION(TOK oum. SUIe);

(DEf oum. SUIe )
COHESION:

..5.1 the 21Rd ..2.01 image 3
"5·2 image 61 L-root ..2.01 image 3
..5.3 that 22Rp "5·01 squares 0
"5A the 21 Rd .....11 brain 1
"5.5 brain 61 L-root .....11 brain 1

SEGMENT" ..6
and this image is what the doctor interprets to pertorm his diagnosis.

DEC(WHNGITAJT»

PRT,DOCTOR(DEf OUm. Sme),
OBJ: IMAGE(DEfTHIS,OUm. sme ),eORL: ..6.1:;
RCT:46.2::;
PRT.HIS:;

CLAUSES:
PROPOSITIONS:
15" ..6.0 INTERPRET

155 46.1 PERFORM
156 ..6.2 DIAGNOSE
COHESION:

..6.1 and

..6.2 this

..6.3 image

..6." what

..6.5 the

..6.6 doctor

..6.7 bis

53Ca
21 Rd
61 L-root
22Rp
21 Rd
61 L-root
22Rp

"5·01
"5.2
"5·2
..6.3

4.4.....
..6.6

prev.seg
image
image
image
doctor
doctor
doctor

1
1
1
o

..2

..2
o
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SEGMENT' 47
Since the di!!erent colors represent di!!erent amounts o! gamma rays

CLAUSES: BAJT
PROPOSITIONS:
157 47.0 EQUlU, [47.11. [47.21;

*REPRESENT*
156 47J. COLOR ATl:DIFFERENT;

(DEF nUlI1: PL)
159 47.2 GAMMA RAY ATl:AMOUNTS(ATl:DIFFERENT);

(TOR null1: PL)
COHESION:

47.1 slnce 56 Cc2 0 nul! 0
47.2 the 21 Rd 45.01 colored 2
47.3 col.~!s 61 L-root 45.01 colored 2
47.4 repres~nt 61 L-root "5.Il2 represent 2
47.5 gamma rays 61 L-root 44·5 gammarays 3

SEGMENT' 46
and the rays are produced by the radioactive glucose,

CLAUSES: DEC
PROPOSITIONS:
160 46.0 PRODUCE ACT,GLUCOSE(DEF ),

RSlTz RAY (DEF nUlI1: PL ):ms: PRES;
161 46.1 GLUCOSE (DEF) ATl:RADIOACTIVE;
162 46.2 AnD, [47.0,47.1,47.2L [46.0,46.11;
163 4603 COnD,*SINCE* [46.2l. [49.01;
COHESION:

46.1 and 53Ca 47.01 prev.seg 1
46.2 the 21 Rd 47.5 gammarays 1
46.3 rays 61 L-root 4705 gammarays 1
4M produced 61 L-root 17.03 produce 31
4605 the 21Rd 22.6 glucose 26
46.6 radioactive 61 L-root 16.2 radioactive 32
46.7 glucose 61 L-root 22.6 glucose 26

SEGMENT' 49
he can see where the glucose concentrated.

CLAUSES: DEC(WHNG)
PROPOSITIONS:
164 49.0 SEE PATIHE,ACT: 49.1:mDD, tAIl;
165 49.1 CONCENTRATE PAT,GLUCOSE(DEF)

: LOC. WHERE,ms: PRST ;
COHESION:

49.1 he 22Rp 46.3 doctor ...
~

-':9.2 the 21Rd 46.7 glucose 1
49.3 glucose 61 L-root 46.7 glucose 1
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SEGMENT" 50
Doctors a1ready know that tumors consume more e..ergy th~ normal tissue,

CLAUSES:
PROPOSITIONS:
166 50.0 XNOW

167 50.1 CONSUME
1S~ 50.2 EN:E.GY(TOK )
l :';"~ 50.3 -eONSUME*
170 50.4 TISSUE
171 50.5 ENERGY(TOK)
t12 50.6 OIID:DEC:

*MORE*
173 50.7 ORD:TEITh

*ALREADY*

DEC(REPNG:DEC)

PAT, DOCTOR(GEII ,Uml}),
THm. 50.1,50.2,50.3,50.':;,50.5,
50.6,50.7:TEIThALREADY,mS:PRES;
PAT,TUMOR(GEIl,WIJU), OBJ,ENERGY(TOK):;
An: *AMOUNT*.DEGIMORE;
PAT,TISSUE(GEIl,UmU), OBJ, *ENERGY*:;
ATT:NORMAL;
ATl: ,DEC,;
[50.2], [50.5~

[50.01. [ ~

COHESION:
50.1 doctors 61 L-root
50.2 tumors 61 L-root
50.3 more 23 Rc
50.4 energy 61 L-root
50.5 normal tissue66 L-ant
50.6 tissue 61 L-root

SEGMENT" 51
and that they get this energy !rom glucose,

46.6
4.04

50.2
33.01
50.2
3ô.6

doctor
tumor
tumors
energy
tumors
tissue

4
46
o

17
o

12

DEC

AGT,THEY,OBJ, *THIS*ENERGY(TOK),
SOURCE: GLUCOSE(TOK ):;

CLAUSES:
PROPOSITIONS:
174 51.7 GEr

COHESION:
51.1 and
51.2 they
51.3 this
51.4 energy
51.5 glucose

53 Ca
22Rp
21 Rd
61 L-root
61 L-root

50.01
50.2
50,4
50.4
49.3

prev. seg.
tumors
energy
energy
glucose

1
1
1
1
2
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- SEGMENT" 52
so the doctor can spot the tumor because it will have a brighter color.

CLAUSES: BAJTCBAJT)
PROPOSITIONS:
175 52.0 SPOT PRT: DOCTOR(DEF num. SIDG),

OBJ: TUMOR(TOR num. SUlG ):mOD: CAO;
176 52.1 IT RTT:COLOR(RTT:BRIGHT,DEG: ):ms: FUT;
177 52.2 ORD:DEG: [ l, [52.11;
17ô 52.3 ronD: *SO* [50.051.OL [52.01;
179 52.4 mu: [52.152.21 [52.01;

*BECAUSE*
COHESION:

52.1 50 55 Cci 51.01 prev.seg 1
52.2 the 21 Rd 46.6 doctor 6
:;2.3 doctor 61 L-root 50.1 é'octors 2
5:t.4 spot 62 L-syn 37.02 s~ 15
52.5 the 21 Rd 50.2 tumor 2
52.6 tumor 61 L-root 50.2 tumor 2
52.7 because 55 Cci 52.01 prev. part 0
52.ô it 22 Rp 52.6 tumor 0
52.9 brighter 23 Re 47.3 colors 5
52.10 color 61 L-root 47·3 colors 5

SEGMENT" 53
Other disorders also show typical patterns on the image,

CLAUSES: DEC
PROPOSITIONS:
1ôO 53.0 CRU, [53.1), [53.21;
1ô1 53.1 DISORDER RTT:OTHER;
1ô2 53.2 SHOW OBJ: PATIERN

:lOC: *ON*IMAGE(DEF num. SlnG);
1ô3 53·3 PATTERN RTT:TYPICAL;

(TOR num. Pl )
COHESION:

53.1 other 23 Re 52.6 tumor 1
53.2 disorders 64 L-gen 52.6 tumor 1
53.3 2150 53 Ca 52.02 prev.seg 1
53.4 the 2iRd 46.3 image 7
53.5 image 61 L-root. 46.3 image 7
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SEGMENT" 54
and with diffE'rE'nt isotopE's WE' can gE't information about thE' procE'ssE's happE'ning
in thE' brain.

CLAUSES: DEC(IQ)
PROPOSITIONS:
164 54.0 ISOTOPE ATT:DIFFERENT;

(TOK num. PL )
1ô5 54.1 GET ACl'. WE,PlST. 1SOTOPE(OEF num. PL),THm: 54.2

:moo. CAR;
1ô6 54.2 INFORMATION THm: 54..3;
1ô7 54.3 HAPPEN ACT:PROCESSES:LDc. ~IN*BRAIN(GEIl,unIU);
COHESION:

54.1 anC: 54 Ca 53.1:11 prev. SE'g 1
54.2 ditferent 23Rc 17.04 isotope 37
54·3 isotopes 61 L-root 17.04 isotope 37
54.4 ~ 22 Rp 7.03 us 47
54.5 information 61 L-root 3M :.mormation 16
54.6 happE'n 62 L-syn 6.2 go on 4ô
54.7 brain 61 L-Root ';5.5 brain 9

SEGMENT" 55
ThE' isotopes are safE',

CLAUSES: DEC
PROPOSITIONS:
1ôô 55.0 1SOTOPE ATl: SAFE;

(DEF num. PL )
COHESION:

55.1
55.2

thE'
isotopes

21 Rd
61 L-root

isotopes
isotopes

1
1

SEGMENT" 56
sinCE' they're only radioactivE' for a sbort wbi1e.

CLAUSES:
PROPOSITIONS:
W;l 56.0 THEY

BAJT

ATT:RADIOACTIVE
:TEIll:*DUR*A SHORT WHlLE, DEG:ONLY;
[56.01. [55.0~190 56.1

COHESION:
56.1
56.2
56.3

conD: *SINCE*

sincE'
thE'Y
radioactivE'

56 Cc1
22Rp
61 L-root

55.01
55.2
4M

prev.seg
isotopes
radioactivE'

1
1
ô
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SEGMENT' 57
The doctor doesn 't have to open the slr.ull,

DEC(TNG)

ACT. DOCTOR (DEF 00m. SmC),
OBJ. SKULL(GEIl,IIIIIU)
~mOllt ROOT .HAVE TO:o,DEC;

CLAUSES:
PROPOSITIONS:
191 57.0 OPEN

COHESION:
57.1 the
57.2 doctor
57.3 skull

21 Rd
61 L-root
61 L-root

52.3
52·3
33.4

doctor
doctor
skull

5
5

24

SEGMENT' 5ô
so he doesn't cause any damage.

CLAUSES:
PROPOSITIONS:
192 5ô.0 CAUSE
193 5ô.1 DAMAGE
194 5ô.2 cono: *SO*
COHESION:

5ô.1 50
5ô,2 he
5ô.3 cause
5ô,4 damage

BAJT

Acr.HE,RSLT.5ô.1:DEC;
OCC.ANY;
[57.0,57.1L [5ô.0);

55 Cc1 57.01
22 Rp 57.2
61 L-root 6.02
61 L-root 6.03

prev. seg
doctor
cause
damage

1
1

52
52

SEGMENT' 59
Thus, this technique allows him to see what·s happening inside the brain easily and
sa!ely.

DEC(TNG(WHNG))

[THIS TECHNIQUEL [59.11;
ACT: 59.2:;
PAT: HIM,ACT: 59.3:ATT: SAFELY,EASI LY;
ACT: WHAT:LOc, *INSIDE*BRAIN (DEf num. 1),
ASPeT. tom,ms: PRES;

CT..AUSES:
PROPOSITIONS:
195 59.0 CAU:
196 59,1 ALLOW
197 59.2 SEE
19ô 59.3 HAPPEN

COHESION:
59.1 thus
59.2 tllis
59,3 'œchnique
59.4 him
59.5 happen
59.6 brain
59.7 and

55 Cc1
21 Rd
61 L-root
22Rp
61 L-root
61 L-root
53 ca

5Ô.01
5ô.01

7.04
5ô.2
54.6
54.7
59.01

prev.seg
prev.seg
technology
he
happen
brain
easily

1
1

52
1
5
5

"

Appcndix 5: Analysis 01 Proccdural Text pageB21



Appendix C
Frame Analysis of Narrative Text

Episode 1:
Alex's lab

Episode 2:
Doctor's
request

131 Lunch

131 Ord Tem
131, 130

27 1
visited

Alex 130 Alex
checked !rI

Narrative
Frame

139 Ord Tem

!If 195 Ord 130, 132

Tem 189,

\., 191 Episode 3:
.~ 132 We

visited
191 Alex 192 make

went back sorne 189 We
GOAL: isotopes walked to

the main

196 1 went
197 ~o pay

to the bank
GOAL:

sorne bills

FIgure Cl: Narrative Frame. OveTVIew.
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....

28 1 found
» EqLi:-.. Tem 32 Alex wasthe right

office
28,32 reading

.....
35 Alex put 40 Equiv Tem

39 1 arrivedhis book 35, 39

42 Alex
turned on the

cyclotron

41 Alex 45 Alex 47 48 how
showed me made some demonstrate simply it

around isotope THM: worked

4·9 The
53 Equiv Tem

51 Alex
mach;ne explained

49 51
made noises THM:

Episode 1:
Alex's (ab 52 what it

~ was doing56 Ord Tem
41/51, 54

54 Alex
made coffee

J
57 We talked

63 Ord Tem
57, 59

FIgure 0: Narrative Frame, EpIsode 1.
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'-l 61 (rnake)
glucose

64 doctor 65 he would 69 Equiv Tern
said THM: cali 65, 66

73 Ord Tern
64, 70

70 doctor
prepared 72 her scan

GOAL:

59 doctor 74 Alex
79 he could

asked for explained
just set up

THM: THM:

» Alex got
ready

85 Diff Tern
84, 86

88 his
reqüest

86 doctor
87 confirrn

called back
GOAL:

request THM:

LIt 89 previous
request

Figure 0: Narrative Frame: Episode 2, part 1.
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c-

­l "...

Episode 2: 90 Alex
Doctor's began to
request prepare

93 Alex
fini shed it

» Alex
94 Ord Ternprepared

93,95isotope .,
95 he

checked

L- 106 Ord Tern
95,99

99 we ran 101 with
STATE: solution

»Loc3: 114 the
Scanner patient was

roorn we:ting 121 scenners
detect

119 Equiv 120 Alex
Tern 118, explained

120 THM:

~ 123 garnrno

118 we 125 1didn't 126 whet he rays come

walked bock understand was talking., THM: about

128 it
sounded

craz!:!

Figure C4: Narrative Frame: Episode 2, part 2
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(

142 Yoshio
pointed

150 Ord Tern
142, 146

146 Yoshio
asked

141 Ord Tern
142/146.

140

140 Yoshio

\
greeted us

151 Yoshio
was working

161 Ord Tern
151, 156

156 Yoshio
pointed

( Episode 3: 156 Yoshio 166 we
132 We suggested should play
visited l'HM: around

Figure cs: Narrative Frame: Episode 3, part 1.
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~

~

167 we 168 Equiv 169 Imagemoved the Tem 167,
handles 169

changed

170 Yoshio
171 doctors

explained
manipulate

lHM:

»OrdTem
170, 179

179 the
telephone

rang

180 Cau 179,
181

181
(interrupting

him)

182 x called
Alex

186 we
187 his

thanked
Yoshio THM:

explanation

Figure C6: Narrative Frame: Episode 3, part 2.
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Appendix D
Frame Analysis of Procedural Text

Figure 0.1. Proœdural Frame: Subproœdure 1.

Figure 0.2. Proœdural Frame: Subproœdure 2.

Figure 0.3. Proœdural Frame: Subproœdure 3, part 1.

Figure 0.4. Proœdural Frame: Subproœdure 3, part 2.
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pagelyslS of Procedural Text

19 COND 20, 15

15 teel sure
about

dlagnosls

~ » COND 15,
155 & 156

194 CONDNEG 1S1i doetor
191, 22 doesn't oen Drain

22 cause no
damage

III » COND 198. 198 the isotopes
22 are sale

25 and:
Procedural »COND 197,

Frame: 155, 20

"156 Perform
dlagnosls 197 see what's

happening
196 CONDuse

§Ill- PET scanner,
197

37 (nurse)
prepares patiem

20 tlnd out
what's

happening ln
use PET scanner

the braln 85, 139 (nurse)
-t scans patiem

179CAU 176.
177 tumor is

brighter

175 spot tumor

164.165 see
tP- where glucose

concentrated
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38 ORD:TEM:
37,0

39 patient lies
down

42 (nurse) covers 45 (nurse) wraps
patient's eyes patient's eyes

and ears and ears

46 (nurse uses)
plastic pins

46 (nurse)
secures palient's

head.... 50 COND 46, 49 49 patient's head
cannet rnove

97COND
91,92,93

37 (nurse) machine is donut

prepares patient 55 (nurse) places shaped, 55
patienl's head in

lS1 machine

IS\. 94 COND 55, 91
67 (someone)
shoots protons

into nuclei

56,57,82
71,74 R5LT:(nurse) gives 59 (someone) 66 (someone)

nuclei have extrapatient injection makes solution produces isotope protonsof solution
fi

860RDTEM: 75 CAU: 74,76
p56, pa5 atorns are

unstable

Figure D.2. Procedural Frame: Subprocedure 2.
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-- 121 deteetor
sees straight

ahead

123 deteetors 127i;; 121,123
give information

" 116, 132
(deteetors) ser.d

signais .
130 ORD:TEt.i:

129, 128

135 scanner's job·

'1. 128 scanner
colleets signais

131 scanner 132 signais
registers comefrom
deteetors detectors

134 scanner
85, 139 (nurse) finishes
scans patient

1360RD:TEM:
135, 137

137 computer
continuedreconstructs

image

FIgure 0.3. Procedural Frame: Subprocedure 3, part 1.
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contin

98 atoms eject
positrons

uation 102 positrons 103 positrons his
emi! gamma rays electrons

116, 132 114 gamma rays
(detectors) send

hit detectors
signais

106 EOUIV:TEM:
103. 102

108,111 gamma
113 COND 110

rays have
rays leiive the

enough energy,
140 computer skull 111

compares
numbers

,
149 ORD:TEM:

140, 145

continuation

137 computer
reconstructs

image

145 computer
calculates
amounts of
gammarays

» computer
generates image

150 image
appears on

screen

Figure D.4. Procedural Frame: Subprocedure 3, part 2.
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Appendix E
Practice Text and Instructions te Subjects

Practice Tex! (301 words)

Technology is more and more involved in the daily practice of medicine. Compu!ers

help doc!ors keep !rack of !hcir pa!ients, and even hplp in making diagnoses. Laboratory

workers use the techniques of genetic engineering evr:ry day to de!ect and predict diseases.

Neurologists and brain surgeons routinely use sophisticated brain scanners to do their work.

Some people, however, see this as a problem. They fear that since doetors are not

specialized enough to understand the underlying physics and chemistry of these techniques,

they will rely on them blindly. Moreover, the expense of acquiring and using this complex

equipment puts a much greater financial burden on the society and on the individual. These

people feel that the benefits of using advanced technology in medicine are much less than the

problems associated with them, and that we should try to slow down the technologizing of

medicine.

On the other hand, the supporters of increased use of technology in medicine point to

how many lives il has saved, how il has helped improve doctors' ability to discover and

prevent diseases, and how it has facilitated the investigation of new cures for them. These

people would say that less competent doctors rely on whatever they have, whether Or not it Js

sophisticated technology, that society has to bear the econornic burden when saving lives is

the question, and that the benefits of technological advances in medicine are much greater

than the problems they bring.

Clearly, both points of view raise difficult questions: is the vast amount of money in

this area being weil spent? Are the problems illvolved enough to make us slow down the

search for ways of curing and preventing sickness? Are the problems involved in doctors'

use of the technology due mainly to insufficient background? As in every other case, the

integration of new technology into society poses problems and challenges for everyone.

(duration at 145 wpm: 2'12")
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Introduction (for Interpreting Task)

This experiment is part of a study to find out how people can perform simultaneous

interpreting and other tasks that require Iistening and speaking at the same time. Your

cooperation will he of most assistance to us if you try to maximize the accuracy of your

translation, and fol1ow the other instructions as cJosely as you cano You may fine: parts of a

given text easy or difficult, slow or fast - we would just Iike you to do your best.

You will he given a short text for practice 50 that you can get warmed up and used to

the experimental surroundings. Then you will he given Iwo texls, each about four or five

minutes in length, which you will he asked ta interpret into French. You may al50 he asked to

recount the text you heard, but in that case you will be warned to concentrate on

rememhering il. If you have any questions feel free to ask them now. Thank you very much

for your cooperation.

Introduction (for Listening Task)

This experiment is part of a study to find out how people can perform simultaneous

interpreting and other 'è.:oks that require Iistening and speaking at the same time. Your

cooperation will he of most assistance to us if you Iisten carefully to the texts, and folIow the

other instructions as cJosely as you cano You may find parts of a given text easy or difficult,

slow or fast - we would just Iike you to do your hest.

You will he given a short text for practice 50 that you can get warmed up and used to

the experimental surroundings. Then you will he given Iwo texts, each about four or five

minutes in length, which you will he asked to listen to carefully. You may al50 he asked to

recount the text you heard, but in that case you will be warned to concentrate on

rememhering il. If you have any questions feel free to ask them now. Thank you very much

for your cooperation.
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Instructions for Practice Text (Interpreting):

You will soon hear a short text which 1 would Iike you to interpret carefu11y into

French for practice. Do not worry about trying to remember it, rather concenlr~te on making

your translation as smooth and accurate as possible.

Instructions for Practice Text (Listening):

You wi1l soon hear a short text ';;hich 1 would Iike you to Iisten to carefu11y for

practice. Do not worry about trying to remember it, rather concentrate on understanding it as

best you cano

Instructions for Experimental futs (Interpreting)

You wi11 soon hear a text which 1 would Iike you to interpret very carefu11y. That is, you

should Iisten to it and provide an accurate simultaneous translation of it into French. Do not

worry about remembering anything from the text, rather concentrate on making your

translation as smooth and accurate as possible.

Instructions for Experimental Texts (Listening)

You wi1l soon hear a text which 1 would Iike you to Iisten to very carefully. Do not worry

about remembering anything from the text, rather conœntrate on understanding it as best

~~:>U cano

Reca11 Instructions (both tasks):

Now please retell word-for-word, or as accurately as you pos.ibly can, the text you have just

heard. lt is very importantto rete11 everything you can remember, even if some of it is not in

the same words as the original. Please begin now. Tell the experimenter when you've

finished.
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Appendix F
Results of Analyses of Variance

Table F.l

Results of Analyses of Ex.,erience, Text structure and Response W>e on Tntewreline:

Poole<! over Experience TextOrder Experience x
betw...n Téxt Orcler

FO,l2) "
1'(1,12) " FO,l2l " FO.l2l "



Table F.I (cont.)

Results of Analy::es of Experience. Text structure and Response trpe on Intewretin~

Poole<! over Experience TextOrder Experience x
betwcen TextOrder

FO,12) " F<l,l2l " F<l,l2l " F<l,l2l "



Table F.2

'"
~ Results of Analyses of Experience. Text structure and Resoonse type on ReçalI

1 Poolee! over 1Experience 1Text Ordcr 1Experience"
:wNn

l'
;;::e:f(J l' Ell.l8) l' BJ.l8)

Witbjn Contrasts

Poolee! over within 1<1.0 ns 1<1.0 ns 1 2.3213 ns

Texl (Narr-Proc) 23.7780 .QOO2 «1.0 ns 1 7.3456 .0144 1<1.0 ns

Resanse Type
RT3-2 144.6230 .0001 1<1.0 ns 1<1·0 ns 1 3.8057 ns
RT2+3-1 143.7040 .0001 <1.0 ns <1.0 ns 5.4438 .0315

Tex! by Response type
Text x RT3-2 3.5799 ns 1<1.0 ns 9.0186 .rxm 1<1.0 ns
Text x RT2+3-1 <1.0 ns 1.6162 ns 7.6726 .0127 <1.0 ns

Text.structure variables

Cause density (CIs)
CIs 2-1 1.4830 ns <1.0 ns 2.7739 ns <1.0 ns
CIs 3-2 4.6473 .0449 3.7397 ns <1.0 ns <1.0 ns
CIs 2-1 x Tex! 25757 ns <1.0 ns 1.4863 ns <1.0 ns
CIs 3-2 x Text <1.0 ns 2.3354 ns <1.0 ns 1.6665 ns
CIs2-1 x RT3-2 <1.0 ns <1.0 ns 7.1315 .0156 <1.0 ns
CIs3-2 x RT3-2 4.0216 ns 6.4891 .0203 2.5129 ns <1.0 ns
CIs2-1 x RT2+3-1 6.4881 .Q203 19478 ns 1.2134 ns <1.0 ns
CIs3-2 x RT2+3-1 1.0246 ns 6.8964 .0172 <1.0 ns <1.0 ns
CIo2-1 x Text x RT3-2 2.4356 ns 1.4019 ns 1.8353 ns 2.0427 ns
CIo3-2 x Tex! x RT3-2 <1.0 ns 2.4743 ns <1.0 ns 1.1281 ns
CIs2-1 x Text x RT2+3-1 3.7224 ns 1.1532 ns 2.9500 ns 63153 .0218
CIs3-2 x Text x RT2+3-1 2.7233 ns 13469 ns 1.8186 ns 2.1545 ns

Cause embedding (Mtx)
Mtx-nMtx 5.9108 .D258 <1.0 ns <1.0 ns 13267 ns
Mtx-nMtx x Text 63.2275 .0001 1.2516 ns 1.806 ns <1.0 ns
Mtx-nMtx x RT3-2 ~.1596 .0105 <1.0 ns 4.713 .0436 <1.0 ns
Mtx-nMtx x RT2+3-1 8.1574 .0105 <1.0 ns <1.0 ns <1.0 ns
Mtx-nMtx x Text x RT3-2 2.5400 .0003 13355 ns 19298 ns <1.0 ns
Mtx-nMtx x Text x RT2.3-1 9.2831 .Q07 <1.0 ns <],(, ns 2.626C ns

Proposition density (Den)
DenMid-Lo 15270 ns <1.0 ns 1.6635 ns 3.2i47 ns
DenHi-Mid 26.8859 .0001 <1.0 ns 2.3210 ns 53034 .0335
DenMid-Lo x Tex! 7.9762 .0113 <1.0 ns 2.9256 ns <1.0 ns
DenHi-Mid x Text 3.0660 ns <1.0 ns 3.0276 ns <1.0 ns
DenMid-Lo x RT3-2 -:1.0 ns <1.0 ns 13714 ns <1.0 ns
DenHi-Mid x RT3-2 7.0431 .Dl62 <1.0 ns 2.5235 ns 2.8098 ns
DenMid-Lo x RT2+3-1 2.6400 ns 1.8389 ns 39445 ns 2.3683 ns
DenHi-Mid x RT2+3-1 1.1930 ns <1.0 ns 2.6435 ns 2.8603 ns
DenMid-Lo x Tex! x RT3-2 5.0509 .Q374 <1.0 ns <1.0 ns <1.0 ns
DenHi-Mid x Text x RT3-Z 8.2958 .Dl <1.0 ns 12.2414 ns <1.0 ns
DenMid-Lo x Tex! x RT2+3-1 2.9200 ns <1.0 ns <1.0 ns <1.0 ns
DenHi-Mid x Text x RT2+3-1 7.8006 .0121 <1.0 ns 1.1613 ns <1.0 nst'.

,,
'O..
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Table F.2 (cont.)

--- Results of Analyses of Experience. Text structure and Response tvpe on Rec~lI

Poeled over 1Experience 1Text Order I::c;:~een
rf(). r B1.18l r B1.18l

Directness of mapping (RtMtx)
RM2-1 51.6010 .0001 19428 Ils <1.0 ns 1.8831 ns
RM4-3 53.29~ .0001 <1.0 ns <1.0 ns <1.0 ns
RM2-1 xText 149.8440 .oooI <1.0 ns <1.0 ns 26179 ns
RM4-3 xText 2.7405 ns <1.0 ns 8.5593 .IlO91 <1.0 ns
RM2-1 x RT3-2 111.4730 .0001 <1.0 ns <1.0 ns 2.3086 ns
RM4-3 x RT3-2 21.2191 .0003 15197 ns <1.0 ns <1.0 ns
RM2-1 x RT2+3-1 114.2090 .0001 <1.0 ns <1.0 ns 29602 ns
RM4-3 x RT2+3-1 <1.0 ns 1.Q586 ns 1.4507 ns <1.0 ns
RM2-1 x Text x RT3-2 <1.0 ns 1.7927 ns 8.4992 .IlO93 <1.0 ns
RM4-3 x Text x RT3-2 <1.0 ns <1.0 ns Il.0821 .0038 <1.0 ns
RM2-1 x Text x RT2+3-1 <1.0 ns 2.3033 ns 5.1066 .0365 <1.0 ns
RM4-3 x Text x RT2+3-1 5.4345 .0316 1.2594 ns 29617 ns <1.0 ns

Narrative Frame variables
Frame/Non-frame information (FNFl

FNF

1

<1.0 ns 19400 ns r1
.
0 ns 1<1.0 ns

FNFx RT3-2 1.8717 ns l.1lO97 ns 29020 ns <1.0 ns
FNF x RT2+3-1 4.0405 ns 15174 ns 1.5557 ns <1.0 ns

Frame Components (Freol: Episodes
Frco2-1 2.8655 ns 1.4857 ns <1.0 ns <1.0 ns
Frco3-2 <1.0 ns 3.2009 ns 45821 .0463 3.3806 ns
Frco2-1 x RT3-2 4.4443 .04?3 <1.0 ns <1.0 ns <1.0 ns
Frco3-2 x RT3-2 <1.0 ns 1.8027 ns U1958 ns 1.4238 ns
Frco2-1 x RT2+3-1 1.7245 ns 2.0667 ns <1.0 ns <1.0 ns
Frco3-2 x RT2+3-1 3.8633 ~, <1.0 ns <1.0 ns <1.0 ns

Procedure Frame variables
Frame/Non-frame information (FNFl

FNF

1

30.3053 .0001 rI.O ns r1
.
0 ns 1<1.0

ns
FNFx RT3-2 17.0788 .0007 <1.0 ns <1.0 ns <1.0 ns
FNF x RT2+3-1 8.6828 .0087 <1.0 ns <1.0 ns <1.0 ns

Frame Components (Freo): Subprocedures
Frco2-1 <1.0 ns 1.2173 ns 1.4350 ns <1.0 ns
Frco3-2 22.5941 .lXlO2 <1.0 ns <1.0 ns <1.0 ns
Frco2-1 x RT3-2 49943 .0384 35m ns 3.2406 ns <1.0 ns
Frco3-2 x RT3-2 3.1523 ns <1.0 ns <1.0 ns <1.0 ns
Frco2-1 x RT2+3-1 3.2930 ns 2.1834 ns 1.2607 l'S <1.0 ns
Frco3-2 x RT2 t3-1 89477 .0079 <1.0 ns <1.0 ns <1.0 ns
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Table F.3 (CO;lt.)
~

-- Results of Analyses of Task. Text structure and Re:;ponse type on Recall

Pooled ovcr Task TextOrdcr Taskx
between Text C'miCf

Directness of mapping (RtMlX)
RM2-1 51.6010 .0001 <1.0 no <1.0 ns 1.7016 ns
RM4-3 53.2940 .0001 <1.0 no <1.0 ns 3.8316 ns
RM2-1 xText 149.8440 .0001 <1.0 no <1.0 ns 13.7940 .0016
RM4-3 xText 2.7405 ns <1.0 no 8.5593 .0091 1.9603 ns
RM2-1 x RT3-2 111.4730 .0001 <1.0 no <1.0 ns 11.6740 .0031
RM4-3 x RT3-2 21.2191 .0003 <1.0 no <1.0 ns 5.9080 .0258
RM2-1 x RT2+3-1 114.2D90 .0001 <1.0 no <1.0 ns 8.5421 .0091
RM4-3 x RT2+3-1 <1.0 ns <1.0 no 1.4507 no <1.0 ns
RM2-1 xText x RT3-2 <1.0 ns <1.0 no 8.4992 .0093 1.3891 ns
RM4-3 x Text x RT3-2 <1.0 ns 5.4951 .0308 11.0821 .0038 <1.0 ns
RM2-1 x Text x RT2+3-1 <1.0 ns 1.7774 no 5.1C66 .0365 1.3321 ns
RM4-3 x Text x RT2+3-1 5.4345 .0316 2.6455 no 29617 ns 4.1638 ns

Narrative Frame variable!'
Frame/Non-frame information (FNF)

FNF 1<1.0 no 12.7614 ns

r~
ns

1<1.0
ns

FNFx RT3-2 1.8717 no <1.0 no ns 1.7110 ns
FNF x RT2+3-1 4D405 no <1.0 no 1.5557 ns 3.5386 ns

Frame Components (Freo): Episodes
Frco2-1 2.8655 no <1.0 no <1.0 ns <1.0 ns
Frco3-2 <1.0 no 8.8218 .0083 4.5821 .0463 2.3511 ns
Frco2-1 x RT3-2 4.4443 .0493 <1.0 no <1.0 ns <1.0 ns
Frco3-2 x RT3-2 <1.0 ns <1.0 no 1.Q958 ns 4.1057 ns
Frco2-1 x RT2+3-1 1.7245 no <1.0 no <1.0 ns 1.0614 ns
Frco3-2 x RT2+3-1 3.8633 no 1.0266 ns <1.0 ns 19234 ns

Procedure Frame variables
Frame/Non-frame information (FNF)

FNF 133053 .0001 \1.4090 no r1
.
0 ns <1.0 ns

FNFx RT3-2 17.0788 .0007 <1.0 no <1.0 ns <1.0 ns
FNF x RT2+3-1 8.6828 .0087 13814 ns <1.0 ns <1.0 ns

Frame Components (Freo): Subprocedures
Frco2-1 <1.0 no <1.0 no 1.435 ns <1.0 no
Frco3-2 22.5941 .QOO2 <1.0 no <1.0 ns 1.6128 ns
Frco2-1 x RT3-2 49943 .0384 <1.0 no 3.2406 ns 2.3450 ns
Frco3-2 x RT3-2 3.1523 no <1.0 no <1.0 ns <1.0 ns
Frco2-1 x RT2+3-1 3.2930 no <1.0 no 1.2607 ns <1.0 ns
Frco3-2 x RT2+3-1 89477 .0079 <1.0 no <1.0 ns <1.0 ns

-
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