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A formalism for Reggeizing helicity amplitudes, from which 

kinematic singularities have been removed previously, is developed and 

applied to quasi two body inelastic processes. This formalism is then 

applied to the reactions - 0 1T p --71)' n 

assuming dominance of these processes by either the ~ or f trajectories. 

The factorization theorem, the knowledge of the t channel density matrix 

elements obtained from the decay of the final state particles, and the data 

on the differential cross sections are then used to attempt to de termine 

fits to the data which are not trivially constrained. Although the 

experimental data is still rather scanty, it is tentatively concluded that 

the f trajectory generates a fit to "'li N--:"'\'(N* and - 0 
1(' p --7 '1r n. 

However, it is the pion trajectory which gives an adequate fit of the 
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CHAPTER 1 

INTRODUCTION 

The Regge pole model has been used for some time to make 

predictions about high energy elasti"c scaftering(17) with a reasonable 

amount of success. However, theseprocesses do not provide a strict test 

of the theory because of the large number of parameters and the lack of 

knowledge of the spin dependence of the amplitudes. Recently, this model 

has been applied to elastic change exchange processes with startling 

success. (27) However, these processes also yield information on the spin 

dependence of the scattering amplitudes only very grudgingly, although 

requiringfewer parameters. 

In this the sis the extension of the Regge pole model to quasi 

two body processes will be considered. Specifically, the production of 

nucleon isobars in quasi two body processes such as ~N ~~N* 

and NN ~NN* (1238) will be calculated using a formulation of the Regge 

pole model for processes which contain intrinsic spin. However, for such 

processes, the decay of the isobars in the final state yields a great amount 

of information about the spin dependence of the cross section. This 

information is provided by the crossed channel density matrix elements~20) 

A complete knowledge of the dependence on momentum transfer of these 

density matrix elements will provide stringent tests of the theory .. These 

tests can be expected to be particularly severe in those cases where a 

single Regge pole is expected to dominate the amplitude. 
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2. 

In the present work an attempt to fit the inelastic processes 

'r1'P --:'ïT N* (1238), pp~ pN* (1238) and pp ~ N*(1238)N* 

(1238) has beenmade under the assumption that the only isospin one 

trajectories contributing are the Ir and ;0 trajectories. The constraints 

due to the factorization theorem for Regge residues have been fulfilled. 

Moreover, it has usually been assumed that the Regge residues are independent 

of momentum transfer. While no attempt has been made to include the effects 

of the R(A
2

) trajectory, it should be noted that the factorization theorem 

and fits to the processes '11' p --'l<"'ft N and 1f P""'"1\. N*(1238) could be used 

to determine, in principle, the effect of this trajectory on the processes 

NN ~ NN* (1238) and NN ~N*(1238)N*(1238). Moreover, the more 

ephemeral isospin one trajectories, such as the ~, B, and BI are also 

neglected. The effects of the threshold constraints on the helicity 

amplitudes noted by Franklin have also been discussed and fits to the 

experimental data which satisfy these constraints have been sought. 

The general plan of the thesis can be summarized as follows. The 

second and third chapters contain a derivation of the Regge pole formalism 

and of the kinematical singularities contained in the helicity amplitudes. 

The fourth chapter provides detailed discussions of the constraints on and 

prescriptions for the Regge residues. The fifth chapter contains the 

comparison to experimental data while the conclusions follow in the sixth 

chapter. 
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CHAPTER 2 

GENERAL FORMALISM FOR REGGEIZING SCATTERING AMPLITUDES 

A general farmalism for the "Reggeizing" of scattering'amplitudes 

involving particles with arbitrary spins has evolved through the 

work of Gellman et al(l) and Wang~2,3) In this chapter this formalism 

will be developed in detail with' particular attention being paid to the 

analyticity properties and other assumptions necessary for the use of the 

Sommerfeld-Watson transformation. 

This formalism is based upon the helicity amplitude expansion of 

the scattering amplitude given.in the beautiful work of Jacob and Wick.(4) 

This expansion'deals explicitly with S matrix elements between helicity 

states.iristead of the usual invariant amplitudes. For this reason these 

helicity amplitudes contain certain kinematical singularities and 

kinematical zeros, the detailed form of which will be discussed in the 

third chapter. However, it is ta be understood that such singularities 

have been explicitly factored out of our amplitudes before we attempt 

Reggeization. These singularities and zeros will thus appear explicitly 

in the final form of the full amplitudes, since the Reggeized expressions 

must be multiplied by these factors to regenerate the full helicity 

amplitude. 

The starting point for this development is the crossed or t channel 

partial wave helicity expansion of Jacob and Wick. The state of total 

angular momentum J, z component of angular momentumM, and helicities 
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).~ ~).d is labelled \ J" Mi ?c '}.d) 
produces the effect 

• Then the parity operation P 

where S is spin, 'Y\ is intrinsic parity. 

Then the state 

is such that 

where fIS'" = Y2, 
N':. 0 

for J half integer 

for J integer. 

Then if a matrix F is defined from the S matrix such that 

(2.1) 

(2.3) 

(2.4) 

where k
f 

and k
i 

are the barycentric momenta in the final and initial states 

respectively, it follows that 

- < lM 'le:? J \ F \ J M }.o.lb> 
(2.5) 

± 1'\.t '-d (_lj5,+$,j-JI"qM_).-1J \ 1= 1 lM " .. 1,) 
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However, the Jacob and Wick scattering amplitude can be expressed as 

where 

where the function 

~ 
.J + [(J+M)! (J-M)!} ~( ,'''if'. \?f"\. (l1.",1,\?Y'\). 

&.~f("l)·=:' -\JJ+N)\ (J-w\\ cose~l (1lVY\.~) P~_~CDCS) (2.7) 

M = max <l~\ 'J \fl) N = min ( \'A-\.,)#'I ) 

P 
(\1-jA-I,l'l.+f'\) (2) 

and. (W<l9) are Jacobi polynomials in cos Q. An important 
~M J 

property is the factorizability of the cl~(S) into a factor independent 

of J multiplied by a polynomial in cos Q. It is these polynomials which 

will be Reggized since aIl dependence on J is contained in them. Therefore 

the following amplitudes are defined: 

-11~"1 -\').t\ + 
f~\li 1..?b (~) -= [.v: IBI>% J r W A-v..~ 1 f?.'lA?~~ (x) -

(2.8) 

where 'Àf1I\ = max C\1\')I}A\), Z = cos Q • 

(2.9) 
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It follows that 

This formula can be inverted to obtain 

(2.11) 

where 

Jt 
Both Cit 

J± 
and e~ are polynomials in th~ Legendre functions of the 

Gellman et al(l) have listed these functions. first kind. 

It is this representation of the helicity amplitudes which will 

be Regg'eized. The first step in this process is the continuation to 
J. J± . 

complex J of e - and F;"./1 It in a manner that will permit a 
"1' /le J /,'''0.'',1) 

Sommerfeld-Watson transformation. 
J~ 

This continuation of the rotation functions e~ -t~) is accomplished 
(") 't' . 

by replacing the Legendre polynomials I~ of cos Q by the function 

E? = - Q _j_, ".-1 ~ \1"11 

-- r( J+ V~ ) (~:r.)'J 
, r l j+ \) 11 I/~ 

(2.13) 
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where F is the hypergeometric function and is suitable for continuation in 

J. ~ has the following properties: 

(a) ~ = ~ for J = 0, l, 2, ••• (2.14) 

This equality fo1lows from the 'identity 

~(~y - Y- Q.t(~ -:::: -..!... . Q .. .e-I (5) 
(2.15) 

SCll\:nl TT Co~lT..e -ra' Cco1T! 

(b) 0?; 0 for J = :'1, -2, -3, -4, . (2.16) 

.(c) ~ contains a pole at aU half integral J (2.17) 

The rotation functions will be designated by 

when ~ is their arg~ment. In order to continue the partial wave 

amplitudes an analogue to the usual Froissart-Gribov continuation is 

defined. This continuation requires a fixed t dispersion relation in s 

and u or,equivalent1y, in Z. It will be shown in the next chapter that 

f{~~ contains only factorizable kinematic t singularities. Then 
'J r'~ 

defining J.p.} such that 

where k(~t) represents a11 kinematic singu1ari ties, i t foUows that 

ft ., .,,(t,'I:.)= .L r~ W;~ii~\~t) .. ('t'» J.t +1. [w"'!:(t,"U.(,t)) ot't' (2.18) 

').c..')..~ I.~ ~ 1T J1.$ 1.'-~ 11' J~i ~~:r. 
We can now insert this dispersion relation in definition (2.11). If we 

interchange the order of integrations the first integra1 can be done 

ana1ytica11y. It fo11ows that 

;. 



where we have used 

and the 

- Qt(~= \ fR<i) ~t':1 
Î 1: î.:~~ 

C ~:/~J "', Lt; are the sma11 

8. 

(2.19) 

" ~ = positive integer (2.20) 

wi th f?t replaced by 9n . 
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Now 

(2.21) 

This implies 

Ji 
C'?f (-~) (2;22) 

In addition we define 

If the integral in expression (2.18) for the scattering amplitude 

is to converge, it is necessary that the helicity amplitudes be bounded 

for large Z by Z~, € being some finite real number. Then the amplitudes 

[
'-1- E. -~max 

- are bounded by Z and the weight functions by the same 
1'\ n 1 J+ Il E- "max ("\, " ) - J'o- C _ .... :fJ-1 + fl.trn~ Z ' . Since \JII.\~ ~ ~, -r ;(., 

c J- -.--, 
"p. ~-O/~ 

~ -.,00 '>. t" :? ~ #0 

iJ-'l..J. ')..~, it is obvious that our definition (2.19) is 

and 

convergent. for real (J)€. • An examination of subtraction terms shows 

that they do not contribute to F in this reg~on. This definition of the 

partial wave amplitudes will be heuristically extended to the left of 

real (J) = ~ under the assumption that the only singularities in J are 

the Regge poles. 

In order to use the Sommerfeld-Watson transformation, it is 

necessary that the background integral be equal to zero or at least 

negligible. Now if t is greater· than the t channel threshold 

and C J± --7 u(o (-, E. l J- ~",J ) 
1}'- !JI ~ 10 • 

from the asymptotic expression given by Squires(6) for 

This last property follows 

,l_I/2o 

~ (Il): 

Mf ( te.f rz) ~ (7! -(~?_,)~) ) ~ 
(2.23) 
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However, the use of equation (2.22) forces the definition of the usua1 two 

continuations of F
J 

for positive and negative signature because of the 

Moreover, it is interesting to note that the relation 
" 

.Jl J () J-)A- J () o.",/,,- - ~ ;:; (-1) t &.,., ~ = 
indicates that if the ff1} amplitudes of equation (2.10) had not been 

adopted as a starting point the introduction of signature wou1d suggest 

these combinations in any case. So we define 

Where 
for 

(2.24) 

.. j 

(t.)'S = (-1) J;. integer 

(2.25) 

These Ilgood signature amplitudes" have exponential1y decreasing continuations 

as \ J \ -7 00 Then 

(2.26) 
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where 

(2 •. 27) 

. and J parity. 

However, 

(2.28) 

Therefore, 

<s J 
if (±) = (-1) J = integer 

o if (1:)50:._ (-l)~ . (2.29) 
J = ~nteger 

(2.30) 

Now the summations in (2.30) will be extended to values of J 1ess than?l . 
lM. 

Jt 
For J = ... " - \ - '\ _"\ lInn. ) {I. iWI. ,.. •••• •• because of (2.16). 'There are E "t'"::' 0 

+ 
assumed to be no fixed po1es in FJ

- at these values. This assumption,that 
+ 

there are not fixed po1es in F,J- at J = -J demands 0' 



since the residue of afixed pole at J = -J 
o 

(·jo):!: 
in is C"J'" 

Tru~man and Muell~Phave pointed out that the relation (2.31) 

(J.~,)'!:. 

c.~ • 

is a 

superconvergent dispersion relation. If the validity of such relations 

is assumed, the partial wave sum can be 'extended to J <-.?-"", In fact', 

12. 

fU.I(Th,e. y 
the above assumptions are unnecessarily stringent since a Qlea~ examinat~on 

reveals that the assumption of no fixed poles is only necessary at the 

even integers for the even signature amplitude and at the odd integers 

for the odd signature amplitude. 

There remain the terms with not included 

in the partial wave summations. These terms can be divided into pairs 

about J = - 1/2 which satisfy the follow~ng identities: 

F/(-~~~)± 1 (-~_IIf'/~); 
nYt.-;I,'3, ..... 2lfl"\"1 (2.32) - F for 

~c~ J; ll.'>-b -
~(.'). J~ 1.c,1. b 

E (-~+#2.)t ( -~- jW111)"+ 
mt=' 1,3 j"l -1 = E').f' for •••• i m"- (2.33) 

").!"-

AlI the quantities in these identities must be defined in a limiting sense 

that is, in the limit as m ~ integer. Then, because the factor (2J+l) 

takes on equal values and has opposite signs at J = - 1/2 t m/2, these 

terms cancel in the partial wave series. Since the two functions 

differ in the order of the highest power of Z which each contains, this 

cancellation might appear surprising. However, on closer examination it 

is found that the coefficients of the higher powers of Z of the leading E 

function vani'sh at these integers, al.lowing the cancellation to take place. 
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This behaviour of EJ will be evident in the large Z expansions given 

in Chapter 4. 

There are also poles in the functions k?J at the half integers. 

For J = half integer ~ - 1/2 these po'les arise from the r function 

in the definition {d)' 
J 

for J > - 1/2 they arise from the hyper-

geometric function. These poles have residues which may be grouped as 

follows: at J = - 1/2 the residue is multiplied by a zero due to the 

(2J+l) in the partial wave expansion while at the remaining half integers 

the residues are equal in magnitude and opposite in sign at the points 

J and -J -1 because of the relations 
o 0 

Lim 

J--")J 
o 

__ Lim ( J) EC- J- J) t 
.1- 0 'l.J.&. 

J-'lOo J .,-
o 

for J half 
integer 

for J half o 
integer 

Therefore if the entire real axis is included in the contour these half 

(2.34) 

(2.35) 

integral poles give no net contribution. Furthermore, as a Regge trajectory 

passes through J = half integer greater than - 1/2, the asymptotic 
o 

behaviour in Z is not changed since the cancellation does not occur in the 

leading power of Z. This behaviour can be verified using (2.13). 

(2.36) 
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The contour C contains the entire real axis. It was indicated previously 

that the partial wave amplitudes 

l JI-+- CIO if t '> t _. channel threshold. 

The function @~ is bounded by a polynomial as \JI -9 co 

Therefore, the contour can be expanded to the 00 circle, picking up the 

srngularities in the J plane. The contour at infinity gives no contribu-

tion for Z large. Itis assumed that the Regge poles are the only 

singularities sa encountered. 

r tltl:l ::: (z. .t~'+ 1) (J.v.J' f:: ~t J. Â l E:)G) k t (~11 f, (!)$ .. t 1TQ{t] 
~ 'i .~ '\. Co dJ A. b 1 ~,1J/~/Io b L' 
,~I .. la ',IJ 'IT .ct~ 

+ 

(2.37) 

- 0<.+ 0(-

where' the inequali ty E.?f" C~) ') ') E ).1'(2), for large Z, has been used 

to drop the second terme If this procedure, of including the entire real 

axis in the contour integral is found objectionable, it can obviously be 

circumvented by including the conventional background integral along some 

line Re J = -M ·where M ') 1/2 and M ') "Â/M' Then i t is necessary to 

explicitly include. as weIl as the background integral, the half integral 

poles for J ~ M - 1. However, precisely because these pales do not occur 

in the leading term in Z of 
J± E,. (Z), but in that term whose large Z 
'r 

behaviour is identical ta that of half integral pole reflec;ted through 

J = - 1/2, as discussed earlier, the contribution of these pales will fall 

oi'f at large Z at least as rapidly as the background integral. This 

integral is bounded by Z-M, as is the usual background integral of the 

"Mandlestam-Sommerfeld-Watsonll (8) transformation. 
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The kinematical region of interest in high energy inelastic, 

scattering is that of large s with t negative. The derivation of the 

Regge pole expansion presented here has assumed that t > physical threshold 

in the t channel, tha.t is, t '> t '> O. The problem of continuation of the 
o 

expansion to negative t can be resolved in_either of two ways: with the 

use of fixed s dispersion relations in t(9) or with the use of a slightly 

different representation for the partial wave series.(lO) Since the 
. ,t 

ampli tudes f. l t\ and 
~&~.li .. ,.b 

F.' iT * have had all kinematic singulari ties 'l,"d i ~ .... ~b 

removed, they can be continued using either of the methods mentioned above. 

It is well known that the phase of the Regge pole amplitudes is 

given by the signature factor in the spinless case. This property implies 

that the Regge residues are real. In order to prove that the residues are 

real in the case where the particles carry spin, a trivial generalization 

of a proof for the spinless case due to C. S. Lam(ll) is presented. 
1+ 

If f - Ct 1 s) is the t channel he li ci ty amplitude wi th aU 
)~"Ad i?' .. ')..b 

the kinematic singularities removed,then,as bêfore 

S~~~d'I~ft\b(i)~) = Y'l1' r~x.' W:~ . ~ ~ (t,S(~I)) 4-1.. (;~I W1J. ,(t,1J.(ë'» ,.... J. 0 :Ac cil 0.. b ltj' -:',')..1 1 '.14-
is ~/_î: .-" ~.'- ~ . 

:. f, (ë) -t- f2,l!t:J . 

(2.38) 

Now the complete t channel helicity amplitudes are assumed to satisfy the 

Schwartz reflection principle, f-lc (Z) = f (Z-Ic). Since the kinematic 

factors also satisfy this 

This identity requires 
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~ ;~.; '. 

Wt(t .. ~') ~ 
f ' ~ (t ~/~ i a) 

for 
~' ') los 

- ~Gld) ').".'lb :> 

dm-, ,t (,~) 
for :;;,' -<-~ W~(t;~') - f').. '). . '). 1.b 't J-l: +, - 0 

Co Cl' .. (2.39) 

+ 
The amplitude ft is assumed to be given by a single Regge pole for 

1 ' t 1. ) .. E(t) .( 
large Z. Then 1~é:1cl;'}.o.').~t,i-):Q.(t ~ for Z + l. 5 J Z'>,> 0?,6>O. 

It is a1so assumed that the high energy behaviour is not oseillatory, 

(2.40) 

For large Z the first integral vanishes like 1 

Z - ~ 

The second integral has the following properties: 

(a) it has a eut from 0 to 00 along the rea1 axis, 

(b) tm f l (Z) Im(a(t» -~ 
= Z 

"le "le 
(c) f l (Z) = fl(Z) 

Therefore 

~(~) =Jl, +-;;rr f: -~ ~~. 'l for Z large 
Si.,J rr é 

(2.41) 

Now f
2 

("l.) - 1 r" W .... t (t i+,~) d.t - :tr l e,"d; 1 0..1 0 ) 
-~G ;l'-x. 

'lA. 
(2.42) 



. depending on· whether a {POSi t~ve} signature trajectory dominates the 
negat~ve 

amplitude. 

for Z large 

::. 
dm ().(t) 

17. 

(2.43) 

(2.44) . 

(2.45) 

(2.46) 

+ 
This relation implies that the phase of the Regge pole amplitude for fI 

is given exactly by the signature factor. In addition, a careful considera-

tion of aIL the kinematic factors shows these fact9rs to be real in both 

the sand t channel physical regions. Therefore, the phase of the entire 

helicity amplitude is just that of the Regge pole amplitude. Moreover, 



for a process dominated by a single Regge pole all helicity amplitudes 

have the same phase. 

18. 
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CHAPTER 3 

CONSTRUCTION OF THE KINEMATIC SINGULARITY FREE HELICITY AMPLITUDES 

In or der to Reggeize the helicity amplitudes using the procedure 

given in Chapter l, it isnecessary to separate the amplitude into a 

product of two terms, the first containing kinematic singularities and 

zeros and the second dynamical singulari t.ies. In the present theory, the 

dynamical singularities appear when the continuation of thetchannel partial 

wave expansion, which is extended outside of. its usual Lehmann ellipse of 

convergence by means of a Sommerfeld-Watson transformation, diverges . 

. The kinematical si~ularities, on the other hand, arise directly out of 

the kinematical properties of the helicity amplitudes as implied by 

angular momentum conservation and the crossing relations, and depends 

only on the masses and spins of the initial and final state particles. 

We now will sketch wang's(2) developments, presenting in some 

detail the particular arrangement of masses that is needed for processes 

such as 
"le "le 

"1\' N -+ ïI N and NN ~ NN • 

We consider the general helicity amplitude for 

a+b-ilc+d with 

and 

2 
s = (Pa. + Pb) 

t = (Po. _ p,,)2 

Note that the letters a, b, c, d, etc. are used to indicate both the 

(3.1) 

particle itself and its helicity, :the meaning being implied by the contexte 

Furthermore, the antiparticles are represented by A, B, C, D. 
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Then the t channel process can be represented as 

D+b-il"c+A where 

The s channel helicity amplitudes which we use are related to those of 

Jacob and Wick by y, j.'e/ . 

.' fes) (s t) :: 2ii' Is Po.b\ 2. f (S,t) 
ccljo.b ' \" peel. -; Cdjo.b (3.2) 

The overall normalization of these amplitudes is determined by the relation 

( ri. ) 1 f J YI l~' 
d (j" :::::. col' ~ ~ 1 (S )t) 

.n '.M. ,-0 
(3.3) 

The partial wave expansion for the helicity amplitude can then be written 
<SI 

f -'. ,(S)t) :: L (~J+l) 
CQ)a.b J Â= o..-b 

jJ--= C-rJ.. 
(3.4) 

where 9 = angle between p and p in the s channel barycentric system. 
sac 

The expressions in terms of sand t for cos 9 , sin 9 , etc. are given in 
s s 

Appendix A. An examination of the expression,given there for cos 9 reveals 
s 

that it is an analytic function of thè variable t. The rotation functions 

have the representation 

(3.5) 
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P 
( 1 ~ "f' 1 /1"')4 1 ) 

where J- t1 (~~) is the Jacobi polynomial and 

M = Max (1').. \ ) If" 1 ) 

N = Min ( l 'À \ 1 lf'-l) 
It is therefore evident that the only possible t singularities come from 

However, these terms will factor 

out of the partial wave expansion since they are independent of J. 

Therefore the amplitude is defined such that 

~ (2J+I\ 'F J 
(s) L ) ~cl'l1'o 

J ' 
(3.6) 

Now fS contains no kinematic t singularities. Any t singularities of 

fS are due to the divergence of this expansion and are said to be 

dynamical. Furthermore, it is evident that some of the factors arising 

have been absorbed into F
J 
cd;ab· These factors may contain 

branch cuts in the complex J plane which must be considered in the 

Reggeization procedure. 

The analogous t channel amplitude is defined 

').': D'-J; 
/'-: c'-/>/ 

(3.7) 
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P 
( 11.;-« 1 /1J.)41) 

where J- H ( C#\) ~) is the Jacobi polynomial and 

M = Max (, '). \ ) If" 1 ) 

N = Min ( I? \ 1 ~l) 
It is therefore evident that the only possible t singularities come from 

However, these terms will factor 

out of the partial wave expansion since they are independent of J. 

Therefore the amplitude is defined such that 

P 
(I?-p.\, \')."-,P\) 

J-M (to~e) (3.6) 

-::-Sf Now contains no kinematic t singularities. Any t singularities of 

~ are due to the divergence of this expansion and are said to be 

dynamical. Furthermore, it is evident that some of the factors arising 

have been absorbed into F
J 
cd;ab· These factors may contain 

branch cuts in the complex J plane which must be considered in the 

Reggeization procedure. 

The analogous t channel ampli tude is defined 

'l' = D'-)! 
/" -:. c'- A' (3.7) 
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This amplitude is free of kinematic s singularities, Now' the 

Trueman and Wick(12) crossing relations are used to obtain crossing 

relations for these amplitudes 1 

f 
S cdiCLh' 

c.d'o.' (5 t~ == S "m. , Il'- D'6!(S,t) 
J l) R' I:f t;.' cl C n J IF (3.8) 

Where 

and r. ~)( 1 a) . 2 1 a. 2. 2. 1.\] / 
co~""Q,".:o L- CS +tn1!-,t'II., t-tfllla.-~t. -2M'o.lltl\c.-,.,no."p~-HI\Jb/So.b fo.e 

. CoS ~b ":. r. + (5+ fIll; -(til~ )(t +pr1.~ .. tm~) -2MZ~ (J)1l!·M!.r,.ntb-.m~ )]Iso.b 1btt 

COS 'Xc.:: [(S.f.m1~ - mz~ ) (t 0&0 m1~- h1l~)-2 /tA! (P7l!-nr1~ +m1,"JrII~fllsut ~~ 

eos "'cl = [-(S+nl1- /IO~)(t"""~·",l)-AffAJ(na: ."",tf""l·";)1/C '1i.d. 

(3.10) 

and 

The polynomials ~ (s t) $a.b and f4.~ 
'\' 1) ) 

are defined in the first Appendix. 
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Since ft (s,t) is free ~f kinematic s singularities, aIl" 

-::s kinematic s singula~ities of f (s,t) must come from the crossing matr~ces. 

Wang has shown that there are pure s and pure t singularities at s = 0, 

sab = 0, scd = 0, t = 0, 

sand t singularities at 

"C' = 0, 1:' "= ° and that there are no mixed . 
ac bd 

4> (s, t) = O. If the pure s singularities of 

each Mare factorizable and aIl M's have the same type of pure s 

singularity, it is then evident that this fS has factorizable singularities. 

There exists the relat~on 

, 

-t 
f (4.. t) 

~' A" f)' J,! , 
) 

from parity symmetry where 

Using the above 

then satisfies 

relation, the linear combination rs
:!: =" fS ± rs 

;:.di"'~ Cdjo.'o -C.-d'o.b 
) 

the crossing relations -i:' 
......,.t ,a.jQ,.b f 

t)/') 0 

A' c:,' y:. 
Me/t:\';.o'b'· e!A'~D'IJ.· 

We will also need the relations 

(3.12) 

(3.13) 

(3.15) 
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and \?.-l' \ 
= + ,( 1- coss) (e.~sl..Q\Ar 

~IN9 \' ~ 'j 

(3.16) 

where v = 1 for J = half integer 

'v = 0 for J = integer 

and ç;/J.IJ'Iz) 
,(cos 9) is a po1ynomi.a1 in cos 9 of order J - v/2' 

T~e particu1ar set of external masses which interests us is given by: 

m = m. 'a b 
mc / m

d
· This case gives results identical ta those of 

ma = ~ = mc / md • 

Then, at the points + 2 
s = (ma - ~) . the quantities S b sin x , a a 

Sab cos xa' Sab sin ~ and Sab cos ~ are free fr'om singuLs.rities in s. 

Of course,the expression Sab has a branch point in the variable s at each 

of these points. 

As a next step it is necessary to c9nsider the quantities 

, l Y-z. 
CoS ~o..)J 

The cut in thes plane in the functions S b' cos x a a 
2 

to runa10ng the real axis and join S = (ma + ~) 

We then define 

defines the first sheet. This definition implies 

and sin x' is chosen 
a 

2 
and S = (ma -~) • 



and 
-;,( q,+q/)~ 

cos X = R" e . Further, in the comp1ex cos x plane 1 
a a - . a 

1 sin - x has a branch point at cos 
2 a 

x = 1 and we choose the cut to run 
a 

25. 

from 1 to 00 a10ng the rea1 axis. Simi1ar1y cos ~ xa is chosen to be cut 

from -1 to - co in cos x . The angle ~ is treated ana1ogous1~ defining 
a 

cuts in .~ and cos ~ There is however.one sma11 but important s~n 
2 2 

differenèe. In the region t < 0, for _t fixed, there are two solutions 

to the equation q> (s,t) = 0, which are ca11ed 5;> and '5< and satisfy 
. 2 . 2 ~ 

s>. > (ma +~) ') (ma' -~) > 5< At 'i' (s;> ,t) J sin xa = 0, 

cos x = +1, sin ~ = 0 . a 0 

sign at ~ (5< ,t) = O. 

: imagin!'lry for t < 0, s 

and + cos ~ = -1 whi1e the cosines change 

An examination of sin x revea1s that it is pure 
a 

2 
) ~ 5 ~ (ma +~) • Rence 1 cos Xa \ > l' in this 

region. It fo11ows that near 
. 2 

5 = (ma +~) , cos x a 
can be represented 

lep 
as R e where 

cos where 

because cos x 
a = + 1 Similar1y 

In order to decide whether a 

particu1ar function has a branch point at 2 
5 = (ma +~) we compute the 

.... function at the p~int. A in Figure 1 and again after a rotation of 2tr 

;in a c10ckwise sense, that is, at B. A di scontinui t y indicates a branch 

point. Now 

at point A , cos xa = RA exp (-i 1T' /2) ; cos ~ = -RB exp (-i 1'( /2) 

at point B ) cos ~ = -RB exp (i 'If /2) ; cos xa = RA exp (i tr /2) 

It is then straightforward to examine the ha1f angles and arrive at the 

fo11owing table: 



At 
point 

A 

At 
point 

B 

where 

1 
sin '2 xa 

tcl/z 
e 

-e 

At 
point 

A 

At 
point 

B 

\(A 

-i~ 
KA 

1 1 cos -x sin '2 ~ 2, ,a 

-i.cl/Z -~foh e KA - e K6 

L«/~ e KA 
; fie ' 

e \{S 

1 
cos '2 xa 

1 +. 1 
cos '2 ~ - s~n '2 xa 

a = tan RA 

1 cos '2~ 

;,f~ 
e. Ka 

, -i~4 1< e, (5 

1 
sin 2' ~ 

1 1 
This table shows (cos '2 xa cos '2 ~ . 1 . '1) h 

s~n '2 xa s~n 2 ~ to ave 
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no branch point at s = (ma + ~)2. whi1e ( 
1 1 . 1 

cos '2 Xa cos '2 ~ + s~n '2 ~ 
1 ' 

sin '2 ~) has a branch point at this point. 

Using simi1ar methods the fo11owing functions can be shown to be 

2 2 
ana1ytic at both s = (ma +~) and s = (ma -~) ; S b sin x , a a 

[cos t xa 
1 1 

S b cos x , Sab sin ~, Hab cos ~, cos '2,~ + sin '2 xa a a 

. 1 1 ' [s (ma + ~)2 ] 
1/2 

[ cos 
1 1 1 

s~n '2 ~ x , -x cos '2 ~ - sin - x 
2 a 2 a 

.11 s~n '2 ~ x L s -
2 1/2 

(ma -~) 1 ' etc. A full list of such 

quantities has been given by Wang. 

" ' 



Using the analytic pro,perties of such quantities a10ng with 

equations (3'.14), (3.15) and (3.16), i t is then straightforward, if 

very tedious, to show that the fo11owing prescription gives the .,.., 

amplitudes in the case ma = ~ mc ~ md .• The expressions for the 

crossing matrices from which these prescriptions are deduced are 1isted 

in Appendix D. 

where "'~ = fmI/X (.i= ~"b) of [JG,.+ JI, - t {P'"o"""'b} ] * ~(A1&+Jt) 1 f J.SQ. -:. AJb ~ , 

ol~ ~ tytIlll' ( ! llo.b) of [J~ ... ' 3 bJ 

where 

v = 1 if J = half integer J 

11o.h ': l'lA 11.r. (_I)Jc:+Jcl~c .. J 

11.2- 'lo 
and the expressions for 

v = 0 if J = integer, 

27. 
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BB ~F(c)F(d) F(a)F(b)~ BB FF-FF BB --l:> BB 

0: . (t) 0: . ("t) 0: ("t) O:g (t) g , g g 

131 
13 (t) 13 ("t) 13 (t) 13 ("t) g g g g 

f3g (+) 13 ("t) 
g f3g (+) 13 ("t) 

g 

(B = Boson) (F = Fermion) 

where 

.o:~("t) = ~(Va+Vb) - \').-111 + max (!:1\ab) of [Ja+Jb-~ (Va+Vb)+ t «(~-l1\-h+11\)] 
and 

where max 'T\. of N means greatest even integer ~ N if 1\.. = +1 and 

means greatest odd integer ~ 11/ if "'t\ = -1. 

The physical consequences of this expression will be discussed 

in the next section and some modifications suggested. However, although 

this formulation appears to have found all kinematic singularities in the 

helicity.amplitudes it certainly does not contairi all the zeros. These 

zeros will appear in the form of·constraints between the amplitudes. (13) 
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CHAPTER 4 

In Chapters 2 and 3 a method of Reggeization of processes involving 

spin has been developed and the kinematic singularities of the helicity 

amplitudes under consideration have been explicitly calculated. In this 

section we will discuss some ansatz for the residues and give the form of 

the helicity amplitudes for specific processes. 

In order to discuss the residues, it is necessary to examine the 

constraints which can be applied to these ,residues. The first of these 

constraints is the factorization theorem for the Regge residues, first put 

. (14) (15) 
forward by Gellman and ind.ependently by Grihov and pomeranchuk. 

While Gellman demonstrated this hypothesis only for the case of a coupled 

channel Schrodinger equation, Gribov and pomeranchuk explored the 

relativistic problem, using uni tarit y directly, for the coupled 1r ~ 

and K K channels in the region 4mrr
2 <. s <.4~2 Oehme(16) shows how to 

. continue this relation back to thé t channel physical region. This simple 

situation can beextended to the case of a largenumber of two body 

channels quite easily but requires more careful consideration if many 

particle channels are included. The proof for N two body channels is 

given by Squires(6) and is reproduced in Appendix B for the case of helicity 

amplitudes. It should be recognized that since this theorem is a cons.equence 

of uni tarit y, the factorization property is carried by the residues of the 

poles in the amplitudes for which unitarity assumes a simple forme 
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This theorem then states 

= f3Cdogh· f3efoab (4.1) 
• • 

Fox and Leader(17) have recent1y shown that, because the 1eading term for 

large Z of the J 
d"/,, (Z) also can be factored, this factorization property 

also applies to the contribution to the t channel he1icity amplitudes 

from a single Regge pole. 

That is, 
t 

f 
cd;ab 

t 
f ef;gh = 

t 
f cd;gh 

t 
f 
ef;ab 

(4.2) 

The "sense-nonsense" restrictions, which are a consequence of 

this factorization, will now be discussed. . :;-
We remark that the definition of 

J-
F~d .. ob in 

1 

j!: 
equation (2.19) contains the functions C which have factors 

'"11 ') 
exceeds O. It is such as [J(J+l)] 1/2 if exactly one of 1" ,. '111 

:;-
necessary that the FJ - contain these factors in order that they cancel 

cl
with similar factors in the functions e J- (Z). 

~ll 

Then the partial wave 

sum does not contain fixed branch points and no difficulties are encountered 

in the Sommerfeld-Watson transformation. 

In general an amplitude is called a sense-nonsense amplitude at 

J "" M if one of l?l, 111\ "> M. Such a sense -nonsense amp li tude con tains 

a factor [(0: - M) (0: + M + 1)] 1/2 in the residue of the Regge pole 

occurring in the amplitude. An amplitude where both l '-l, \111 '> M is 

defined to be a nonsense-nonsense amplitude at J = M and an amplitude 

where both lÀ\, \111 ~ M, a sense-sense amplitude at J = M. The factori

zation theorem for the Regge residues states that the square of the 
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residue of a nonsense-sense amplitude is equal to the product of the sense-

sense and nonsense-nonsense residues. Thus, either the sense-sense 

residue or the nonsense-nonsense residue must contain a factor 

(SJ - M) (J + M + 1)1 Such a factor would cancel the pole in the 

amplitude at J = M. If the sense-sense (nonsense-nonsense) residue does 

not approach zero as J ~ M the trajectory is said to have chosen sense 

(nonsense) at J = M. If the trajectorychoosessense the pole in the 

nonsense-nonsense amplitude that occurs as a Regge trajectory passes 

through M is cancelled by the zero in the residue. 
+ 

If the trajectory 

. choosesnonsense, it appears that f cdab has a singularity at a nonsensical 
+ . 

. value of a-. However, it follows from (2.32) that this singularity is 

cancelled by a compensating trajectory of opposite J parity that passes 

through J = -1 --a as the original trajectory goes through J = Œ. 

In the previous chapter the exact form of the kinematic 

singularities of the amplitudes was calculated. These singularities were 

explicitly included in the full residue 'of the Regge pole. However, there 

are modifications of these kinematic forms which will be discussed here. 

Now from equation (2.11) 

(4.3) 

By de fini tion fI is free of kinematic singularities. From Appendix A 

s= 

where l(t) :: 

.(. l(t) 

... l (i ~ -1: l. mt~ 
Zi: l 

+ (tn\J" pib) ( fI')I.~ - tW-l) ) 
(4.4) 

.. 



The integrations in the above expressions 

fixed t. If there is a power series expansion of 

L(t) which converges for some range of s, that is 

are carried out at 
+ 

f'-t(t,S) in Snear 
"oi'U~ . 
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~ ..... (4.5) 

then it follows, since is a linear combination of 

... J ~ ~ and 

that, near ..p ac 

J~ c. . is a linear combinationo'P
N 

N = J + '}. - 1 ••• J - À +1, ;W .) M M 

(4.6) 

Some specific examples will now be considered in the light of the 
o t+l'r 

previous points. Consider the process 11 .... p---;.o11' N ,making the 

identification 
b "'" .... Q.H p, ~)TI", C~ N , 

In the crossed channel this process can be written: 

or 
~'*'+ 

~ + '"11' + --->; N + P 
,*-

Now relabel the process . ï'i''1'i' ~ N F as 
1 b' , l' a. ... """'? G + d 

Then 

and and 

Using the results of Chapter 3it is found that the following 

combinations of helicity amplitudes are free of kinematic singularities: 
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(4.7) 

where 11 = pion, mass m = nuc1.eon mass M = isobar mass 

The quanti ties al"> a 2 , 131 ,) 13 2 were defined in Chapter 3. 

Since any trajectory that couples to the i1~~o system must have positive 

J parity, G = +1, and l = 1 or 2, there is a severe limitation on the 

trajectories which can contribute. In fact the on1y known, zero 

strangeness, boson trajectory with these quantum numbers is the f trajectory. 

Now 

(4.8) 

Further since the f trajectory has positive J parity, it couples on1y to 

f+ in the large Z limi t., Theref9re, f-.., 0 in large Z limi t. 
- + 

Then' f c.' li'. oc> 0;:. ~ fdc:J:'''Q 
1 ~'I 

and r ct-d' 1 
;r e' d'· 00 = -(-1) j' -c'.ljoO 

~ + 
The above expression for f can be simp1ified to the form 

(4.9) 

(4.10) 

Using the resu1ts of the previous pages, we expect FJ+ and hence the 

Regge residues to contain th~ fo11owing terms. 

. Y2 Yz g]- y~ ~ol-1 
B,.,. IV r O((O(+~] (1,-,,/") [t.(H-ml) Ip1T7f' eiJ N~ 
r i ~) 00 L, l J 5"0 (4.11) 

j3~KiOO contains identica1 factors. 



0:-1 J+ 
The factor (p~iI' PNL) desci'ibes the thresho1d behavior of F{',.} as 

described on the previous pages. The ~(o: + 1)~ 1/2 arises because at 

0: = 0 these amplitudes are sense-nonsense amplitudes. The factors of 

( 4 2)1/2 d [ (M )2]-1/2 h k" "" 1 " " t - II an t - - m are t. e J.nematJ.c sJ.ngu arJ. tJ.es 

,as derived in Chapter 3. Ana1ogous1;r th.e factors contained in the 

34. 

(4.13) 

The asymptotic 1imit for the E functions cau be de~~v~d by substituting the 
r.> . J+ 
~a- in the expressions given in reference 1 for e y expression for 

and expanding the hypergeometric functions. 

Then 
. - c(,+ '" 
E 00 (1.) ~C;E 

l 

where 

ci.,+ ) 
E 0\ (l ~i('E 

l 

4cl (ci-i) r (oC + ~) 
[d(d+I)(~-1)("-~~)1 Vi '(jI~ r(\'ltt) 

s' = 1. (s .,. u) 
2 

(4.14) 

(4.15) 

(4.16) 
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The final form for the helicity amplitudes is then 

( 4.17) 

'" [1 -e. ~ (-;'Ir .1.) AM\.G t ''0( ('''l' ..... t) ~ '0 ~-~; ~;) 
r(o(+t) ~ 'Cr 0(. [CtJl-iri\.)2- t 1Y~ 

(4.18) 

= L 1- e.~f(-~il'O(Û 
r (o{+l} ~lI'aC 

"( y~ 'tî ~ 0 ott) (%o) oc! 

[t - (M-If1I)~ J [t -(M ~((1\)~J V~ 
(4.19) 

~ [1- &r(-LlI'oll1 ~;l9t"('H~-f'·f-{lu .. )~·\-~tt (if~ 
r (oC-I-1 J A-VlviPo(. '. 

(4.20) 

factors [0:(0: + l)} 1/2 
o:-? 

(p p- ) max and the 
'1lYi' Nt:. " 

have The factors 

cance1led out of the final expression. The terms 1 from the 
r(o: + 1) 

~ (Z) have been combined with the . 1 from the Sommerfeld-Watson 
<A- Sl.n"Cl' 0: 

transformation in order to cancel the poles which occur in (sin "ri' 0:) -1 when 

0: passes through a negative integer. The reduced residue ~l§t) is formed 

by combining the remainder of the residue, after explictly removing the 

kinematic terms described earlier, with the factor C~ + 1) PCO: + 1/2) 
\i' 1/2 
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The poles of f1(a + 1/2) at a = -3/2, -5/2 are cancelled by the zeros 

of FJ+ at these points. 

Further understanding of these expressions may be obtained by con-

sidering the threshold properties* of the amplitudes f d at the thresholds 
c ;00 

in the t channel which occur whenever Pff~ or PN'6 ~ O. From Appendix A,we 

see tha t p goe's 
'1l''fi' 

2 
to zero as t ~ 4m and PN'6 

, 2 
goes ~o zero as t --)loo (M + m) 

( " ) 2 or t --;Jl M - m • This second point is called a pseudo~threshold. 

In order ta. facilitate the treatment of the thr~shold properties, 

it is useful to define amplitudes governing transitions to the eigenstates of 

spin labelled by S, S~ for the ~ system where S is the total spin of ~ 

system and S~ is its component along the direction of motion. These 

amplitudes are 

Ai!~ :: :f%-~; 00 (4.21), 

R~I - (':3/4-)14. f ~-~ 00 + (lt4-)Jf f:!/ 1/' 0 0 
l'~ /2) 

(4.22). 

R Il (' )~ f (~)I~ f~~. 00 - ~ ~-~·O 40-
~ ~J 0 2) 

(4.23) 

RIO ::. (~~( fy~ v7:,oo f-~ -Yz; 0 0 ) 

(4.24) 

Il. \ 
But from Jacob and Wick,-r , 

1
~ J 

AJ 
(w\ - n'(.L'.rI) I(L.'S'O?,'\J?') Pt (4.25) 

!.'~';co ) - ~J +1) ".. S',,'jOO 

F~anklin,(18) in an earlier paper, has given expressions for the 

behavior of J AL's';oo at both thresholds and pseudo-thresholds. 

,The equation (4.25) above can be inverted by introducing a sum 

over L'. Further, AS' X ; 00 has the following expansion 

f\J 
n~, 1.1, 00 

j 
(4.26) 

"/<1 am greatly indebted to Dr. Jerrold Franklin for showi,ng me this resul t 
prior to publication. 
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J 
Moreover d ,(Q) can be expanded as 

~~ J+~ 

It::..ë- lt.il! J' ~ ( ..,.. ) () 
(1 - ~) ~ . (l4-l) 2 dn. ,le) = L Co /J-)f' \J ~(7;~ 

'1 . to;'S-Yi. P ( 4.27) 

where C (j). v.: J) -= (2 i+ 1) Zp" (~'-r) t (r'~f) ~)~(7f j.;1) (J t fi) " 
,R.. r '/' 1 . (') 1 ' 0

_ 1 . 

2f· f r ~ot(4.28) 

where ~'~ 0 and p' ~ ~ and n = max <I~l, \~'I). 

The other dJ ,(Z) can be defined using symmetry properties of these 
~~ 

functions. 

This procedure leads to the following expression for A, 1 8 ) 
8 ')., ). 

generalized to the case where both initial and final states carry 

(4.29) 

Now consider t ~ (M + m) 2 in the example 1i'N --?ïPN*. For J fixed 

only a single L will contribute, 

Further as q -=> 0 t Z ~ 00 and 

J 
L = J-8, and, AI,'8".·00 "...,. 

J!, , 

Pt(Z)--~ Z , which causes only 

J-8 
q 

t = J + N to contribute to the sum over ), 

(Quanti ties ) 
Independent 
of 'À and 't{ 

as q" -" P() 

, 0 (4.30) 
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If)for reasons of parity,the lowest angular momentum which can contribute 

factors independent of Â and q 

(4.31) 

(4.32) 

where A and B are independent of ~ and q. 

This direct threshold behavior was specifièd earlier in our 

expressions for the ~ Regge pole contribution. For example,at the direct 

2 
threshold t = 4~ Wang's factors are just those necessary to cancel a 

similar factor in the factor sin 9t This behavior is verified by this 

calculation since it predicts a l/qS") i.e. a 
o 

q , behavior at this 

thresh'1ld. Similar results hold at the threshold 2 
t = (M + m) • It is 

important-to note that there are just two independent ampli.tudes at this 

threshold instead of the usual four, because of the relations just derived. 

Specifically,for 

2 

~ trajectory for the S=2 amplitudes at the 

threshold t = (M + m) , we have .~ 

An: -KI' t [fi] ~ (4.33) 

A 2 [ ': -); K. (4.34) 
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If)for reasons of parity,the lowest angular momentum which can contribute 

factors independent of land q 

(4.31) 

(4.32) 

where A and B are independent of ). and q. 

This direct threshold behavior was specifièd earlier in our 

expressions for the ~ Regge pole contribution. For example,at the direct 

threshold 
2 

t = 4~ Wang's factors are just those necessary to cancel a 

similar factor in the factor sin 91; This behavior is verified by this 

calculation since it predicts a 
o 

q , behavior at this 

threshold: Similar results hold at the threshold 
2 

t = (M + m) • It is 

important·to note that there are just two independent amplLtudes at this 

threshold instead of the usual four, because of the :relations just derived. 

8pecifically, for 

2 

~ trajectory for the 8=2 ~mplitudes at the 

threshold t = (M +m) , we have .~ 

A ~1. ~ - k l 't [fi J Z 
(4.33) 

A 2\ -::: - Iv KI (4.34) 

• 
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and for S = l 

(4.35) 

A 10 ,::' (4.36) 

~here KI and K
2 

are two independent amplitudes. 

The behavior of these amplitudes at the pseudo-thresholds can 

beconsidered in a similar fashion. Franklin .has given a prescription 

for the behavior of the amplitudes J 
ALS,L'S' at these points. At the 

pseudo-threshold only a single L = J-S ia expected to contribute, as 

2 
before. However, the dependenc~ on q is modified at t = (M - m) . Then 

~ 
- K, x ~2 [i~ J 2 (4.37) 

: -"KI>f[~]lf (4.38) 

(4.39) 

Ail (4.40) 

This pseudo-threshold occurs at t = 0.09 Bev
2

, which is near the 

physical regiotl in the present example, and so we will inves:ti·gate the 

consequences of letting such conditions apply, at leas"t approximately, 

at the edge of physical region. 



40. 

If we define 

(4.41) 

(4.42) 

Then it ·follows from equations (4.4l), (4.42), (4.37), (4.38), (4.21), 

(4.22), (4.18), (4.19) and (4.20) that 

~ % 
'(li Lt) =- 4VA.f)t (IÂ-l) tt-4J?o)'Iz{t- (11+ tml') ? ((ff-~f- t) :a 

lrtltt) (~o) 
(4.44) 

and for large s 

(4.45) 

Similarly, 

(4.46) 

These last two relations are'the result of applying the constraint 

only to the leading power of S'of the Regge amplitudes. All t dependent . 

quantities.in these equations are to be evaluated at t = (M - m)2. 



"le 
Rho Trajectory Contribution to pp ~ PN 

41. 

The treatment of·this process is similar to that of the previous 

process excepting two complications, the occurrence of nonsense-nonsense 

amplitudes and of.restrictions due to factorization,as weIl as some 

difficulties associated with the kinematic singularities at t = O. We 

list the singular factors that are extracted from the Regge residue of the 

f trajec tory for the process pp -")0 pN*. Then 

The superscripts on the ~ indicate whether the positive J parity combination 

occurs in f + f cd;ab -c-d;ab 
or in f 

cd;ab 
f 

-c-d;ab 
as 

Moreover, the factorization theorem states 

l'h~; Y:t Yz,.' :: 

1 u.'h.j ~~ M 

f Ifi;.- ~; ~ '6., 

P ~-~)~"fz. 
1%. .. %) ~ %. 

j3 "u~j fh.-z. 
.. !'U-fi; H.~ff 

;J%~ ~;~-- '4, 
(4.52) 



. Evaluating these ratios we have 

. .4 1 III/. /V 
1-J'%.1'1.) X/':l/f3 3 ... ,/ • Il. 1" . 

,- ":1. n..) l?o~ 'a. 
t V1. 

42 . 

(4.53) 

In addition. factorization enables one to relate these helicity amplitudes 

to processes like 'fil N -'Po -{il N~( wi th relations such as 

(31 ~ 
1 %~; /'2. Va! ,IV t 

. t1~~jJ{~ (4.54) 

The left-hand side of this relation refers to the residues of 17 N ~'tfNi( • 

. the right-hand side to those 'of NN~NN*. The simplest solution to these 

equations is to place a further factor of t in the residues !* ~j ~~!4. 
f*'4j 1I~-~ and f·'h"~j~·~l. 
A different approach to this matter is to return to Wang's derivation of 

the kinematic singularities. The t l / 2 singularities come entirely from 

the crossing matrix. arising out of the singularities of cos x and cos x 
a c 

at t = o. (The channel processA + c --, b + D has been identified wi th 

p + p . ...:r P + N~(.) Then 

cos x = 
a 

+1 [ 2 2 2 2 2 ] 
1 ~ t (s + m - M ) + 2m (M - m ). 
t~( t-4m2) 'l. 

(4.55) 

The crucial point is that although cos x has a 1/tl / 2 behavior as t ~o a 

the leading term as s ~ 00 behaves as t l / 2 at small t. The first behavior 

leads to a_structure 

ft a t-l / 2(SA+SC) -1/2 
at independent of helicities. 
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This behavior can be verified if one examines both linear comb'inations 

f+d band f d b· For aIl helicity amplitudes,one of these combinations c ;a c ;a 

conta~ns the t-I / 2 f t W th t . . t t d· th • ac or. e argue a ,s~nce we are ~n eres e Ln e 

t dependence of the leading terms as s -+,~, this behavior should he 

modified to t
l

/
2

. In any case,cos xa is bounded by l when we are in thes 

channel physical region and the t l
/ 2 singularity cannot be supposed to be 

effective when we are in the physical region, even when, t . --+ 0 as S 
mLn 

becomes very large. 

Among the factors which have been extracted from the Regge 

residues are some factors of a. The occurrence of such factors in the 

sense-nonsense amplitudes was explained previouslY,as being due to the 

analytic properties of these amplitudes in the J plane. The factorization 

theorem for the Regge residues can be written in a mannerwhich relates 

the. product of two sense-nonsense residues at a = J to the product of a 
o 

sense-sense residue and a nonsense-nonsense residue. 

For example 

This relation iromediately implies that'one of the residues on the right-

hand side of this equation should contain a factor a(a + 1) If, as in 

,the present work, this factor is placed in I~ .. f(z; ~-Yz J the pole 

in the nonsense-nonsense amplitude is cancelled and the trajectory is said 

to have chosen sense at this point. 

,It should be pointed out that Trueman and Muellar(7) ha~e recently 

shownthat the existence of fixed poles in the scattering amplitudes 
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alleviates the necessity that a trajectory choose sense or nonsense at the 
+ 

point J , where FJ - is of the wrong signature at J. Mandelstam and Wang(19) 
o 0 

have demonstrated that such fixed poles are possible in any theory that 

possesses a third double spectral function. In particular, Trueman and 

Muellar showed that it is no longer nec'essary to have the helicity amplitude 

for a process decouple from the trajectory when a passesthrough an,integer 

However, in the present calculations it is always assumed 

that the effects of the third double spectral function are small and that 

, the trajectories will choose sense at such points. 

If the edge of the s channel physical region is approached at 

large fixed s by letting t ~ t . , the expression given in ,Appendix A , nu.n 
Lim 

reveals that t t.' cos et' = 1. This limiting value of cos et wc,uld seem 
~ nu.n 

to imply, that the Regge approximation to the scattering amplitude should 

break down as t be~omes very small. However, in a recent paperFreedman 

and Wang(2l) have shown that, for the similar problem of backward 'ÏLr 
scattering, the assumption of an~lyticity in the mome~tum transfer is a 

strong enough condition to enable one to prove that the S,a behavior can 

be extended back to zero momentum trans,fer. This behavior was realized 

through the intervention of daughter trajectories with singular residues. 

In the present work it is assumed,' in the same spirit, that the amplitudes 
+ 

which are free of kinematic singularities, the f'- behave as S,a-~m 
cd; ab' 

everywhere in, the physical region. 

It follows that the helicity amplitudes for this process can be 

expressed as 



45. 

-: [r-e;fh{-(1lrl)J- ~(et) "Il1A(_Bt .1 'y' «-1 
r \Vù ~ ~ ~j~ li (~) 

r{ot+l) Min.'I?oc t-(M-Ih\.):t] Yz. .. (4.56) 

Similar expressions hold for f lI..IJ. 'l' ,J and fIL ~ . /I_~ 
, lt rit) 1''- l'?.. n, ').} l'l 

with the appropriate residues. , 

.J- AÎH.1.Gt d{o~-0 't~IJ. y, 1/0 t{t-II;trl~1t"(l1ftTtlff 
~ l'l Il) zl'll'-so1- ' 

(4.57) 

(4.58) 

where 

The other amplitudes are implied by parity conservation and the fact that 

only positive J parity contributes. 

Pion Exchange Contribution to PP~PN* 

The calculations of the amplitudes for this process are very 

similar to that of the previous process except that there is the added 

restriction that the pion can couple to the NN system only when they have 



the same helicity. This restriction follows immediately from the fact 

L+S+T .-that G = (-1) for an NN system. In order to couple to the pion, 

L must be evenand T = 1 for the NN system. Now)if the nuc1eons have 

opposite helicities,S = i, whicn imp1ies G =+. Rence the NN pair.with 

opposite helicities can't couple to the pion. 

Then 
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(4.61) 

r r L()1 f'( 2.)~ t~ V {.f:} 
l' .lf-~jX.V'l -:: L l-t-el'r - L1LIL U ~Gt 0/.. l~ t-&l,1tl °/1"U.iUK (4.62) 

r~+I) ~v:...1To( [t- tJ't ... -n\J~ J~. 

fK l{j ){ li ~ ~H'r (-tir"')} ~r t '/;, oy, .. \t~v." (4.63) 

r(rf.+I) ~îroL "So [t-(I1-PI')'J9:z[t-(M"'mL)~l2. 

f ... _ Il.; 'I.,~' " [1 +;' p(- i.-rr. )] ", .. 2", ·@-(,.",)10: r-2 (t.J/pl) tq, .t?<-lj Y~~l ui 4. 64) 
r( 0<+ 1) Aht17~ () . 

Again parity and J parity can be used to deduce the other amplitudef from 

those given. There are thresho1d constraints for this process. In order 

to app1y such constraints,we must consider amplitudes with total spin a 

good quantum number. Such amplitudes are 

(4.65) 

(4.66) 

(4.67) 
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(4.68) 

Now for pion exchange, the N6 system has L even and J even,implying 

that for S = 2 and J fixed,the minimal value which L can attain is J - S. 

For S = 1 the minimal value of L = J - S +1. If these amplitudes are 

examined at the direct thresholds, the behavior is, exactly that contained 

in the ,expressions for f~ -~; Ji ~ etc. There are some constraints on 

the amplitudes at these points but we neglect such conditions since the 

thresholds occur a long distance from the S channel physical region. When 

the' analogous procedure is attempted at the pseudo threshold only one 

constraint arises. The reason for this is that for L = J - 2 and L = J 

J-l we have exactly the srume pseudo-threshold be~avior q These two partial 

waves give an overall helicity dependence of the form A + B ')..2 at this 

threshold to de scribe the three S = 2 amplitudes. This occurrence leads 

to a single constraint. This constraint can be written 

(4.69) 

This constraint then reads, dropping aIl terms except the leading power of 

SI 
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CHAPTER 5 

:t- 0 -H-' 
THE PROCESS "t'P P ~1f Nic , 

A parameterization of the jP trajectory contribution to the 

helicity amplitudes for this,process was 'given in Chapter 4, including 

some possible ansatz for the t dependenc'e of the Regge residues and 

48~ 

possible relations between these residues. In this section the, relation 

of these ansatz to the experimental data will be explored. 

In terms of the amplitudes given in Chapter 4 we have 
. } 

(5.1) 

~his relation follows from the unitary nature of the crossing matrix. 

In addition 

2. (5.2) 

In deriving.equations (5.1) and (5.2) we have made use of the relation 

(5.3) 

which cornes from parity conservation. 

This relation simplifies to 

f d~c:.. f 
A = - l- 1) 00 . c. d . , ISOj-c.-~ ) (5.4) 

By making 'use of this relation the sums in equation (5.1) can be restricted 

to those amplitudes which are listed in section 4. This procedure intro-

duces a factor of two, but this factor is immediately absorbed into the 
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. 
'" 

residues by defining This factor introduces 

,the two on the left-hand side of equation (5.2). Further the relation (5.4) 

introduces a minus sign between the two terms of equation (5.2) for 

f if this equation is expressed in terms of the four amplitudes 
3,-1 

listed in Chapter 4. Moreover, since the phase of aIl helicity amplitudes 

is givenby the signature factor, RJ?. (f m\.Ih'\.') = f ~)/)'YI;I 

for this single trajectory model~ 

The t dependence of the amplitudes f in the physical region oo,cd 

is examined next. For this process the edge of the physical region is 

given by <p (s,t) = 0 where <:p (s,t) is given in Appendix A. For s large 

it follows that 

1 

\tl~. 
where S' was defined in Chapter 4. 

Rence for practical purposes we can set t . 
1Ill.n 

Furthermore, in the region 'of interest; that is, 

(5.5) 

o for this process. 

..: 2 
t ~ 0.5 (Bev) 

(5.6) 

Figure'l shows a plot of sin St as a function of t in the s channel physical 

region. Note that it vanishes at the edge of the physical region and peaks 
, ? 

at about 1: = -.10 (Bev) 2 . Since aIl amplitudes include a factor 1 sin St \ 

where 'À = no. of units of helicity flip, aIl amplitudes involving helicity 

flip vanish in the forward direction and shoul~ peak at small t if the 
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other t dependences in the prob1em are not unreasonab1y strong. If' the ,: 

cQntribution of the non-he1.icity f1ip amplitude is not equa1 to zero, but 

is of the same order of magnitude as the helicity f1ip amplitudes the 

density matrix e1ements ~33' j?3,l and j03,-1 shou1d approachzero, for 

t < ,0.10 (BeV);~' as 1 t \~ O. This situation can be modified however 

if the non-'f1ip amplitude is approximate1y equa1 to zero. In this case 

.on1y !3,1 goes to zero, since on1y /3.1 con tains a factor sin Qt" 

These conclusions are, of course, dependent on the va1idity of',the 

Freedman and Wang extension of the Regge expansion to the forward d~rection. 

There exists data for this process at incident pion 1a~oratory 

momenta of 2.75 Gev/c, '3.54 GeV/c, 4.0 Gev/c and 8.0 Gev/c. The differen

tia1 cross sections at these e~ergies have been given by D. R. O. Morrison(22) 

whi1e the density matrix e1ements at4 and 8 Gev/c are ziven in the paper 

of Crijns et al. (23) 

The differentia1 cross section data given by Morrison contains 

a forward peak at about \ t { = 0~05. It appears to faU off for \ t 1 <: 0.05 

at a11 energies. The existence of this forward dip in our fits will be 

used as one cri terion for differentiating between the " good" and "bad" 

fits. The second interesting feature of the data is the energy variation 

of the density matrix e1ements befween 4 and 8 Gev/c. One of the features 

of a single Regge pole model is that it gives al1 the he1icity amplitudes 

the same energy behavior, provided,of course. that they can couple to 

the pole under consideration. This situation leads immediately to the 

prediction that the density matrix elements, as predicted by a single Regge 
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pole model are energy independent. 

with the' experimental data for fil 
This prediction is clearly incompatible 

by at least one standard deviation. 

It is tempting to propose the mechanism of direct channel resonances 

interfering with the Regge pole terms to explain this energy variation of 

the data. 
. (24) 

However, recent work involving finite energy sum rules seem 

to indicate that the.Regge pole analysis and the partial wave analysis in 

the direct channel involvingresQuating partial waves are each complete 

representations of the scattering amplitude and that these representations 

should not be mixed. In this case it is necessary to attempt to explain 

this energy variation of the density matrix elements with terms arising 

out of the Regge expansion;that is, with lower Regge poles or Regge, cuts 

or even a term from the background integral interfering with the ~ 
, 

contribution. There is evidence for a f trajectory contributing to "If N 

elastic charge exchange scattering~24,25,26) Th~s trajectory is supposed 

to have an intercept about 0.4 below the f trajectory and so might lead 

to such interference terms. These considerations naturally suggest fitting 

the single Regge pole model primarily to the 8 GeV/c data. The fit that 

is achieved at this energy for the various ansatz for the residues will be 

compared to experiment at lower energies however. 

A numerical least-squares fit to the experimental data has been 

attempted for several sets of assumptions. 

In the first fit it was assumed that a (t) = 0.56 + 0.81 t and 

S = 2.0 Bev2 , in agreement with the Arbab and Chiu(27) fit to pion-nucleon 
1 0 

charge exchange scattering. Furthermore, it was assumed that all the 
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reduced residues are independent of the momentum transfer and of one 

another. These reduced residues were varied to achieve the fit which is 

shown in Table 5.1 and in Figures 3, 4, 5, and 6. It is interesting to 

note that this fithas the parameter = 0.0, which implies 

that ReJ>3,1 vanishes in the forward direction as sin et' while aIl other 

density matrix elements remain fini te at the edge of the physical region. 

At 8 GeV/c incident momentum the x2 per point is about 0.75 for the 

2 differential cross section data where x is defined in the usual manner 

to be 

x"i..:. L . (fTIil10 li:.\' - fE1I9fR,ItE,.,r 
e .. ~e.~.I\é..,t I\~ 
Po IIJ TS ~ 

(5.7) 

~ = experimental error assigned. 

Furthermore, the density matrix elements are in good agreement with 

experiment, aIl lying near or within 1 standard deviation of experiment. 

At 4 GeV/c incident momentum the x2 for the differential cross section is 

about 1.5. per ~oint,which represents a barely adequate fit. At lower 

incident momenta the experimental values are noticeably exceeded by the 

calculated curves. This circumstance necessitates a secondary contribution 

interfering destructively with the J' trajectory contributions. It is noted,as 

a matter Qf interest, that the fit to the 8 Gev/c incident momentum data is 

relatively insensitive to about a 10% change in the parameters. 

It is perhaps amusing to note that a second, relatively simple 

fit to the data can be achieved in the following manner. It is assumed 

that a (t) = 0.56 + 0.81 t and the reduced residues are inde pendent of 

momentum transfer. These residues are chosen s"uch that 

o. ~/,:, 
o. "Z 1 



52. 

while '0 0 ", " vi 'Iz, : 1S 60 ; ra -Y2. -:: 0 The scale parameter Sand '''00· 31' 1/ 
o J n .. ('1. 

are then varied to achieve a best fit to the data. Therefore, by 

construction,this fit gives fIl = 0.29,Re /3,1 = O.O,and Ref3,_1 = 0.21. 
.' 

Since only spin flip amplitudes are used, the forward d!p, which we have 

accepted as one of the criteria for a fit, appears automatically. The 

dependence on momentum transfer is fixed except for a term exp ( -(ln s )a l t) 
o 

which grows exponentially in the scattering region if s ") 1. The best 
o 

2 
fit, for So = 5.64, has a x '=0.9 per point for the differential cross 

section. Again the result's at lower energies become progressively worse, 

although both the 4 Gev/c and 8 Gev/c data'can be said ta be adequately fit .. 

The third fit ta this process explores the threshold constraints 

2 at the pseudo-threshold t = (M - m) ,as discu.ssed in Chapter 4. Since these 

constraints occur much closer to the physical regionthan the jP trajectory 

p'ole at a, = l,it is possible that they might be at least approximately 

satisfied for t ~ O. 

The constraints, as listed in (4.11.8) and (4.11.9), reduce ta two 

the number of parameters in the'fit. If it is demanded that the helicity non

flip amplitude be much smaller than' the he'lici ty flip amplitudes in arder 

to insure the appearance of the forward dip, only a single parameter 

remains ta fit the data. This parameter is the strength of the S = 2 

amplitudes. In this case, the density matrix elements are determined ta 

be fu = 0.13 J f 3 ,1 = 0.18 and f3,-1 = 0.07. These numbers bear no 

resemblance to the experimental yalues. Further the differential cross sec-
) 

tion disagrees with experiment. If we drop our requirement of a forward dip, 

2 then much better numerical fits can be achieved and x per point reduced 
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,to about 1 per point for bC?th the differential cross sections and density 

matrix elements. However these fits are rejected since they do not contain 

the dip, which was accepted as a criterion for an adequate fit. 

If the residues are chosen, not as constants, but as linear 

polynomials in t th.e number of· parameters rises to 6. There are a large 

number of adequate fits in this case, since there is not enough experimental 

information to de termine 6 parameters. 

Pion Nucleon Charge Exchange Scattering 

T4is reaction has been studied by many authors and satisfactory 

fits to the differential cross section have been obtained by several 

authors. The most useful of these fits is that of Arbab and Chiu(27) since 

their parameterization is closest to the helicity amplitude formalism. 

Although the Regge pole model appears at first sight to give a vanishing 

'(28) 
polarization for the reG'Oil neutron, Durand has shown in a recent review 

article that a closer examination reveals a variety of plausible reasons 

which might account for the non zero value of the polarization. 

Chiu and Arbab parameterize their fit as 

(5.8) 

where 

B 



In the above expression B represents the helicity flip amplitude and A 

the helicity non-flip amplitude. The symbols Sand t are the invariant 

squares of energy and momentmn transfer, p and E .are the incident pion 

momentum and 1fotal energy in the .labor,atory system, k is the centre of 

mass momentum, M is the nuc1eon mass and E is a sca1e factor which Chiu 
o 

and Arbab take to be 1 GeV. Chiu and Arbab find that the data is we11 

represented by the fo11owing set of parameters 

a (t) = 0.56 + 0.81 t 

where 
Co = 2.3 mb GeV 

Cl = 0.01 GeV-
2 

C(t) = (a + 1) Co exp (Clt) 

D(t) = a(a + 1) Do exp (Dl t) 

D = 38.9 mb 
o 

Dl = 0.01 GeV-2 
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Our parameterization will be slightly different from that of the previous 

reference in order to faci1itate use of the factorization theorem. 

In the t channel we consider the process 

Then the fol1owing t channel helicity amplitudes are free of kinematica1 

singu1ari ties ~ 

. (t-4trfl~)Z (5.9) 

(5.10) 

Using the method develpped in the previous chapter the following form for 

the differential cross section can be derived . 

• 1 
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Jk: 
dt 

D \"2. l "lp(.. ~ , ~~-'Z oz 1. l '2)} 
" \OOO)~~ (.t -1- P<OOj *~l (~)I~etl r;!. tLtA/fIZJ". 

1 t-IfIYit~) . . (5.ll) 

wh_r_ Il',} ~ 8-- (ml'!')" 1 (4- (trtl-f" l ] 
For t ,< If mt ~ the following identification can .be made 

. ~ 

\O'OOjy,KI ~ 

/'l>oo) !--t"/IJ
2 

Therefore 

1/-( If /t>!~ ) cr ( 0(+ <l.)]l YI/'iI 

1 = -1tr 
[r(~+:t)]2 D; 

-3 
::: ".4'0 G ~V 

C; 
(5.12) 

(5.13) 

(5.14) 

We note that the helicity flip amplitude dominates the helicity non-flip 

away from t = O. Because of the factorization theorem this feature will 

be found in all processes where the. nucleon-nucleon Regge f vertex occurs. 

This helicity flip dominance will result in a forward minima in all 

processes where J' coupling to NN is the dominant coupling. 

The Process pp ~ PN,/( 

. 
O~ly the.? and 'il trajectory contributions to this process will 

be discussed in a quantitative fashion. The ~ contribution will be dis

cussed first, making use of the factorization theorem. The possible 



contribution of the pion trajectory will then be explored. 

(a) f Trajectory Contribution 

In Chapter 4 expressions for the helicity amplitudes for this 

process were derived under the assumption of domination by the ~. 

trajectory .. The fits for this process are de~ermined up to a single 

parame ter by constraints from the factorization theorem for Regge 

residues. An examination of the definition of the reduced residues, the 
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1f{~}(t), reveals that they carry the factorization property attributed to 

~{a}(t). These reduced residues are then determined up to a single 

parameter by '''the fits given previously for '"1jI+p ..!)~oN and 

This parameter.would be determined by a knowledge of the 1t.~ charge 
• 

exchange scattering .in the Regge pole region. The expression for the 

differential cross section and densi ty matrix elements will be c'ompared 

to experime~t at the highestenergy possible since the ~ trajectory is 

most likely to be dominant at high ~nergy. The single parameter remaining 

determines overall normalizationof the cross section and is chosen to 

give the best fit to experiment]which is shown in Figure 7. The experimental 

. (29) 
data is that of Anderson et al at·15 Bev/c' incident proton momentum. 

The resulting curves are obviously in very -poor agreement with the 

experimental data. At aIl incident momenta where~ dominance is hypothe-

sized, this procedure leads to the prediction of the forward dip and leads 

to expressions for the cross section which have a flatter t dependence 

than is found experimentally. There is no experimental data which would 
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indicate a forward dip at any energy as can be seen in Figures 8 to 14. 

Furthermore, the density matrix elements of the N* produced by nucleon 

excitation will be equal to those of the N* from pion excitation under 

the assumptions of constant residues and the factorization theorem. This 

, (30) 
prediction is tested by the data on nucleon excitation at 4 Gev/c ' and 

5.5 Gev/c(3l) and the data at 4 GeV/c and 8 GeV/c on pion excitation. 

Moreover, since a single Regge pole model predicts that the high energy 

values of the density matrix elements will become independent 

of energy, these results can be expected to be independent of the'small 

energy differences. An examination of the experimental values, as listed 

in Tables 2 and 3, shows the,density matrix elements for the two processes 

to be widely at variance. Finally, it is noted that the dependence of 
. -1 

the, cross section on the incident momentum will be approximately (P''''',J.",t) 

if the J' trajectory is dominant. This dependence is weaker than that 

found experimentally. 

Some of the previous results have been inferred using the 

factorization theorem for the residues and the assumption that the reduced 

residues are independent of momentum transfer. However, in Chapter 4 an 

extension of the factorization theorem to the leading power of s of the full 

t channel helicity amplitude was given. This theorem points out that the 

conclusions concerning the .density matrix elements and the forward dip 

are independent of the assumption of constant residues. This conclusion 

- {e f N tJ~ N N 

e..djo...b 

follows from the relation 

= ! 
'tt f(-ï- N N 

oo·a.b 
) 

(5.15) 
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If this expression is multiplied by its complex eon'jugate, with d 

,replaced by d', and sununed over a b e, the equali ty of the densi ty ma tr'ix 

elements of the N* follows inunediately. A similar procedure yields 

equality for the products of cross sections. This procedure makes 

obvious the assertion that the dip is predicted not in the differential 
Asee·t.o N 

cross for NN~NN* but in the product of differential eross sections for 
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NN--:..:;aNN7, and 1r1r~ ft 11" charge exehange. It is only after the assumption 

of a specifie ansatz for the, residues, whieh causes the 1rir charge 

, exchange cross section to have no forward dip, that the earlier prediction 

for the! con,tributions to NN --7'-NN7' is vi3.lid. However, there is no 

reason to expect such a dip in 'tf 11' charge exchange scattering'. 

We are of the opinion ,that the arguments presented in this 

section constitute a strong case against l' dominance. 

(b) Pion Trajectory 

The pion exchange amplitudes for NN--7NN* have been listed in 

Chapter 4. In this section we wish to demonstrate that it is plausible 

that the pion trajectory is giving the major contribution to this process. 

The first indication of pion trajectory domination comes from an 

examination of the densi ty matrix elements of W' produeed in the bubble 

, (31) (30) 
chamber experiments of Alexander et al. and Coletti' et al. at 

5.5 GeV/c and 4.0 Gev/c respectively. These values are ?ot substantially 

different than those which would be found from elementary pion exchange 

with pure derivative eoupling to a Rari ta-Sehwinge1ï. wave function for the 

(32) nucleon isobar. 
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Again the factorization theorem for' the t channel he1icity 

amplitudes can be used to write down the relation 

Ki 1Il-'>"N 1\/''- ii N -) !il ';j 

f JI;1 h 
= ~f;Q.~ (5.16) 

The above expression is multiplied by the complex conjugate of the identical 

expression with h ~ hl and sunnned over c, d, g, e, .f, a, b. This proce-

dure leads immediately to the prediction of equa1ity of the N7C matrix 

elements produced in the processes NN - NN* and I\i' N --") f N* provided 

that. the pion trajectory dominates in both these processes. It is not 

necessary that the pion domina te in 11 N -') fN and NN -7NN; however, it 

must make a finite contribution. The process 'i'i N .-, f N7C can have a 

contribution only from the A
2 

or 1f trajectories among ,the physically 

verified trajectories. However, the dominance of the A2 trajectory would 
, 

give 111 = 0.5,t 00 = 0.0, and Re f 10 = 0.0 for the f meson density 

matrix elements. Experimental values (23) are ! 00= .77 and Re f 10 = 
'+ 0.12 - 0.025. These numbers seem to indicate that the A2 trajectory does 

not play a major role in "ll' N -"1' f Wc:. If the 1r trajectory is assumed 

to dominate the process 1'1' N ---::;, f N7C, an assumption which is at least 

plausible in the light of the previous arguments, a test of 1T dominance 

in NN~NN* is found in the comparison of the density matrix elements of 

the N7C produced in these two processes. An examination of these number s, 

which are listed in Tables 3 and 4, reveals that there is much better 

agreement between these sets of numbers than those examined in the test 

of l' pole dominance. The agreement between the two processes is at 
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least as good as that in each process at the two energies measured. Since 

this single 'Iî trajectory model predicts the density matrices ta be energy 

independent, these variations must be ascribed to experimental error or 

background effects of the type described earlier . 

Using similar arguments to those used earlier in discussing 

'trN -::,lIN"'e, it can be shown that the density matrix elements /3,3' 

13, land f:3, _lof the N* produced in the nucleon-nucleon collisions 

vanish in the forward direction if the 1r trajectory dominates. This 

situation arises because G parity allows the pion to couple to the NN 

pair only when they have the same helicity. This condition then causes 

the factor (sin ~tl , ~ being the number of units of helicity flip at 

the NN* vertex, to occur, in the amplitudes given in Chapter 4 for this 

process. There is no evidence for this behavior in the Coletti et al. 

and Alexander et al.experiments. However, since in both cases, the data 

is averaged over the region from -t = 0.0 to 0.1 Bev: it is not obvious 

that this behavior would have been detected. 

The data on the differenti'al cross sections comes from two 

sources. The two aforementioned bubble chamber experime,nts and the missing 

massexperiments of Anderson et al(29) and Blair et al.(33) This data 

ranges in incident momentum from 2.85 to 15 Gev/c and in momentum transfer 

2 :l from -t~o.OB.v to .. 1: 0.101)).'1. A least squares fit has been made to all the 

data including the data on the densi ty matrix elements. In terms of, the 

amplitudes listed in Chapter 4, the differential cross section and density 

matrices are 
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42:-dt 

L 
b 

(5.18) = 

where 

'0..-6 
(-1) (5.19) 

There are no particularly distinctive featur~s in the experimental data 

and so the only criterion used to discriminate whether a fit is IIgood" is 

the value of x2 . In some cases, notably in the fits to the ~ata from a 

single laboratory,low values of x2 are rather easy to achieve and the fit 

is not unique. However/when the data from aIl laboratories is included, 

the task of fitting the data becomes more difficult, primarily because 

the data from the two missing mass experiments cover different ranges of 

kinematic variables, but also because the data from the two laboratories 

are somewhat inconsistent. This partial inconsistency can be most easily 

recognized in the data at 6 Bev/c incident momentum. 

The least squares fits to these processes are shown in Figures 8 

to 14. This best fit depends weakly on the relative weights given to the 

2 2 
x from the density matrix elements and the x from the differential cross 

section. In most cases, weighting factors arè given to these two terms 

2 such that their contribution to the total x are about equal. 

The first set of fits presented were calculated using the formula 
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given in Chapter 4,addingthe assumption that the reduced residues are four 

1inear1y independent quantities and are independent of momentum transfer. 

We then describe three different fits; in the first we have fixed the pion 

trajectory to have the value ex (t) = -0.02 + t and S o 
2 

= 2.7 Bev and 

varied the four residues to achieve our fit. This procedure a110ws us t9 

arrive at the fit in Table 4 and Figures 8 to 14. The density matrix 

e1ements are shown in Table 4 a10ng withthe values of the reduced 

residues. There is not good agreement with experiment. The difficu1ty 

arises in attempting to attain a 'large enough value for ~ 33 without 

causing Re f 3,1 to be much 1arger th-:~ experiment. Further, it is 

difficu1t to fit a11 the data points simu1taneous1y for the differentia1 

cross section a1though there does not appear to be any systematic trend 

in the deviations. In particu1ar, the data at 6.0 Bev/c disagrees with 

the calculated'curves altnough the agreement both above and below this 

energy'is satisfactory. Moreover, the data points at ,7.88 GeV/c which 

have -t )0."50 e.J.'1~ are marked1y be10w the ca1culated values but since these 

are the only points with -t)o:~o B.1FV'; and because these points have such a 

large scatter, there has ~een no attempt to fit these points. For the 

remaining data points x2 is of the order of one per point. The assignment 

of an error to these fi tted parameters would b'e meaningless because of the 

arbitrary manner in which sOII).e of the data points have been excluded. 

However, there is a region in the parameter space which has a size of 

2 
abou~ 10% of the và1ue of each parame ter where x for the differential cross 

section does not vary' substantially . 
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It is interesting to note the cause of the difficulty in 

obtaining good fits simultaneously to the differential cross section and 

the density matrix elements. This difficulty arises because aIl contri-

butions to f 33 , f 3,1 and f 3 ,-1 contain at least 1 spin flip amplitude 

and aIl spin flip amplitudes contain the sin Qt factor. Thus, in order to 

keep the f 3 ,1 and f nonzero, it is necessary to include 
3, -1 

finite amounts of these amp'litudes with strong forward dips and weaker t 

dependence at large t Since we have fixed s and a (t), the t 
o 

dependence of these, amplitudes is fixed and tends to exceed experiment. 

Thus, a fit to the density matrix elements implies that the slope of the 

differential cross section is less than measured experimentally. 

In order to explore fully the content of the previous r~ma~ks, 

two other non-constrained fits will be presented. In the first of these 

2 fits, the slope of the pion trajectory has been changed to l.,5/Bev and the 

reduced residues varied to obtain fit. In the second, no attempt to fit 

the density matrix elements has b,een made, and only the amplitude 

f l / 2 1/2;1/2 1/2 has been retai,ned and the fit to the differential cross 

section attained by varying the slope of the pion trajectory. This second 

(33) 
fi t is approximately equivalent t,o that of Margolis and Rotsstein except 

that we have included the threshold factors which differ from those of the 

Born approximation. These fits are shown in Figures 8 to 14. The 

parameters, density matrix elements and x2 for these fitsare shown in 

Table 4. By choosing a larger slope for the pion trajectory, larger slopes 

have been induced for'all the helicity amplitudes. This change 
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demands greater àmounts of the helicity flip contributions to fit the 

differential cross sections. This procedure allows somewhat better fits 

to the density matrix elements with a (t) = -0.02 + t (1.5). However, 

this data would have tobe regarded as scanty evidence, at best, for. 

assigning the pion traj~ctory a larger slope. Moreover, in arecent paper 

Frautschi and Jones(34) have found a slopeof1./a." ... .for the pion trajectory 

qui te adequate to attain a fit for the processes 1l'p --"1 N-Je, if p --;:;. N f - t O 

Kp ~ K-Jc,À, 'tf P -'l fON ;Q.IIJ 1)"p ~ fON* • 

The second of these fits is presented in or der to accommodate 

the possibilities that there is a substantial contributionfrom states 

of the opposite G parity or that the density matrix elements can be 

accounted for by kinematically refle~ted isobar events. The second 

possibility is discussed in Appendix C. The possibility of contributions 

with opposite G parity allows for helicity flip amplitudes with ~ = ~, 

and hence allows for contributions to the density matrix elements J?3,3' 

Re f 3 ,land Re P 3, -1 which are non-van±shing as t approaches t . . 
nun 

The parameters for this fit are listed in Table 4. 

In Chapter 4 a single constraint between the four Regge residues 

for this process wasdeveloped. It is badly violated for each of the fits 

which were presented on tue previous pages. The assumption of independence 

of t for the Regge residues makes this constraint inconsistent with 

experiment. This inconsistency is most easily seen by noting the t 

dependence of the ratios of the helicity amplitudes is given by simple 

products of (pCs,t), a, and a - 1. In the region of small t, a - 1 is 
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approximate1y constant. Moreover Œ is antisymmetric about t = +0.02 and 

cp(S,t) is approximate1y antisymmetric about t = O. Therefore, these 

ratios of he1icity amplitudes are approximate1y the same at t = -(M _m)2 

2 
andt = +(M - m) . But at t = -.1 the he1icity non-f1ip amplitude 

dominates the other amplitudes by at 1east one order of magnitude if the 

shape of the differentia1 cross sections is to resemb1e experiment. Thus, 

it appears impossible to fit the shape of the differentia1 cross section 

and the constraints simu1taneous1y. 

The Process NN~ N*N* 

This process will be considered on1y briefly. The factorization 

theorem can be used to relate this process to others thought to be dominated 

by pion exchange, through the relation . (+ Yl-~ f {(V) ('Ir f -> ïi .") t(t.} (ii.· .. ';:j.) tM("f-> ;;;.) i(<i) "il", '7 ;; " ) 

<dj"\' ti~k:= {ajQ.b ~fjCLb (5.20) 

If this relation is mu1tiplied by the comp1ex conjugate relation and 

Of course, this relation Can only be expected to be valid when the 11 

trajectory dominates a11 four processes. The assumption of isospin 

(5.22) 
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* . Q .0 ..... 
Unfortunately data is available on the process 1'( p4j N 

(23) ~'(-H- ~o (35) 
only at 4 and 8 GeV/C , on pp -7 N N at 5.5 Ge.v/c ? and on 

at about 3 GeV/c. This scarcity of data makes the 

comparison with experiment of relation (5.22) extremely difficult and any 

conclusions drawn will be only tentative. Rowever, the assumption of 1t 

dominance provides us with an energy extrapolation for the cross sections. 

Then,.i t is only required that this relation be evaluated at energies such. 

that the product of the s values on each side of equation (5.22) are 

equal. This condition is realized if :1- 0 -H-
'11' p -~ i? b. is evaluated at 

4 GeV/c incident momentum, pp ~pN"( at 4 GeV/c incident momentum, 

- b 
"(lI P ~ f 11 at 3 Gev/c incident momentum,and PP-? N~'(N* at 5.5 GeV/c 

incident momentum. Then, if relation (5.22) is evaluated for 

0.1. 611o"~&'-t ~ 0.1. ~Il"\ i t is found that the left-hand side of' the relation 

is about one order of magnitude greater than the right-hand side. 

Therefore, the assumption of 1f dominance for the left-hand side implies 

that there must be a large cancellation of the pion contribution in at 

. least one term on the right-hand side. The other possibility is that the 

pion does not dominate both the terms on the left-hand side of equation 

'(5.22). However, this relation should be tested with better data at an 

energy nea~ 5 Bev/c before any definite conclusions are drawn. 

Relation (5.20) can be manipulated in the usual manner to predict 

the equality of the density matrix elements of aIl the isobars produced in 

the various processes entering this relation. The density matrix elements 

are given in Tables 2, 3, 5. These relations appear to be satisfied. 
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Furthermore, an examination of the two body density matrix elements (36) 

for double isobar production reveals that these can be factored into a 

product of one body density matrix elements if the t channel helicity 

amplitudes factor. This result has experimental implications. However,· 

there is no data available to test the result. 

Using the techniques developed in earlier chapters, expressions 

h~ve been derived for the differential cross section for NN ~ N*N* 

assuming dominance of either the 1( or j trajectories. If the reduced 

residues areassumed to be independent of momentum transfer and if the 

factorization theorem is used to relate these residues to other processes. 

the number of undetermined parameters in each case may be reduced to a 

single normalization parameter. This simplification makes use of 

NN ~ NN~( for the 'h'trajectory and 'Ii N '-"ÎJN~'( for the j trajectory. 

The results are shown.in the last figure. In both cases the fit is poor, 

although the pion trajectory defi~itely gives a superior result. 
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CHAPTER 6 

CONCLUSIONS 

Before any conclusions are drawn, the major assumptions necessary 

for the derivation of the phenomenological forms used in this work will be 

reiterated. These assumptions can be lumped into three classes. The 

first class, upon which the formalism depends critically, contains the 

assumption of the Jacob-Wick crossing relations for the helicity amplitude 

or sufficient analyticity in the Mandlestam s - t variables to guarantee 

these relations, the assumption th,at the helicity amplitudes for such quasi 

two body inelastic processes with kinematic singularities removed satisfy 

dispersion relations in both energy and momentum transfer and the 

assumption that the definition of F;1(t) can be continued to smaller 
t} 

values of J' than those for which the original Froissart-Gribov definition 

converged. The second set of assumptions concerned the nature of the 

singularities in FJ'found in this continuation. It w~s assumed that only 

simple poles, dependent on the variable t,were encountered and that there 

were no poles of higher order or Regge cuts or fixed poles that could 

contribute to the asymptotic behavior of the helicity amplitudes. Thirdly, 

there is the set of assumptions used in fixing upon some.ansatz to de termine 

the overall t dependence of our helicity amplitudes. This group includes 

the assumption that the' t channel helicity amplitudes still have the usual 

t chann~ threshold behavior when continued to large Z, the assumption 

2 2 2 
that the continuation for Z large from t = (M - m) or t.~ m

1r 
or m, to 
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t negative can be approximated by a reduced residue independent of t 

and the assumption that effects due to third Mand1estam double spectral 

function are sma11 , forcing a trajectory to choose "sense" or "nonsense." 

Furthermore, i t was assumed the 'N'and f trajectories a1ways choose 

. sense and that their trajectories can be approximated by straight 1ines 

in the region of interest. 

With the aid of these assumptions,phenomeno1ogica1 forms have 

been derived and fits to the experimenta1 data have been made. The fit 

to the process .~N -?1r N* using on1y f exchange is successfu1. However, 

more detai1ed information about the energy dependence of the cross section 

and the t dependence of the density matrix e1ements is necessary to test 

the mode1 in more than' a perfunctory fashion. 

The situation for the production of isobars in nuc1eon-nuc1eon . 

collisions presents a much more comp1icated picture. However, the factori

zation.property has a110wed us to conc1ude that it is not the J' trajecto~y 
which dominates this process be10w 15 Bev/c. The pos,sibility that it is 

the pion trajectory which is dominant has been exp10red and satisfactory 

fits have been obtained for both the differentia1 cross section and 

density matrices. It is on1y when this process is re1ated to double 

isobar production that difficu1ties of a non-trivial nature are encountered. 

These difficu1ties are encountered as a consequence of factorization and 

are dependent on experimenta1 resu1ts which have large errors. 

These procedures can be extended to a 1arger number of processes 

and trajectories , a11 of which shou1d be fit simu1taneous1y. Detai1ed 
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knowledge of the dependence on momentum transfer- of the density matrices 

along with constraints from the factorization theorem should provide 

stringent tests for the Regge phenomenology. 

The threshold constraints derived by Franklin were found 

inconsistent with experiment if f dominance is assumed for 11' N ~ 11 N~(. 

A similar inconsistency was found if 1( dominance was assumedfor 

~~_ ~NN*. Therefore, if these constraints are accepted, either the 

simple 'l( or f dominance model or the assumption of constant residues 

must be abandoned. 

,-



APPENDIX A 

The boundary of the physical region is the curve ~(s,t) = 0 

Then in the s channel (a + b -7 c + d) where Q is defined as the angle 
s 

between p and p . a c 
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co'S e~ == (2~t+,C- s "f/Jflf +~tl~ -"":) (",z;-Alfd n /~ fi ~b ed (A.2) 

where 

~~ ~ ~- (1lIf~-lflIh t J 2- (!fIt,,~ IflIbY' ] = +~F~ 
(A.3) 

and 

(A.4) 

Further, if in the t channel (D + b--,> c + A) barycentric system Qt is 

defined as the scattering angle between D and C. 

COS e>t = \ 2 At + -t2. - t 1-IM~ + (/~ ~ - (1ft: ) (I»t;- J171!) Ji l ~ 
L.: -yV[~c bd (A.5) 

X. / -
A-Vtl- @t ~ Z Ct ~ (A; t) J Z Ivfl ~ 

(o.c. hcf 
(A.6) 
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where 

'l; :~G- ["" .. + Alle! J [t -Çrfi" - l1".lJ (A. 7) 

~ . 'ft f!t 
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APPENDIX B 

The factorization theorem for the Regge residues is proved herein, 

the proof being that of Squires,(6) g~neralized to helicity amplitudes. 

The unitary relation in the physical region for partial wave 

helicity amplitudes can be written 

If SI is.the 

intermediate 

(B.I) 

l par.ticle threshold, then for sI ~ s ~ sI+1 ' the sum over 

states contains aIl states for which (~' «fi;. \~ ~ ;.1 
L-=I ) ~+I r 

The above equation can be written in matrix notation as 

(B.2) 

Then Carlson's theorem allows the definition of a unique interpolation in 

the complex J plane of this relation, provided, of course, that an inter

polation S( Â,s), ~ = complex angular momentum, satisfying the necessary 

condition for Carlson's theorem can be found. Then the continuation of (B.2) 

reads 

(B.3) 

Therefore 

-::::: cof 
(B.4) 

It is recalled that the rank of a matrixequals the number of linearly 

independent rows or columns. Further the reader is reminded of two weIl 
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known theorems: (1) the rank of an t\l by N matrix whose determinant is 

nonzero is N (2) the rank of the prod~ct of two square matrices is at 

least as large as the sum of the ranks minus the number of rows. 

Therefore 

(B.S) 

where 

y [ A l = rank of matrix A. 

Now for general 5, it is assumed that SN+ contains only simple zeros. 

Rence 

y [S~ J :: N-I 

That is, the matrix of residues has rank one. 

Therefore 

!;,;(Iv) 

l''J' (A,) 
-- jJ(} (,4-) 

h,/(k) 
where 

Therefore Y Gof s~ l ~ 1 

This relation (B.6) can be continued in s since the matrix SN(J,s) is 

assumed to have reasonable continuations in both J and s. 
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APPENDIX C 

In the previous chapters extensive use has been made of the 

values determined from experiment for the density matrix elements of the 

N* (1238) produced in various reactions. These numbers have been computed 

using the well-known result of Gottfried and Jackson(20) which relates the 

t channel barycentric helicity amplitudes, continued into the s channel 

physical region, to the decay distribution of the resonance in its s channel 

rest frame. Therefore, if it is assumed that the contribution due to the 

resonance as a final state interaction dominates the scattering amplitude 

completely in the particular region of the kinematic variables being 

studied, these decay distributions may be used to de termine the t channel 

density matri~ elements. 

In order to examine possible complications, a more careful study 

+ 
of the reaction pp~ pn~ at an incident proton momentum of about 5 Bev/c 

will be made in this appendix. At this energy the final state 

contains a very large bump in the P1r+ mass plot, the N*++(1238) resonance, 

which contains roughly one-half of the events in the pn~+ final state. 

Since this channel, that is, the N*++~ channel, appears to have a back-

ground contribution of less than 10% of the value of the cross section at 

the resonance peak as estimated from the shape of the resonance, all the 

events in the mass regicn M(P~+) % 1238 MeV are usually analyzed as being 

controlled by a final state interaction in the p~+ channel. Usually this 

channel is specialized to the P33 
p~+ channel. Since the values of the 
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density matrix elements depend critically on this assumption, it is of 

interest to estimate, in a phenomenological manner, the effects of other 

contributions. 

The first contributions that are considered are the other possible 

~+p channels such as P3l and 831 • However, in the region of the 33 

resonance the phase shifts in these channels are very small, being of the 

order of 5 or 10 degrees. 8incethe phase shift in the 33 channel is about 

o 90 , the interference terms will be small because the two contributions are 

o about 90 out of phase. Actually both the interference contribution and 

the squared contribution due to the non-resonant phase shifts will be of 

2 
the order of ô

3l 
when compared to the resonance contribution. This con-

tribution is negligible. 

The second set of possible contributions are those which involve 

a (n 1r+) final state interaction and which are usually described in the 

+ (n 'l1' )p channel. These events will be examined on the "kinematically 

+ ' 
reflected" mass plot, that is, on M(p 'Ci' ) in or der to ascertain their effect 

on the decay distributi~n of the p~+ system in its rest frame. It should 

be noted that the descriptions of the final state as a pen '1i'+) or n(p 1'i'+) 

system are both complete and that the states of the two channels are not 

orthogo.nal. This duplication would cause difficul ties if the final state 

interactions in the n ~+ and p~+ states were computed coherently. 

The kinematical variables for the process pp ~ pn 'i'i'+ are des-

cribed as follows: let the initial proton four momenta be Pl'and P2' the 

final proton, neutron and pion four momenta he Pf' Pn and k respectively. 
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Then the following invariants are defined 

(Pl + 
2 2 2 2 2· 

S = P2) M++ = (Pf + k) M+ = (p + k) n 

(p -
2 

(p -
2 

t = Pn) t = Pf) (C .1) 2 l 

At energies of a few BeV the production process is usually 

described by an exchange mechanism, with bosonic quantum numbers in the 

crossed channel and is extremely peripheral, that is, for most of the events 

either t or t is small. In this appendix,however,a purely phenomenological 

model is assumed which is thought to describe, albeit very roughly, the 

contribution to the cross section of the final state interactions 

+ + ni1 and pif. Moreover, it is assumed1without justificationJthat the 

effects of these two final state interactions of the pion with each of 

the nucleons add incoherently. However this assumption simplifies the 

calculation enormously. 

This simplification is due to the relation 

der - (C.2) 

where d-S2. H . 
~ ... 

is evaluated in the frame Pf + k = 0 and ~+ is evaluated in the frame 

p + k = 0, 
n p~ (·~Vl ) 

•• 
+ + the decaying n'tr (p 11' ) 

is the three momentum of the pion or nucleon from 

system in the n jI'+ (p '1î'+) rest frame. In each 

case the z direction is defined to be that of the incident proton, for example, 

P2 in the M+ rest frame. The identity (C.2) can be derived by working out 
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the phase space integrals for these differential cross sections and then 

making use of identities generated by evaluating the invariant 
p.. V f CT 

?-y!tJ" P, PZ Ff f'>'L 
in the two isobar rest frames. 

The contribution of n'l1'+ final state interactions is then 

approximated as 

--

Fi is usually a low or der polynomial in cos 9 

Since SdM. (~J1M.-MJ +ç~ ] :0 1 

it follows that (Jo: L. A.i J A~ being identified with the total cross section 
l-

f h d . f h .th. b or t e pro uctLon 0 t e L-- LSO ar. 

In orderto fix the parameters of this phenomenological ansatz. 

the experiment of Alexander et al (31) at 5.5 Bev/c is considered. This 

experiment recorded some 1500 events in the pn 'iT+ channel of which about 

500 have 1180 ~ M (p~+) ~ 1300. The remaining events. those outside of 

118.0 :: M (p 'tl"+) ~ l300, have considerable low mass enhancement and structure 

on the M(n~+) mass plot. We feel this indicates a final state interaction 

in this channel. However)the magnitude of such an effect is difficult to 

estima te. 

The angular distributions are plotted in Figure 10 of the paper 

of Alexander et al, along with the curves generated in the usual Jackson-

Gottfried analysis. However, this analysis does not appear to generate a 
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good fit to the experiment. In particu1ar the Jackson-Gottfried ana1ysis 

predicts 

W( CaSé) = (C.4) 

w (<p) 
(C.5) 

Now relation (C.4) predicts that there shou1d be equa1 numbers of events 

with 9 < '11/2 and 9 > 11/2. Experimenta11y, there are 232 events with 

9 )11 /2 and 174 events with 9 < 'j)" /2 in the region 1180 ~ M(Pll+) ~ 1300. 

These numbers are 2.? standard deviations from equality and there is 1ess 

than a 10% chance that the Jackson-Gottfried analys~s will fit the data. 

Further w((il) is peaked at (il = '1'î' , an effect which cannot be dup1icated 

by the Jackson-Gottfried ana1ysis. Moreover, it is of interest to note 

that the events for 1300 ~ M(p'j'( +) ~ 1800 accentuate these features. 

Using the prescription described ear1ier, the angu1ar distributions 

of the p 'iY+ pair have been computed. The + nit spectrum has been represented 

by two peaks which are norma1ized to give rough1y the number of events in 

n 7(+ spectrum wi th mass < 1600 MeV. These peaks were p1aced at 1236 and 

1512 MeV and assigned widths of 200 MeV. This procedure, which is rather 

arbitrary, is justified by the fact that the resu1t is not very sensitive 

+ to the mass of the n~ pair chosen. In addition, the contribution of these 

nW+ events to the angu1ar distribution is not sensitive to the forro chosen 

for F.; 
~ 

2 
in this ca1cu1ation F1 = 1 + 3 coso/8~ and F = 1/41\' 

2 
The t 

dependence of the differentia1 cross section controls the amount of back~vard 
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peaking. , 
-2 In the present calculations, b = 7.0 Bev ,a value lying between 

the experimental values at 4 and 5.5 GeV/c. 

It is reasonableto question how the approximately 400 events of 

;1-
the n ~ spectrum which have been included can affect the angular dis tri-

butions since only about 10-20% of these are expected to lie in the region 

1180 ~ M(P'l'f+) ~ 1300. This situation arises because these events, 

decaying approximately isotropically in the (n 1f") rest frame"have rather 

sharp angular characteristics in the (p 'i'(+) rest frame. Most, of the events 

occur near (/J = "Ir' and all occur wi th 
./:':' 

Q "> "/2. Thus, some 800 events 

in the n~ spectrum would have the effect shown in Figures Al to A4. In 

Figure Al and A2 the fits to the events for 1300 ~ M(P1r+) ~ 1800 are 

shown. The results are excellent. However, the results for M(P1(+) 

between 1180 and 1300 MeV are too small although the shape resembles 

experiment. However, this calculation has been performed incoherently and 

it is expected that interference effects will increase the magnitude of the 

effect markedly in the region 1180 ~ M(Pll+) ~ 1300. Moreover, such 

interference effects would not be visible as background since they would 

have the shape of the resonance. We hope to include interference effects 

in future calculations. 

In conclusion, the simple isobar model is probably adequate to 

account for gross features of the process + pp -'7 pn"ii' but more extensive 

calculations should be made to check the validity of the isobar model fo~ 

features of the cross section, such as angular distributions, which might 

be sensitive to background effects. 
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APPENDIX D 

The singularity structure at Sab = 0 can be deduced from the following form. 

M-o([s~l\.etl2.] [~etlz] (.t.W-es1 (,_~'X(\,) (::.o:/.l~) f.)(JC>o-IJ'~/(!) -1- It~l\ 11'+1\ -I~-r\{~ 1 Fl'-o..l Ib'- 61 

~ 'X 0. A/J." if.. b }G' (CY.l ~ 0. ) 

r.J(Jb-JI{,~} wt ;~ J; 
~,.. (~'le:.) (H- CJ~eS) (CCO f1![IJ (C81ti 

(

1-1- <::r~'J(,(),...)'AI .. o..(! % )w .. 1l {Ja:-JJO, /2} Qb~J!'llh) Mt tr PO- Ph 7 Je Je! f ) 
1l..b _ S,~ '\!O- 1+_:' ~: fl (- .",11 .. ) ç? (. CIJO '\! b) (1 - f.O() es) (Alfiti Qs) ~{!!.) ~;;, f'1-b) J dc' i1-c) Jr)' ri 'V.,j 

-l- t- ~'X.b 1_ cro1tb. JQ.wP-o/"ZI 

IT )
lb'''U /fi'-D-l 

,>< 'îib ( ~) rP (lM AtO-l 

f:,Pb~ 1.1/,/Z) A1v )Y . u;. Pb ~(Cfd) 

W(e.eoAtlJ (l-()y')(7}-s) (ÂlIYtiBsJ (Crof:-~) (~·f')tl) ~ 1(a.b(-1) " x 

( 

Ih'-o.l Ib'-bl 
~ ~~~o.) (~ ~1:'b) C)(J~-JJô./~) 

-,4;I.\. 'Va. - ~/I'ld~b kY' r: CJy.:J ~~) 
/:7(Jb-~h) (fil;. IY ~ \~ Pb] Je JJ 
yt' (-~'I(b) (H-CooGs) (c.eoi~sJ l~±1:.~) ~(.k1<lb) dCI/1î-Y-c)~,iu-'U1 

where 

Ztm.(. JJ- = 1 ~-fl - [~+fl "\o..b % Ï\.Fl1\.c (_1) Jc..{. Jo-l-C.f.Q. 

JY-;: (j if the exchanged particles are bosonic I\b 1\.0 

}.}-:::-I if the exchanged particles are fermionic 

~.·milar form gives the singularity structure at S d = O. 
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TABLE 1 

8 Bev/c 4 Bev/c 

Densi ty Matrix Theory Experiment The ory Experiment 
Elements 

f 1,1 
0.284 + 0.286 - 0.06 0.273 + 0.10 - 0.06 

J 3,3 
0.216 + 0.214 - 0.06 0.227 + 0.40 - 0.06 

Re f 3 1 0.143 + 0.150 + 
0.066 - 0.07 -0.03 - 0.07 

, 

Re f 3,-1 0.190 0.13 -t 0.06:! 0.181 + 0.21 - 0.08 

2 0.599 
2 0.679 

'0 = '6 = 

00,3/2 1/2 00,3/2 -1/2-

2 1.36 
2 

'6 00,1/2 
= "6 0.0 

-1/2 00,1/2 1/2 = 



TABLE 2 

Density Matrix Elements of N~~ produced in NN ~ NN* 

cos G ~ 
N 

(in barycentric 
system) 

f 33 

Re f 3,1 

Re '3 -1 , 

Incident Momentum 4.0 Bev/c 

1.0 to .98 .98 to .95 

.17 "t .04 .22 "t .06 

0.10 t .04 + 0.10 - 0.05 

+ 0.00 - 0.08 + 0.01 - 0.09 

Incident Momentum 5.5 Bev/c 

Averaged over cos GN~ 

+ 0.13 - 0.04 

+ 0.02 - 0.04 

+ -0.03 - 0.04 

.95 to .90 

+ .14 - .06 

+ 0.16 - 0.04 

+ 0.09 - 0.08 

86. 

.90 to 0 

.25 "t .04 

+ 0.05 - 0.01 

+ 0.04 - 0.08 



TABLE 3 

Density Matrix Elements of N~~ Produced in iTN -7 fN-Je 

/33 

Re 13 ,1 

Re /3,-1 

Incident Momentum 4 Bev/c 

+ 0.08 - 0.03 

+ 0.01 - 0.03 

+ -0.01 - 0.03 

Incident Momentum 8 Bev/c 

average t-=> 0.0-'?-0.05 -.05-'»-.10 over t 

+ 0.05-0.03 
133 

+ 0.05-0.08 + 0.0-0.06 

0.015t O.028 Re 13 ,1 
+ 0.10-0.07 + -0.18-0.08 

-0.076"!0.033 + + 
Re/3 -1 0.04-0.05 -0.05-0.05 , 

-.10":';-.20 

+ 0.13-0.06 

+ -.10-.10 

+ -0.02-0.06 

87. 

-.20 -7 &Q 

+ 0.20-0.10 

+ -.07-.10 

+ 0.04-0.10 



TABLE 4 

Parameters and Densi ty Matrix Elements for Three Fi ts to NN --->,>- NN~( 

Fit 1 

2 o. = 157.3 
1/2 1/2 1/2 1/2 

2 .°1/ 2 -1/2;1/2 1/2 = 0.0 

2 _ 
'03/2 1/2;1/2 1/2 - 0.0 

2 

°3/2 -1/2;1/2 1/2 = 0.0 

Represented by .-.-.-. 

Fit 2 

2 
~ = 472.4 

1/2 1/2 1/2 1/2 

~2 = 129.0 
1/2 -1/2;1/2 1/2 

1)2 - 2490.0 
3/2 1/2;1/2 1/2 -

2 

~3/2 -1/2;1/2 1/2 = 
535.0 

Represented by 

Fit 3 

.2 o = 376.0 
1/2 1/2 1/2 1/2 

2 o = 0.0 
1/2 1/2;1/2 -1/2 

'1)2 = 1668. a 
3/2 1/2; 1/2 1/2 

2 n = 0.0 
3/2 -1/2;1/2 1/2 

fIl = 0.5 

a (t) = -0.02 + .61 t 

x2 = 0.67 per point on da" 
di 

in Figures 8 to 14 

fIl = 0.38 Ref3,_1 = -0.01 

Re /3,1 = 0.08 

a (t) = -0.02 + 1.5 t 

. 2 A 
X = 1.2 per point on ~ 

dt 

in Figures 8 to 14 

fIl = .43 Re f 3, -1 = 0.0 

Re f 3,1 = 0.09 

a (t) = -0.02 + 1.0 t 

x2 
= 1.4 per point on 43:. 

dt 

Represented by ..........•... : _ . in Figures 8 to 14 
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TABLE 5 

Density Matrix Elements of Nic Produced in NN --7> Nic-l+N*o 

+ 0.04 - 0.04 

0.04 - 0.02 

0.05 "'!: 0.04 

+ 0.03 0.02 

89. 
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Figure '3 
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Incident Momentum 2.85 Bev/c. 

The legend for Figures 8-14 is given in Table 4. 
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Incident Momentum 4.55 Bev/c. 
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