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Abstract

Page segmentation is one of the important and basic research subjects of document anal-
ysis. Traditionally, there are two major kinds of page segmentation approaches. One is
the top-down approach and the other is the bottom-up approach. Though these two ap-
proaches are been used till now, they are not effective for processing documents with high
geometrical complexity and the process of splitting document needs iterative operations
which is time consuming. The Modified Fractal Signature (MFS) approach which was
presented in recent years can overcome the above weaknesses, however it needs to calcu-
late modified fractal signature which makes the theory and the algorithm very complex.
In this thesis, we present two new page segmentation approaches (one is the Maximum
Order Statistic Filter (MaxOSF) approach, the other is the Median Order Statistic Filter
(MexOSF) approach) based on the order statistic filter (OSF) which is more direct and
much simpler. We use the MedOSF to remove the sait-pepper noise of the document and
use the MaxOSF to do the page segmentation. In practice, they not only can adaptively
process the documents with high geometrical complexity, but also save a lot of comput-

ing time.
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Résumé

La segmentation de page est I'un des importants sujets de recherche en analyse de
documents. Traditionnellement, deux approches diffrentes sont utilises dans la segmen-
tation de page dont I'un est descendante et I’autre ascendante. Toutefois, ces deux ap-
proches n’offrent aucune efficacites dans I’analyse de documents d’une grande complexit
gometrique et I’aspect iteratif du processus de division du document consumme trop de
temps. Le "Modified Fractal Signature (MFS)” est une approche introduite, dans ces
dernires annes, dans le but de rsoudre ce problme. Le dfaut de cette approche est la
complexit du calcul du "modified fractal signature™ ce qui rend la thorie et I’algorithme
plus compliqus. Dans cette thse, nous allons presenter deux nouvelles approches de seg-
mentation de page: le "Maximum Order Statistic Filter (MaxOSF)” et le "Median Order
Statistic Filter (MedOSF)” bases sur "I’ Order Statistic Filter (OSF)” dont I’ utilisation est
plus directe et simple. On utilise le MedOSF pour enlever le bruit du document et le
MaxOSF pour la segmentation de page. En pratique, ils peuvent non seulement adap-
tivement procder des documents d’une grande complexit geomtrique, mais aussi reduire

considrablement le temps de caicul.
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Chapter 1

Introduction

1.1 Data and knowledge engineering

1.1.1 Introduction

According to Webster’s dictionary [1], [2], “data refer to numerical information suitable
for computer processing, while knowledge refers to the sums or range of what has been
perceived, discovered or leamned. Knowledge can be considered data at a high level of
abstraction and can be processed by a computer when it is represented as data”. The
distinction between these two concepts in terms of computer processing is usually vague
[3], [4]. In general, we can consider knowledge as a compact and sometimes imprecise
way of representing a body of data.

The subjects covered in the field of data and knowledge engineering are collectively
refering to the algorithms, methods and systems for the design, utilization and main-

tenance of data and knowledge [2]. The following four areas are involved: design,



modeling, control, access and evaluation of data and knowledge engineering systems;
methods for automated acquisition and leaming of new data and knowledge; representa-
tion, architectural and language supports; and deployment, evolution, maintenance and
standardization of data and knowledge engineering systems with existing and emerging
technologies. We can summarize them in one sentence that data and knowledge engineer-
ing can be considered as studies related to computer-aided management of information.
As new applications arise and emerging technologies become more mature, the problems
involved in this area are continuously evolving and the scope covered by these subjects is
flexible and will change in time. In this thesis, we shall focus on algorithms for document
processing and page segmentation.

Different degrees of abstraction of a given problem in data and knowledge engineer-
ing may be required, depending on the complexity of the problem involved[2]. Sim-
pler problems required less abstraction and can therefore be implemented easily in hard-
ware/software. An example of this type of problem is the design of a hardware selection
unit for a relational database. More complex problems require a hierarchy of abstraction
to simpler problems before they can be solved. These simpler problems by themselves
may not represent realistic, efficient or realizable implementations. An example is a
distributed database that can handle concurrent accesses and up-dates. The concurrency
control problem is extremely complex if all characteristics of the physical distributed sys-
tem and user behavior have to be considered. To solve this problem, a simplified model
of the communication network, processors and user behavior has to be assumed. A con-
currency control algorithm is then developed for the simplified mode and the algorithm is

mapped onto the physical distributed system. Since simplifying assumptions have been
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made in developing the algorithm, the algorithm actually implemented on the physical
system may not be totally efficient.

A conceptual view of problems in knowledge and data engineering and the relation-
ship to applications and technologies with varying degrees of abstraction is illustrated in

Figure 1 [2).

1.1.2 History of data and knowledge engineering

First let us briefly review the history of this field. The early years of computing research
were dominated by information processing [2). “Loosely speaking, information refers
to bits that are stored in computer memories. These bits include knowledge represented
in data and software. In Von Neumann computers, for example, data and programs are
stored in the same memory area. Therefore, data can sometimes be interpreted as pro-
grams, while programs are sometimes considered as data. Since knowledge can be treated
as a general class of data, its characterization may be uncertain or imprecise. Knowledge
can be represented in computers as data or software, or as a mixture of both.”

As applications grew more and more complex, it was discovered that techniques for
processing data were quite different from techniques for designing and processing soft-
ware, and that techniques for acquiring and managing knowledge were different from
techniques for data processing and information processing. This discovery led to the de-
velopment of structure programming, database processing and artificial intelligence {5],
[6], [7] in the 1960’s and 1970’s. Early data and knowledge processing systems were

small in scale: modeling, design and management could be handled by one or a few
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experts. The collective effort of a large number of experts is required with the ever in-
creasing complexity of applications and information processing systems in the 1980’s
and the increasing need to capture and manage abstract knowledge. Data and knowledge
can no longer be handled by individuals alone, and its management must be treated as an
engineering discipline.

Due to recent advances in technology and computer architecture, data and knowledge
engineering systems become feasible. Research on multiprocessing and distributed pro-
cessing allow faster and parallel computers to be utilized efficiently. Existing technolo-
gies, such as VLSI, VHSIC, and fiber optics and emerging technologies, such as three-
dimensional VLSI, lightwave technologies, sea of gates and superconductivity, promise
faster computers, more memory, and higher networking bandwidth.

Studies on knowledge and data engineering, therefore, span a broad spectrum of areas
and encompass data, information, knowledge, technology, and products. The subject
area is truly dynamic and its emphasis may change as new applications evolve and new

technologies become mature [2).

1.2 Document processing and page segmentation

1.2.1 Introduction

Document processing and page segmentation, as one of the major fields of knowledge
and data engineering, is the main goal of this thesis. The document processing bottle-

neck has become the major impediment to the development and application of effective
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information systems [8]. In order to remove this bottleneck, new document processing
techniques must be introduced to automatically acquire knowledge from various types of
documents.

Generally speaking, a document is considered to have two structures: geometric
structure and logical structure. These two structures play a key role in the process of
knowledge acquisition. The latter is divided into phases which involves: document anal-
ysis (extracting the geometric structure from a document) and document understanding
(mapping the geometric structure into logical structure). The basic concept of document
structure (geometric structure and logical structure) will be introduced and also two tradi-
tional approaches: the top-down and the bottom-up approaches will be briefly discussed

in later sections.

1.2.2 Page segmentation

Page segmentation is one of the important and basic research subjects of document anal-
ysis. The traditional approaches (the top-down and the bottom-up approaches) are used
up to now and they are not effective for processing documents with high geometrical
complexity and the process of splitting document need iterative operations which is time
consuming. Although there are several new approaches such as the MFS approach [9]
which need to calculate modified fractal signature, no matter the simplicity of the theory
and the efficiency of the algorithm, it needs a further improvement. In this thesis, we shall
present two new approaches which are more direct and simpler in Chapter 3. In practice,

they not only can adaptively process documents with high geometrical complexity, but
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also save a lot of computing time.

1.3 Outline of the thesis

In Chapter 1, we introduced the engineering background of this thesis and also presented
the reason why and how document processing and page segmentation was brought to this
research field.

By presenting a survey on the techniques and problems involved, Chapter 2 aims at
serving as a catalyst to simulate research in automatic knowledge acquisition through
document processing. In this chapter, we provide a brief overview of the current research
and development directions in automatic knowledge acquisition and document process-
ing. We classify research problems and approaches in this area, and discuss future trends.

In Chapter 3 we provide a new approach for page segmentation which is based on
the order statistic filter (OSF). We shall introduce the statistic background related to this
approach and give the details of the proof. The method was tested by simulations in
Chapter 4. The thesis concludes with a discussion of the directions for further work

which is presented in Chapter S.
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Chapter 2

Automatic knowledge acquisition and

document processing

2.1 Introduction

As mentioned in the issue of knowledge data engineering in Chapter 1, one of the key
technologies related to data and knowledge engineering is the acquisition of data and
knowledge in the development and utilization of information systems [10]. One of the
most challenging topics is document processing and page segmentation.

In fact, many attempts based on artificial intelligence have been made to settle this
problem in various ways [11], [12], [13], [14]. We can see that in order to provide a
promising solution to this problem, software engineering and artificial intelligence will
have to join hands [15]. Their approaches can be divided into two categories: manual
techniques and computer-based techniques [12].

The manual techniques are further divided into many categories such as interviewing

15



methods [16], [17], [18], [19], [20], [21], psychology-based methods [22]-[32], active
knowledge engineer roles methods [33], [34], [35].[36] etc., which are listed in the fol-
lowing. Similarly, computer-based techniques can be further divided into learning-based
and interactive techniques such as multiple experts methods {37], [38], apprenticeship
leaming methods [39], etc. [40]-[54).

4 (

structured interview (16], [17]

interviewing { unstructured interview [18],[19]

L focused interview [20],[21]
(

protocol analysis [22],[26]
manual ¢

psychology —based { psychological scaling [27], [30]

card sorting (31],(32]

tutorial interview [33]
active knowledge engineering roles

participant observation [35]

multiple experts [37]
interactive

psychology — based and interviewing methods [38]
computer — based ¢

apprenticeship learning [42
leaming — based ]

similarity — based learning [47]

In practice, there is a lot of knowledge that must be acquired from documents includ-
ing technical reports, letters, newspapers, books, journals, magazines, government files
and bank checks etc. and the acquisition of knowledge from such documents can involve
an extensive amount of handcrafting on the part of the engineer which is time consum-
ing and limits the application of the information systems. Thus, automatic knowledge

16



acquisition from documents has become an important subject. Using a new technique,

document analysis and understanding, which belongs to a branch of artificial intelligence,

is a hopeful solution to this problem and it makes sense to acquire knowledge directly by

analyzing and understanding documents. Typical document analysis and understanding

system is briefly outlined in the following.

4

geometric comlexity

document analysis ¢

document understanding ¢

4

\

documents without graphics

forms

documents with graphics

documents with graphics as the main elements

top — down approach

two traditional approaches

buttom — up approach

hough transform
techniques § run — length smoothing algorithm

L neighbourhood line density

logical model
tree transformation
formatting knowledge

form definition language

From the survey of the history of document processing we can see that a lot of research

on document processing has been made based on optical character recognition (OCR)

[20], [21] since 1960’s. About two decades ago, the study of automatic text segmentation

and discrimination started. Automatic text segmentation and discrimination, or document

17



analysis and understanding, have been widely studied since the early 1980’s [22], [23],
[24], [25], with advance development of modern computers and the increasing need to
acquire large volumes of data. Up to today, a lot of methods have been proposed, and
many document processing systems have been described. More details can be found in
(26], [27], (28], [29], (30). [31], [32]. [33}.

Basically, document processing involves extraction of the geometric structure of a
document and mapping it into a logical structure from which knowledge can be acquired.
Practically, it requires both analysis and understanding of general documents such as
books, newspapers, magazines, letters etc. [34], [35], [36] which refer to locating the
areas of title, abstract, text, graphic, and half-tone images on the document, finding their
relations and finally identifying them, and special documents such as electronic circuit
diagrams, music notations, envelopes, checks, tax returmn forms etc. [37), [38], (39].
[40]. [41] which refer to separation of characters, texts and symbols from graphics and
recognizing them.

According to different requirements and applications, a physical document may be a
color image, a binary image or a monochrome grey scale image. Hence, the analysis and
understanding of color images [42], binary images or monochrome grey scale images
[43] is required. However, in this thesis, we only concen with binary document images,
that is because in most cases, the document is black/white and can be represented by
a binary image. Also, color images and grey scale images can be converted into binary
images, and the analysis and understanding of binary images can be mapped back to their
original forms.

First of all, let us consider the terminologies used in this field. Since different termi-
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nologies have been used in different studies [44], [45], [46], [47], [S0], [55]. to establish
unified definitions of these terminologies is our first task. We propose that document
processing be divided into two phases: document analysis and document understand-
ing. A document is considered to have two structures: geometric (layout) structure and
logical structure. Extraction of the geometric structure from a document refers to docu-
ment analysis; mapping the geometric structure into logical structure is defined as doc-
ument understanding. However, in some cases, there is no clear boundary between the
two phases just described. For example, we can find the document logical structure by
knowledge rules during an analysis of envelops or bank checks. Once we capture the
logical structure, we can acquire knowledge from the document. A block diagram of
this method is shown in Figure A.2 [8]). The relationship among the geometric structure,
logical structure, document analysis, and document understanding can also be found in
this figure.

In order to generate knowledge from a document, it is very important to detect its
structure. The goal of this thesis is to capture the geometric structure of a document
through page segmentation, which is the first phase of document analysis, see Figure A.2.
As for the logical structure of a document we leave it for furture work. In the following,

we shall present the brief concepts of geometric structure and logical structure.

2.2 Geometric structure of the document
According to [8], we define the geometric or layout structure as follows:

Definition 1 Geomerric (layout) structure is the result of dividing and subdividing the

19



content of a document into increasingly smaller parts, on the basis of the preseniation.

An element of the specific geometric structure is called geometric (layout) object. We

define the following types of geometric objects, according to (8].

e Block is a basic geometric object corresponding to a rectangular area on the pre-

sentation medium containing a portion of the document content.

e Frame is a composite geometric object corresponding to a rectangular area on the

presentation medium containing either one or more blocks or other frames.

e Page is a basic or composite geometric object corresponding to a rectangular area,
if it is a composite object, containing either one or more frames or one or more

blocks.
e Page set is a set of one or more pages.

In Figure A.3 (a), a document is composed of several articles, each of which consists
of a title, an abstract, subtitles, and paragraphs. The title dominates abstract, chapters,
and sections, in which subtitles, dominate paragraphs. Figure A.3 (b) is an example of
a geometric structure that is represented by a tree generated from a document shown in
Figure A.3 (a). The root node in this example stands for a page of document. Each child

node of the tree stands for a set of adjacent blocks located in the same column.

2.3 Logical structure of the document

According to [8], we can define the logical structure as follows:

20



Definition 2 Logical structure is the result of dividing and subdividing the content of a
document into increasingly smaller parts on the basis of the human-perceptible meaning

of the content—for example, into chapters, sections, subsections and paragraphs.

An eiement of the specific logical structure of a document which is called logical ob-
Ject. For logical object, there are only three types that are defined which are basic logical
object, composite logical object, and document logical root. Logical object categories
such as chapter, section and paragraph are application-dependent and can be defined
using the object class mechanism [8].

An example of logical structure that can be represented by a tree form is shown in

Figure A.3 (c) corresponding to Figure A.3 (a).

2.4 Relations between geometric structure and logical struc-
ture

The geometric structure and the logical structure provide aiternative but complementary
views of the same document. For example, a block can be regarded as consisting of
chapters containing figures and paragraphs or, alternatively, as consisting of pages that
contain text blocks and/or graphic blocks. We can consider relations between geometric
structure and logical structure in the following manner.

In general, the geometric structure and the logical structure are independent of each
other. The geometric structure of a document is determined by a formatting process. The

logical structure is usually determined by the author and is embedded in the document
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during the process of editing. There are attributes called geometric directives associated
with the logical structure which control the formatting process of geometric structure. For
example, the requirement that a chapter starts on a new page, the title of a section and the
first two lines of its first paragraph are presented on the same page. Geometric directives
may be collected into layout styles, each of which may be referred to by one or more
logical objects. There may exist correspondence between geometric objects and logical
objects. In principle, however, there is no one-to-one correspondence, since a logical
structure corresponds to a variety of geometric structures. There is a transformation of a

geometric structure into a logical structure, but the reverse dose not always exist.
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Chapter 3

Robustness of statistics and the OSF

page segmentation approach

3.1 Introduction

In spite of the use of electronic documents, the volume of paper-based documents con-
tinues to grow at a rapid rate. Although paper-based documents which have existed for
several centuries, because of the human preference for reading and archiving paper doc-
uments, it will continue to play an important role in our lives. However, to store and
retrieve the ever increasing number of paper documents has become more and more diffi-
cult and cumbersome. On the other hand, electronic documents have several advantages
in storage, retrieval and updating. As a result, transformation of a paper document to its
electronic version and subsequent document image understanding have become an impor-
tant and challenging application domain for artificial intelligence and pattern recognition

researchers.
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The field of document image understanding covers a variety of documents such as
technical articles, business letters and faxes, forms, postal mail pieces, musical scores,
and maps and drawings. A geometric page layout of a document is a specification of
the geometry of the maximal homogeneous regions and their classification (text, table,
image drawing, etc). Logical page layout analysis involves determining the type of page,
assigning functional labels (title, logo, footnote, caption, etc.) to each block of the page,
determining the relationships of these blocks, and ordering the text blocks according to
their reading order {56). Page segmentation, as a bottleneck of document understanding,
has become the major impediment to the development and application of effective infor-
mation systems. In order to remove this bottleneck, new techniques must be introduced
to page segmentation of various types of documents

From [9] we know there are two traditional approaches, the top-down approach and
the bottom-up approach, which can extract the geometric structure from a document
refers to document analysis [2]. However these two approaches have two major disad-
vantages. First, the top-down approach needs iterative operations to break the document
into several blocks, while the bottom-up approach needs to merge small components into
larger ones iteratively, which means both approaches are time consuming. Second, they
are not effective for processing documents with high geometrical complexity. Especially,
the top-down approach can process only simple documents with specific format or con-
tain some a priori information.

The paper {9] presented an approach based on the modified fractal signature (MFS)
for document analysis. The modified fractal signature approach considers the document

as a binary image with a fractal feature, using 2-D Minkowski dimension theory to com-
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pute the modified fractal signature of document binary image, then according to the mod-
ified fractal signature to process page segmentation. It does not need iterative breaking
or merging, however, it needs to compute the modified fractal signature, that is why the
algorithm and theory are so complex. In the following sections we shall introduce two
new page segmentation approaches based on the order statistic filter (OSF). For these
approaches we only deal with the statistical feature of a document image instead of the
fractal feature which are much simpler and cffiective. In practice, the OSF approaches
not only can adaptively process the document with high geometrical complexity, but also
dramatically decrease the algorithm complexity. Notice that here the adaptiveness means
that we apply the OSF approaches to not only a regular document image but also a irreg-

ular document image.

3.1.1 The document areas and the distributions

First let us see a page of document D (here we only consider D as a black and white
document), which consists of many regions that might be texts, tables, graphics and
margin blank areas. In general, we can classify those areas into two categories: fext
area (including tables, graphics, texts, and the blank areas between the words, lines and
paragraphs) and blank area (the four-margin blank areas). See Figure 3.1. In this thesis,

we use 0’s present the white pixels and 1’s present the black pixels.

D = {Dr,Dg} 3.1)

where Dy represents a text area, Dg denotes a blank area.
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Figure 3.1: Two areas of a document image.

distribution.
x P(X=x)
0 i

From the probability theory we know the distribution function of a random variable

X is F(x) = P(X < x), hence the distribution function of the single point distribution is

0 x<0,
Fx)=U(x)=
1 x>0.
where U(x) is called a standard 0-1 distribution function. See Figure 3.2.
Similarly, for an arbitrary pixel x; ; € Dr, it is either black or white, i.e. eitherx; j =1
or x; j = 0 and the probability x; j = 1 (x;; = 0) is % We can say for any pixel in Dr, the

distribution of the pixel is an equal probability 0-1 distribution.
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F(x)

172 -

4+ ~ —

Figure 3.2: A illustration of the single point distribution.

x P(X=x)
0o
Ly

Hence the distribution function of the equal probability 0-1 distribution is
(

0 x<0,

FW =300 +U-1)=1{ } ogx<l1,

1 x2>1,
\
where
0 x<1,
Ux-1)=
1 x>1.
See Figure 3.3.

In this thesis, we shall present two approaches which use the maximum order statis-
tic filter (MaxOSF) and the median order statistic filter (MedOSF) to process the page
segmentation, see Section 3.2.3.
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Figure 3.3: A illustration of the equal probability O-1 distribution.

It is natural to ask how to determine whether a statistic filter is robust, or how to
evaluate the sensitivity a statistic filter. In Section 3.1.2, we shall introduce the concept
of influence function which can be used to evaluate the sensitivity of a statistic filter. We
apply these theories to the MaxOSF and the MedOSF respectively in Section 3.2. Here
before we start to discuss the robustness of a statistic filter, we need to introduce some

fundamental concepts — functional, order statistics and influence function.

3.1.2 Robustness of statistic

In the statistic parameter estimation theory, a functional usually can be considered as a
Sunction with a domain of a distribution distance space. The difference between func- -
tional and function is that the domain of a function is a set of numbers, while the domain

of a functional is a set of functions (distributions).

function F: R—R, Fx)=y, x€R, y€ER,
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where R is a real number set.
functional T: m—R, T(F)=y, FEm, yER,

where m is a set of distributions (functions).

The concept of influence function was first presented by Hample [] and here we use

it to evaluate the sensitivity of a statistic filter.

Definition 3 Let T(-) be a functional which is defined on a set of distributions , for any

XER F(t)=(1—-¢€)F(1)+eU(1—x),(0 < €< 1). If the following limit exists

IC(x F,T) = lim *{T(F:) - T(F)}

d
= EET(&”E:(M (3-2)

then IC(x,F,T) is said to be an influence function of functional T (-) about overall distri-

bution F.

Natice that for influence function IC(x, F,T), x is the outlier and it can be any real num-

ber. However, in this thesis we only discuss the binary document image, hence the value

of the outliers are 1.

3.2 Robustness of two important order statistics

In the fields of image processing and pattern recognition, the non-linear stochastic filters
which based on order statistics have many very important applications. The theories
of these applications are based on the robustness of order statistics. In the following
sections, we shall discuss the robustness of two important order statistics — maximum

29



Page segmentation ;Pagc segmentation

is one of important is onc of important
and basic research and basic rescarch .
subjects of subjects of
document analysis. document analysis.

Figure 3.4: A original document image and an image corrupted by noise.

Left: A clear document image: Right: A document image corrupted slightly by sale-
pepper-noise.

order statistic (sample maximum) and median order statistic (sample median).

First of all, we shall give the definitions of sample maximum and sample median.

Definition 4 The order statistics of a sample (X,.---,X,) are the sample values placed

in ascending order. They are denoted by (X(\),---,X(n)) which satisfv
X)Xy < S X

X(n) is the sample maximum of (X, 1), -, X(n)) and we denote it as
X(n) = max(Xy,--+,Xp).

The sample median, which we denote by Xmed, is a number such that one-half of the

observations are less than Xmeq and one-half are greater. In terms of the order statistics,
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Xmed is defined by
s X(!i_l) if nisodd,
md =t
(X(g) +X(§+|))/2 if niseven.
3.2.1 Robustness of the sample median

Definition 5§ Ler Te4(-) a functional which is defined on a set of distributions, if

Tmed(F) = inf{x:x € R, s.t. F(x) > =}, (3.3)

(S I

then Tieq is said to be a median functional.

For example, according to this definition, when F is an equal probability O-1 distri-

bution, we have
Tred(F) = inf{x:x€R, s.t. F(x)= -:-} =inf{x:x€([0,1)} =0. 34)

At the beginning of this chapter we know that usually a document image is a binary
image, when we process the page segmentation using order statistic filter, we always deal
with two kinds of distributions: the two-point distribution (document image area) and the
single point distribution (four-margin blank area). We will see the effects of the median
functional about these two kinds of distributions are different.

Example 1 Influence function of the single point distribution.

We know the distribution function of the single point distribution is

0 x<0,
Fx)=U(x)= 3.5
1 x>20.

Here Fe(t) = (1 —€)F(t) + €U (1 — x). When x = 1, the graph of Fg(¢) is like Figure 3.5
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Figure 3.5: Distribution function of the single point distribution.
Suppose 0 < € < 1, then we have
Tmed(F) =0, Tmed(Fe) =0,

hence,
IC(1, F, Trneq) = lim ~ (Tmea(Fe) — Tnea(F)) =0, 3.6)
e=0¢€

which means the sample median is robust to the outliers on the blank area.
Example 2 Influence function of the equal probability 0-1 two-point distribution.

We know the distribution function of the equal probability 0-1 distribution is
F(x)=;i—[U(x)+U(x-l)]. 3.7
Here Fe(t) = (1 —€)F(1) +eU(t—x). Whenx =1,
l1+€

Fe(r) = -l—;—eU(t) +—-U@-1).

Suppose 0 < € < % then the graph of Fe(r) is like the following Figure 3.6
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Figure 3.6: Distribution function of the 0-1 distribution.

Here, we have

Tred(F) =0,  Tmea(Fe) =1,

hence,

.1 |

which means the sample median is very sensitive to the outliers on the text area.
In summary, if F is a single point distribution, sample median is not sensitive to the
outlier x = 1, however, if F is a equal probability 0-1 distribution, sample median is very

sensitive to the outlier x = 1, see Table 3.2.1.

Areas Robustness Distribution IC(1,F, Tmed)
text area | not robust | equal probability 0-1 distribution oo
blank area robust single point distribution 0

Table 3.1: Robustness of the sample median.
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3.2.2 Robustness of the sample maximum

Definition 6 Let Tnax(-) be a functional which is defined on a set of distributions, if

Tmax(F) = sup{x: x € (Supp p(x)) U (Supp pi)}, (3.9)

where p(x) is the density function of continuous random variable, {p;} is the distribution
law of discrete random variable, Supp p(x) and Supp p; are support sets of p(x) and p;

respectively, then Tn, is said to be a maximum functional.
Notice that the support set of p(x) (or p;) is a set of 7, such that p(x) # 0 (or p; # 0).

Theorem 1 Let Ty () be the maximum functional which is defined on a set of distri-
butions of one dimension bounded continuous random variables and discrete random
variables, then the influence functional of the maximum functional has the following an-

alytic expressions:

IC(x,F,Timax) =9,  ifx > sup{x: x € (Supp f(x)) U (Supp pi)},
IC(x,F,Tyax) =0,  if x <sup{x: x & (Supp f(x))U(Supp pi)}- (3.10)
Proof. For an arbitrary F, from Lebesgue decomposition theorem we have
F(x) = a1Fe(x) + a2Fy(x), 3.11)

where F.(x), F;(x) denote continuous distribution and discrete distribution respectively.
F(x) has a density function f(x) and F4(x) has a distribution law {p;}.

Clearly

Tmax(F) = sup{x : x € (Supp f(x)) U (Supp pi) }.
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Tmax(Fe) = sup{x: x € (Supp (1 —€) f(x) U (Supp (1 —€)pi) U {x}}
= sup{x: x € (Supp f(x)) U (Supp p;}U{x}}.

We have

(@) if x > sup{x: x € (Supp f(x)) U (Supp pi)}. then Tnax (Fe) = x, hence
Tinax (Fe) — Tmax(F) > 0,

therefore

IC(x,F,Tmax) = g'_l;%{rmx(&)-rmax(F)}/s

(b) if x < sup{x: x € (Supp f(x)) U (Supp pi)}, then Tmax(Fe) = Tmax(F ), hence
Tmax(FE) - Tmax(F) =0,
therefore

IC(x,F.Tmax) = E“_%{Tnm(Fe)-Tnmx(F)}/e

= 0.

o

From Theorem 1 we can conclude that if x > Ty (F), even there are only small
number of outliers, statistic X(,) will be greatly affected; but if x < Tax(F), X(,) is very
robust.
Example 1 Influence function of the single point distribution.

We know the single point distribution is
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x pi=PX=x)

0 1

The support set Supp p; (a set of x such that p; # 0) is {0}, therefore

sup{x : x € Supp p;} =0,

for the outlier x = 1, we always have x > sup{r : 1 € Supp p;}, therefore from Theorem
1 we have IC(1,F, Tyax) = o= which means sample maximum is very sensitive to the
outliers on the blank area.

Example 2 Influence function of the equal probability 0-1 two-point distribution.

We know the equal probability 0-1 distribution is

x pi=PX=1x)
0o |
S

The support set Supp p; (a set of x such that p; # 0) is {0, 1}, therefore

sup{x: x € Supp pi} =1,

for the outlier x = 1, we always have x < sup{x : x € Supp p;}, therefore from Theorem
1 we have IC(1, F, Tnax) = 0 which means sample maximum is robust for the outliers on
the text area.

In summary, if F is a single point distribution (the blank area), sample maximum is
sensitive to the outlier x = 1, however, if F is a equal probability 0-1 distribution (the text

area), sample median is robust for the outlier x = 1, see Table 3.2.2.



Areas Robustness Distribution IC(1,F, Tmax)

text area robust equal probability 0-1 distribution 0

blank area | not robust single point distribution oo

Tabie 3.2: Robustness of sample maximum.

3.2.3 The OSF page segmentation approaches

From previous sections we know a page of document D consists of text area Dy and

blank area Dg

D = {Dr,Dg}. (3.12)

For an arbitrary pixel X; ; € D, we choose its connected (say, four-connected) neigh-

borhood,

Xi—1,

Kit+1,j

Figure A.4 (a) Four-connected neighborhood
Let (x,-_l,j, Xij—1s Xi js Xij+1s x,-+|'j) be observations of sample
(Xi-1,js Xij—1, Xi jo Xij+1, Xig1,)-

For document binary image, if X; ; is black pixel, then x; ; = 1; if X; j is white pixel, then

x;,j = 0. Hence we can construct OSFs with filter window length (threshold) n=5,
x; j = MaxOSF(xi-y j, -, Xi j+1) = max(Xi-j,j, -+, Xi, j+1) = xi{,) = x{ﬁ), (3.13)
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x; j =MedOSF(xi_1 j," -, Xi,j+1) = med(Xi—1 j," 1 Xi,j+1) =, = g), (3.14)

then we can easily process the page segmentation of document binary image.
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Chapter 4

Validation of the OSF approaches

4.1 Introduction

When we apply the OSF approaches, the OSF has the effect of linking together neigh-
borhood black areas that are separated by less than the threshold n (i.e. the filter window
length, the number of the connected neighborhood +1). With an appropriate choice of n,
the linked areas will be regions of a common color. The degree of linkage depends on the
following factors: a) the threshold value n, b) the distribution of white and black pixels
in the document, and c) the scanning resolution.

If the smoothing thresholds are selected correctly, the blocks of different content in
the document images will be smeared into images with different features. The choice of
the smoothing threshold n is very important. Very small n value simply close individual
characters. Slightly larger values of n smooth together individual characters in a word
but are not large enough to bridge the space between two words. Too large values of

n often cause sentences to join to non-text regions, or to connect to adjacent columns.
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In general, threshold 7 is set according to the character height, gap between words and

interline spacing.

4.2 Introduction to the programs and the implementa-
tions

We implement these approaches using Matlab under Windows environment, and we also

use Matlab to plot the graphs. The following are the two approaches.

4.2.1 The MaxOSF approach

We use the MaxOSF approach, which is based on the maximum order statistic filter, to
. process the page segmentation. The details of the algorithm are presented in the follow-
ing:

Algorithm

Input: a page of document image.

Output: the geometric structure of the document.

Step 1 Scan a document image Dy and get the binary image file (BMP file).

Step 2 Read the file bit by bit, then we can get a binary matrix My. The position of
each matrix component stands for the location of the pixel in the image. O’s represent the
white pixels and 1’s represent the black pixels.

Step 3 Use the OSF to process the binary matrix Mg, we can get another matrix M,

. which includs the information of the geometric structure of the document:



Substep 1 Let x; ; be a component of Mp and x;_1 j, Xi j-1, Xi j+1, Xi+1,j be the
four-connected neighborhood of x; ;. Sort x;—y j, Xi j-1, Xij, Xij+1, Xi+1,j in ascending
order.

Substep 2 Let x} ; be a component of M, then
X, ;= max{Xi_1 j, Xij—1, Xijs Xij+1, Xitl,j} = X5,

Step 4 From matrix M, we can get the image D| which represents the geometric
structure of the document.
For Step 3, let us see an example.

Suppose we have a binary matrix Mo (7 x 10 matrix),

(1111000000\
1111000000
1100000O0O0O0
Mo=|1 0000000000
0000O0O01O0O1O00O0

000O0OO0OTI1 111

\0000001111}
We can expanditto a9 x 12 matrix Mg with components y; j, i=1,:-+,9, j=1,--+,12,

such that
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i.e.

0000O0O0ODOTILT1TI1T1O

0000O0OO0OO0CTILILII1II1O

Koooooooooooo)

Using the MaxOSF, we can get another 9 x 12 matrix M.

(000000000000\

011111000000

000O0OO0OO0OTITT1TI1I1T1O0

000O0O0OO0OI1I1I1110

\oooooooooooo)

The components of matrix M’,)/,-J, i=1,---,9, j=1,---,12, satisfy that,

7 x‘(.;)lj_l i=2!"'18;j=29"‘9ll1
Yi,j =
0 i=1,9; j=1,12.
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Hence, we can get a matrix M| which is

0o0o00O0T1T1T1T1:1

\0000011111)

4.2.2 The MedOSF approach

Sometimes the document image is corruped by salt-pepper noise, we need to remove the
noise first before we do the page segmentation. Here we use the MedOSF to remove the
noise.

Algorithm

Input: a page of document image with salt-pepper-noise.

Output: a page of document without the noise.

Step 1 Scan a document image Dg and get the binary image file (BMP file).

Step 2 Read the file bit by bit, then we can get a binary matrix Mp. The position of
each matrix component stands for the location of the pixel in the image. 0’s represent
white pixels and 1’s represent black pixels.

Step 3 Use OSF to process the binary matrix Mg, we can get another matrix M) which
includs the information of the geometric structure of the document:

Substep 1 Let x; ; be a component of Mp and x;—1,j, Xi -1, Xi,j+1, Xi+1,j be the
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four-connected neighborhood of x; ;. Sort x;— j, Xi j—1, Xi j, Xi j+1, Xi+1,j in ascending

order,

Substep 2 Let x; ; be a component of M, then
x} j = median{x;_1 j, Xij—1, Xij» Xi,j+1s Xi+1,j} = x'g,),

Step 4 From matrix M|, we can get an image Dy which represents the document
without the noise.
For Step 3, let us see an example.

Suppose we have a binary matrix Mp (7 x 10 matrix),

(1111000000\
1111000000

. 11 000000O00O0

\0000001111)



After We adding some noise to the orignal image, the binary image Mg becomes

(1[11000000\

1111001000

0000O0O0OT1T111

\0110001111)

We can expand it to a9 x 12 matrix Mg with components y; j, i=1,---,9, j=1,--

such that

i.e.

\oooooooooooo)
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Using the MedOSF, we can get another 9 x 12 matrix.

(000000000000\
011110000000

011111000000

00000O0OO0OI11T1TT110

00000O0OO0OTI1 1110

\000000000000)

The components of matrix M),y ;, i=1,---,9, j=1,---,12, satisfy that,

i—1 -1 . . e

;o X5 i=2,---,8, j=2,---, 11,
Yij=
0 i=19; j=112.

Hence, we can get the matrix M| which is

(1111000000\
1111100000

11 00000O0O0CODO




4.3 Comparision

From the previous section we know the efficiency of the algorithms are decided by: a)
the size of the document image (M x N matrix), b) the threshold n. The computing time
of algorithm is O(nMN). In practice, once the threshold is decided, we consider n as a
constant (say 5, 9, etc.), therefore we can conclude that the computing time is O(MN)
(if the input matrix is a N x N square matix, we say the computing time is O(N?2)).
Comparing to the top-down and the bottom-up methods, the OSF approaches do not
iterative operations and we just need to go through each element of the input image
matrix one by one, then we get the segmentation immediately. That is why the OSF
appraches are so fast and effective.

We made three simulations to test the effects of the MaxOSF and the MedOSF ap-
proaches. In Simulation 1 and 2, we applied the MaxOSF approach to two different
document images with two different geometrical complexities respectively, see Figure
A.5, A.8. The geometric structure of the first document image is not complicated where
the document blocks have regular shapes and the geometric structure of the second doc-
ument image is compicated where the document blocks have irregular shapes and also
it includes a picuture. The results are shown in Figure A.6, A.9. In Simulation 3, we
applied the MedOSF approach to a document which is corrupted by salt-pepper-noise,
see Figure A.11. Here we first use the MedOSF to remove the noise, then we use the

MaxOSF to do page segmentation, the result is shown in Figure A.12.
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4.3.1 Effect of the MaxOSF approach

We applied the MaxOSF approach to two document images (Simulation 1 and 2) and for
each image, we change the threshold n from 5, 9, 13 to 25. In Figure A.6, A.9 we see
that when the threshold n is small, it can only smooth together individual characters in a
word but are not large enough to bridge the space between the words. Too large values
of n often cause sentences to join to nontext regions, or to connect to adjacent columns
(or adjacent paragraphs). In Simulation 1 and 2, we see that when n = 28, the results are
best, if n > 25 then it causes sentences to connect to adjacent paragraphs.

Also we see that when n =5, 13, the edges of segmentations are zigzag, but when
n =9, 25, the edges of segmentations are smooth. This is because we used two different
shapes of filter windows. From Figure A .4, we see that when n =5, 13, the filter windows
are thombuses which cause the zigzags of the edges. However, when n = 9, 25, the filter

windows are squares, that is why the edges of segmentations are smooth.

4.3.2 Effect of the MedOSF approach

In Simulation 3, we applied the MedOSF to a document image which is corrupted by
noise. We first use the MedOSF to remove the noise (see Section 4.2.2), then we use the
MaxOSF to process the segmentations (see Section 4.2.1). If the original document is
not corrupted very seriously, then MedOSF is very effective. However, from Chapter 3
we know that sample median is robust to outliers (noise) on the blank areas, but sensitive
to the outliers on the text areas, which means if the text areas of the original document

are corrupted seriously by the noise, then the effeciency of the MedOSF in not ideal. The
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result is shown in Figure A.12.
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Chapter 5

Conclusions and future work

5.1 Conclusions

In this thesis, we presented two approaches (one is the MaxOSF approach, another is the
MedOSF approach) to process page segmentation. We applied these two approaches to
three documents and for each document we change the threshold fromn = 5,9, 13 to 25.
All the results were generated by using Matlab. Extensive use of Matlab was a feature of
this thesis. Results of the simulations were crucial to the conclusion of the thesis. The
details about the Matlab code can be found in the Appendix.

As described in Chapter 3, we know that a binary document image generally consists
of text areas and blank areas. The MaxOSF is robust for the text area, we can use it to
process the page segmentation and the MedOSF is robust for the blank area, hence we
use it to remove the noise. From the experimental results we notice that when choosing a
different threshold will result in a different segmentation. If n is small, it can not bridge

the space between the words (between the sentences), if 7 is too big, it causes sentences
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OSF Areas Robustness [Influence function

MaxOSF | Text area robust IC(1,F,Tnax) =0

MaxOSF | Blank area notrobust [IC(l,F, Tyax) =

MedOSF | Textarea notrobust [IC(l,F,Tieg) =

MedOSF | Blank area robust IC(1,F,Tyeq) =0

Table 5.1: Robustness of the MaxOSF and the MedOSF.

(graphs) to connect to the adjacent paragraph. Usually, for different document images,
the thresholds are different. This is decided by the distribution of white and black pixels
in the document and the scanning resolution. From our experiments we see that when

n = 25, the segmentations are best. The results are shown in Figure A.7, A.10, A.12.

5.2 Further work

Experimental results show that the new page segmentation approaches: the MaxOSF
and the MedOSF are very effective. Like the MFS approach in [9], the OSF approaches
can adaptively process the page segmentation to all kinds of document binary image with
high geometrical complexity, and the approaches are very simple and no need of iteration.
However, the OSF approach has its own limitation - it is not applicable to the general
grey level images or the images with background color (such as the paper money). The
page segmentation of those images is very difficult. Somehow, we know that most of the
document images such as books, newspapers, magazines, paper etc. are binary images,

therefore the OSF approaches are good enough. However, there are several ways we may
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extend the approaches to deal with grey level images, such as setting a window filter to
remove the background color, or providing a new algorithm which combines the MaxOSF
approach with the MFS approach etc.. A rigorous theoretical development needs to be

done and this will be left for future work.
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Figure A 4: An illustration of connected neighborhood (filter windows).
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Figure A.6: An illustration of page segmentation of document 1 with different thresholds.
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Figure A.7: An illustration of page segmentation of document 1.
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Figure A.8: An illustration of original document image (document 2).
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Figure A.10: An illustration of page segmentation of document 2.
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Appendix B

Partial Matlab code

B.1 Simulation 1 and 2: the MaxOSF approach with thresh-

old §, 9, 13, 25.
h======= = s==zzsss=ssssssossssssssssss==sssss
% Implementation of the Algorithm %
% Li Ma (9745151) %
% December 2000 %
hz==s====sssszzzsssTsosssssssssssssssIzTssTsszzszes))
% MaxOSF Algorithm: A new approach for page %

% segmentation which is based on the max order %4

% statistic filter (MaxOSF). %

% INPUT: A page of document image(DocO1.bmp). %



% OUTPUT: Geometric structure of the document. Y%

% COMPLIER: Using Matlab under the Windows %
% enviornment. %
h====s======zsssssszsssssssssssssssssssssssssssssss)
h==============s==KEY WORD======s=ss=s===s====s====3
% THRESHOLD n: is the filter windows length %4
% which is the no. of the connected neighbour %
% hood plus 1. %
h====== = ===z,
clear all;

h==z=zzzzzzzzzzz=szz==[NPUT STARTS==s=s=======s=====z),

%Read image from a graphic file (BMP file) into A
%whose class is unsigned 8-bit integer (uint8).

A=imread(’Doc01’,’bmp’);

Y================THE ALGORITHM STATS===s===========Y
%Double convert A to double precision.

a=double(A);

%Find the length of vector a.

SizeA = size(a);
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% Experiment 1: Using max filter with threshold 5.%

[ S %

%Add four zero edge to matrix a (m by m), increase
%the dimension of matrix a to m+2 by m+2.
SizeB = SizeA+2;
for i=1:SizeB(1)

for j=1:SizeB(2)

b_temp(i, j)=1,;

end
end
%Define a new matrix b_temp (m+2 by m+2), which is
%matrix a with four zero edges.
for i= 2:(SizeB(1)-1)

for j=2:(SizeB(2)-1)

b_temp(i,j)=a(i-1,j-1);

end
end
%VWe notice that in Matlab, when the pixel is higher,
Athe color is lighter. Hence after read image to
%matrix a, the white pixel is 1 and black pixel is
%0. Now we define another matrix b in which the
%white pixel is O and black pixel is 1.

for i=1:SizeB(1)



for j=1:SizeB(2)
if b_temp(i,j)==0
b(i,j)=1;
else b(i,j)=0;
end
end
end
for i=1:SizeB(1)
for j=1:SizeB(2)
bb(i,j)=20;
end
end
%Now we using the max filter to do page segmenation.
%Here, the threshold is 5, choosing the maximum from
%five points (p_1,...,p_5).
for i=2:SizeB(1)-1
for j=2:SizeB(2)-1
p(1)=b(i-1,3);
p(2)=b(i,j-1);
p(3)=b(i,j);
p(4)=b(i, j+1);
p(5)=b(i+1,j);
max=0;
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for k=1:5
if max<p(k)
max=p (k) ;
end
end
if max==0
%If point(i,j) is white pixel,
%“we draw it in lighter color
bb(i, j)=20;
else
%1f point(i,j) is black pixel,
%we draw it in darker color.
bb(i,j)=10;
end
end
end
%Remove the four edges of the matrix bb, we get
%m by m matrix bbb which is the geometric structure
%of document image.
for i= 1:SizeA(1)
for j= 1:SizeA(2)
bbb(i, j)=bb(i+1,j+1);

end
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end

Y=====s======222=QUTPUT OF EXPERIMENT l===s===ss====s),
“Convert matrix bbb to unsigned 8-bit integer matrix.
B=uint8(bbb) ;

#Draw image B in two color.

image (B)

% - e %

% Experiment 2: Using max filter with threshold 9.%

% - --- —

#Add four zero edge to matrix a (m by m), increase
%the dimension of matrix a to m+2 by m+2.
SizeC = SizeA+2;
for i=1:SizeC(1)

for j=1:SizeC(2)

c.temp(i,j)=1;

end
end
%Define a new matrix c_temp (m+2 by m+2), which is
%matrix a with four zero edges.
for i= 2:(SizeC(1)-1)

for j=2:(SizeC(2)-1)
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c.temp(i,j)=a(i-1,j-1);
end
end
%Now we define another matrix ¢ in which the
%white pixel is 0 and black pixel is 1.
for i=1:SizeC(1)
for j=1:SizeC(2)
if c_temp(i,j)==0
c(i,j)=t;
else c(i,j)=0;
end
"I' end
end
for i=1:SizeC(1)
for j=1:SizeC(2)
cc(i,j)=20;
end
end
%Now we using the max filter to do page segmenation.
%Here, the threshold is 9, choosing the maximum from
%five points (p.1,...,p.9).
for i=2:SizeC(1)-1

for j=2:SizeC(2)-1



p(1)=c(i-1,j);
p(2)=c(i,j-1);
p(3)=c(i,j);
p(4)=c(i,j+1);
p(58)=c(i+1,3j);
p(6)=c(i-1,j-1);
P(7)=c(i-1,j+1);
p(8)=c(i+1,j-1);
p(9)=c(i+1,j+1);
max=0,;
for k=1:9
if max<p(k);
max=p (k) ;
end
end
if max==0
%If point(i,j) is white pixel,
%we draw it in lighter color
cc(i,j)=20;
else
%If point(i,j) is black pizxel,
%vwe draw it in darker color.
cc(i,j)=10;
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end

end
end
%Remove the four edges of the matrix cc, we get
%m by m matrix ccc which is the geometric structure
%of document image.
for i= 1:SizeA(1)

for j= 1:SizeA(2)

ccc(i,jl=cc(i+l,j+1);
end

end

h==============3=xQUTPUT OF EXPERIMENT 2==============j,
#Convert matrix ccc to unsigned 8-bit integer matrix.
C=uint8(ccc) ;

%Draw image C in two color.

image (C)

hmommmmeoocc oo %
% Experiment 3: Using max filter with threshold 13.%

3 )

%Add four zero edge to matrix a (m by m), increase

%“the dimension of matrix a to m+2 by m+2.
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SizeD = SizeA+4;
for i=1:SizeD(1)
for j=1:SizeD(2)
d_temp(i,j)=1;
end
end
%Define a nev matrix d_temp (m+2 by m+2), which is
%matrix a with four zero edges.
for i= 3:(SizeD(1)-2)
for j=3:(SizeD(2)-2)
d_temp(i, j)=a(i-2,j-2);
"I. end
end
%Now we define another matrix d in which the
%white pixel is 0 and black pixel is 1.
for i=1:SizeD(1)
for j=1:SizeD(2)
if d_temp(i, j)==0
d(i,j)=1;
else d(i,j)=0;
end
end

end
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for i=1:SizeD(1)
for j=1:SizeD(2)
dd(i, j)=20;
end
end
%Now we using the max filter to do page segmenation.
“Here, the threshold is 13, choosing the maximum from
%five points (p_1,...,p_13).
for i=3:SizeD(1)-2
for j=3:SizeD(2)-2
p(1)=d(i-1,j);
p(2)=d(i,j-1);
p(3)=d(i,j);
p(4)=d(i,j+1);
p(5)=d(i+1,j);
p(6)=d(i-1,j-1);
p(7)=d(i-1,j+1);
p(8)=d(i+1,j-1);
p(9)=d(i+1,j+1);
p(10)=d(i-2,j);
p(11)=d(i, j-2);
p(12)=d(i+2,j);

p(13)=d(i, j-2);



max=0;
for k=1:13
if max<p(k);
max=p (k) ;
end
end
if max==0
%If point(i,j) is white pixel,
%we draw it in lighter color
dad(i, j)=20;
else
%If point(i,j) is black pixel,
%we draw it in darker color.
dd(i,j)=10;
end
end
end
%Remove the four edges of the matrix dd, we get
%m by m matrix ddd which is the geometric structure
%of document image.
for i= 1:SizeA(1)
for j= 1:SizeA(2)

ddd (i, j)=dd(i+2, j+2);
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end

end

T — OUTPUT OF EXPERIMENT 3 %

%Convert matrix ddd to unsigned 8-bit integer matrix.
D=uint8(ddd) ;
“Draw image D in two color.

image (D)

% e "

% Experiment 4: Using max filter with threshold 25.%

% - - %
%Add four zero edge to matrix a (m by m), increase
%the dimension of matrix a to m+2 by m+2.
SizeE = SizeA+4;
for i=1:SizeE(1)

for j=1:SizeE(2)

e_temp(i,j)=1;

end
end
“Define a new matrix e_temp (m+2 by m+2), which is
%matrix a with four zero edges.

for i= 3:(SizeE(1)-2)



for j=3:(SizeE(2)-2)
e_temp(i,jl=a(i-2,j-2);
end
end
%Now we define another matrix e in which the
%white pixel is 0 and black pixel is 1.
for i=1:SizeD(1)
for j=1:SizeD(2)
if e_temp(i,j)==0
e(i,j)=1;
else e(i,j)=0;
end
end
end
for i=1:SizeE(1)
for j=1:SizeE(2)
ee(i, j)=20;
end
end
%Now we using the max filter to do page segmenation.
%Here, the threshold is 25, choosing the maximum from
%five points (p.1,...,p_25).

for i=3:SizeE(1)-2
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for j=3:SizeE(2)-2
p(1)=e(i-1,j);
p(2)=e(i,j-1);
p(3)=e(i,j);
p(4)=e(i,j+1);
p(8)=e(i+1,j);
p(6)=e(i-1,j-1);
p(7)=e(i-1,j+1);
p(8)=e(i+1,j-1);
p(9)=e(i+1,j+1);
p(10)=e(i-2,j);
p(11)=e(i, j-2);
p(12)=e(i+2,j);
p(13)=e(i, j-2);
p(14)=e(i-2, j-2);
p(15)=e(i-2,j-1);
p(16)=e(i-1,j-2);
p(17)=e(i+1,j-2);
p(18)=e(i+2,j-2);
p(19)=e(i+2, j~1);
p(20)=e(i-2,j+1);
p(21)=e(i-2,j-2);
p(22)=e(i-1,j-2);
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end

end

p(23)=e(i+1,j-2);
p(24)=e(i+2,j+1);
p(25)=e(i+2,j-2);

max=0;

for k=1:25

if max<p(k);
max=p (k) ;
end
end
if max==0
%I1f point(i,j) is white pixel,
%vwe draw it in lighter color
ee(i,j)=20;
else
AIf point(i,j) is black pixel,
%vwe draw it in darker color.
ee(i,j)=10;

end

%Remove the four edges of the matrix ee, we get

%n by m matrix eee which is the geometric structure

%of document image.



for i= 1:SizeA(1)
for j= 1:SizeA(2)
eee(i,j)=ee(i+2, j+2);
end

end

%===zz======z=2=QUTPUT OF EXPERIMENT 4==============),
%Convert matrix ddd to unsigned 8-bit integer matrix.
E=uint8(eee) ;

%Draw image E in two color.

image (E)

B.2 Simulation 3: the MedOSF and the MaxOSF ap-

proaches with threshold §, 9, 13, 25.

h==zzzzzzzzzzzzzszrosITzISTISTTESTETTrISS==ss=swaId)|
% Implementation of the Algorithm %
% Li Ma (9745151) %
% December 2000 %
f=z=ss=z=zzzzzzzzzz=====s =%
% MedOSF Algorithm: A new approach for page %

% segmentation which is based on the med order %
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% statistic filter (MedOSF). %
% %
% INPUT: A page of document image(Doc02.bmp). %

% OUTPUT: Geometric structure of the document. Y%

% COMPLIER: Using Matlab under the Windows %
% enviornment. %
%=========:========= == ===================./.
{==zzzszzzzazzz=zxzKEY WORD===z=z=======z==s===========i

% THRESHOLD n: is the filter windows length %

% which is the no. of the connected neighbour %
% hood plus 1. %
AT TR XTI TTXSISTSSTITISISIEISEE= =Tz ===z ==z =
clear all;

x:::::::::::::::::::::IHPUT START58===88888838:8888%

%Read image from a graphic file (BMP file) into A
%whose class is unsigned 8-bit integer (uint8).
A=imread(’Doc02’,’bmp’);

%===z=zz=z=z===z==THE ALGORITHM STATS=====z======z=a=j,
%Double convert A to double precision.

a=double(A) ;

%Find the length of vector a.

SizeA = size(a);
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% - U —— 0/.

% Experiment 1: Using med and max filter with threshold 5.%

ettt %
%Add four zero edge to matrix a2 (m by m), increase
%the dimension of matrix a to m+2 by m+2.
SizeB = SizeA+2;
for i=1:SizeB(1)

for j=1:SizeB(2)

b_temp(i,j)=1;

end
end
%Define a new matrix b_temp (m+2 by m+2), which is
Y%matrix a with four zero edges.
for i= 2:(SizeB(1)-1)

for j=2:(SizeB(2)-1)

b_temp(i,j)=a(i-1,j-1);

end
end
%We notice that in Matlab, when the pixel is higher,
“the color is lighter. Hence after read image to
%matrix a, the white pixel is 1 and black pixel is
%0. Now we define another matrix b in which the

%white pixel is O and black pixel is 1.
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for i=1:SizeB(1)
for j=1:SizeB(2)
if b_temp(i,j)==0
b(i,j)=1;
else b(i,j)=0;
end
end
end
for i=1:SizeB(1)
for j=1:SizeB(2)
bb(i, j)=20;
end
end
“Now we using the med filter to do page segmenation.
#Here, the threshold is 5, choosing the median from
%five points (p_1,...,p_5).
for i=2:SizeB(1)-1
for j=2:SizeB(2)-1
p(1)=b(i-1,j);
p(2)=b(i,j-1);
p(3)=b(i,j);
p(4)=b(i,j+1);
p(5)=b(i+1,j);
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med=0;
med=median(p) ;
if med==20
%If point(i,j) is white pixel,
%we draw it in lighter color
bb(i,j)=20;
else
%1f point(i,j) is black pixel,
%we draw it in darker color.
bb(i,j)=10;
end
end
end
%Now we using the max filter to do page segmenation.
%Here, the threshold is 5, choosing the maximum from
%five points (p_1,...,p.5).
for i=2:SizeB(1)-1
for j=2:SizeB(2)-1
p(1)=bb(i-1,3);
p(2)=bb(i,j-1);
p(3)=bb(i,j);
p(4)=bb(i,j+1);

p(5)=bb(i+1,3);

104



max=0;
for k=1:5
if max<p(k)
max=p(k) ;
end
end
if max==0
AIf point(i,j) is white pixel,
%we draw it in lighter color
bbb (i, j)=20;
else
4If point(i,j) is black pixel,
%ve draw it in darker color.
bbb (i, j)=10;
end
end
end
%“Remove the four edges of the matrix bbb, we get
%m by m matrix bbbb which is the geometric structure
%of document image.
for i= 1:SizeA(1)
for j= 1:SizeA(2)

bbbb(i,j)=bbb(i+1,j+1);
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end

end

'/.=======:==:===3OUTPUT OF EXPERIMENT 1=== :'/.

%Convert matrix bbb to unsigned 8-bit integer matrix.
B=uint8(bbbb) ;
%Draw image B in two color.

image (B)

%=~ ---- - e S %

% Experiment 2: Using med and max filter with threshold 9.%

== mm s e e e e e e s s s s s oo h
%Add four zero edge to matrix a (m by m), increase
. %the dimension of matrix a to m+2 by m+2.
SizeC = SizeA+2;
for i=1:SizeC(1)
for j=1:SizeC(2)
c_temp(i,j)=1;
end
end
%Define a new matrix c_temp (m+2 by m+2), which is
%matrix a with four zero edges.
for i= 2:(SizeC(1)-1)
. for j=2:(SizeC(2)-1)

c.temp(i,j)=a(i-1,j-1);

106



end
end
%Now we define another matrix ¢ in which the
%white pixel is O and black pixel is 1.
for i=1:SizeC(1)
for j=1:SizeC(2)
if c_temp(i, j)==0
c(i,jl=1;
else c(i,j)=0;
end
end
"I. end
for i=1:SizeC(1)
for j=1:SizeC(2)
cc(i,j)=20;
end
end
“Now we using the med filter to do page segmenation.
%Here, the threshold is 5, choosing the median from
%five points (p_1,...,p.9).
for i=2:SizeC(1)-1
for j=2:SizeC(2)-1
. p(1)=c(i-1,j);
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p(2)=c(i, j-1);

p(3)=c(i,j);

p(4)=c(i,j+1);

p(58)=c(i+1,j);

p(6)=c(i-1,j-1);

p(7)=c(i-1,j+1);

p(8)=c(i+1,j-1);

p(9)=c(i+1, j+1);

med=0;

med=median(p);

if med==20

. %If point(i,j) is white pixel,
%we draw it in lighter color
cc(i,j)=20;

else
%If point(i,j) is black pixel,
%we draw it in darker color.
cc(i,3)=10;
end
end
end
%Now we using the max filter to do page segmenation.

%Here, the threshold is 9, choosing the maximum from
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%five points (p.1,...,p.9).
. for i=2:SizeC(1)-1
for j=2:SizeC(2)-1
p(1)=cc(i-1,j);
p(2)=cc(i,j-1);
p(3)=cc(i,j);
p(4)=cc(i,j+1);
p(8)=cc(i+1,j);
p(6)=cc(i-1,j-1);
p(7T)=cc(i-1,j+1);
p(8)=cc(i+1,j-1);
‘ p(9)=cc(i+1,j+1);
max=0;
for k=1:9
if max<p(k);
max=p (k) ;
end
end
if max==(0
%If point(i,j) is white pixel,
%we draw it in lighter color
cce(i,j)=20;

else
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%If point(i,j) is black pixel,
%we draw it in darker color.
cce(i, j)=10;
end
end
end
%Remove the four edges of the matrix ccc, we get
%m by m matrix cccc vhich is the geometric structure
%of document image.
for i= 1:SizeA(1)
for j= 1:SizeA(2)
cccc(i,j)=ccc(i+l,j+1);
end
end
f=z======zzzzzzxzxQUTPUT OF EXPERIMENT 2==ssssz==saz=zz=zxz|
%Convert matrix ccc to unsigned 8-bit integer matrix.
C=uint8(cccc);
%Drawv image C in two color.
image (C)

% -- %

% Experiment 3: Using med and max filter with threshold 13.%

4 %

%Add four zero edge to matrix a (m by m), increase
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%the dimension of matrix a to m+2 by m+2.
SizeD = SizeA+4;
for i=1:SizeD(1)
for j=1:SizeD(2)
d_temp(i,j)=1;
end
end
%Define a new matrix d_temp (m+2 by m+2), which is
%matrix a with four zero edges.
for i= 3:(SizeD(1)-2)
for j=3:(SizeD(2)-2)
d_temp(i,j)=a(i-2,j-2);
end
end
%Now we define another matrix d in which the
%vhite pixel is 0 and black pixel is 1.
for i=1:SizeD(1)
for j=1:SizeD(2)
if d_temp(i,j)==0
d(i,j)=1;
else d(i,j)=0;
end

end
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end
for i=1:SizeD(1)
for j=1:SizeD(2)
dd(i,j)=20;
end
end
%Now we using the max filter to do page segmenation.
%“Here, the threshold is 13, choosing the maximum from
“five points (p.1,...,p.13).
for i=3:SizeD(1)-2
for j=3:SizeD(2)-2
p()=d(i-1,j);
p(2)=d(i,j-1);
p(3)=d(i,j);
p(4)=d(i, j+1);
p(5)=d(i+1,j);
p(6)=d(i-1,j-1);
p(?M)=d(i-1,j+1);
p(8)=d(i+1,j-1);
p(9)=d(i+1,j+1);
p(10)=d(i-2,j);
p(11)=d(i,j-2);
p(12)=d(i+2,j);
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p(13)=d(i,j-2);
med=0;
med=median(p);
if med==20
%If point(i,j) is white pixel,
%we draw it in lighter color
dd(i, j)=20;
else
%If point(i,j) is black pixel,
%we draw it in darker color.
dd(i, j)=10;
end
end
end
“Now we using the max filter to do page segmenation.
%Here, the threshold is 13, choosing the maximum from
“five points (p.1,...,p.13).
for i=3:SizeD(1)-2
for j=3:SizeD(2)-2
p(1)=dd(i-1,j);
p(2)=dd(i,j-1);
p(3)=dd(i,j);
p(4)=dd (i, j+1);
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p(5)=dd(i+1,j);
p(6)=dd(i-1,j-1);
p(T)=dd(i-1,j+1);
p(8)=dd(i+1,j-1);
p(9)=dd(i+1,j+1);
p(10)=dd(i-2,j);
p(11)=dd (i, j=2);
p(12)=dd(i+2,j);
p(13)=dd(i,j-2);
max=0;
for k=1:13
if max<p(k);
max=p (k) ;
end
end
if max==(Q
%If point(i,j) is white pixel,
%ve draw it in lighter color
ddd (i, j)=20;
else
%If point(i,j) is black pixel,
%we draw it in darker color.
ddd(i,j)=10;
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end
"I' end
end
“Remove the four edges of the matrix ddd, we get
%m by m matrix dddd which is the geometric structure
%of document image.
for i= 1:SizeA(1)
for j= 1:SizeA(2)
dddd (i, j)=ddd(i+2,j+2);
end
end
‘ h=======z====zz3QUTPUT OF EXPERIMENT 3======z========,
“Convert matrix ddd to unsigned 8-bit integer matrix.
D=uint8(dddd);
%Draw image D in two color.
image(D)

“ - %

% Experiment 4: Using med and max filter with threshold 25.%

% %
%Add four zero edge to matrix a (m by m), increase

%the dimension of matrix a to m+2 by m+2.

SizeE = SizeA+4;

for i=1:SizeE(1)
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for j=1:SizeE(2)
e_temp(i,j)=1;
end
end
%Define a new matrix e_temp (m+2 by m+2), which is
“matrix a with four zero edges.
for i= 3:(SizeE(1)-2)
for j=3:(SizeE(2)-2)
e_temp(i,jl)=a(i-2,j-2);
end
end
%Now we define another matrix e in which the
%white pixel is 0 and black pixel is 1.
for i=1:SizeD(1)
for j=1:SizeD(2)
if e_temp(i,j)==0
e(i,j)=1;
else e(i,j)=0;
end
end
end
for i=1:SizeE(1)

for j=1:SizeE(2)
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ee(i,j)=20;
"I' end
end
%Now we using the max filter to do page segmenation.
%Here, the threshold is 25, choosing the maximum from
%five points (p.1,...,p.25).
for i=3:SizeE(1)-2
for j=3:SizeE(2)-2
p(1)=e(i-1,j);
p(2)=e(i,j-1);
p(3)=e(i,j);

. p(4)=e(i, j+1);
p(5)=e(i+1,j);
p(6)=e(i-1,j-1);
p(7T)=e(i-1,j+1);
p(8)=e(i+1,j-1);
p(9)=e(i+1,j+1);
p(10)=e(i-2,j);
p(11)=e(i,j-2);
p(12)=e(i+2,j);
p(13)=e(i,j-2);
p(14)=e(i-2,j-2);

p(15)=e(i-2,j-1);

117



end

end

p(16)=a(i-1,j-2);
p(17)=e(i+1,j-2);
p(18)=e(i+2,j~2);
p(19)=e(i+2,j-1);
p(20)=e(i-2,j+1);
p(21)=e(i-2,j-2);
p(22)=e(i-1,j-2);
p(23)=e(i+1,j-2);
p(24)=e(i+2,j+1);
p(25)=e(i+2,j-2);
med=0;
med=median(p) ;
if med==20
%If point(i,j) is white pixel,
%we draw it in lighter color
ee(i, j)=20;
else
%If point(i,j) is black pixel,
%we draw it in darker color.
ee(i,j)=10;

end
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“Now we using the max filter to do page segmenation.

%“Here, the threshold is 25, choosing the maximum from

%five points (p.1,...,p.25).

for i=3:SizeE(1)-2

for j=3:SizeE(2)-2

p(1)=ee(i-1,j);
p(2)=ee(i,j-1);
p(3)=ee(i,j);
p(4)=ee(i,j+1);
p(5)=ee(i+t,j);
p(6)=ee(i-1,j-1);
p(7)=ee(i-1,j+1);
p(8)=ee(i+l,j-1);
p(9)=ee(i+l, j+1);
p(10)=ee(i-2,j);
p(11)=ee(i, j-2);
p(12)=ee(i+2,j);
p(13)=ee(i,j-2);
p(14)=ee(i-2,j-2);
p(15)=ee(i-2, j-1);
p(16)=ee(i-1,j-2);
p(17)=ee(i+1,j-2);

p(18)=ee(i+2,j-2);
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p(19)=ee(i+2,j-1);
p(20)=ee(i-2,j+1);
p(21)=ee(i-2,3-2);
p(22)=ee(i-1,j-2);
p(23)=ee(i+1,j-2);
p(24)=ee(i+2,j+1);
p(25)=ee(i+2,j-2);
max=0;
for k=1:25
if max<p(k);
max=p (k) ;

end
end
if max==0

%If point(i,j) is white pixel,

%we draw it in lighter color

eee(i, j)=20;
else

%If point(i,j) is black pixel,

%we draw it in darker color.

eee(i,j)=10;
end

end
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end
%Remove the four edges of the matrix eee, we get
%m by m matrix eeee which is the geometric structure
%of document image.
for i= 1:SizeA(1)

for j= 1:SizeA(2)

eeee (i, j)=eee(i+2,j+2);

end
end
%===============QUTPUT OF EXPERIMENT 4===ssss======c,
“Convert matrix ddd to unsigned 8-bit integer matrix.
E=uint8(eeee) ;
%Draw image E in two color.

image (E)
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