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Abstract

We present a study of the propertics of the nuclear matter under extreme conditions of density and
temperature, using collisions of heavy-nuclei measured in the experiment NA3  The emphasts is
given to the study of the vanation of the properties of average central collissons with the sizes of the
colliding nuclei ‘The projectiles used are 200 GeV protons, 60 and 200 GeV 'nucleon '¢O nucler, and
200 GeVinucleon 28 nucler  The targets are thin disks of alwmmum, copper, slver, tungsten,
platinum, lead and uranium nuclet.  The energy density achieved in these colhsions, of the order of
10 GeV/m?, 1s a necessary (but not sufficient) condition to create a plasma of quarks and gluens.
We investigate whether an hydrodynamic descnption 1s appropnate for our data, in which case, from

the observation of the work done by the hydrodynamic forces, constraints are obtained on the
propertics of the hypothetical plasma.




Résume

Nous présentons une étude des propriétés de la maunére nucléaire daws des condations extrémes de
densité et de température, cn utilisant des collisions d'ions lourds mesurées avec précision dans le
cadre de lexpérience NA34. L’emphase est misc sur 1'¢tude des vunations des propnétés des
collisions centrales moyennes avec la taille des noyaux. Les projectiles employes sont des protons de
200 GeV, des noyaux d’oxygéne accélérés & 60 et & 200 GeV par nucléon, et des noyaux de soufre
accélérés a 200 GeV par nucléon. lLes ables sont des disques minces d’aluminium, de cuivre,
d’argent, de tungsténe, de platine, de plomb et d'uramum la densité dunerme attcinte dans ces
collisions est de 'ordre de 10 GeV,fm?, ce qui est la condition nécessatre (mas non suffisante) de la
création d’un plasma dc quarks et de gluons. Nous recherchons dans quelle mesure une descrniption
hydrodynamique est appropriée pour nos donneés, et & partir du travail arcomph par les forces

hydrodynamiques, nous obtenons des contraintes sur les propreétés du plasma si celui-ci est formé,




Statement of originality

The following are onginal contnbunions by the author:

. development of the concept of hydrodynamic work done by longitudinal expansion,
. development of the computer code for sumulating the longtudinal expanston.
.

recogmtion that the treeze-out does not oceur at g fimte proper tne but at a finite coordinate
time.

L with A Angelts and M. Seman, mantenance of energy flow logie and design; construction of a
new test set-up for tesung 21 umits. Calibration of the energy tlow system.

° participation in the maintenance of the energy flow triggrers

] with Y. Sirors, ‘offline’ calibration of santllator calonmeters

. with G. Poulard, event filtenng from raw data tapes dunng the 1on runs,

o suggested simple method for measunng transverse energy in the forward calorimeters,

L developed method for measunng transverse cnergy resolutions from measurements  of
transverse momentum imbalances.

. development with H.11. Thodberg of computer methods for evaluating number of collisions in

NCM models.
L later development of analytical methods.
. with H.H. Thodberg, recognition of the effect of nuclear deformation.

L later developrment of analytic formula for effect of deformation.



analytic formula for the volume of intersection of a sphere and a cylinder in the general case,

implementation in a computer code, and use to compute the rapidity of the center of mass of
participants.

idea to use forward/backward symmetry of nature to intercalibrate the measurement of

transverse energy in the santdlator calorimeters with the measurement of transverse encrgy 1n
the liquid argon calorimeter.



Preface

In this work, we will present the results of researches made m the framework of the HEIL1OS
Collaboration. to mnvestigate the creation of hadrome matter with Larpe energy densities i collimons
of 1ons accelerated at relativistic enermes with nucler at rest at the CERN SPS In 1984, the
HULIOS multi-purpose expenment started the nstallation of ats set-up in the north fixed target arca
of the Super Proton Ssnchrotron at the CE RN Turopean Taboratory i Geneva The expenment
(NA D) ook data wath oxvpen 1ons acceterated to 60 and 200 GeV nudeon i november, december
1986, and with sultur 1ons of 200 GeV onudeon energy i september october 1987 In the latter
penod, there was 1in addion a short run with 200 GeV onudeon P20 ons The dats with 200 GeV

protons, taken for companson pumoses, come trom runs m november 1986, september 1987, and
apnl 1988 "

It 1s important to recognize the mherent complexity of the phenomenology of heavy-ion
collisions before we attempt to make numencal estimates of the properties of hadronie matter at large
energy densiies  In the first chapter of this thests, T will first antroduce the relevant theoretical
background, showing in which cases 2 thermodynamical, a dassieal, or 4 quantum mechameal
approaches are relevant Several models for desenbing high-eneryy  hadron-hadron colistons (the
simplest case of nuclear cothsions) will be shown, together with therr generalizations to large nucle
The hydrodynamic picture will be presented, mn which the tundamentadl concept is neither the

amplitudes of quantum-mechanical waves, nor the indivadud perticles, but classical waves together
with thermodynamical properties

In the second chapter, we will show how the HELIOS cxpenmental sct-up measures the
properties of the large density hadronic matter. It provides, with the help of an cfficient tngger

systern, a large statistics sample of cvents with distinctive charactenstics instead of a reconstruction of

! Throughout this thesis, following the uruversal pracuce of the high energy physics community, energies are given in GeV

(1GeV = 10%V = 1602 x 107!}, distances 1n ferrma (Ifm - 10" '?m), and crass-secuons tn barn {1b = 1072%m?) A
complete list of equivalents in the SI (international system of metric unts) can be found 1n the "Review of Partcles

Properties® by M Agudlar-Bemtez et al, Phys. Lett. B170(1986)1 Certain theorctical computauons are eased by

considering A =c=1 However, when a numerical evaluation 1s necessary, the factors of i (% 02 GeV-fm) and ¢ (® 3 x

10® m/s) needed by dimensional arguments are explicited.




the 4-vectors of all the particles produced 1n each collision. Global measurements of energy flow and
multiplicity are thus available with high statistics, using calonmeters and sibicon hodoscopes. A

spectrometer able to measure four-vector and charge of individual partcles, sn a himited sohd angle,
will also be presented.

The details of the analysts procedure, which provides an accurate counting of cvents together
with a precise scale of energy and multiphaity for the computation of dafferential cross-sections, will
be the subject of the third chapter We use Monte Carlo stmulations together with corrections by

analytical funcuons to establish most exact distnbutions ot the physical obsenvables trom impertect
measurements,

In the fourth chapter, we will present the corrected distnibutions and discuss their compansons
with a broad range of models. We <how in details the repartition ot the transverse energy b r= >l
sin 8 (where € is the polar angle wath respect to the beamn direction) in pseudorapidity = -~ In

tan /2. We attempt to synthethize and summanze the wealth of expenmental informations gathered
by the studies

In the fifth chapter, we draw stnict conclusions from the expenmental study, and present
reaction models hinted by them

[ would like to thank all members of the collaboration, and particularly all those who took an
active part in the carcful operation of the detector i the runming periods ? I'he measurements were
made posstble by the dedication of the CERN technical staft who coninbuted to the superb

performance of the PS — 8PS accelerator complex, and by the support of the CLRN DD dimsion
staff.

[ want to thank my supervisor, Professor Claude leroy, for his continuous support, his

productive criticism, and many hours of interesting discussions of subjects ranging from technical
details to fundamental concepts

I am indebted to Dr CW Fabjan, Dr W. Willis and our spokesman Dr G l.ondon for their
encouragernents and trust, and for many knowledgeable discussions. | would like also to express my

gratitude to Dr G. London and Dr J P. Pansart for providing Monte Carlo data tapes produced by
the Dual Parton Model physics generator IRIS 2.01.

This variable 1s particularly useful since 1t approximates the Lorentz-invariant rapidity variable

3 The complete hst of members of the HELIOS Collaborauon can be found in ref. {85].
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Chapter 1

Introduction: How one must describe relativistic nuclear collisions

1.1 The force between and inside hadrons.

The discovery of the mechanism of the strong force has proceeded in two steps: It was first
discovered that the nucleons (the proton, the neutron) that make up the nuclet were interacting via
the exchange of mesons In a sccond step, regulanties in the spectrum of mesons, and scattenng
experiments at large momentum transfers, showed that mesons and nucleons, hadrons in general, are
composite. The nuclear binding force would then be a residual manifestation of the strong force
acting between the constituents (partons) that build the hadrons, this would be sumlar to chemical
bonding, which 1s a residual manfestation of the electne force binding electrons in atoms. The
relevant theory of the strong interactions between constituents 15 widely believed to be Quantum
ChromoDynamics (QCD). The constituents are then coloured quarks, and massless vector gauge
fields called gluons. Like quantum electrodynamics (QED), QCD 1s a gauge interaction, which mcans
that massless vector gauge quanta ensure the invariance of the theory under local transformations of
the quantum-mechamcal phase. However, these two theores have 2 difference which lies in the fact
that the U(1) operators of QED commute, whereas the SU(3) operators of QCD do not commute.
The gluons are thus themselves colour charged. Non-abehan gaupe theonies such as QCD were
shown to be renormalizable [1]. This gves QCD strong theoretical grounds as a candidate for
explaimng the strong force. Such theonies have also the property of asymptotic freedom or
antiscreening: the interaction becomes weaker at large momentum transfers, and stronger at small
momentumn transfers, resulting in confinement of quarks and gluons inside hadrons, consistent with
the fact that a single quark or gluon has never been observed [2]. In very dense or hot hadronic
matter, 1t is expected that a phase consisting of unbound quarks and gluons should appear as a
consequence of asymptotic freedom; this would be the QCD (Quark — Gluon) Plasma [3] (QGP),
the word ‘plasma’ coming from an analogy with sirmmular phenomena in atomnic physics. In the
plasma phase, the interaction between constituents can be computed by a perturbative expansion in

ag, which is (to a factor 4r) the square of the momentum-dependent colour unit charge:

4
a (0= (1)
2
(1= SNI(Q /Ay




Here, N is the number of flavours and AQCD is the QCD mass scale (AQCD x 200 MeV is a
canonical value that appears to be confirmed experimentally [4]).

Continuing the analogy with atomic physics, it could be viewed as the equivalent of an
insulator — conductor transition in atomic physics: at low density, quarks and gluons form
colour-neutral bound states, and hence hadronic matter is a colour insulator. At sufficiently high

density or temperature, the hadrons interpenetrate each other and the matter becomes a colour
conducting plasma.

1.2 Nuclear collisions at ultrarelativistic energies.

The field of nuclear collisions at relativistic energies is one of considerable complexity. Elements from
vanous ficlds of modern physics are needed to describe these collision processes and the subsequent
particle production. The expression ‘relativistic quantum statistical mechanics’” summanzes the main
aspects we will have to consider. Specal relativity intervenes everywhere, not only because the
incident beam has a veloaty very close to the speed of light, but also since the produced particles
have transverse cnergies frequently larger than their rest mass energy. Because very large numbers of
particles are produced, we use statistical mechamics to compute inclusive cross-sections.  If the
number of particles and collistons becomes very large, the statistical mechanics yield a
thermodynamical descniption of the production of secondanes, with an equation of state for nuclear
matter, and possible phase transitions. Considening that the thermodynamucal conditions are a
function of space and time, we then have to consider the question of relativistic hydrodynamics
[51[6]1. The computation of the production rate of the vanous species of secondanes, requests the
use of either equibbrium or out-of-equilibrium chermustry, espea’ ; for the production of strange
quarks. It is important to note that the subjects of hydrodynamucs and chemustry of the nuclear

matter are only relevant if a thermodynamic description is possible, in other words, if the nuclear
matter has undergone thermalization.

The aim of these studies of the complex details of nuclear collisions 1s to investigate the
non-perturbative regime of QCD. QCD is the simplest theory devised yet for the nuclear forces,
based on the principle of gauge forces, the postulated gauge group being SU(3) colour. There is now
quantitative evidence supporting QCD in its perturbative regime (see for instance [7]). To establish
the QCD theory with the samnc level of confidence as the electroweak theory of Glashow, Weinberg
and Salam (8], the other very successful nan-abelian gauge theory, we nced specific tests in the
non-perturbative regime. In the non-perturbative regime, with the advent of lattice gauge theories
[9], QCD can make numerical predictions for the masses of the hadrons, for the meson-nucleon
couplings, and in particular st can very easily predict the equation of state of thermalized hadronic
matter. There is the prediction of the existence of a state of deconfined constituents reached at large

densities and pressures, and (at least in the case of zero net baryon density) of a first order phase

-2 -




transition to reach this state starting from the normal confined state.

The study of heavy-ion collisions 1s thus a very complicated field of physics, where many
different formalisms are needed to descnibe various aspects of the behaviour of matter, motivated by

the hope of revealing the deconfinement phase transition predicted by the non-perturbative QCD
theory.

1.3 The different phases of nuclear matter

The observation of a phase transition in a flud composed of only a few particles in an extremely
small volume (typically the sizc of a nucleus) may seem impossible considening the large difference of
the scales with those at which solid-state physicists usually study phase trarsiions. Yet there is a
recent precedent 1n the observation of a phase transition between the 'nuclear hiquid’ and the hadron
gas’ [10]. Thus there are known methods for obsening phase transitions in nuclear matter. [here
are however many difficulties present in the case of the hadron gas'plasma phase transition that were
not present in the case of the nuclear liquid-hadronic gas phase transiion. In contrast to the case of
low energy nuclear reactions, n ultrarclativistic nuclear collisions the relatistic effects cannot be
neglected, and the majonty of the observed particles are created dunng the reaction. It has to be
noted that independently of the existence or not of a first or second order phase transition, 1t 1s a
fundamental prediction of QCD [11] that at sufficient density the quarks and gluons will be
deconfined, yielding a state of matter known as the Quark Gluon Plasma (QGP). One possibility 1s
that the hadromc gas will transform gradually into a QGP at high temperature just like an ordinary

gas transforms into a ionized plasma when heated, without a phase transitton [12].

The existence of a quark gluon plasma is compulsory in QCD wunce all the hadrons are colour
neutral systems occupying a small volume, separated by regons »f vacuum with a non-zero value of
the gluon condensate. If the density is sufficient, the vacuwm is expelled and the constituents of many
hadrons share the same ‘bag’. The existence of yet another phase has been suggested: the pion
condensation phase. Since the pions are bosons, it is possible that they wall undergo Bose — Einstein
condensation at sufficient density and low enough temperature At higher densities, the constituents
of many prons will ‘sce’ each other and the deconfined QGP phase will be reached.

The vanous phases of nuclear matter are summanzed in Figure | where the temperature/density
boundaries for the pion condensate and the QGP are pure guesses, but are of the right order of
magnitude. The curve with an arrow is the expected evolution of the matter in a ultrarelativistic
nuclear collision (heating and compression followed by cooling and expansion).
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1.4 Phenomenology of the Quark Gluon Plasma

Due to the larger number of degrees of freedom (8 types of gluons with 2 spin states 418 types of
(anti-)quarks with 2 spin states), the equation of state of the quark gluon plasma is different of that
of the hadron gas. The quark-gluon plasma is an ideal gas 1n the sense that since the quarks and
gluons are point-like, there is no Van der Waals correction for occupied volume. However, the

4 Like photons, the gluons are vector parucles and should have 3 spin states, but they are massless, 50 that longitudinal

degrees of freedom are unphysical and the number of spin stales gets reduced 1o 2
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plasma as a whole costs some energy per unit volume to expel the non-perturbative (physical)
vacuum and replace it with the perturbative vacuum. The hadron gas does not have this term, but
because the hadrons occupy a finite volume, there is a Van der Walls term to account for the volume
occupied by the hadrons; In both cases, the particle density # and the energy density ¢ are function of
the temperature only (the baryon density is considered as a negligible “impurity’), and the pressure is
obtained from the work done at constant number of particles:

n de _
(ﬁﬁ/ﬁ 1 ()

For a hadron gas with s, massless bosonic degrees of freedom,

fl“-:-;-(-)-’]'A

while in the QGP, with N =3 the number of colours:

2 -
2 7
i 4
s-—B+—3O 2(N 1)+~8(4VNF)l

where the constant B is called the bag pressure, and the number of flavours N, can conservatively be
taken as 2. The assumption of quasi-massless quarks was implicitly made. The factor —;— accounts

for the Fermu-Dirac statistics mnstead of Bose-Einstein, the factor 2 represents the counting of gluon
spin states and the factor 4 accounts for the number of quark spin states and polanties (quark,
antiquark). With these values:

_ 37’
Eacp= B+ 30 T

This value is about 10 times larger than the one that would be obtained in the gas of massless
hadrons, taking 7, =3 to count the three states of isotopic spin of the pion. This would also be the
case if we consider n_= 4 by including the contnbution of the » meson, although it does not behave
like 2 massless particle in the range of temperatures that we consider. However, it is not clear
whether higher resonance (p, w, et . ) should be mcluded. If we consider p as a distinct meson, it
must be considered on the same footing as the pion. If the rho 1s just a bound state of two pions, the
contnbution of the rho 1s part of the contnbution of the pron  The question 1s not purely academac,
it has wnportant consequences on the cquation of state assumed by the hadron gas. If each
resonance 1s taken to be a fundamental particle’, due to the very large number of resonances, the
energy density would reach very large values for relatvely small temperatures. In the Hagedomn

statistical bootstrap hypothests [13] of an exponentially nsing mass spectrum, the energy density
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would even be infinite at a finite limit’ temperature. A proper description of the hadron gas must
certainly take into account the resonances, but it must also take into account the volume occupied
by the various resonances. There is a logical way to take into account the volume occupied by the
. particles in the hadron gas, using the Van der Waals formahism [ 14]; however, in this work, we shall
stay with a description of the hadron gas as a pion gas. The reader should simply remember that the
real hadron gas can have less energy density than the idealized pion gas, and more pressure, due to
the volume taken up by the pions. Also, the inclusion of massive resonances in the hadron gas would

increase the energy density and decrease slightly the ratio pressure/energy density near the threshold
for the massive particles.

In order to have mechanical stability when the two phases coexist (mixed phase), the phase
transition occurs when the pressure in the two phases are equal. The pressure in the ideal pion gas is
simply one third of the energy density:

A
[ 8]

T*

I
P=3e=3

o

I while in the QGP, application of (2) gives:

37? T
= - B
P 90

So, at the critical temperature 7'

377r274 37r274 34n?, 908 \ |
ST ~B =" - B=""T%and T = |
o0 8= 55T gp ¢ N e (34,r2>

The phase transition occurs at the temperature where the pressures of the two phases are equal, The
latent heat’ is then equal to the difference between the energy densities of the two phases:

g 3 3nt 4 _
Ae=B+ =L Ti- =T = B+ 3B=4B

Using the standard value of the bag constant B=0.6GeV/fm3, we get the crtical temperature

3

T = ( 90Bh

34n?

expressions for the energy density and for the pressure in each phase are plotted in Figun: 2 and
Figure 3 respectively, along with results from lattice gauge theory sumulations.

1/4
) 2200MeV and the critical encrgy density 4 B =24 GeV/fm?®. Our approximate
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first-order phase transition occurs at the dashed line.

The results from [15] are actually for a SU(2) model. These results have been scaled to match the
critical temperature of 200 MeV and the number = degrees of freedom of SU(3) with light quarks.
The companson shows that while the exact nature of the transition can be fairly model dependent, a
large increase in the energy density at a finite temperature is common to all these models.

In our simplified picture, and zero net baryon number, QCD predicts a first-order phase transition,
during which the temperature stays constant while the energy density increases. For a range of energy
density, the nuclear matter will be in a mixed phase with bubbles” of QGP imbedded in the hadron
gas. For larger cnergy densities, all the matter is converted to QGP, and the temperature rises again
as a function of energy density.

In a plot of temperature as a function of energy density, the prediction of QCD is thus a
flattening followed by a sharp rise [16]. If the mixed phase is reached, the temperature would only
show a plateau. The observstion of increased temperatures would then reveal the emergence of a pure

Y
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Figure 3: The pressure P (divided by T*) as a function of temperature T at zero

baryon chemical potential 4 for the hadron gas (solid line) and for an ideal
QGP (dotted line).

QGP phase.

One of the consequences of this phase transition is a low pressure of the mixed phase compared

to the energy density that it reaches. Indeed, with the above simple modcl for the phase transition,
: . . 1. |

the ratio of the pressure to the energy density in the QGP is (1 — ﬁ:[:/_ﬁ)? instead of 3 in
the ideal hadron gas. This means the pressurc is decreased by a factor of 10 (relative to 1/3 &)
immediately after the phase transition, and remains significantly smaller than this value up to 1.47T..
The non-observation of large collective effects due to large pressures has been suggested [17] [ 18] as
a evidence for the deconfinement. However, in the advent of QGP supercooling, deflagration waves
[19] might be the source of the intermittency [ 20] which is observed experimentally [21].

In order to determine the temperature, it is not sufficient to measure the momentum distribution

of the pions (the dominant secondaries) in the final state. The matter undergoes a cooling during the
expansion, and the pions, strongly interacting during all the stages of the collision, probe the
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temperature at the moment of the very last collisions. Particles that decouple earlier, because of
smaller cross-section, measure higher temperatures, a fact well established in expeniments at the
BEVALAC [22](23]. The total cross sections of mesons containing a strange or a charm quark are
less than that of pions and therefore they can probe somewhat earlier times. The best measurement

of the initial temperature is provided by photons and lepton pairs, that traverse nuclear matter
virtually unaffected.

The photons and lepton pairs are interesting in another respect: the rate of production of soft
photons and low mass lepton pairs (in the range 30 MeV to 200 MeV) is significantly larger in a
quark gluon plasma than 1n a hadron gas.

The abundance of strange particles has been suggested to be an effective probe of the quark
gluon plasma: despite the larger mass, the production of pairs of strange quarks is favoured compared
to the production of up and down quarks since the Fermu sea of quarks and antiquarks is qute
occupied, and by the Pauli exclusion prinaiple, a gluon cannot matenalize if the phase space cell of
the quarks 1s already occupied In contrast, if the hadronic gas 15 made of mesons (bosons), at large
densities, the production of further non-strange mesons would not be suppressed but enhanced. An
enhancement of the strange particle productior. that would be linked clearly to this mechanism would
be a direct proof of the presence of the quark-gluon plasma.

Unfortunately, the production of strange hadrons does not usually follow the prediction of
equilibnum thermodynamucs. The production of strange quarks increases mstead as the momentum
distnibutions of the other hadrons approaches thermal equilibnum [24]. A spectacular increase of
the production of K* in heavy-ion collisions at 15 GeV/nucleon is a example of such a
thermalization that must not be mistaken as evidence for the plasma [25]. The production of multi
strange baryons or antibarycns [26] is much more sensitive to the deconfinement in the
thermalization, and would constitute excellent probes for the QGP if it were not for the extraordinary
experimental dufficulties measuring the production of rare particles in a high multiplicity environment.

Another probe for the deconfinement of QGP is the screemung [27] of the colour force between
a heavy quark-antiquark pair. The intuitive picture is that the merging of all the bags together allows
the flavour to flow at large distances. The probability would then be very small that a heavy quark
and its antiquark, that are initially bound, will recombine at hadronization time. In presence of the
deconfined quark gluon plasma, the heavy quark-antiquark resonances are suppressed, shifted, and
broadened [28][29]. At present, there is already some experimental indications of a suppression of

the J/iy narrow resonance [30]. However, it has been suggested that a sufficiently dense hadron gas
could produce the same suppression.




1.5 Quantum mechanical vs classical description of nuclear collisions.

If certain features of heavy-ion collisions are dominated by quantum mechanical effects, others effects
are essentially classical. For nucler of finite size, the wavelength of the produced particles is often
comparable to the longtudinal size of the system. In the gven range of fircball swzes (from
proton-aluminum to sulfur-uramium collimons), we can thus expect a gradual change from a
description in terms of diffraction to a descniption 1n terms of thermodynamics or hydrodynamics.
The phenomenon of transparency also depends on the size being finite, For small nuclei,
transparency means that the pions produced in the collistons do not re-interact, since they are formed
outside the interaction region after the collision For large enough nuclet, most of the created
particles would be inside the nuclear matter when they are formed, and there would be no
transparency. Thus transparency appears when the size of the system 15 small enough that quantum
effects are wmportant. lowever, we will sce that transparency 1s not just an effect of the
quantum-mechamcal uncertainty on the time of production of the particle, but results from the
production of the particle by the inside-outude cascade.

1.5.1 Quantum effects

When a particle is confined inside a certain volume, the vanishing of the wave function at the
boundary imposes a minimum curvature of the wave function. This produces a minimum kinetic
energy for the particle. One instance is the nucleons confined inside the nucleus, where in addation,
states of higher and higher energy have to be occupied, since the fields of the nucleons obey
anti-comrmutation rules. This produces the concepts of Fermu energy and Fermi motion n large
nuclei. Simularly, the confinement of low-mass quarks 1n a ‘bag’ [31] produces kinctic energies 1in the
ground state responsible for a large fraction of the mass of the nucleon. 'The mnner making ot the

hadrons must therefore be considered quantum mechamcally.

Although we wall see that the descnption of the collision of two heavy-1ons can be done to
some extent using classical mechamcs, the production of secondary particles has to be descnibed
quantum mechanically, in the favoured hypothesis of “stnng fragmentation’. In this picture, the
particle creation occurs via the pair creation of hight quarks in the intense chromoclectnce ficld of the
sting. The stnng can be thought of as a tubular region where the field extends, with a circular
cross-section of area nA? where A (the ‘stnng radus’) = 05 fm. The process 15 the QCD analog of
the well known QED ‘vacuum sparking’ observed in the intense electne field of large Z nuclei. The
rate of the process 1s determined by the probability of a tunneling, and s thus casily calculable by

integrating the action, giving the following rate of pair creation per unit time per unit volume

[32][33]:




where ¢ is the string tension ( & 1 GeV? or equivalently = § GeV/fm ), and m is the transverse

mass (= V 7+ g4 ~ 300 MeV, m, being the bare quark mass) of one of the quarks. This rate of
pair creation has to be summed over all possible flavours, spin, and colours, and multiphed by the
transverse area of the string #A*. When this 1s done, we obtain the constant K such that Kdidt is the

probability of forming a meson in a length of string d+ dunng the proper time dr. The value
K=~7.5/fm? is consistent with the width of the p resonance.

After 1ts creation, the proper length of the stnng nises with proper time like:

A=Ay 1

where Ay 1s the length of the string mn rapidity. Note that the description is sermu-classical, and not
completely quantum mechamcal. This can be shown to be a valid approximation in the path integral
formulation of quantum mechanics (see for instance [34]). The probability of creating a
quark-antiquark pair first nises with time. At later times, the length of stning available for producing

more particles is reducing because of the screening caused by the already created pairs. Statistically,

about half of the pairs are created after a time 22.:7;:1(:' which corresponds to (.40 fm. This means

that at that proper time, only half of the ‘future secondanes’ exists and can make further collisions.
This is the explanation of the transparency: the potential re-interactions of secondaries do not occur
because the creatton mechamsm requires a certain amount of proper time. Particle creation after a
certain proper time implies that the centrally produced, low energy particles will matenalize before
the outward gomg ones (in center-of-mass time), hence the name of inside-outside cascade. The
uncertainty principle is not a sufficient explanation for transparency, as very energetic secondaries
might be produced very fast while respecting the equation AEA?=A.

The quantum mechanics of the insde-outside cascade also explains the constant shape of
transverse momentum distributions of secondaries. In this model, the transverse momentum
distribution is just the power Founer transform of the field strength in the string; for a field with a
Lorentzian intensity, of radius A, an approximately exponential distribution of p, would result, with

an asymptotic nverse slope of 1/2 A/A. For A= 0.5 fm, this is equal to 200 MeV, not far from the
measured value of & 180 MeV.

At least at the qualitative level, we have seen that the string fragmentation can be understood as
an essentially quantum mechanical process of tunnelling applied to light quarks. If quarks lighter
than the typical mass scale of QDC, A ., did not exist, the multiplicity characteristics of hadronic
collisions would have been radically different.
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1.5.2 Classical effects

The distance between two nucleons in a nucleus amounts to about Ifm Let us see what happens 1f
we adopt the picture that a projectile proton is confined wside the bag of the target proton while it 1s
interacting with it By the uncerntainty prinaiple that AxAp, has a mummum value of A, given the size
of a proton (1 fm), we mtroduce extra momenta of the order of 200 MeV, which are small compared
with the typical longtudinal momenta  The conclusion 1s that the classical picture, where a nucleon

has successive interactions with several nucleons, 1s viable.

Similarly, in the transverse direction, we can resolve instantancous ‘classical’ details larger than
the de Broglie wavelength of the madent particles To compute the resolving power of the heavy-on
microscope, let us consider the typical momentum of a pont-like constituent 1n the center-of-mass
systern. A constituent (quark or gluon) carnes about one sixth of the 19 GeV of 4 nucleon incdent
in the center of mass, & 3 GeV Thus, 1t can resolve detals of the size 200 MeVidm / 3 GeV = 007
fm. It makes sensc then to say that an mncident nucleon makes a collision with one nucleon in the
target and not on a neighbour | fm away, It 15 even possible to define with some preaision the
impact parameter between two ‘bags’.

Finally, it 1s sometimes incorrectly said [35] that the uncertainty prnnciple linits the longitudinal
size of the fircball to a mumumum size of 1 fm. The uncertainty pnnciple says that, when resolving
longitudinal momenta with a precisson better than (A/2) /1 fm = 100 MeV, the fireball has a
minimum size of 1 fm. But the momenta of the particles do not have to be measured with such a
precision until the end of the evolution of the system. [he estimates of energy density must use the
classical Lorentz contracted size as the longtudinal size of the fireball.

1.6 The evaluation of the ‘maximum’ energy density of a fireball

It was seen from the previous discussion that it is possible to calculate ‘classically’ the positions of
the particles as a function of time. In general, the distnbution of the available encrgy 1s likely not to
be uniform. In particular, the "edges’ of the projectile arc likely to produce a sraller energy density
than the center. However, we are going 1o proceed to the evaluation of the mean imtial cnergy
density. We shall also assume, as usual, that nuclei are spheres of constant density, of radu:

r=rA"’=1.12fm 4'? (3)

There exists a considerable hterature on the cnergy density achicved in heavy-ion collisions in
the central region [36] and in the fragmentation regions [37]. The assumption is that the net baryon
density (baryon density minus antibaryon density) is zero in the central region, and that two distinct
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regions with large baryon density are formed close to the onginal rapidities of the target and of the
projectile. These articles were written before the first round of heavy-ion collision experiments
showed a complete stopping at energies of 15 GeV/nucleon [38], and a very large stopping in central
collisions of oxygen nuclei on heavy targets at energies of 60 and 200 GeV/nucleon [393(40]. In
these experiments at energies of 15, 60, or 200 GeV/nucleon, it appears that the fragmentation
regions are not casily distinguished from the central region. There remains the possibility that the
central region is baryon free at higher energies that might be reached 1n heavy-ion colliders [41].

Therefore, we shall consider that the particpants from the two nuclei stop each other
completely. The energy density is the ratio of the stopped energy to the volume. The stopped encrgy
is just the center of mass energy of the participants. For a central collision, the volume is
approximately a cylinder of section given by the edge of the smaller nucleus. The longitudinal size of
this cylinder 1s given by the longitudinal size of the largest nucleus, divided by a factor y ., to take
the Lorentz contraction into account. The size of the largest nucleus (usually the target) is taken
rather than the size of smallest because the reaction continues to take place until the hack edge of the
largest nucleus is reached. With the aforementioned assumptions:

Js—m(N,+N,)
4r 3
3 oVl eus

£.

(4)

where the invariant s is the square of the c. m. energy, m is the nucleon mass and (4n/3) 3rN /¥ s
is the contracted volume of the central tunnel, with y_,=F,,/vs. The number of participating
nucleons in the target and in the projectile N, and N, are obtained by straight line geometry. Note
that equation (4) is sometimes multiplied by a factor m/4; it becomes then a lower bound for the
energy density, since a fraction 72/4 of an 1sotropic is distribution of energy 1s transverse, and can be
considered unambiguously coming from the fireball. To be used in expenmental analysis, this
equation is mutiphed by a factor S that represents the fraction of the energy avalable in the
center-of-mass that 1s actually stopped in the fireball. Since the resulting transverse energy 1is also
proprotional to the fraction of stopped energy, $ can be measured by £/E.,.,, With equation (4),
we have thus derived the mean energy density at full stopping (S= 1) with the ansatz that the energy

stays inside the cylinder defined by straight hine geometry. Whether this is true, or whether the energy
spreads to the full volume of the largest nucleus, will be answered 1n the next section.

1.6.1 The contribution of cascading to the transverse energy production
The cascading is used in many contexts to designate secondary processes of interactions. A primary

pracess forms most of the particles; cascading is said to take place when some of these formed

particles interact with nucleons. The cascading can occur on baryons that have already participated
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in several collisions, however we shall only consider here those who would have been spectators if all
particles travelled exclusively longitudinally. The cascading on participants exists, but it can be
considered to be part of the hydrodynamic evolution.

The contribution of cascading to hadron-nucleus reactions is reduced by the fact that in the
laboratory frame the particles are not created immediately but only after a certan time, and therefore
at a certain distance from the pomnt of the first interaction, as shown 1n Figure 4 The more energetic
a particle is, the more forward 1t is created. It 1s known since a long time [42] that 1f it were not for
this phenomenon, a naive evolution of the cascade would predict the production of thousands of
particles in complete thermalization and isotropy in every collision. In contrast, the average hadronic
collision was found to be only mildly dependent on the atormic mass number of the target, indicating
a form of transparency [43] recently understood 1n terms of the QCD form for the interaction and
the inside/outside cascade (it 15 important to note that the word cascade in the term “inside/outside

cascade’ is not, 1n any way, rclated to the phenomenon of ‘cascading’).

y

L ot
Y il g
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4

sinh n 1,

Figure 4: The contribution of non-directly hit nucleons (cascading). ‘The particles of

pseudorapidity # are emutted at an angle of tan ' sinhwn from a point
located 7 sinhy behind the parucipant target nucleon due to the effect of the

formation time.
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In order to fix our minds on the possible magnitude of cascading effects in heavy-ion collisions,
let us consider the case of a central collision of a small projectile nucleus (**0, or *2S) on a larger
target. Supposing that we know the rapidity distribution that would be produced by the collision of
the projectile on the ‘central tunnel’ of the large nucleus, it is relatively easy to obtain a limit on the

contribution of cascading in the rest of the nucleus to the transverse energy For this, we are going to
make the simplifying assumption that most of the generated transverse energy is from a region close
to the center of the target. This 1s suggested by the fact that in models where we consider that the
transverse energy is produced by a superposition of many nucleon-nucleon collisions, the overlap
integral is maximum at the center. We obtain a limit on the transverse energy produced by the
cascading if we assume that the sccondary particles that hit the edges of the tunnel are interacting
there with probability one and distribute their energy isotropically. Given the dE/dy distnibution,

the secondary particles are generated with an angle given by 2tan™'e™" from positions Syt = sz,

downstream of the positions of the contnbuting target nucleons. The fraction of the ‘central tunnel’
which will produce transverse energy that hits the walls of the tunnel is thercfore gwven by:

z=(r+1,)sinhy

4

where z is the length of the central tunnel and r its radius. The isotropic re-emission of the
transverse energy thus captured implies a multiplication of the transverse energy by:

n
3 cosh n
An estimate of the amount of cascading is therefore:

dE r+1
T 0. T —_
ET.ca.::= dy,._..__(l_.__z_._sulhnxzcoshn 1)

Using the measured distrbution dE,/dn as an upper limit for the dE,/dn before cascading, we
obtained a value for the additional E; due to cascading of about 6 GeV (for *2S§-W collisions at an

energy of 200GeV/nucleon producing 300 GeV of transverse energy, with r=3.5 fm and z=12.7 fm
obtained from equation (3), and considering a hadronization time 7, of 1 fm/c ).

The conclusion is that the non-geometrically participating nucleons do not increase very much
the transverse energy. The cascading, in this sense, is negligibles. In contrast, a rather large fraction
of the secondaries produced by the first collision, will have formed before reaching the back edge of

ST}us 15 considering 2 beam energy of 200 GeV/nucleon. At 60 or 15 GeV/nuclean, the relative importance of cascading is
larger.




the opposite nucleus, and should contribute to the production of transverse energy by colliding with
nucleons located there [44]. However, to arrive to this conclusion, we have to consider that it is still
possible to consider the evolution of matter as a succe:sion of collisions of individual particles, while

a description in terms of chromoelectric fields or of a energy density function of space and time may
be more appropriate.

1.7 Relativistic nuclear collisions as many hadron-hadron collisions

As far as the strong force is concerned, the nuclei can be considered as weakly bound assemblies of
protons and neutrons, occupying the nuclear volume at a rather constant density of baryons per unit

of volume. A remarkable numernical coincidence exists at the energies at which we are working:
o%p2x33fm°(0.17)fm " *x 1

where p, is the normal baryon density of nuclear matter’, and ¢ =32 fm? the total inelastic
cross-section. This relation appears naturally in the bag model, because of the relation between the
area of a bag and the number of bags that can be put per unit of volume. The pnmary consequence
for us is that the number of collisions is at least of the order of the number of participants, and for
central collisions, this is fairly large. It also means that a nuclecn could in principle interact
simultaneously with two nucleons of the opposite nucleus.

Some of the charactenistics of the heavy ion collisions are directly denved from those of hadron
collisions. In particular, the proton-proton collisions have been extensively stuched [45], and
considerable effort has been made to understand their properties 1n terms of constituents
{46][471[48]. In collisions of small nuclei, 1t 1s expected that the production of secondaries, apart
from spectators, is simply a sum of secondaries from a number of nucleon-nucleon collisions. This
has been verified experimentally in high energy a-a collisions {45]. This should also be the case in
peripheral collisions of large heavy ions, with the difference that some of the secondaries may create
low energy cascade in the ‘spectator nuclei’. This is to be contrasted to central collisions of heavy
ions, where a nucleon undergoes several simultaneous or successive collisions.

A very general remark can be made about the relativistic heavy-ion collisions : if we admit that
no signals propagate faster than the speed of light, then the collision volume is divided into several
non-communicating regions along the transverse direction. This was the physical basis for the

row-on-row models {49]; if we forget later interactions, the production of transverse cnergy, and the

¢ Pp= U(%’E"g)
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production of secondaries in general, is the sum of the contributions of several pairs of rows, the

production of each pair of rows being completely determined by the number of nucleons initially
present in each of the two rows.

1.8 Model of nucleon-nucleon interactions and generalizations to nucleus-nucleus

In all the phenomenological models inspired by QCD, the secondaries are ultimately created by the
strings. There is ample evidence in favour of the concept of a string where a large constant
chromoelectric field, by ‘vacuum sparking’, results in the production of the mesons and resonances
In high-energy e e~ collisions, the final state consists of a pair of a quark and of a antiquark that
move apart from each other at a speed close to that of light. By considering the two-jet events, we
obtain a sample of single stnng fragmentations. The fragmentation of such 1solated strings has been
extensively studied by experiments at e * -e ~ storage nngs, and have been parametrized. We can then
test if we understand nucleon-nucleon interactions and nucler-nuclei collisions by trying to repraduce
their characteristics with a sum of string fragmentation phenomena.

1.9 The dual parton model

For processes involving large momentum transfers, we can compute successfully the cross-section for
the production of jets from a knowledge of the structure functions and of the strong coupling
constant. But in the average collision, the momentum transfer 1s quite small, and the perturbative
approach fails since the strong coupling constant blows up (as seen in equation (1)). Thus it is not
clear how to apply QCD in that limut. A possible solution 1s given in the Dual Parton Model, where
we keep the idea of structure funcuions, but consider the formation of strings between partons (via
colour exchange) wnstead of elastic collisions between them. Although the exact fragmentation of the
strings into the obscrved particles remains a fundamental problem to be solved in non-perturbative

QCD, this fragmentation is known phenomenologically for e“e™ collisions, allowing a
straightforward companson.

In the Dual Parton Model (DPM), the first step is an interaction between two partons (they
exchange colour with little momentum transfer). These partons are exclusively the quarks, never the
gluons. This sumplified approach is partly supported by the prediction of the Altarelli-Parisi
evolution equations that at low momentum transfer, the gluon content of the hadron is lower.
However, the ‘sea’ quarks and antiquarks do participate in the DPM, although only in higher order
graphs. These quarks, exchanging colour, getting themselves exchanged between hadrons, ot ‘held
back’, carry charge and flavour with them. It is in this sense that the DPM reflects QCD, and the
observation of the predicted mean charge, or mean flavour, as a function of pseudorapidity, is one of
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the most spectacular verification of the ideas of the DPM

By some other aspects, the DPM does not intuitively derive from QCD. The strong coupling
' constant «, for instance, which is fundamental in the formulation of QCD as a gauge force theory,
does not appear anywhere in the DPM. Instead, QCD results in the formation of strings between
quarks that completely enclose the region of intense chromoclectric and chromomagnetic fields. Also
note that untl the final use of fragmentation functions, the DPM is a purely one-dimensional model,
in contrast with QCD and the concurrent QCD inspired approach, FRITIOF [ 50].

For these reasons, the DPM predicts no jets, Within our energy regime, this does not matter,
since jet phenomena are either ve.y rare or very hard to recogmze as such [S51].

The word ‘Dual’ in the name ‘Dual Parton Model” comes from the concept of duality in ‘Dual ‘[
resonance model’. The duality is the equality of the complex amplitude in the s-channel (direct) and
of the complex amplitude in the t-channel (crossed). This equality being a too strict requirement, the
duality in a broader sense is the fact that the average amplitude in the two channels agree. In the
s-channel, at low center-off mass energy, two hadrons interact because they make a resonamt

i interrnediate state which decays back in the two hadrons There exusts a senies of resonances of
higher and higher mass with higher and higher spin, but these resonances are broader and broader
until they overlap. In the t-channel, at large center-of-mass energies, but relatively small momentum
transfers, the interaction can be described in a very different way. The two hadrons interact by
exchanging a virtual particle. This off-shell particle can be of vanous spins and masses, but the
asymptotic limit for infinite cnergies is a power law. The duality is the requirement that these two

description —sum of bumps and power law — give the same results, at least on average, in the
intermediate region.

‘ Unitarity is also an important concept. It imposes a relationship between the S-matrix and
products of S-matrices, in such a way that contnbutions to the scattering amplitude with more
complex topology are automatically present. They are however suppressed by higher powers of 1/N,
in the topological expansion.

Let us examine the most probable topology for a high energy nucleon-nucleon collision. In the
collision, one of the quarks from one nucleon exchanges colour with one of the quarks of the
opposite nucleon. This creates two strings, one connecting the diquark of the first nucleon to the
quark of the other nucleon, and one connecting the quark of the first nucleon to the diquark of the
opposite nucleon (see Figure 5). Although this vanes from event-to-event, typically the diquark
carries a large fraction of the momentum of the nucleon, and the isolated quark, a small fraction of

the momentum of the nucleon; hence the name 'held back quark’ for the quark which has interacted
in each nucleon.

Each string will then hadronize. The interesting assumption, here, is that the fragmentation of each
I string is independent of the presence of the other string, and of the flavour of the quarks located at its
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Figure 5: The two chains between the valence quarks and diquarks of two hadsons in
collision in the framework of the DPM. This represents the simplest
topology.

ends. We suppose that such a string produces exactly the same distribution of secondary particles as a
string produced between quarks in e *-e” collisions. The only difference is that whereas the strings in
e*-e” collistions have a broad distnbution of angles, the ‘jets’ of minimum-bias nucleon-nucleon
collisions are always forward and backward.

The structure functions of valence quarks in hadrons are presently well known from
measurements of ‘Deep Inelastic Scattering’, being described by empirical formulas of the type
x"(1—x)’. The exponents « and 8 can be given the values —0.45 and 3.2 respectively, according to
[52], but the ecxponents should be considered as approximate, since the structure functions might
change slowly with energy and with the square of the momentum transfer (scaling violations). In the
DPM, however, we make use of duality to obtain the relevant form near x=0 and near x=1. At
large enough becam momenta, the exponent of the momentum fraction is the opposite of the
intercept of the Regge trajectory of the exchanged particle in the crossed diagram, where s and t are
exchanged. This result, coming from an analysis in partial waves of the amplitude, shows that the
fraction of the quark must behave like x™'?, since the ‘meson’ trajectory (g, A,, ...) has intercept 1/2,
while the fraction of the diquark (1 — x) must behave, near 1 —x=0, like (1 —x)** because the 947G
‘exotic’ trajectory has intercept —3/2. It is natural to incorporate these limiting behaviour by
considering that the distribution p(x) of the momentum fraction of the quark is the product

x™Y3(1—x)*[ 48], and it is also a reasonable extrapolation of deep inelastic scattering measurements
to low momentum transfers.




With this simple two-string topology, we can compute the multiplicity and transverse energy

distributions of nucleon-nucleon collisions:

l do' N_, — dNJm e —_
14 ————J.dx J.dxzp(x )p(xz{ ()~ 0, )+ —JE8 (~y= 4, )
1 1+6' l-—x'z—x‘ = _ s
where A1.2=31"( 1-5:z) ﬂx.zz“l':_,;t:;z—l Pl.:"'}f\' (1= ),
dN,,

pm (y,P) represents the multiplicity produced at rapidity y in its center of mass by a string whose

both ends carry a momentum P; this can be measured in e~ -e~ collisions. Similarly, for the
transverse energy flow:

E. ¢ dE dE.
-""=J; _[ P(x )p(x{ T”""“’(y AP+ 2}’:"""( y- Az'Pz):l

The distributions of multiplicity for jet fragmentation is known from ¢*-e~, and can be parametrized
[53][48][54] as :

WNorng (, )= 005+ 131 =0

g
dy 1—0.5 C‘\ » m‘hy}

or sometimes as 1.35(1— (). u 15 the ‘pion transverse mass’ vV 2.+ n7, the typical transverse energy
per particle. This parametrization shows the existence of a plateau of quasi-constant dN/dy at very
high energy, falling off at the edges in about one unit of rapidity. Incidentally, remarking that the
typical momenturn fractions of the held-back quarks x|, x, are quite small (of the order of 0.10 ) the
observed multiplicity distribution, for beam energies of the order of 200 GeV, is then due to the sum
of two relatively narrow ‘string plateaus’ shifted by about 2 to 3 umts of rapidity. This is shown in
Figure 6. The explanation of the width and height of this distribution for nucleon-nucleon collisions
is a rnajor success of the DPM.

In summary, the DPM, which descnbes remarkably well the average ‘minimum-bias’
nucleon-nucleon collision, corresponds to a picture where two quarks, each carrying a small fraction
of the momentum of their respective hadron. exchange colour but only a very small momentum, as
can be expected since the gluon propagator has a pole at zero momentum transfer. Color
neutralization causes two strings to form, and hadronize. More complicated topologies must exist, by
unitarity, but they are suppressed by factors of the order of 1/N, in the topological expansion. These

low momenturn fractions are imposed by Regge phenomenology, while e*-e” data give the
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Figure 6 The rapidity distribution of transverse energy produced 1n a proton-proton
collision having the simplest-topology diagram. The two individual curves
represent the contributions of each held-back quark —diquark combination.
The top curve represents their sum.

distribution of particles in the high-energy fragmentation. In this model, a baryon coming from the
hadronization of a diquark contains quite naturally a large fraction of the initial momentum, which
corresponds to the experimentally observed leading baryon effect’ [ 55].

1.9.1 Extension to nucleus-nucleus collisions.

In a certain limit, the DPM can be extended to nuclear collisions. For collisions of small nuclei, first,
we may consider that several nucleon-nucleon collisions can oceur concurrently. For example, in -2
collisions, 4 nucleons from one nucleus could collide with 4 different nucleons of the opposite
nucleus. Then, when we consider collisions of larger nuclei, by gcometry a given nucleon is likely to
make collision with several nucleons of the opposite nucleus. Because of the leading baryon effect’, it
seemns possible to consider such multiple collisions in the framework of the DPM. Let us see how
this will work, when n, nucleons from the target collide with n, nucleons from the projectile in a
cylindrical tube of cross-section ¢ = 32mb. The leading baryon effect observed in nucleon-nucleon
collisions, continues to apply here. This is because in the DPM the simplest topologies are enhanced
with respect to more complicated ones, since they have lower order in the topological expansion.
Therefore, although the ‘sea’ quarks have smaller momentum fraction probabilities, it is more
‘economical’ to create and split a pair of sea quark-antiquark near the diquark, than to split the
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diquark, which would result in ven complex topologes  Fhierctore, the hquarks remaun antadt

through the muany interactions =~ we can view them as stting through the opposte nuddeus Then we

are left with a mere problem of counting There are 1 nn anteractions Fach of these, monder to

have a QUASI-COMLANT crass-section at high enerpy, must correspond to the ewhaye of 4 ponieron
and thus to the creation ot 2 chans Phertore, there s atotad ot e 2n s, chams There are n v o1y
chains with diquarks, of which (tahing n, on) 20 are with valence quarks and 7 are with sea
quarks. Then there will be ., #, chans hnking o quark with a sea antiquark The rest of the n
collisions will be between sea quarks and antiquarks  As i example, when 2 nudeons collude with
5, there are 20 chains, 7 of which have o diquark (3 with avalonce quark and Vwith aosea quarky 3
chains are stretched between o valence quark and a sed antiquark, and 10 e between a sea quark
and a sca antiquark  The momentum fractions are harder to compute, since they are not necessanls
independent atter several collistons (the leading banon may be loosmyp enernnvy A Monte € arlo
calculation 15 needed to compute these M this stage, we may smply observe that the chaans
between quarks and antuquarks are short, so that they possibly do not contnbute to the production
of multphicity and transverse energy It this were the case, the production of transverse enerpy and
multipbcty would be proportional to the number of s contaunmg diquark, and that 1s also the
number ot wounded nucleons Morvover, among these, the chams that are shifted towards forw.ard
rapiditics come trom fast torward pomng diquarks, therefore, trom projectle wounded nudeons, and
the backward moving chains come from target wounded nuclecons  Theretore, the transverse encrpy
and multipheity in cach “hemisphere” can be domunated by the comrespondimg number of wounded

nucleons

Finally, 1t 15 important to note that we do not normally cxpect that the dual parton model wall
descnbe properly the collisions of very large nucler The assumption that cach chan frapgments
independently must normally fal when there 18 a very larpe densty of chans Lor large enough
nuclei, we also expect large amounts of addihonal transerse enerpy and multiphaty to result from
cascading of the produced mesons after the formation time has clapsed  The goal of the
nucleus-nucleus DPM 15 rather to give a representation as exact as possible of the small nuder hmit
of nucleus-nucleus collistons, so that we know, when there 1s 4 deviation, that the nucler are Larpe

enough to produce cffects fundamentally different from nucleon-nudeon collisions

1.9.2 Monte Carlo realizations of the Dual Parton Model

IRIS 201 15 a Monte Carlo redization of the Dual Parton Model that uses 4 Woods-Saxon nuclear
density distnbution to compute the geometry of the collimon, the sunplest topology of the dual
parton model to compute the stnngs and thar lengths, and the Hund fragmentation Model to
fragment these forward backward stnngs 1nto hadrons and resonances [$6]  The Lund fragmentation
program has several paramnecters, but these parameters have been adjusted to fit the ¢ ' e data from

PETRA, so that i pnnaple IRIS 15 a parameter-free simulation of the situation of independent
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nucleon-nucleon collisions.

The Ranft realization of the dual parton model [57] uses different codes
(BAMIET,DECAY HADRIN) to realize essentially the same computation, with the exception that
the produced particles are allowed to re-interact after a proper time 1, after the collision responsible
for their creation. This ‘cascading’ makes it possible for the nucleons of the largest nucleus to
participate more in the collision, resulting in a rapidity shift with respect to a naive DPM
superposition that neglects the fate of the produced particles.

1.10 The Lund model for hadron collisions and FRITIOF

The Lund group [47] has developed a quite general code to simulate the scattering of partons and
their fragmentations in Deep Inelastic Scattenng expenments and high-pT hadron-hadron collisions.
The same group proposes, with the FRITIOF model [50], a distinct way to generalize the
characteristics of hadron-hadron collisions to nucleus-nucleus collisions. It is assumed that there is no
colour exchange or flavour exchange, but a considerable momentum transfer. In each collision, both
of the colliding nucleons get ‘excited” and a string 1s stretched between a quark and a diquark
of the same nucleon Comparing with the dual parton model, we sce that the strings in FRITIOF are
the same as the domumant kind of string of the Dual Parton Model: quark-diquark; the difference
here is that the quark and diquark are from the same nucleon. The important dynamical difference is
that while the length of all quark-diquark strings are fixed in advance in the DPM, the length of the
internal string, or equivalently, the excitation of the ‘leading baryon’ increases with the number of
collisions experienced. This excitation saturates asymptotically after many collisions,

Compared to the DPM, FRITIOF avoids the problem of giving somewhat arbitrary structure
functions at low momenta to quarks. However, it msses colour exchange, cannot reproduce the

amount of flavour transfer, and it does not have unitarity constraints to fix the amplitude of higher
order graphs.

1.11 Wounded nucleon models and overlap integral models,

The basis for these models is that although we do not know the details of the reaction at the quark
level, we can probably compute some of the global properties of the heavy-ion collisions, such as the
total transverse energy, using the global properties of hadron-hadron collisions.

In the wounded nucleon models (WNM) [58], the assumption is the following: Each of the
participating nucleons (their number is obtained by multiplying the nuclear density by the volume
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representing the intersection of 4 sphere with a avhinden) pets wounded | gomg into an ewated state

that wall result 1n transverse energy at the end of the collmon  The drastic asumption i that the
nucleon does not become more wournded when it mahes several collisions than when it makes one
(when sea-sea chains can be neglected, the Dual Parton Model becomes etfectively a WM, since the
number of quark-diquarh chans, bemg proportional to the number of diquaths, 18 proportional to
the number of participating nucleons)y 1 ach wounded nuddeon decaving mto particles mdependentls,
the model has two parameters to be fitted the aserage transverse energy produced by wounded
nucleon, and the magrutude ot the event-to-event fluduations of the transverse cnergy produced by

wounded nucleon

In the ongnal version of the WAM, appheable to hadron-nudeus collisions, the transverse
energy distnbution tor collistons where N\ nucleons are wourded s the N-fold convolution with atselt
of a known transverse energy  distnbution  (this distnbution v obtammed by adentitving the
proton-proton transverse energy distnbution with the 2-fold convolution)  However, i the case of

heavy-ion collisions, the number of wounded nudleons s sutfiaently large that the central it
theorem apphes

It can be generally expected that the pseudorapidity density of transverse energy ot the wounded
target nucleons will be different from that of the wounded projectile nucleons The transverse energy
production 1n a backward regon of pscudorapidity, such as -0 1 7 < 29, would then preterentially

measure the number of wounded nucleons in the tarpet

A simular model, perhaps more naturally conststent with the assumption of hagh-energy leading
baryons, is the Nucleon Collision Model (NCMY {59]. We assume that cach partiapaung nucleon
can interact several times. A particularly sunple description o obtamed o we assume that the
transverse energy and the secondary particles are not emitted until the end of the collision, and that
each of the collistons, irrespective of whether the interactung nudeons have already mteracted,
produces a smlar amount of transverse energy  From a probabibty distnbution for N
nucleon-nucleon colhsions, and a N-convolution of the proton-proton transverse energy distnbution,
we obtain a predicion for the differennal cross-secnon When N v sutficiently  large,  the
N-convolution approaches a Gaussian, whose parameters are determined by the first and second
moments of the proton-proton distnbution [hese characterstics are very well known, both at 60
and 200 GeV per nucleon, from ISR studics {601 It turns out that while for small nucles, the
agreement with the NCM 15 excellent [45], for lage nucler the NCM prossly overesimates the
transverse energy, and underestimates the fluctuations, the general shape being approxmately nght
In the context of the NCM model, the less transverse energy per nucleon-nucdeon colhsion would be
explained by the energy loss of the nudeons 1in the successive collisions Some atternpts have been
made to compute what would be the cffect of the energy loss of the nucleons [61] but carned away
to such an extent, the NCM has self-contradictions  In the framework of QUD, the cnergy loss

process should only take place at the end of the colhwion, since we assume that the secondanes are
created only then.
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The observation that the shape of the transverse energy distnibution is reproduced by the NCM
suggests a generalization of the NCM whereby the first and second moments of the nucleon-nucleon

differential cross-section are left as free parameters: ¢, and \@su. The only physics input is the

geometry of the collision for the calculation of the overlap integral and the probability for N
nucleon-nucleon collisions. This geometncal parametrization (so-called geometncal model) is
interesting because the parameters measure the increasing dewviation from a superposition of
nucleon-nucleon collisions as the size of the colliding nuclei increases.

1.12 The hydrodynamic approach

Whereas superpositions of individual nuclear collisions are justified for collisions of small nuclei, the
statistical mechanics of several collisions becomes more and more important for larger nuclei.
Clearly, for collisions of neutron stars, classical hydrodynamics will apply. At what size of nucles, and
how the transition between the two descriptions will occur has to be found experimentally. In the
hydrodynamic models, we consider the mean behaviour of a macroscopic number of quanta as a
function of space and time. Such a description is only useful if the quanta have several interactions,
transferring momentum and energy from one region of space to the next without themselves moving
to it. If this condition of several momentum-transferning cothisions is not satisfied, it is sumpler and
even more adequate to consider the motion of the individual quanta. In heavy-ion collisions, as we
have already seen, an hydrodynamic description is needed for at least a fraction of the space-time
traversed by the produced particles, since if all the produced particles (typicaily 1000,
charged +neutral, in central S-W collisions) are 1n the initial volume (of transverse area §, S & 41

fm? for ?S, and longitudinal size L), the mean free path -(;l_-%l.‘ 1s several times (about 16 times, if

we take 0 =20 mb for pions) smaller than L. It results that the ‘fireball” is opaque to a particle
starting from center, and that a hydrodynamic evolution is needed from this initial state to the final
state where the density is sufficiently low that the produced particles do not interact between
themselves and fly to the detectors The only possible loophole in this argument is that the fireball
might be produced in a freezed-out state non-hydrodynamically. In such a freezed-out initial state,
the particles would be produced with a longitudinal momentum proportional to che longitudinal

position right from the beginning. This possibility must always be considered, although by causality
argumnents, it is unlikely in the case of collisions of large nuclei.

Paradoxically, the hydrodynamic model has had a considerable phenomenological success
[621(63] in describing collisions of hadrons with protons and small nuclei, where the hypothesis that

the quanta have numerous interactions before they leave the small interaction region (size = 1 fm)
seems hard to justify.
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Conversely, in the lmut of very large nuclen, we are laggely justiticd to treat hadronie muatter

hydrodynamically, like a flwd charactenzed by an equation of state speafving the pressure as g
function of the density and of the temperature  The pressure pradients generate hvdrodynamie torees
which act to modify the monon of the flud, and thus the final energy tlow The conservation of

energy and momentum yvield the following vquations for the Fanstemn energy momentum tensor 7™

dr _
dx*

0

Following the analysis of Landau [6], only two kinds of terms satisty [orenty mvananee and can
enter the expression for the energy 'momentum tensor of a non-viscous flud, a terman ¢ and a term

in ', 1 1s the local veloeity 4-vector ventying o=~ | Phe coetlicients ot the two terms smight be
defined as we wish, however, in order to obtain the Fuler cquattons in the non-relativistic hmat, we

write:
™ =(e+ P — Pg”

The quantity ¢ 1s the energy density, including the rest mass, and P s the pressure. The umts of
pressure are (GeV/fm)/fm? (= foreesarca) which 1 equivdient 1o the umts of energy densty GeV
fm~3. The full equations of motion in space-tune coordinates are

L@+ pwi-r= -Vl r? il (5)
g;((a+[’)y2 W= -V]{E+ Py u |- i’i =123 (6)
In the non-relativistic limit y— 1, this reduces to the Luler equations:

d N ¥ < 1 dp
— + = ..V. + — =172
d‘((E Py u) [(c P) u uJ — =123

1.12.1 Some hydrodynamic phenomenology — the dominant longitudinal expansion
The hydrodynamics equations can be solved (analytically or by relatively simple numernical

algonithms) for a few sunple cases. Using simple geometnes, and consdenng the ideal-relativistic

equation of state P=¢g/3, we obtain exact results which outline certan charactenstics of the data

...26...




.2 A2
i 3l

Taking the case of ‘Gaussian ellipsoid’ energy density (e=¢e at t=0), we consider

a non-relativistic expansion. The parameters x, y, z characterize the initial size of the system.

Since the Gaussian has the property that its derivative is proportional to the coordinate times the

Gaussian, the three components of the velocity of each part of the fireball are proportional to 1ts

coordinates, making the energy density distnbution remain Gavssian while expanding. At time ¢, the
242

O XPZ a3 2 g : :
energy density is c,—l‘—‘-e M4 e Buler equations are then satisfied everywhere if xg, yq,

x&vﬂzﬂ
2, the sizes of the ‘Gaussian fireball” at time t, obey the equations:

dx & d'z
0 =K),xo : yO =K/y0 ; __O.=K/z°
de dr’ drt

we can integrate these equations for the coordinate x, and obtain’;
dX, e
—Zt_ = 2K ln(xo, x.)

2
A
X,
= “ﬁerﬁ( V 2n(x,/x)) , where erfi(y) is the primitive of e 2

Nk
xl

)

dx -
therefore 7;0- is also v Kerfi (

The implication is that, for small times, the r.m.s. velocity of matter in a given direction is inversely
proportional to the imtial spatial extent of the fireball in that direction. For larger times, the veloaity
does not increase as much, but the larger velocity is still associated with the smallest spatial
dimension. The Lorentz contraction of the nuclei in the center of mass causes the fireball to be
spatially very anisotropic, smaller by a factor y ., (typically = 10) in the longtudinal direction than
in the transverse direction. This is the reason why we expect that the hydrodynamic expansion will
be mostly longitudinal (see also [64][ 65]).

7 the derivauon 1s sumuar for y and z
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1.12.2 Shock waves.

Another way in which hydrodynamucs can influence the energy flow ss the possibility of shock waves
These shock waves would transport the mual longmtudimal momentum through the fireball, and
therefore they also contnbute to mcrease the longitudinal energy flow with respeet to the tranwerse
energy flow Shock waves play an important role i hadrome matter with densities ot 3 0§ GeVtm?
[66]. As an instructive approumation to colhsions of nuddear pancahes’, we will consuder the

collision of two mfimte walls of a tinite thichness, for which there exists a tully relativistie, exact
solution.

Working 1n the nucleon-nucleon center of mass, we designate by L the local ‘energy densty’
(e+4 P)y?, and by BE the local momentum densty. The two slabs are providing energy to the central
rcgion at a rate of 2K = 2‘,’2““4)" per umt drea per umt tme, and no net momentum (‘,'(m v the
Lorentz factor of each slab 1n the center of mass svstem, and p, 18 the energy denwty of normal

nuclear matter). landau’s equations in this special one-dimensional case read

4(E-P)= - L (BE) (7
%wm=_%m%+m (8)

where E= (e + P)y?, ¢ being the cnergy density in a co-moving frame of reference, and P is called the
pressure.

There exists a solution in terms of two shock waves moving forwards and backwards at a
velocity v,. In between the two shock wave planes, the matter 15 not moving, having an ‘energy
density’ E= jK and a pressure P =/E. Vor a perfect gas, we expect £ = 1'4 but this particular value 15
not essential, and we can continue the discussion with f left vanable

At the passing of the shock waves, both function E and £ have discontinuties both ay a
function of space and time. Therefore, the denvatives in the Landau equations are 6 functions. The
coefficients multiplying the delta functions 1n these denvatives are related, applying cquations (7) and

(8), by the velocity of the shock waves:

yA(E— P)=A(BE)

v ABE)= A(B’E + P)
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In the incoming ultrarelativistic nuclei, E= K, fExK (or ~K), B’ExK, and P=0, while in the
central region, E= jK, BE=B%E. =0, and P=fjK. Therefore, we are left with the equations:

@ v(j~1~fi=1

v,=fj—1
with the solution;

1

j=—

()

== S
v,=fj 1—*1-[

This description of a shock is idealized in that we neglect viscosity altogether. As shown in Figure 7,
when the shock wave reaches the back side of the slab, it tums around into a rarcfication wave.
' Ultimately, all the momentum of each slab is returned to them as the region of high density shrinks,
with the surprising consequence that the slabs finally appear as not having inseracted. Because of the
many assumptions 8 this result cannot directly be apphed to the hea- y-ion collisions, but we must
remain aware that a shock wave might carry a large amount «{ the energy available initially into
longitudinal momentum. Another very interesting property ot this model consists in showing that the
initial energy density can indeed be fairly constant over space and time, and depends on the relative
velocity of the two slabs but not on their size. This is normal, considening that the information of the
size of the slab (‘How far is the back edge?”) would have to travel faster than the speed of light in
order to influence the very initial energy density. The extremely large values of energy density
l (*Y,,mif Py Where p is normal nuclear density) appeanng behind the shock wave are probably never

realized. However, they would certainly occur if indefinitely large nuclei could be made to collide.

8 1) that the nuclei are flat 2) that they are infinite 1n the transverse direction 3) that their edges are perfectly sharp 4) that

there 15 no viscostty 5) and no turbulence.
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Figure 7: Light conc diagram of the collision of two slabs of non-viscous hadronic

matter at high energy.

1.13 A realistic hydrodynamic simulation.

Since the final characteristics of an event arc most determined by the longitudinal expansion, it is
interesting to simulate this one-dimensional expansion for simple cases. The analytical formula
obtained for an expanding Gaussian profile is only valid non-relativistically. In order to study the
expansion of a fircball with a given mutial profile of encrgy density up to relativistic velocitics, a
numerical stmulation has been built. We only consider the simple case where the pressure is one third
of the energy density. The simulation is a straghtforward incremental procedure, using the equations
(7) and (8) Such a direct integration/differentiation 1s possible 1 spite of the intnnsic computational
noise induced by numencal derivatives by using the REAL# 16 high precision floating point numbers
of the IBM370 (36 decimal digits precision). If this precision was not available, we would have to
make use of the much more comphcated particle-in-cells methods [66][67].




The solution to these equations possesses the property of scale invartance which is typical of
solutions to hydrodynamics of perfect fluids. The expansion of a perfect fluid continues in principle
for ever. In practice, we consider that the expansion stops when the density is sufficiently low that
the collisions are rare and do not contnbute to an hydrodynamic evolution Afterwards, the particles
travel to the detectors with constant velocities. A possible cnterion for choosing the mstant at which
the freeze-out would occur is when the gradient of the velocity 1s larger than the average velocity
divided by the mean free path. This has been studied in [40]; it was shown that iof the freeze-out
occurs for most of the matenal at a finite coordinate tume after the collision, and not at a given proper
time. The case of freeze-out at a fimte proper time 1s only relevant when we consider extremely
relativistic collisions (with a rapudity plateau) and very small wnitial volumes [5]. Because the
solution to hydrodynamic equations are scale-invariant, the freeze-out time is proportional to the
initial width x, of the Gaussian profile of energy density. The freeze-out time, for *?S on W at 200
GeV per nucleon’, is 842 x, where the error represents our lack of knowledge of the mean free paths
of mesons in a gas of mesons.

The profile of the energy density i the frame-of-reference of the fireball is shown, at varnious values
of the coordinate time, in Figure 8. At the beginning the profile widens while remamning Gaussian,
like in the non-relativistic limit. At later times, two bumps are developing. They appear because of
the y? of the receding matter. IHowever, the invanant energy density does not have two bumps, it
simply decreases wath time while the spatial size increases. Thus is shown in the contour plot of the
invariant energy density of Figure 9 The longitudinal space coordinate 1s shown 1n abscissa, and the
tume in ordinate i 4 light-cone diagram.

In this model, where an ideal gas equation of state (EOS) has been assumed, all the measurable
properties of the energy flow are sumply given by the ratio 7 of the freeze-out time to the initial width
of the Gaussian profile. The rapidity distnbution of energy density is shown for a few values of 7 1n
Figure 10.

The longitudinal expansion is followed by an 1sotropic free expansion (‘decay’), and thus dE /dn 15

obtaned by convoluting de/dy with the function 1.cosh’p, the later being the shape of an isotropic
distnbution in dE,/dy . The width of de/dy and of the resulting dE£,/dn distribution are plotted as a
function of 7 1 Figure 11 (b) and (a) respectively.

The interesting point here is that this isotropic decay will involve less energy than that initially
available in the fireball. Some of the available energy has been converted into the kinetic energy of a
collective longitudinal expansion. By conservation of energy, it is easy to see that this energy
corresponds precisely to the work done by the fluid while it was expanding, which we call «,. The

ratio of this longitudinal work x, to the total energy is shown as a function of © in Figure L1 (c).

9 Surular values are obtawned if we assume that the longitudinal expansion stops when the jongitudinal size has reached the

transverse size,
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energy density c¢) the fraction of the available energy taken by the
longitudinal expansion. The time is measured in units of x /20 (1/30 fm/c
for 3?S-W at 200 GeV per nucleon).

1.13.1 Effect on angular energy correlations

The hypothetical existence of a compressed fireball, whose subsequent expansion causes the observed
distributions, 18 the source of, or should be the source of a measurable angular correlation. This is
because collisions producing transverse energies corresponding to the plateau region of differential
cross-sections have a small but non-zero impact parameter b; the resulting fireballs have some
angular momentum, and rotate while expanding. With z designating, like usual, the longitudinal
coordinate, we define here the coordinate x in the plane of the vector impact parameter, and y

242
perpendicular to this plane. The fireball has an initial energy density e=¢e w =3 Due to the

finite impact parameter, each part of the fireball has an initial velocity in the longitudinal direction

depending on its nitial x-coordinate v, = X where f~ b / b___. Using the notations of 1.12.1,
=y, max
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dunng the expansion, this cell of fireball gets in addibon a veloaty i " " , i the lopptudingl
L o, -,
i 1 ‘i‘-" X X . » . -
direction and T—ewl—« in the transvense direction (we are not concerned here by the veloaty o
X X

+ 4
gets in the direction perpendicular to the reaction plane) By this mechamam, we penerate

rapidity-dependent net transverse momentum, which s in prinaple obsenable | 681

As we have seen mn 1121, the veloaty ot longtudimal expansion s Larger than the veloaty o

transverse expansion by a factor equal to the ratio x, 7, of the mtial transverse size ot the fircbhall to

1
the initial lonmtudinal size s a result, conadenng the veloaty distnbution

1Y
X

exp| - ((v,~ [ 2w (vx):,(zwi))

the coefficient of the regression < v, > (v,)=/, v, of the transverse veloaty on the longitudimal veloaty
is much smaller than the coefficient of regression < v, 2+ (v)) - £, ot the Jonpitudmal veloaty on the

transverse veloaty /Lz(w,/w‘)zf_‘ :-(z,/x‘)’/;, This 15 the reason why large collective transverse

momenta cannot develop.

A approximate expression for /£, taking into account a distnbution of added  thermue” velocties

(of width w,) after frecze-out is:

Lo P
. wi+w27

Ta make an estimate of the regression of the net transverse velooity on the rapidity, we use f 04 1n
328.W (‘plateau region’), with w, =0 lw, (from x 72 10), w?=0 35w 4 w)) (from the lonmtudinal
work computed m 1.13), and w=1 (from the rapidity width computed s 113) - We obtain
J.=0.014 It must be stressed that thus 1s an extrapolation of @ non-relativistic cadeulation 1o the

relativistic region, so this estimate must be taken cuwm granum wlie The knowledpe of the exact

10

produced net transverse momentum’“at non-zero umpact parameter would ceftanly be useful, but a

fully relativistic three dimensional hydrodynamic calculation s outade of the scope ot this thess

10
By summung over several parucles and over several events, the non sero tegtession of transverse velocity on rapndity

resuits i transverse energy correiations in azunuth




Chapter 2

The HELIOS detectors and experimental conditions

2.1 The beam: conditions

The data presented in this thesis were taken with the HELIOS experimental set-up installed in
the H8 beam hne of the CERN Super Proton Synchrotron (SPS). The SPS nomunally operates at
intensities up to 10'? protons per burst (24 sec) with a maximal momentum of 450 GeVic. An
attenuated pnimary beam of = 10° protons per burst can be deflected in 8. Beams of secondary
high energy hadrons with momentum of 200 GeV/e at rates of & 107 per burst arc also avaiable, by
means of a production target.

In 1986, the CERN accelerator complex proceeded to the extraction and acceleration of fully
stripped oxygen 1ons. In 1987, fully stnipped sulfur 1ons were sumularly accelerated. The ions are
‘picked’ in a O, plasma by a pumhole, and pre-accelerated in a Radio-frequency quadrupole (RFQ).
At this stage, the oxygen ions are 1n the 1omzation state O°*, and the sulfur ions m the 1onization
state S'2* They get fully stnpped by traversing a thin beryllium sheet, and are then accelerated to 12
MeV/nucleon 1 the hnear accelerator (LINACI), transferred 1 a synchrotron from where they were
injected at 260 MeV:nucleen in the CERN Proton Synchrotron (PS). The precise tunung of the PS
causes the selection of erther the sulfur or the oxygen, because of a slight difference of the charge to
mass ratio between 28 and '®0. The nucler were boosted up to 10 GeV:nucleon in the PS before
mnjection wnn the SPS where they were finally accelerated to energies of up to 200 GeV/nucleon.
Intensaties of > 10% 1ons per burst (42 sec) were transported 1n the SPS where high rate 15 a
minimum requirement for adequate beam control. This intensity is reduced to a few times tume 10°
ions per burst to achuieve optimum acquisition rate of interesting events. The rate capability is
essentially limited by the rate capability of the uranium/liquid argon calonmeter (ULAC), due to the
time constant of shaping amplifiers and the time needed to fully integrate the hadronic response (slow
neutrons). This reduction was achieved on the extracted ion beam by means of steel-septum
magnets, and in the H8 secondary transport beam systemn by using cvlindncal and slit collimators. In
1986, the beam used for heavy-ion physics had an intensity of > 10° 1ons per burst, and was focused
at the target position, to an cllipsoidal gaussian profile Jocexp(~x*/(203)~ */(202)) with (0,,0) ~
(0.5mm,1.2mm). In 1987, the sulfur had a similar intensity, and the parameters of the beam profile
were (0.8 mm, 1.0 mm). In this chapter, after a bnef general overview of the HELIOS expenmental
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seteup, [ will desenbe the clements ot the detector and ot the tmpger that are essentual for the prease

study of the charactensuces of nuclear matter in the tuls o transverse enery distabutions

2.2 Survey of the experimental set-up

The HELIOS detector v desnned for a mulu-purpose expenment NMore precisely, two rescarch
programs share the use of most of the detectors in distinet runmine penods The Iepton program 1s
aimed at answenng open questions i the producton of electrons, muons and neutnnos m p poand
p~A interactions  The hiph-rate capabihties of the expenment allows precise studies ot e p
umiversality, anomalies mn the productuon of sangle feptons contnbution of chanm decay 1o lepton
pair (Drell-Yan) production, and “anomaous” Jow mass pars - the on program, to which the
present thess s connected, examines the questions concermmng enerpy and partide flow, with particde
wdentification [ 69], 1in firchall of dense hadromie matter extending. over large volumes, that are

produced 1n ultrarelativistic nucleus-nudleus cothsions

A schematic top view of the set-up 15 shown i bigure 12
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Figure 12: Layout of HELIOS (NA34) expenmental set-up

Used exclusively for the ‘lepton’ program, the compact electron spectrometer utilizes dnft chambers

with high multitrack capability, a “weak ficld” calonmetnzed magnet, transition radiation detecton, a
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scintillator hodescope and the high granulanty hquid argon electromagnetic calorimeter; the muon
spectrometer, comprising a magnetic spertrometer and an hadron filter, is used in both programs. In

the ‘lon’ program, the study 1s aimed at the question of low-mass muon pair production {70]. The

4n-coverage of the calorimeter for the measurement of the energy flow, in the center-of-mass (c m.)
frame, is a powerful tool in the ion program, allowing a full reconstruction of the events topologies
as well as providing a tngger on transverse energy in vanous pseudorapsdity intervals. The last
component of large size, used exclusively in the ton’ program, 1s the external spectrometer that views
the target through a slit in the calorimeter wall. It uses Time-Of-Flight and Threshold Cerenkov
detectors giving good 7,/ K/p separation, two proportional chambers spaced by a thin converter for
photon detection and drift chambers coupled with a magnet for momentum anal) sis.

Small detector components surrounding the target have changed dunng the duration of the
experiment In the 1986 set-up for the ‘on’ program, the multiplicity of charged particles is
measured by one silicon-nng counter and one ulicon-pad counter The sihcon-pad detector, whose
geometry is opumized for electron identfication in the context of the lepton-program electron
spectrometer, was also used to provide an interaction tngger In the 1987 set-up for the hon
program, three silicon nng detectors were used for the measurement of multiplicity, the most
downstreamn one being used to provide the interaction tngger. The trigger for the amval of a beam
particle is prowvided by a ‘beam telescope’, consisting of a senies of fast plastic sanullators put 1n

coincidence. As will be discussed in the next section, the proper design of the beam telescope is very
important,

2.3 The HELIOS trigger system.

The HELIOS tngger system acts hke an asynchronous signal processor using three main modules
surrounded by logic ‘glue’. The main three modules are the pretngger, the first-level trigger, and a
second-level tngger called the Very [Fast Bus (VFB); each of which is a computer-programmable
logic array. The working of the tngger system can best be understood by considenng the sequence of
events following the amval of a parucle in the beam The general arrangement of these tngger
elements 1s shown in Figure 13.

The arrival of a beam particle 1s detected by a scntillator located 1.5 m upstream from the target in
1987. The scintilator was located 28 cm upstream from the target 1n 1986. The light signal from this

fast plastic scintillator 1s amplified by a fast photomultipler, and discriminated. This signal is used for
three purposes:

] produce a general start for the operation of the tnigger logic

. produce a tume reference for time-of-flight measurements.
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3
. measure the ionization dF/dx of the incoming fon, which s recorded by a charpe-ADC

(Analog-to-Digital Converter)

For studies of the calibration and of the beam profile, the discriminated signal of the beam
scntillator can be used directly as a pretrigger. or the physics studies, an interaction 15 required,
and therefore the system has a builtain interaction pretngger The fast interaction pretngger s
obtamed by discnminating the signal from each of the ¢lements of a segmented sibicon detector. A
analog sum 1s made of these signals, and 1f 1t exceeds a wven threshold, an interaction pretneger
signal turns true. In order 1o avoid that the siznals from different events overlap 1n certam detectors,
there 15 a ‘before and after protection system” When the protection 15 active, no pretngger 15 allowed
This protection 1s 250 ns after a beam pretnigger, and 50 ns before, and 700 ns after an interaction
pretrigger, and 100 ns before  In 1986, the detector used for the mnteraction tngger 1s the silicon pad

detector, in 1987, the detector used for the interaction tnigger 15 the most downstream of three silicon
ring detectors.

In the 1987 sct-up, the 1onwzation dE/dx as measured 1n a thin plastic santillator was used 1n the
trigger. The comncidence of two discnminators 1s used 1n the first-level trigger to sclect heavy-10ns of
the proper charge. This 15 needed due to the contamination of the beam by 1ons with same ngdity as
the primary beam, but with smaller charge, produced by interactions far upstream  [his
contarmunation, reaching up to 15% n certain cases {717, was not removed onhine in the 1986 sct-up.
In the 1987 set-up, helped by the results of the analysis of the data taken 1n 1986, 1t was possuible to
remove these mcident 1ons with bad charge at the tngger level; by doing so, we also removed some
non-target mteractions.




In the meanwhile, the physical processes at the basis of the detection take place in the various
detectors. In the calorimeters, after the secondary particles have interacted to produce showers, the
fast plastic scintillators produce their light with a typical rise time of 10 ns. The light bounces back
and forth in the light guides for also about 10 ns. The hght reaches the phototubes, where it takes
about 20 ns to be amphfied Finally, the short pulses of charge travel for 500 ns in the 100 m long
cables to the charge integraung ADC's in the counting room. The speed of signals 1n the cables 1s
about 2,3 of the speed of light, due to the geometry of the coaxial cable and the dielectric constant of
the insulator. This cable delay 1s useful since the gate for integrating charge from the detector is open
50 ns before the charge amves to the charge-ADC

The fraction of the signal whach is dedicated to the online measurcment of the energy flow
similarly travels with small delays through the summation umts, and with a longer delay (320 ns),
through ‘grey cables’ , in the final amplifiers and shapers to the mnput of the Flash Analog-to-Digital
Converters (FADC). This happens for any signal that mayv come from the detector at any time,
quite independently of the detected presence of a beam particle. However, the gate of the FADC,
derived from the preingger, happens precisely at the peak of the shaped signal comng from
interaction, thanks to a suitable delay. While any time dunng the positive lobe of the shaped signul
would m pnneple be sutficient, the calibration of the energy flow system 1s obviously more immune
from possible vanations of the timung of the toigger system, if the sampling happens precisely on the
peak. This 1deal tming cannot be determined wath sufficient accuracy without measurements with
actual interactions {in particular, the average time of flight to the calonmeters depends slightly on the
physics) The uming of each FADC gate was therefore studied 1n special runs (prior to the 1986 data

taking) using programmable delay generators. When the proper timing was cstablished, it was set
permanently using cables for delay.

The generated pretrigger 1s used to start the processes of converting the magmtude of electncal
signals in ADC’s (either charge-ADC’s, or peak-ADC’s, or single and muluple samplings
voltage-measunng flash-ADC’s), and for starting the fast clocks used for dnft time measurements or
time-of-flight measurernents It 1s also used as one wmput 1n a second block of combinatorial logic
called the first-level tngger. In the first-level tngger, the pretngger 1s logical-ANDed with a
programmable combination of logical signals from the energy flow system, beam counter
discnmunators, the external spectrometer, or a sithcon nng multipliaty. The output of the first-level

trigger is several signals denived from the pretngger, starting at known delay after the armival of the
beam particle, and remains active for a prease penod of tme.

In the final step of the tnpger logic, all the elements of information avalable for deciding
whether the event should be recorded on tape or not, obtamned in a time of ~ 1 us, are gathered in
the VFB second-level tngger. I'he organization in two levels of trigger was chosen because some of
the criteria for accepting or rejecting an event are avalable within 250 ns, while some others take
more than one microsecond. In this way, the dead-time of the system is reduced, since 1n some cases

it can be found that the event 15 nnt interesting, and the trigger system can be freed for another event,




in only 250 ns instead of 1 us.

The second-level tngger is a Random Access Memory (RAM) Programmable 1ogic Amay
(PLA) which permits up to 51 different combinations of signals to be considered as interesting. The
exact set of combinations of all the selected logic conditions that will lead to the collection of an
event is stored 1n special files of the online data acquisition computer, and is known as a VIR’ The
VFB has an additional feature. It is possible to impose that only a fraction ot the accepted tnggers
will generate a signal for transterring data to the online data acquuimtion and recording system. The
fraction 1s specified as 1/(N+ 1), where N 15 an integer known as the ‘downscale factor’. QOuly one
time out of N+ 1 times, in a regular sequence, the VIR wall cause the activation of the data
acquusition system. The other N times, the system will be immeduately free to potentally accept
another event. This gives yet another way to improve the throughput, by avouding a flood of less
interesting events.

The energy tlow summation is one cnterion of many for accepting or rejecting an event. It
participates in the first-level trigger, by giving a signal if the quantty reaches the first of five trigger
thresholds. The second-level tngger then receives from the energy tlow a 3-bit encoded value of the
threshold reached. In the nomal data taling, there 15 a second-level tngger (‘VEB') for cach
threshold value of the transverse cnergy, and also a simple tngger for an interaction without
requirement of transverse encrgy The interaction trigger and the tnggers with lowest thresholds are
strongly downscaled, to save live-time, while the tngger corresponding to the highest threshold 1s not

downscaled, to investigate the tail of the transverse cnergy with as many statistics as possible.

The complete set of informations relevant to a single cvent, represented by approximately 16
K-bytes of binary coded data, is recorded (transferred under CAMAC'! control to a recording buffer
in the VAX data acqusition computer) in approximately $ ms. Dunng this tume, all the events (some
of them being rare and interesting ones) produced by the mcoming beam particles are not recorded,

This 1s the reason why the cnitena for selecting an event are as stnngent as possible.

The trigger logic hardware has allowance for an "ABORT” signal.  This signal is generated when
a bearn particle hats the ‘after’ part of the ‘before and after protection” time window. In thus case, the

ADC's are cleared as fast as possible to make the system ready for another event.

i Computer Automated Measurement And Control.
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2.3.1 Proper design of the beam telescope with respect to upstream interactions

One of the important lessons of the online experimentation is that the contamination by upstream
interactions can represent a senious problem for transverse energy triggers. The upstream interaction
have recognizable properties offline (see section 3.1 ), and therefore it is not a problem to remove
them from our samples early in the analysis. However, in the online system, these interactions
represent a serious problem if they dominate the target interactions at large transverse energy. The
data acquisition systern, which has a fimte rate for collecting events. 1s then swamped by non-target
interactions. The interactions with the target nuclei with the largest transverse energies are then
accepted with a severely impawred efficiency, and/or with a downscale factor. The problem becomes
even more severe with the lightest target nucley, since the tail of the distnbutions occurs at moderate

transverse energies where the upstream interactions have all chances to be domunating unless they are
well under control.

The motivation for spending considerable efforts in making sure that the target interactions
dominate at large transverse energy lies in the physics that we are studying. We attempt to explore,
with the highest possible staustics, nucleus-nucleus collisions where a large energy density has existed.
If the upstream nteractions domunate, we lose 1n statistics (number of events) If we wncrease the
target thickness, we gain in target-in statistics, but the highest transverse energies arc bikely to be due
to multiple interactions, Thus the optimal operating conditions are finally dictated by the physics
requiremnents. With a given integrated flux, we are likely to probe transverse encrgies up 1o a certan
value £, and therefore we must make sure that the resolution of the calorimeter, the smeanng

due to target position vanations, or due to multiple interactions, do not degrade significantly the
selection of the events with transverse energy £,

Events with large transverse energy in collisions of oxygen or sulfur 1ons with light target nuclei
(alurmmum) are potentially more mnteresting than in the case of collisions with heavy nuclei, due to
the lesser imporntance of cascading or of geometry in the determunation of the transverse energy. This
is the reason why the target-in interactions must dominate the upstream interactions at the largest
transverse energies of the collisions with Al as the target nuclei. This means in practice, for the case
of *2S projectile, that the contarmunation of non-target interactions producing 100 GeV or more
transverse energy must be suppressed With a prehminary design of the online system, this was not

the case, as can be seen in Figure 14 Some nonp-target events have transverse energies larger than
would have interactions with a (ungsten target.

This 1s at first paradoxical, since therc are no elements heavier than tungsten present in the
experimental apparatus. The prnincipal background targets’ consist of light target nuclei: the beam
pipe window (Be) and the scintillators (C, H). Two mechamsms are responsible for the production
of large transverse energies. First, the target position is more upstream, causing all angles to change.
It has been estimated that this effect amounts to a 1% change in the scale of transverse energy per
cm of target postion change. Secondly, and this fact was only fully realized by the actual
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Figure 14: The Et distribution of non-target interactions. The projectile was 200
GeV/nucleon and the beam counter cut is disabled in this plot.

experimentation, energetic secondary particles from an upstream interaction meet thick metal

structures where large amounts of transverse energy 1s produced. The same does not occur with the

interactions in the target, because the path to the calonmeters is as free as possible of matenals, by

design. Events with medium to large apparent transverse cnergy arc produced with large

cross-sections through this mechamusm of transverse cnergy ‘multiplication’ by the thick metal

suppert structures of the target region. As we have seen above, although these events can be
‘ removed offline, their presence online can severely impair the realization of the physics programme.
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The solution is to make sure, at the online stage, that the full projectile reaches the position of
the target. In the 1987 set-up, this function is provided by the ‘B3’ scinuillator located only a few
centimeters upstream from the target. The 1onization dE/dx is measured with some precision, and a
rather tight ‘window’ is imposed at the trigger level to check that the ionzation is that of the sulfur

ion. Upstreams are likely to produce either a too low or a too high ionization, and are thus
efficiently rejected.

2.4 Description of the silicon multiplicity detectors.

In the 1986 data taking penod, two detectors were used to measure the charged multiplicity, one
RING counter, located at 3 cm downstream of the target, and one silicon-pad counter (PAD), at 9
cm from the target. In the 1987 data taking penod, three identical RING counters were used, located
at 1, 6 and 26 cm downstream from the target. In 1986, the PAD counter covers the pseudorapidity
range 2.5 < n < 5.0, and the silicon-ring counter covers the pseudorapidity range 09 < n < 28, In
1987, the nng counters located at 1 cm (RINGI), 6 em (RING2), and 26 cm (RING3) downstream
from the target, cover the pseudorapidity ranges 0.33 < n < 1.8, 14 <y < 35 ,and 28 <y <
5.0 respectively.

These counters are basically siicon hodoscopes for the counting of tracks of charged particles
{72]. The 400 sensitive sub-areas of the PAD [73] counter, and the 386 sensitive sub-areas of the
RING counter are indicated in Figure 15. The radii of the nngs in the RING counter go n

geometrnical progression, such that each nng covers an almost equal region of pseudorapidity,
1= —In tan;2

The silicon elements are connected to fast charge pre-amplifiers located within a small distance
from the detector itself. This 1s 1in order to reduce the capactance at the input, which is the major
source of noise The nowse, due to the capaatance of each element, is a serious problem: the Landau
peak of the ionization distnbution 1s located at only about 10 r.m.s. widths from the pedestal. The

fast charge preamplifier is followed by a driver to bring the signal to the counting room through long
cables.

A part of the signals goes to the fast interaction trigger logic which consists firstly of two-level
discnminators (one level for single particle, another level for double particle). An analog sum of
single-particle logic signals 1s realized, and this analog sum is measured in a FADC clocked by the
Valid Beam {VB) signal. The VB valid beam signal is simply the discmminated signal of the
upstream scintillator, subject to the conditions of the ‘before and after’” protection, and of adequate
dE/dx in the B3 additional santillator in 1987 The value measured by the FADC is compared
digitally with a computer-loaded threshold, and if the multiplicity 1s sufficient, an interaction
pretrigger 1s generated. In 1986, these disciminators were thus connected to the PAD detector. In the
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Figure I5: Layout of the charged multiplicity counters. In 1986, onc RING and one
| PAD detectors were used; in 1987, three RING detectors were used.

1987 set-up, they were connected to the most downstream RING detector (RING3).

Another part of the signal is measured, after shaping, by Peak-ADC’s (PADC). Thesc
measurements are recorded for the offline analysis.

Yet another part of the signal 15 disciminated in a distinct set of programmable discriminators.
The signals from the discriminators are summed, analogically in the 1986 set-up, and digitally in the
1987 set-up. A digital comparator finally comparcs the value of the multiphicity with a threshold
value loaded from the computer, and sets a flag, indicating that the multiplicity 1s larger than the
threshold. This flag 1s available at the sccond-level trigger (VEB) for the making of a tugh-multipliaity
‘VFB'.
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Figure 16: Pulseheight distribution of a PADC measuring the iomzation of secondary

particles in one element of the RING detector for *°*O-W collisions. The
peaks corresponding to 2 and 4 minimum-ionizing particles are indicated.

2.4.1 Analysis of the data from the Silicon detector PADC’s

In a typical sample of events recorded with a heavy-ion beam on a large target nucleus, one sees the
pulseheight spectrum shown in Figure 16. Most of the particles are minimum ionizing, (e.g. pions
with average p > 350 MeV). In this pulseheight spectrum, we see peaks corresponding to a
pulseheight of two times minimum tonzing, three times minimum ionizing, etc..., indicating the
importance of pile-up. Once we identfy the position of the pedestal and of a single
minimum-ionizing particle for each channel, for the rest of the analysis we wall just consider ‘a hit’ if
the pulseheight exceeds the offline threshold. This threshold is chosen for each channel 140 ADC
counts above the pedestal pulscheight, that corresponds to about 2/3 of the difference of counts
between the pedestal and the peak of the Landau distribution for single minimum ionizing particles.
Although all detectors are fully depleted, the charge corresponding to a minimum-ionizing particle is
not the same for all channels, due to variations of the angle of incidence.
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2.5 Description of the calorimeters

Seven types of calorimeter modules are being used in HELIOS: Cu/santllator, U/Cu/scintillator,
U/scintllator with optically coupled towers, Ulscintillator with optically decoupled towers,
Fe/scintillator, U/liquid argon with tower read-out and Ujliqud argon with strip mad-out. Their
arrangement 1s schematically represented in Figure 17 for the data taken tn 1986 and in Figurce 18
for the data taken mn 1987 (and 1988), 'The target 1s surrounded by the BOX calonmeter, covenng
the pseudorapidity —0.1 <7 <0.9, then the pseudorapidity 09«7 <2.9 is covered by the WAL L
calorimeter, at the center of which is the MAGCAL calonmeter. T'he energy gomg through the sht is
measured in the EXTERNAL calorimeter. In 1986, the energy that goes through the hole m the
MAGCAL is measured in the ERSATZ calonmeter and the BEAM calonmeter further downstream.

In 1987, the energy that goes through the hole in the MAGCAL is measured in the ULAC, that
provides high granulanty, and the BEAM calonmeter absorbs any leakage from the back of the
ULAC. Both set-up provide 47 coverage 1n the center-of-mass, but the granulanty in the forward
region is insufficient i the 1986 set-up. T'he VETQO calonmeter, located downstream of the BEAM
calorimeter measures leakage of energy in rare events were a shower searts very late.

The first two types of module were used previously in the AFS expeniment that ran at the ISR from
1978 to 1983. The scintillator modules consist of metal plates interleaved with 2 S mm thick plastic

scintillator plates (Altustipe, acryhc matenal manufactured by Altulor, Pans, I rance)

The U/Scintllator and UU/Cu/scintillator modules are divided in two scctions. The front or
‘electromagnetic’ section, is 6.4 radiation lengths deep and contains 2 mm thick depleted uranmum
plates. The back ‘hadronic’ section 1s 4 interaction lengths deep in the U/scintillator case and 3.8
interaction lengths deep 1in the U/Cussantillator case In back section, the depleted uranium plates
are 3 mm thick. In the U/Cu/sscintillator back section, one out of every three metal plates 1s a Smm
copper plate instead of a uranium plate. ihe read-out 1s organized 1n stacks contamnng cach 6 towers
of 2 20 x 20 cm?®. Each section of each tower is read-out on cach of its two sides by separate
wavelength shifters and phototubes. In some stacks (decoupled stacks), the scintillator is laser-cut at
tower boundaries, reducaing the hight shanng between towers

The ultraviolet light from the scintillator 1s collected by BBQ wavelength shifters bars (80 mgyl
Benzimidazo-benzisoquinoline-7-one imbedded 10 plexigias) The resulting green hght 1s measured in
XP 2008/UB Phillips phototubes using a Bi-Alkali photocathode. The gain (current/incident hght
quanta) of these phototubes 1s a scnsitive function of the apphed voltage, approximately the fourth
power of the apphed voltage or about a doubling of the gain for each additional 200V (in the
operating region = 1000V} These calibration of these modules among themselves and as a function
of time is mantained by a measurement of the beta and gamma radicactiaity of the depleted
uranium. This measurement is performed in between the data taking peniods using a gate time for the
charge-integrating ADC which 15 much longer than that used to record an event (10 s instead of 80
ns). The calibration constants are presented in Table 1.
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Figure 17: Overview of the calonmeters 1n the 1986 sct-up. ;

The Fe:scntillator calorimeter is made of 15 mm iron plates alternaung with layers of
scintillator of 5 mm. Each santillator layer 1s divided in 24 ‘petals’ covering 15 degrees of anmuth
each. The resulting 24 towers arce cach readout via wavelength shafter bars, and optical fibers carrying
the light to the 24 photomultiphers. For the Fe:scintillator calorimeter, it is not possible to calibrate
using the radioacuvity since the iron 1s not radicactive  For thus calonmeter, the maintamning of the
cabibration as a function of time 1s achieved by sending a fixed amount of light to the wavelength
shifter and photomultiplicr by means of a hght emutting diode  I'he intercalibration 1s achieved by

,‘ means of a ‘source scan’ whereby a radioactive source is put successively in front of each petal of the
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Figwre 8. Overview of the calorimeters 1n the 1987 set-up.

iron/scintillator calonmeter, and the current is measured each tme. Finally, the absolute calibration,
for electrons, is obtained by sending an electron beam of known cnergy (deviated for the axis of the
beam line by a powerful dipole magnet) in a few petals

Because the calibration of the Ie.scinullator calorimeter relies on three different techniques for
the intercalibration, the caibration as a function of time, and the absolute calibration, 1t is prone to
minor calibration errors Because, however, the most exact calibration is needed in this central

' pseudorapidity regon, an offline recabibration has been performed after cach runming period. The



steps of the recalibration procedure will now be outhined.

A first step 1s to unpose the azimuthal symmetry of five groups of towers. The arrangement of
24 towers 1n azmuth inude a square calorimeter produces three differenmt kinds of towers by
geometry: The ‘axis’ towers, the ‘diagonal’ towers, and the intermediate’ towers (see Figure 19) A
further division anses because four of the eight ‘axis’ towers are different, by construction, from the
four others. They have won replacing scintllator (this was needed for mecharucal reasons) in 4
upstream layer of the sandwich structure (ILAYLER2), whercas the other tour have this wron m
LAYERS, this affects the response Simularly, four of the eight diagonal’ towers have a hole’ and
four have not. The towers are numbered from 0 to 23 in increasing aamuth starting from the
HELIOS posiive X-axis (the HELIOS XY and 7 axis are presented in ligure 18) lowers
{0,6,12,18) are thus ‘aus LAYFRS, towers (5,11,17,23) are axis [ AYER2, towers
(14,7,10,13,16,19,22) are 'intermediate’, towers (2,8,14,20) are ‘diagonal with holes’, and finally
towers (3,9,15,21) are “diagonal no holey’
Using unbiased data, we can then use the awamuthal symmetry of nature on average, to deduce an
mntercalibration of towers up to tive constants. [ urthermore, the energy deposiion does not depend
on the construction ot the readout, so that the groups of towers which are 1dentical by geometn
should also have the same cnergy deposition. This reduces the number of unknowns in the
calibration to three. T'hen, knowing the relative sizes of the three groups of towers 1n %, ¢ space, 1t 15
possible to deduce that the axis, intermediate, and diagonal groups of eight towers should receve

energy in the proportion 1115 1000 0 840 With this process, 1t 1s possible to cabibrate the towers
comparatively to cach other,

There remauns one undetermined constant, the global energy scale of the MAGCAL calonmeter
For the 1986 data, this constant has been determined using an average of the energy calibrations
obtained 1n a few towers using § GeV clectrons, For the 1987 data taking, the results of the 1986
calibratton have been approximately applied in order to obtan a more precise measurement ot the
transverse encrgy at the tnggenng level. 1 or the 1987 data, wath the goad of mantaining an opttmum
conststency of the heavy-1on data scts so as to reduce systematic errors in compansons, the procedure
of offline calibration was special we chose, for each tower of the Fessanullator calonmeter, 4
calibration such that the ratio of the cnergy present 1in that tower to the cnergy in the wall
calonmeter 1s the same 1n 1986 and 1n 1987 for central collisions of '*Q on W,

The calibrations of uranium-scmntillator modules (coupled and decoupied) cannot be deduced
from the calibration constants of U Cusscintillator modules; they have been obtained from
measurernents with beams of clectrons of known energy  The clectron calibration of modules having
two sections 1s however complicated by the fact that part of the shower 1s in the electromagnetic’
section, and part 15 1n the hadromic” section There are two unknowns (the two calibrations) and an
infinity of solutions that will give back the energy of the beam on average. irstly, the high voliages
for each section have been set such that the calibration with uramum noases have the values shown

in Table 1. These values where chosen such that, by construction, we could expect a similar response
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of the uranium:scintillator modules and of the U, Cu.sanullator modules to a minimum ionizing
particle. With the high voltages thus fixed by a precise requred uranium noise, we proceed to
deterrmune the constants A and B of energy per umt charge from the photomultipher.

One solution, that might be considered the best, 15 that for which the distribution of
reconstructed energy has an average equal to the bearn energy, and the smallest possible width 1n the
rm.s. sense. Such a solution has the further advantage that 1t can be simply deduced from the
moments of the distnbutions of the signals S, and S,_, of the two sections.

n
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When this procedure 1s applicd on the sample of calibration electrons, the values of A and B give a
ratio B/A of the order of 3.3 The mummum 1s however very shallow, and depends from the sample
considered [4][75] .Another cntenon for choosing B A would be to require that the lineanty has
to be retnieved for electrons We define a measure of the hineanty by computing the root-mean-square
vanation of the rano of the average energy to the nomunal energy, normalzing the average ratio to
one. This is shown 1n Figure 20 as a tunction of B A The tact that the curve does not reach zcro,
while electromagnetic showers are hnown to be very accurately hnear, indicates that some errors exist
in the defimtion of the beam energy 1n these calibration studies.

The requurements of best resolution and electron hineanty indicate that the value of B:A should be
taken in the range 3 to 4, and the very best value seems to be of the order of 3 4. However, we must
remember that the calibration that gves the best overall resolution for signal 15 not necessanly the
most appropnate calibration 1 cach section It has been remarked [74] that the constant of
proportionality between wignal and energy deposition may change locally by as much as 30%%
Furthermore, if the intnnsic resolutions in the different sections are dufferent, this minimuzation will
be biased in favor of the section wath the best resolution

The possibility of an equal response to pions and electrons 15 more constraiung on the ratio
B/A. In fact, the clectrons deposit their energy mostly in the front section and pions mostly i the
back section, so that there 1s a quast proportionality (1n any case, a strong dependence) of e on
B/A. At both 17 and 45 GeV, ¢ = = | 15 achieved for B/A of the order of 4.

The value of exactly 4 was finally chosen [Tus preaise value of B'A, by construction of the
calorimeters, would gve a response to a miumum onzang particle (mup) proportional to the actual
thickness of scinullator that it traverses [74]  Such a choice gives us an almost ideal e/m at the
expense of only a slight degradation of the resolution for electrons with respect to the absolutely best

resolution. Once B/A 15 fixed, the values of both B and A follow from the electron calbrations, and
are shown 1n Table 1
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Table [: Calibration factors for the uranium modules.

Module type Required signal Cahbration
for uranium noise factors
equalization
pC:10us MeV/pC
U/Cu/scintillator EM 24.11 15.884
HD 70.40 63.377
Ussantillator EM 24.11 14.844 +0 634
HD 116.16 59.376 £2.535
U/scintillator EM 2411 16.191 £0 606
(decoupled towers) HD 116.16 67.765 £2 408

1) Provided by the R807 Collaboration.

2.5.1 The uranium/liquid argon calorimeter (ULAC)

The major problem 1n the operation and cahibration of a liqud argon calorimeter 15 the purity of the
argon. The contamination of the liquid argon by oxygen or other electronegative elements results in a
trapping of the charge carmers that directly affects the response.

For the HELIOS uramum hquid argon calonmeter (LLAC), the problem 15 solved by having
the liquud argon enclosed 1n a vessel cooled by hqud mtrogen, hermetically sealed and maintained at
a pressure slightly higher than the atmosphenc pressure (so that the flow from any leak will be
outwards). After a flushung, the same hquid argon 1s used for a full running period of the SPS
accelerator (approximately 3 months)

The punty of the liquid argon is checked regularly by measuning the ionization produced by a
radioactive source of a known strength 1n a test cell.

After the cahibration of the ULAC is made, 1t is maintained over a full runnming period using a
charge calibration with test pulses [76]. A system of mucro-processor controlled analog switches
distributes a precise test charge to one out of every twenty channels 1n the electromagnetic section,
and to each channel in the hadronic section. The readings of all PADC's of the ULAC, when the
electronic chain 1s excited by this test pulse, and when there are no signals at the input, are recorded
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on tape for later analyss at the beginming of each run of physics data-taking.

Incidentally, there is a provision (a computer control of the gain in cach umt) to equahize the
peaks of the response to the test pulse of all the channels However, the peaks for various channels
do not occur precisely at the same time, and it was chosen mnstead to equahize the magmtude of the
shaped signal at a fixed time after the injection of the test pulse This chowce results in an
optimization of the performances of the Energy Flow Logic (FF1) system, since this system samples
the shaped voltage at a fixed ume. The gan adjustments of the individual channels is then made to
equalize the response to a test pulse at the level of the 'LLTOT FADC. The gan tor cach PADC is
then different, but thesc vanous cabibrations arc recorded and used in the analysis, as we saw 1n the
previous paragraph.

Both the electromagnetic and the hadronic sections of the ULAC have a repetitive structure of
uramum, hqud argon gap, readout plane, hiquid argon gap, (uranium and repeat...) The uranmum is
depleted and 15 |.7mm thick 1in the electromagnetic section and 3 4mm thick in the hadronic section
(this thickness 1s obtained by the assembly of two uramum plates) T'he hquid argon gaps are 2 0 mm
in the electromagnetic part, and 2 5 mm 1n the hadronic part  The readout planes are 1.7 mm thick
and are pnnted boards with three layers of copper. The muddle layer 15 providing the high voltage,
and the two outside cooper lasers define the read-out

The clectromagnetic section of the LLAC starts 4.2 m downstream of the target and has a 5 cm
diameter hole to permat the projectle fragments and nucleons that have not interacted (so-called
projectile spectators) to go through the region of the electromagnetic section without interacting. The
hadronic section, immediately behind the electromagnetic section, has no holes The clectromagnetic
section has 1920 towers (arranged mside a 35 by 35 square gnd, as shown in 'igure 21), most of
them 2 by 2 cm? except for larger guard arcas around the penphery of its aceeptance, and has 2
floors; The most upstream floor has B radiation lengths and the most downstream floor has 12
radiation lengths T'he hadronic section has stnps 25 ¢cm wide, 1n the x and in the y direction
(standard HELIOS coordinate system), and 1s divided in depth into 3 floors cach about 1.5
interaction lengths deep.
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Figwre 21 The geometncal arrangement of towers i the electromagnetic part of the
ULAC. There are 4 sorts of towers: a) normal b) half sizc ¢) double size
d) veto pads.

2.5.2 The calibration of the uranium/liquid argon calorimeter

The ULAC was calibrated with clectron and pion beams of momenta 17, 45, 70, and 200 GeV/c in
the HB beam lhine. The electron pion selection in the sccondary beam is done at the tngger level using
a 6-fold comnadence of two nng-imaging Cerenkov detectors (CEDARSs) and was improved offline
using the signals from the transition radiation detector as well as the longitudinal shower profile to
obtain uncontaminated pion and electron samples The calibration showed an e/n ratio of about 1.1.
The energy being measurcd by considering an electron calibration, the distnibutions are corrected for
the effect of the e/n by Monte Carlo procedures (see section 3.7 ). Since the ULAC 1s sitting on a
movable platform, it is possible to make the beam impinge outside of the 5-cm-hole in the
electromagnetic secuon It was observed that the resolution and e/ charactenstics of the combined
electromagnetic and hadronuc sections are very sirmular to the corresponding numbers for the hadromc
section alone, a result that could be cxpected f we admit that these characteristics are mostly
determined by the nature of the matenals. The fact that the e/7 is noticeably different from 1.0 was




to be expected for an uranium calonmeter without hydrogen atoms in the read-out [77][78].

Further measurements have shown that the em ratio vanes as a functuon of the mtegration ime.
In particular, the fast online measurement of the energy contaned in the ULAC using FADCs has a
time constant dufferent from that of the PADC’s used offline. As a result, the online e/n 1s different
from the offline erm Ths introduces complicanons in detemining the optimal cahibration for missing
energy studies. In 1987, the mussing energy studies were using a set of weights that mummuzed the
rm s. width of the calonmeter response at the tngger (online} level This vanation of e m has only
munor effects on the forward transverse energy tngger 1t causes some loss of correlation between the
online and otthne transverse ¢nergy, but the contnbution ot that etfect 15 not dramatically larger than

that of other effects (uranium nose 1n the UCAL, slight mismatches between the online and offline

weights, the addition under the square root sym, ete. .)

2.6 The energy flow trigger system.

The exact energy flow charactenstics of an event can only be obtained by reading out all the charpe
integrating ADC’s which takes several milliseconds, not to mention several milliseconds of computing
time on the online computer to retneve the charactenstics of the event In contrast, the signals
produced by the calonmeter have an actual duration of the order of a mucrosecond. In order to have
the best posaible statistics on the rare events, the bearn must obviously have the hughest possible

intensity, and the hmit 15 gven by this duration of a mucrosecond It results that only a fraction of
the events can be read-out.

The cnergy flow system, by providing the readout and the caleulations in less than one

mucrosecond, increases substantially the number of rare events that can be collected per untt of time,
Three kinds of rare events can be collected cfficiently using three energy flow tngger subsystems:

First, the ETOT trigger sclects events with large ‘musang’ cnergy  The term ‘mussing’ means
‘carried by particles that do not interact 1n the calonmeter’, such as neutninos and muons. Rare
proton-nucleus events with energetic muons and neutnnos (from leading charmed baryons) are
efficiently collected with this 1. TOT tngger 1 the context of the lepton physics programme I only
one muon 1s present, a so-called muon-update of the total energy will make 1t possible to be sensitive
only to the energy camed away by the neutnnos In the context o1 heavyv-ion collisions, the hardware
for this tngger has been used for a very different goal The energy from only the external calonmeter
is used for the selection, and the requirement of a mimmum ETOT energy 1n the external calonmeter

yields a sample sigmficantly ennched tn antiprotons (an antiproton releases a least 2 GeV when
anmhilating).
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Secondly, the PT trigger selects the events with large ‘missing transverse momentum’. The sum
of the transverse momenturn vectors of all the particles in the event should be zero, but this needs
not be the case if a neutnino carries a large transverse momentum. The tngger works by building a

two-component transverse momentumn vector, taking its magnitude, and companng it to chosen

thresholds. In the context of the lepton programme, this 15 again a neutnno tngger, but with a taste
for large transverse energy ncutnnos rather than for energetic neutnnos. In the context of heavy-ion
collistons, this trigger could have been used to select events with a large collecive motion that

produces large local imbalances of transverse momentum 1n each half of the pseudorapidity domain,

Third, the cvents with large transverse energy. In hadron-nucleus collisions, the transverse
energy 15 a fundamental probe of the dynamucs. As we will see, 1n heavy 1on collisions, transverse
energy is someumes a probe of the dynamics (1n the extreme end of the distributions) and sometimes

a tool to vary the impact parameter {for most of them having medium transverse energies).

The strategy to realize the systern in hardware has been to do hinear, and analog, processing, of
the ETOT, PX+, PX—, PY+, PY~, and ET signals from each calonmeter separately, then to do
the summing of the various calorimeters, subtraction of PX~ from PX+ and of PY ~ from PY+

in a digital electronics realization. Then, the non-linear operation needed to extract PT from PX and

PY (PT=~ PX 4'1;)”3) 15 done with a dugital clectronics involving several look-up tables. Finally an

adjustable digital comparator 15 used to take the decision to take or reject the event in conjunction
with the rest of HELIOS tngger logc.

Let us first look at the analogic summaton chain for the UCAL. The current from the
photo-multiplier tubes s spht using a resistor array with matched impedance. Two thirds of the
current go to the charge-integrating ADC'’s, and one third enters the EFL. We rely on current, rather
than voltage, to carry the signals through the many cables between the vanous summung units, and

we maintain impedances of 502 at both ends each tume a signal has to travel inside a cable.

The signals enter X1 umts The very first stage 1s a passtve element, a resistor. Each resistor
corresponds to a weight, either ETOT, ET , PX or PY, and the conductance of each is proportional
to the weight. A fifth resistor ‘RS wath a precise value is connected to the ground; it is needed to
produce a parallel resistance of exactly 50 ohm at each input.

11 1 1 ! !

R5 S0  RETOD  RED RPX) RPN

Note that a zero weight is obtained by no resistor at all. The currents travelling in the resistances
corresponding to the 4 signals arc then amplified by a series of ‘current mirror’ electronic circuits.
Since the ETOT weight is always one, the ETOT resistor always has the same conductance, one
exception being the central tower of the ersatz, for which there 1s a conductance which is a factor 4
larger to compensate for the fact that the calibraton of that tower is reduced by a factor of 4.
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The analog summung chain consists of four kind of electronic modules. A X1 summing umt
collects the currents from a 48 photomultiphers (up to 4 stacks of a given section of a given quadrant
of a given calonmeter), and, multiplying by the weights, bullds ETOT, PT, PX and PY analog
signals. We do not need to indicate the sign for the 'PX’ and 'PY’ symbols since the sign 1s
unambiguous 1nside one quadrant. The individual weights are deterrmuined by resistors inside the X1

boxes. In addition, there is a test input with a unit weight for each of the ETOT, ET, PX and PY
quantities.

The signals from up to four X1 unns are summed 1in a X2 unut. At the output of the X2, are the
four quantties (ETOT,ET,PX,PY) for one quadrant of one scction (electromagnetic (EM) or
hadronic (HD)) of one calonmeter. There 1s a special copy made of the ETOT signal for a system of
monitoring of the time evolution of the signal called the Istory ADC’s (HHADC). A computer
controlled gain sclection 1s performed in cach £2. Fach quantity of each X2 has a normal gan, and a

speaial gain suntable for heavy-ton running However one must note that during heavy-ion running,
not all £2’s are attenuated.

A X3 conssts of 6 channels and performs the summation of all the quadrants of a given section
(HD or EM) of a given calorimeter. The 6 resulting signals are called: (PX+, PX—, PY +, PY —,
ETOT, ET).

A X4 is actually identical to a X3, but its function 1s different. It performs the summation, for
the six quantties, of both sections of a calonmeter There 15 one such final summation module for
each calorimeter, except the ERSATZ. All these units use fast transistors (2N3904, 2N3906) as

current amphfiers with unit gain. The design insures a linear response for currents up to 5 mA.

In order to transm't the summed signal to the counting room where they will be used for the
trigger, the signals are transformed by accurately lhinear differential dnvers. The recewved signals, at the
end of the 65m cables, are then given a bipolar 'S’ shape with shaping amplfiers. The signal then
goes to a buffer amplifier to produce a voltage sutable for thc FADC from the current-driven
shaping amplfiers. A tnmmung pot (10 turns) makes a fine adjustment of the gain to be done at this
stage. This adjustment 1s necessary to comp.nsate the errors 1n gain of a few percent that accumulate
through the chain of amplfiers. These tnmming pots were adjusted 1n August 1986 dunng special
EFL calibration runs after the tiimng was established, and have not been touched since then. The
signals are finally sampled by the FADC's,

The gains unplemented 1n the chain were multiplied by special factors for the various runming
penods, as summarized in Table 2. The factors built into the hardware at various stages were chosen
to fully exploit the dynamuc range of all channels. At the X1 level, the factors are implemented
directly in the weights (i.c. in the beam, the ET weight in the hadronic section is 8 sinf instead of
sinf). At the 22 level, the factors are implemented by deviaung a fraction of the current. The current
reduction factors are computer-controlled by analog switches called X2 attenuators” The X3, £4, and




differential dnvers have the same gans for all channels. Then the gan factors of the shaping
amplifiers is shown as the third entry of Table 2. Next, the factors at the FADC level occur because
some of the FADC’s used are 9-bit ADC’s producing 4 counts per 10 mV instead of | count per 10
mV for the majority of the FADC that are 7-bit.

The product of the electronic gain factors 1n the Energy Flow (EF) summing chain is also shown 1n
Table 2 for all paths. The cahbration of the calonmeters, in other words, the charge produced by
unit energy, determined by the high-voltages applied to the photomuluipliers, 15 also modified dunng
the heavy-ion running penods. This is 1n order to match the dynamic range of the charge-ADC’s
The product of the factors applied to the EF chain, and to calonmeter calibration, 1s such that 1
GeV of ETOT corresponds to | FADC count, | GeV of ET corresponds to 2 FADC counts, and 1
GeV of PX or PY corresponds to 4 FADC counts During heavy-ion running, this is modified so
that 2 GeV of PX or PY correspond 10 1 FADC count, 4 GeV of ET correspond to 1 FADC count,

and 8 GeV of ETOT correspond to 1 FADC count in 1986, while in 1987, 20 GeV of ETOT
correspond to | FADC count.

The hneanty of the whole chan is tested injecting 30 ns pulses in the test input, and after they
travel through the summation circuitry, the response is measured in the FADC. The result of such a
test is shown in Figure 22. Despite the very large complexity of the linear summation system, and

about 150m of cables, the whole chain 1s linear within 1%9% The long-term stability of the gain is also
of the order of 1%

In order to test the summation umnts, an electronic test set-up under CAMAC control was used,
shown in Figure 23. Its prninciple 1s to use ‘Wide-Band Routers’ (electro-mechamcal relays) to
transfer test pulses either directly to a £3 connected to a charge ADC, or through one of the 48
mputs of a 21, to the same X3. In this way, the current gain of any given X1 channel is directly
measured. The resistors with 5 percent tolerances that are used to establish the gans are not usually
sufficiently precise, so that several modifications of the resistor values are normally done to achieve
precisions of the order of 1%. A ‘certificate’ is granted to a summung unit only when the weights are
all within 1 percent of specificd values Most of the X1 umts were adjusted and given certificates 1n
1985. In 1986, before the data-taking penod, the weights mn the 21 of the MAGCAL were found to
be erroneous, so a modified version of the above test set-up had to be rebuilt. The MAGCAL X1
were then modified and given new certificates. The compatibility of the old and the modified test
set-ups was checked with a X] of the WALL calorimeter. Further documentation of the
performances of the EFL can be feund i1 {74).

In the ULAC, the energy flow summing is first an analog passive summing at the board level. In the
liquid argon calorimeter, unlike in the scintillator calonmeters, the same cable brings both the signals
for the fast EFL. and for the slower but more precise measurement by PADC’s. The signals are
received on amplifier boards located in the counting room; each board, which controls the
amplification of 24 signals, contains resistors to make the ETOT, ET, PX, and PY signals in the case
of a board connected to towers in the electromagnetic section of the ULAC; only ETOT and either
PX or PY signals are produced in the case of a board connected to strips in the hadronic section of




Table 2. Summary of the factors implemented electronically in the summing

The numbers in parentheses represent the modified gains during 1on running. When there
are two numbers, the first is for 1986, the second is for 1987. When there 1s no parenthesis,
it means that there is no change for heavy-ton running. 'he EXTERNAL and VETO

entries arc the same as the corresponding BOX entnes.

Path P | 32

amp.
BOX HD ETOT 1 1(1/8,1/20) 8
BOX HDET 1 1(1/8) 16
BOX HDPXPY | 1(1/8) LY}
BOX EM ETOT 1 1/4(1/32,1/80) 8
BOX EMET 1 1/4(1/32) 16
BOX EMPX,PY 1 1/4(1/32) kY)
WALL HD ETOT 1| 1(1/2,1/10) 2
WALL HD ET 1 1(1/2,1/4) 4
WALL HD PX,PY |  1(1/2,1/4) 32
WALL EM ETOT | 1/4(1/8,1/40) 2
WALL EM et 1 1/4(1/8,1/16) 4
WALL EM pt 1 14(1/8,1/16) 32
BEAM HD ETOT | 1(1,2/5) 2
BEAM HD ET 8 1 2
BEAM HD PX,PY 8 1 4
BEAM EM ETOT /4  1(1,2/5) 2
BEAM EM ET 2 1 2
BEAM EM PX,PY 2 1 4
ERSA HD ETOT 1 1 2
ERSA HD ET 4 1 4
ERSA HD PX,PY 4 1 8
ERSA EM ETOT  1/4 1 2
ERSA EM ET 1 1 4
ERSA EM PX,PY 1 1 8

shaping FADC

P - i — o B = B

— et Pu e e B

EF chain
gain

8(1,2/5)
16(2)
32(4)
2(1/4,1/10)
4(1/2)
8(1)

8(2,8/5)
16(4,8)
32(8,16)
21/2,2/5)
4(1,2)
8(2,4)

8(8,16/5)
16
32
22,4/5)
4
8

16
32

Calib-

ration

1(1/2,1/4)

1(1/2,1/4)

1(1/2,1/4)
42,1y
4(2,1)
42,1)

1(1/8)
1(1/8)
1(1/8)
4(1/2)
4(1/2)
4(1/2)

1(1/8)
1(1/8)
1(1/8)
4(1/2)
4(1/2)
4(1/2)

]
i
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Figure 22: The number of counts of the FADC for the WALL transverse energy
versus the number of counts of the Digital-to-Analog Converter (DAC)
generating a test signal. The observed lineanty of the combined DAC
pulser and energy flow chain is better than 1°6; the lincanity of the energy

flow chain alone is at least as good.

P—

the ULAC. For every 20 boards, i.e. one per crate, the energy flow signals are merged on a common
backplane connection and amplified by a specialized board.

The summation is finally completed by ‘Linear summing uruts’, that merge the signals from up
1o 4 boards (but are distinct from X3 and 24 uruts) followed by ‘programmable attenuators’, that
provide up to 100 decibels of attenuation under computer control. The output of the ‘programmable

attenuators’ is then connected to FADC’s of exactly the same kind as the ones used for the
scintillator calorimeters.
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P 2 ¥

part of thus tree 1s shown in Figure 24

For the hadronic pant of the ULAC, 1t 15 necessary to combine the signals from the sinps (P

The energies of the vanous calorimeters (scintillator, liquid argon) are summed digitally using
the outputs of the FADCs. Tlis final stage of the energy flow system 1s the digital summing tree, a

X!

P ., P, ) to abtan the contnbution to the transverse energy. The addition under the square

root sign, which 1s needed to reconstruct properly the transverse energy when there 1s a single

secondary particle reachung the hadronic part of the ULAC, 15 inappropnate for several particles.
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adders arc used to sum the transverse energy from most of the
calorimeters For the hadromic part of the ULAC, a squarer, and a square

root module are necessary to implement £, = \/r(Pl PP PY

Fortunately, for very large numbers of particles such as the ones met in heavy-ion collision, the error
is relatively harmless. When the number of particles is large enough, P, + P . xP  +P _, so that

the computation of the forward transverse energy is almost linear;

, 2. 2, |
V(P +P_ ) ~r-(Pwﬁ-Py”)-w:—,;é-(l’x‘-i-l’x_-0-}"\”-0-1’)'_)
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2.7 The external spectrometer

An ideal detector for heavy-collisons would give us the idenuficauon and the exact momentum of
each secondary particle. In the HELIOS expenimental set-up, we attempt particle identification and
precise momentum measurcment 1n a small part of the phase space only. a window 1 n,¢. The edges
of the window arc dictated by the edges of the calonmeter shit, and by a copper wedge In a fidumal
area smaller than the physical size of the sht, the exact anale ot the track, its momentum, 1ts charge
and mass, and 1ts energy arce recorded The exact angle of the track 1 obtained from the position of
the hits in the wire chamber DC4 (see bigure 235), usang the known posion of the target. [he
segment reconstructed in IXC4 15 used as a check that the track comes frem the target The posiion
of a track 1s obtained by a measurement of charge shanng (precimon 1 em in the y-direction) and of
drift ume (preasion about 180 mucrons 1in the x-direcion) ['he momentum and charge of the
particles arc obtained by a measurement of the bending under 4 magnetic field of a strength of 0 7T,
acting on a distance of ® 36 em to provide a transserse hich of 75 MceV ¢ The bending 1s measured
50 em downstream of DC4 by the DCS wire chamber huving the same resolution charactenstics as

DC4. 'rom this, we see that momentum measurements will be possible up to an absolute maximum
500
0180+ 2

momentum of 75Mel e 150GeV  The resolution becomes insuthicient tor rehable parucle

identfication at a lower energy The measurement of the mass takes place via a tume-of-flight
measurement. The clock, measunng 1n (0 25 ns units, 15 started by the small bean counter santillator
used for the defimtion of the beam, and 1s stopped by one of several 10} sanullators. The TOE
resolution 1s 500 ps A complementary measurement of the veloaty, important at veloaties close to
the speed of hight, 15 provided by aerogel threshold Cerenhov counters The energy of the particle 1s
finally measured 1n a calonmeter (EXTFRNAL) stmidar in nature to the BOX calonmeter. The
measurement of the deposited encrgy does not have sufficient precision to allow the deduction of the
mass by companson with the momentum, except in the case of antiprotons.

The acceptance of the external spectrometer 1s extended to photons by the use of a converter of a
length which represents 5% of one radiation length  The converter 1s sandwiched between two planes
of multiwire proportional chambers, so that it can be made certain that the conversion of the photon
1nto an ¢’e  par took place in the converter and not upstrecam  'he momentum of both the
electron and the positron are measured as any other charged particle in DC5 Tie energy of the

photon 1s then the sum of the energy of the electron and of the pos tron.
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Chapter 3

Data reduction and analysis

In this chapter, we will descnibe how we rejected a fraction of the events that do not onginate 1n
the target, while mainraiming a good cfficiency for the events cormng from the target. We wall then
summanze the analysis methods used and developed to extract precise information on the energy
flow, the cross-section. and the multiphiaty, trom the raw data provided to us by the detectors. This
inclydes discussions of the methods of construcuon of the transverse energy and discussions of the

correcions which must be applied, deduced by simulating the calommeter response by runmng
Monte Cuarle sunulation programs.

3.1 Selection of 'O and 32S interactions in the target

Because of the changes in the set-up and improvements in the performance of the detectors, the cuts
on the data in 19%6 and 1987 arc different. In cach case, we have designed two sets of cuts, cach
aimed at a particular goal. 4 large efficiency cut, designed to measure cross-sections accurately, and a
stricter cut, which does not accept 100% of the events occurmnng i the target, but which almost
totally elimunates the background That second cut can be used in the making of psecudorapidaty

distnbutions of transverse energy, for which a subtraction of the background would be difficult and
inaccurate.

Let us first conuder the intensity and composition of the beam. T'he oxygen beam data taken
with the Al, Ag, and W targets correspond to an integrated inadent flux of 8 5 x 108, 4.8 x 10® and
1.6 x 10° nuclei at 60 GeVinucleon, and to 7.9 x 10%, 38 x 10% and 23 x 10% nucle: respecuively at
200 GeV/nucleon inadent beam energy Simularly, 1in 1987, with *2S beam, the integrated fluxes on
Al Ag, W, Pb, Pt, and U were 5.11 x 10%, 1.17 = 10%, 626 x 10%, 7.3 x 107, 1 11 x 108 5.2 < 107
respectively, while the integrated flux of '*O on a W target has been 48 x 107. A fraction of the
ions of the prnunary beam get broken into nuclear fragments duning extraction from the mamn
accelerator ring to the beam transport line of the expenment. In penipheral collisions with nucler in
the collimators, the spectator nucleons can remain with essentially the same momentum per nucleon

as the incident nucleus. Vanous nucler smaller than the primary heavy-ion are produced in the
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forward fragmentation region  If, in addition. these have Z.A =0 5, they will have the same ngdity
as the accelerated 1ons **Q and *2S, and therefore will be bent and focussed in exactly the same way
as the ‘pnmary’ ions. The secondary particles produced in the upstream interactions do not usually
cause an interaction tngger [nstead, the mteracuion trgger, the transverse energy and muluplicity,
result from the terhary particles produced when the 10n having first undergone spallation, interacts 1n
the target reqmion  Everythung happens as if the beam contained a componem of 10ns with different
charge and energy. In the calonmeters, we then observe a mass spectrum’ of inadent 1ons. [tus 18

shown in Figure 26 for oxygen 1ons of 200 GeV nucleon in 1986, and 1n Frgure 27 for sulfur 1ons of
200 GeVinucleon in 1987
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Figwre 26: The distnbution of energy of the wncdent 1ons of 200 GeV nucleon 1n the
1986 set-up. The peak corresponding to A=8 15 actually due to the

‘E superposition of two “lHe particles in the beamn.

Fortunately, 1t was observed that at the target, the nominal ion charge represented = 94% of the
incident flux in all cases (60 and 200 GeV/nucleon '°Q and 200 GeV/nucleon ¥?S beams).

Some of the interactions occur in the scintillator that measures the ronization of the beam. It must be
noted that with heavy-ion projectiles, an mteraction does not always cause an increase of the
ionization, since the onginal ionization of a relativistic heavy-ion 1s quite large. For instance a sulfur
collision producing 100 munimum-ionizing secondaries would cause a duminution of the ionization
(16*= 256—-100). In contrast, for a proton, an interaction necessarily results in increases of the

multiplicity and of the ionization. For heavy-ions, an interaction can also result in an increase of the
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32§ runnuing penod  The beam also contains some 1ons with A less than

22, in particular *He, but they do not appear here since a minimum

iontzauon in B3 1s requared at the tngger level.

ionization, if the multiplicity of secondaries is large, or if very ionizing slow fragments are released
(‘black tracks?). It is thus conceivable that some interactions will leave the measurement of the
ionization unaffected, cither if the total 1onization of the secondaries is close to the ionization of the
projectile, or if the incident nucleus interacts close to the downstream side of the plastic scintillator,
or if the interaction occurs in the alurmnium wrapping the scintillator on the downstream side.

Both in 1986 and in 1987, the first cut consists of 1solating a “‘window” in the plane of measured
total energy and measured energy loss by ionization in the scntillator In 1987, because of the
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instabilities in the scintillator far upstream from the target, and since the 1onization in the scintillator
B3 immeduately upstream with respect to the target 1s already tested at the tngger level, only a cut on
the total energy 1s used in the first analysis cuts. An offline cut on the ADC connected to B3, that

improves and tightens the online cut, 15 made in the next stage of the offline analysis, that we will
descnibe now.

3.1.1 Non target interactions in the vicinity of the target.

Further cuts are introduced to remove mnteractions 1n the low-Z matenals surrounding the target.
These cuts differ for the 1986 and 1987 data-taking runs.

In 1986, the removal of the spunous interacions was based on the recognition of the
pathological properties of these events. At low transverse energy, these cvents, resulting from
interactions 1n the downstream part of the beam counter. in the air, and in the support of the

multiplicity counter, are not distinguishable from interactions 1n the target However, as £, nses, they

exhibit mncreasingly recognizable pathological properties, for example, an interaction 1n the RING
(silicon nng detector) mves no detected multuplicity m the RING, but huigh mulupliaity in the PAD,
and large £, 1n the pseudorapidity regmon overlapping the RING We can profit trom such behaviour
to develop sunple empinical cuts By companng the empty target data wath the data taken wath a
target, we define allowed regions in the correlation plots of Ep, the muluphaty in the RING and the
multiplicity 1 the PAD. In Igure 28, we show these correlations for empty target and with a 0 1
mm target, and the cut regions that we have defined

In the sulfur data, the three nng counters prowvide an cfficient way of recognizing upstream
interactions Theretfore cuts of the transverse energy compared to multiplicity arc not needed. he
upstream 1nteracuons are recognized because the secondanes that they mve-off, travelling n straight
line through the three counters, will produce hits at the equivalent positions in the three RING
counters, since these detectors are all built symilarly.

The pattern of hits in the three RING-counters is used offline to recognize and remove
upstream interactions which show easdy recognizable correlations of the hits in RING1 and RING2.
A table 15 made of the RING2 clement which corresponds the most in this respect to each RINGI
element. When there 1s a hit in RING1 accompanied by the corresponding hit in RING?2, it is called
a ‘matched hit’. By counting the number of hits in RING1 that have a matching hit in RING2 and
companng with staustical expectations, we build a lkehhood funcuon C,, that represents the
probability that a random distribution can account for the number of matching hits seen. This
function has very small values for most of the upstream interactions. For cross-sections, we have
chosen to impose a cut on this probabdity function at 0 05, which leaves at least 95% efficiency for
interactions in the target. For the making of pseudorapidity distnbution, the threshold was instead
0.20, in order to obtain a large background reduction at low transverse energies. A scatter plot of
C,, versus the transverse energy in the range —0.1 < »n < 2.9 is shown in Figure 29 (for a 0.2mm
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W target) and 1in Figure 30 (for no target). By removing events with C,, less than 0.05, we achieve

an optimum separation of the events in target and non-target. We remove non-target and target
events with a level of confidence of 90 %.

Fro 250 GeV| |

Figure 29: Lego plot of the transverse energy in the backward region (horizontal) and
the likelihood function C,,. The beam is *?S at 200 GeV/nucleon and the
target is 0.2mm W. The background is seen at low values of C,, (£0.05).

In addition, in order to remove the events where the pnincipal collision is in RING1 or RING2,
there is a cut on the comparison of the raw multiplicities in RING3 and RING1. The events are
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Er 250 GeV

Figure 30: Lego plot of the transverse energy in the backward region (horizontal) and
the lhikelihood function C,,. The beam is *?S at 200 GeV/nucleon and
therc 1s no target. There are however spunous interactions, mainly many
upstream interactions efficiently recognized by their low likelihood C, ;.

rejected if:

mult.(RING3)=1.1 x mult(RING1)+ 10 and mult(RING1)<40 ;  all but Al target




mult (RING3)>5.0 x mult (RING1)+ 40

: for Al target

3.2 The distributions of raw transverse energy.

3.2.1 The E trigger efficiency

We have secn that a fraction of the data was taken by requiring a large transverse energy Epgin
the region —0.1 <% <29, The number of thresholds used depends on the target element, because
the strategies for obtaining as much statistics as possible per unit time, in all regions of Exp, are
different in each case. The number of thresholds has been 2 in **S-W data taking and § in °Q-W
data taking, for instance From each trigger then results a differential cross-section for the production
of E., while satisfying the threshold condition. Three such distributions of backward transverse

energy Ep are shown in Figure 31, 1n the case of a W target with a 200 GeV/nucleon *S incident
beam.

Similarly, four distnbutions of full-n transverse energy are shown in Figure 32, for a sample of *2S-Pt
collisions having an online requirement for a large transverse energy in the doman of pseudorapidity
—0.1 <7 <2.9. In both cases, the shape of the distnbutions results from the convolution of online

FADC distnbutions, which have a sharp starting edge due to the ingger requirement, with a
Gaussian smearing,.

In the case of the distributions of backward transverse energy, this Gaussian smearing is
instrumental: the width of the distnbution of the asymmetry between the FADC's and the charge

ADC’s is mostly due to the uranum noise of the calorimeters, and partly to errors in the online
implementation of the weights.

In the case of the distributions of forward transverse energy, the source of the smearing 1s the
uncertainty on the forward transverse energy for a given backward transverse energy. The width, in
this case, is not entirely due to instrumental effects but is affected by the physics of the collision itself.
However, the forward transverse energy is observed to be Gaussian fluctuating around a value
determmined by the backward transverse energy. Although the magnitude of the fluctuations are

different, the physical fluctuations pose no particular problem, and were treated in exactly the same
way as the instrumental fluctuations.

The result of convoluting the product of a slowly varying function and of a step function with a

Gaussian is the slowly varying function multiplied with a nommalized ermror function

P (E;— E‘,‘(q‘t(l;x::shold)) ). The error function is precisely the integral of the Gaussian:
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and is related to the standard error function erf(x) by:
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P(x)= 5

The systematic error, which is made by replacing the cross-section with the cross-section constrained
by an online requirement, is measured by the difference of this function P from one.




The final distnbutions of transverse energy are made by combining the several curves, selecting
always the curve corresponding to the highest threshold as soon as the online requirement of
transverse energy does not cause a too large systematic error. Numencally, we are allowed to consider
that the systematic error 1s negligible provided 1t is an order of magnitude less than the statistical
error. Given that the largest counts 1n a bin are tn practice of the order of 10 000, corresponding to a
statistical error of the order of one percent, a systematic crror of 01 %5 was considered neghgible.
Because P(x)=0.999 corresponds to x=3.1, this ‘offine threshold’ sits at 3.1 standard dewviations
above the value of transverse energy comesponding to the onhine threshold. [his corresponds to
about 8 GeV for backward transverse cnergy distnbutions and about 25 GeV for distnbution of
transverse energy in the pseudorapidity imterval —01-<»n <5% These numbers are quoted for
illustration purposes, since anyway the requred offset of the ofthne threshold with respect to the

online threshold is determined in each individual case by the local width of the difference between the
two quantities.

3.2.2 The subtraction of empty target contamination

Most of the non-target interactions arc identified by our carcfully designed cuts. However, the low
multiphcity interactions are very hard to identify. Some events with low transverse energy survive the
cuts when no target is present. The distnbution of transverse cnergy of these ‘unremovable’
non-target interactions is subtracted from the target-in distnbutions to correct for the presence of
these non-target interactions  As an example, we consider the “‘unremovable’ non-target interactions
produced when a ?2S beam hits on a W target in the 1987 set-up  The fraction of interactions due to
this unavoidable background 1s shown in Figure 33 as a function of £} in the pseudorapidity regon
—0.1 <9 <2.9, and in Figure 34 as a function of £, in the pscudorapidity region —0.1 <y <55 The
cut on the corrclation of the three RING counters ensures a total suppression of the background
above 50 GeV m the pseudorapidity region —0.1 <y <29, or 90 GeV 1n the pseudorapidity regon
—0.1 <n<5.5. Prior to the cut, the background extends beyond 200 GeV.

It 1s seen that we have achieved the condition that the target events represent more than half of the
events after the cuts. For the '°0 beam n 1986, at both incident energies, the remaining non-target
contamnation vaned from about 75% at Ep® 10 GeVto < 1% at Ep > 50 GeV.
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remaining non-target contamination for the data taken with W targets with
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3.3 The absolute normalization of the cross-sections.

The final differential cross-sections (in mb/GeV) make use of a value of flux, called the effective
beam, which is the total number of beam particles detected while the acquisition system is active.
This is less than the actual number of particles that arrived, because of the time that the online
acquisition system is busy. The effective beam is further dimunished in the analysis, to reflect the fact
that the analysis rejects the 10ns that do not have the normunal charge or mass, that some events (<

0.01 %) are lost at random due to problem in the online acquisition software. We thus have

da _ L,
-d—é-; (mb/GeV) P X

dN

1
hex dET
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The target thicknesses are  calculated 1in the thin  target approximation  as
1= (N, L)Ax 10" (inmb ') where p is the density in grzem?, N, 1s the Avogadro number of

atoms per mole, L 1s the thickness of the target 1n cm along the beam direction, and A is the atomic
weight in gr-mole.

3.4 The pseudorapidity distributions of transverse energy.

In the LCAL and in the electromagnetic pant of the ULAC, the read-out of the energy deposition is
made by arrayvs of towers  The hermetie calonmetry means that for cach polar and asamuthal angle,
the particles will meet the tront tace of a tower 1 quivalently, the plane of pseudorapudity and

aamuthal angle 1s completely filled by the front faces of the towers, as can be seen in bFagure 35

For the santillator calonmeters (L CALY, the waghts unplemented 1in the hardware of the LFIL,
and the weights used in the offhine analysis are not exactly the same The small differences, less than
5%, arc due to mmprovements in the knowledge of the pertormances of the calonmeters that have
occurred after the hardware was nstalled, and of course to unpertections i the  electronic
amplification chain  'The weight to be attnbuted to a given tower 1s not simply the sine of the angle
of the gecometneal center of the tower, but rather a weghted average of the sine of the angle of the
particles that have contnbuted to the energy measured in that tower in Monte Carlo simulations of
the detector.  The weight of each Monte Carlo particle 1 simply the energy contnibution.  That
method gives a better precision on the measurements o transverse energy, provided the Monte Carlo
siunulation generates a pseudorapidity distubution of transverse energy close to reality  In particular,
it is casy to sce that the weight of one tower differs trom the sine of the angle of the geometncal
center of that tower by an amount that depends on the local slope of the pscudorapidity distnbution.
The more positive the slope of dF.,. dn, the more the effective center of the tower 15 at a smaller angle

than the geometncal center, and the weight should be reduced

The code HHUET was used to generate the mput pseudorapdity distnbutions of transverse
energy and partcle composition.  Its dE,dn 15 only shghtly different from the actual one 1n the
region of pseudorapidity -~ 0.1 <n < 2.9 The fact that the weights are thus not exactly the optimal

ones results 1 a shght degradation of the resolution of the transverse energy resolution.

A Monte Carlo [79] was used to simulate the calonmeter response for the calculation of the
weights implemented 1in the LFL, and the PROPHET Monte Carlo program [80] based on the
GEANT simulation program together with a parametnization [ 817 of the longtudinal shower profile
was used for the calculation of the optumal weights used i the offline analysis. The latter simulation
program 1s also used to calculate the final corrections of the transverse energy.




The pseudorapidity distnibutions of transverse energy are made from the contnbutions of all
towers to the transverse energy by attnbuting each of them to one bin. With a very large granulanty,
this attribution would be unambiguous. A smple method to choose the pseudorapidity of all towers

would be n= —In(tan(6,/2)) where sinf, 1s the weight for transverse energy. This method
unfortunately produces accumulations of channels, and gaps; 1n particular, as a example of gap, there

would be no description of dE/dn at the pseudorapidity where the BOX and WALL calonmeters
meet.

It was chosen instead to attribute the transverse energy of towers »ccording to the 7,9 map
shown in Figure 35. When the front face of a tower 1s entirely contanea' in a #-bin, its transverse
energy is entircly attributed to that bin of dE<di. When the front face of o tower 15 shared between
several bins, the transverse energy contained 1n that tower ts sphit accordin + to the fractions ot the
area of the front face of the towerin the 7,¢ space overlapping the vanous b
In general, the contnbutions to the transverse energy of the towers are binned not only ccording to

pseudorapidity, but also according to azamuthal angle. Por the present analyses all aamuthal angles
are simply added together.

This splitting of transverse energy between bins obviously degrades the #-resolution, but
improves the local uniformuty of the distnbution Note that the finite size uf hadrome (and
electromagnetic) showers, and the light shanng i light-coupled stacks also degrades the n-resolution

This smeanng of the transverse cnergy deposition s panly corrected for 1n the Monte Carlo
correction procedures

What was said above regarding the towers of the scintillator calonmeter also applies to the
towers of the electromagnetic section of the ULAC. The only difference is that the weighted sine of
the angles used to produce the £, weight of a tower 1s computed only with photons, in order to

optimize the resolution for these. As a result, the weights differ only infinitestmally from the sines of
the geometncal centers of the towers.
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Figure 35. The face of al towers of the HELIOS calonmeter in n,¢. The

pseudorapidities from —~ 0.1 to 29 are covered by santillator calorimeters,

and the pseudorapidities from 2.9 to 5 5 are covered by the ULAC.

3.5 The hadronic part of the ULAC.

Because of its stnp read-out, the hadronic part of the ULAC presents serious difficulties for the
analysis; since 1t receives about half of the forward transverse energy, 1t cannot simply be neglected. It
is not easy to find the £ -weights that should be given to cach tower. It 1s even more difficult to
decide to which bin of pseudorapidity cach stnp should be attnbuted, and almost impossible to
| decide to which b of azimuthal angle 1t might be attnbuted. Note that for a strip read-out, the
’ weighted sum is not necessanly the best way to evaluate the transverse energy. We will show in the

next paragraphs how the weights were computed, and how the transverse energy was binned in

pseudorapidity. The separation of the transverse energy in bins of azzmuth was not attempted.
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The transverse energy 1n the hadronic part of the ULAC has been calculated online with a sct of
weights determuned by the method of average sine of the particles contnbuting to each strip 1n a
Monte Carlo simulation, as was done 1n the backward regmon. This set of weights appears to have
large fluctuations, and that 1s probably due to insufficient statistics of Monte Carlo events Due to a
positive weight in the central stnp, the online forward transverse energy has an ‘offset’, 1¢ a positive
transverse energy even for beam particles having no transverse energy  The trunsverse energy in the x
and y directions are then summed quadratically under the square root sign, mstead of hinearly  The
online transverse energy 1n the hadromc part of the ULAC 1 theretore a complicated funcuon of the
real transverse energy. This 1s does not have catastrophic consequences, since for tngger purposes, 1t

is sufficient that the onhne ET 15 a locally linear function ot the actual transverse energy

One method to evaluate the forward transverse energy 15 10 use the online version of the
hadronic weights, cxcept that the weight of the central stnp 15 negative, which 1s equavalent to a null
weight on the central stnip together with a subtraction of the leakage contabution to the outer staps

This is the method used 1n the computation of the transverse energy for differenual cross-sections

For pseudorapidity dastnbutions of transverse encrgy used a different method'?, based on the
regularity of the geometry of hadronic section of ULAC. Lach stnp 1s given a weight proportional to
the sine of the angle of 1its geometncal center. We temporanly call K the proportionality constant
Since each stnp covers regons of very different polar angles, an average weight must somchow be
defined for it The solution is model-independent and shows up by considening the effective weight of

the area of intersection of a stnp in the x direction with a stnp 1n the y direction.

Ix

vl

+3

s 6(cfl) = 1\{

to]—
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NE

where the factor 1/2 comes from the abwvious fact that half of the energy is dissipated in x strips and
half in y stnps  This can be re-expressed, as a function of azimuthal angle, as:

s 8(eff) =K sinb [—lz—lcosqﬁl + —;—lsincle

Since the average of both |cosp| and |sind} over one period are 2/m, we need K=m/2 to obtan

sin 8(eff) = sinf. This method to obtain transverse energies from a cartesian readout 1s standard [82].

Within this mecthod, we can now attnbute each stnp to a pscudorapidity bin. We have chosen to
give each strip a single pseudorapidity. Certamnly, each strip receives contribution from several bins
of pseudorapidity, but the ‘smearing’ of the transverse energy on the pseudorapidity axis would only

be worsened if the transverse energy of a strip was split between several bins. If each strip is

12 Including the same subtracuon of leakage
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attributed to the pscudorapidity of 1ts geometncal center, minus a constant 7, 1t is casy to determine

the value of », that 1s needed to correctly measure the first moment of the pseudorapidity of

transverse energy  Por smphicity, let us consider a 8-function nng’ of transverse energy armwving in
the hadronmic part of the UL.AC The average pseudorapdity differs from the maximum one
{obtained wath the stop taneential to the ‘nng ) by

L}
-

J’dd)[ﬁmc')( In stng )+ cos@ln cosd)]
0

dp[ang + coso]

S by 2

where we have used the small-angle approxuimation repeatedly  Fhis mathematical constant amounts
to U 307. We have theretore attnibuted the transverse energy of cach stnp to the pseudorapidity bin
031 less than the pseudorapidity of the geometnieal center of the strip, splitting between bins when
necessary  This solution does not avord the smeanng, but 1t makes the correction of the smearing
easter, because the average postuon of the transverse energy 15 dlready correet, as we will see ina

forthcomung section devoted to the presentation of the Monte Carlo corrections

In addition, Ict us mention a method that does not involve a hinear combination of the energies
measured 1n the different channels, but instead a hnear combmation of the products of energes of a
X stnp with ¢ Y stnp It 1s supposed that the energy deposted in the small square area of
intersection of two strips by the product of the energies 1n the two strps (divided by 144 of the total
energy 1n the hadromic section of the ULLAC 1n order to conserve the energy)  fhis method 1s
sometimes called the maximum entropy method [83] since the product of the energes of the stnps
represents the most probable energy trom a probabilistic;statistical pomnt of view It can 1n princple
provide a 20% better resolution’?, and was observed to improve resolution, but the non-hineanty 1s

deemed to be too dangerous for a first analysts, 50 1t 18 not used m the results shown here.

13 This can be shown by hinearizing the response locally in a high muluphcity environment
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3.6 Event-by-event correction for the energy at zero degree

In the forward calonmeters, either the ERSATZ calonmeter for the 1986 data taking or the ULAC
for the 1987 data taking, a fracuon of the total energy 1s carned by particles having essentially a sero
polar angle. The numencal threshold for the definition of energy as energy at zero degree 1 usually
taken as the pscudorapidity corresponding to the rapidity of the beam  The problem caused by this
energy at zero degree s the ‘fake’ transverse energy that appears in the calonmeter elements
surrounding the central one, due to the lateral size of hadronic showers.  This problem has to be
solved by a subtraction 1n the neighbounng stnps of the leakage of energy at sero degree Thus 1
done by using the energy 1n the most central detector elements (the central staps in the 1987 sct-up,
the central tower of the 1RSATZ calonmeter 1n the 1986 set-up) as a measure of the energy at sero
degree. The procedure 15 of course not exact, because of the calonmetnie tluctuations of the cnergy
deposition bv the particles at zero degree, and because of the contnbution to the energy deposition 1n
the central detector element of particles with larper polar angles  However, the Monte Carlo
corrections are correcting for the nefficiencies and loss of resoluton caused by this subtraction
procedure as they are for the etfect of e n, leakage from modules, decays 1in fhght, and many other
effects

In order to estimate the correction to the energy n the forward region, o knowledge of the shape
of the spatial distibution of energy is nceded. For this purpose, we can use the data which was
taken with a "VB' tngger, which selects the events where the beam particle armves withuin a small
window onto the center of the ULAC. A proton of 200 GeV produces the profile shown in Figure
36 The fluctuations in the shower profile play an important role in the resolution of the transverse
energy A simular plot with a *?S nucleus projectile 1s shown in Figure 37 The shape s not very
different; the shower profile 15 somewhat narrower, probably because the secondanes from the first
collision 1n the calonmeter are more forward when the projectile 15 a ??S than when 1t 15 a proton
The reduction of the tluctuations 1s due to the larger number of sccondany showers.

This pattern of energy deposition Edep can be rcasonably well reproduced by a sum of two

dE -r -r TR,
exponential profiles, _a—(x_c_z'dl =de "+ Be " r=~ X+ % The projection of this profile’ 15 also
y

shown in the figure. 58% of the energy is carned by the narrow component with 4> 255 cm
(approximately one Moliére radius) and 42% by a broad component with 4, 10 cm (approximately

one interacuon length). These expenmental charactenstics have been implemented in the Monte
Carlo simulation program PROPHET for the caiculation of corrections. The profile itself has been
implemented 1n the reconstruction program; We subtract a fraction 4 /A, of the energy of the central

strip from the 1-th stnp, where A and A, are the fractions of the bearn energy in the 1-th and central

stnips respectively, as given by Figure 36 The hadron profile can be used, rather than the heavy-ion

14 The projecuon in one dimension of an exponenual profile 1s the function xK (x), K, bemng the modified Bessel funcuon

of the second kind of order !
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Figure 36: The energy deposttion as a function of stnp number for a 200 GeV proton \

beamn hitting durectly the center of the ULAC  The vertical error bars

indicate the magnitude of the event-to-event fluctuations

one, since the hecavy-on 15 likely to break-up into individual nucleons cven for very perphenc
collisions. The success of this procedure 1s venfied by the fact that the regression of the forward

transversc energy £, onto the backward transverse encrgy £, has an intercept very close to zero.
Simularly, the cnergy in the hadronie part of the central tower of the LRSATZ has been used to

correct the energy deposiion i the neighbouring towers with the aim of commissioning a
measurement of the forward transverse energy with the 1986 calorimetrc set-up.
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3.7 Monte Carlo correction of pseudorapidity distributions.

The pseudorapidity distnbution is built from the energies measured in the varous calorimeters by
attnbuting each channel to a pseudorapidity/azimuth bin. This first attnibution of the pseudorapidity
and azimuth is donc on the basis of the geometncal position of the sensitive volume which the
channel 1s measunng (tower) When a given tower overlaps between two or more bins of n,¢, a
fraction of the transverse energy of that channel, proportional to the overlap, 1s gaven to each bin.
There was an exception to this rule in the case of the channels measuring the hadronic section of the
ULAC. In that case, although cach stnp covers a large domain of pseudorapidity, a single
pseudorapidity 15 given to each stnp As we have seen 1n section 3 5, the justification is that the strip
read-out already causes a considerable smeanng of the pseudorapidity distnbution. The strips near to
the center, for example, receive contnbution from n =13 to n=155. Luckily, each strip is domunated
by the contribution of a given pseudorapidity If the energy sensed in a stnp were split among several
pseudorapidity bin, the problem of smeanng, already quite senous, would be worsened. The chosen




solution was to attnbute to each stnip a pseudorapidity shifted by a constant n, ® —0.31 from the

pseudorapidity ot 1ts geometnical center, in such a way that the average pscudorapidity is correctly
measured

The ‘smeanng’ of the transverse energy on a domain of pscudorapidity 15 particularly obvious in
the case of the hadronic part of the UL AC, It 1s however a general problem for the reconstruction of

rapidity distnbutions of transverse energy.

Another regon where the smeanng has unportant consequences s in the light-coupled stacks of
the " WALL" calonmeter The part of these stacks closer to the beam axis receives more enerpy than
the rest, but the couphing by light redistnbutes the apparent energy deposition. Further smeanng
resuits from the lateral size of the showers, and the longtudinal size of the shower, when the towers

are not collinear wath the incdent secondary particles

3.7.1 Principle of operation of the correction

It is quite clear what should be done in panciple to reconstruet the pscudorapidity distribution of the
transverse energy In pninaple, the shapes of the showers are known, and the calorimeters are lincar.
Therefore, we could, 1n pnnciple, e¢stablish the matrix M which muluphes the vector of real
transverse energy deposition per pseudorapidity bin to give the measured transverse energy deposition
per pscudorapidity bin - For instance, when a transverse energy £, 15 sent to bin 1, 4 transverse energy
(M), £ 1s measured in bin j. So, w1 principle, we could invert the matnix M to reconstruct the real
transverse energy A fraction of this matnx, as PROPHET caleulates 1t, 1s shown in Figure 38,

While this matnix M 15 not singular mathematically speaking, 1t 15 1n practice quasi-singular, and the
approach descnibed above would result 1n very large errors 1n the inverse matnx, and 1n catastrophic
amplification of the vanous calonmeter nowes. Instead, we have used a different method to obtain a

numencally stable solution to the problem, which we will now desenibe Suppose we have a ‘test’

dE
pseudorapidity distnbution of transverse cnergy (——),._, not very different from the actual one. By

dﬂ test!
using 3 Monte Curlo (PROPHET) sunulation of the calonmeter, we obtain the image by matrix M
dE dE dE i e s s
of the test distribution, M ( (—571)““ ) On the other side, ( dr/T doeas 15 M ( (——d;l-r-)m, ). Now if “test’ is

"

sufficiently close to ‘real’, we can simply obtan (—2=) _ by:

dn real y:

dE,
Er, 7 Do
dn ‘meas dE
M((—L
()
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Figure 38
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), to the real distribution can eventually be used as input instead of the test




o
an

d
If ( £

), is equal to ( ), within the errors, we have, by definition, found a solution. If not, we

dE, . . R : dE
can use (—=), in place of the test distribution and find an improved (—=

dn an

expect the procedure to converge very rapidly if the ‘'matnx’ is well behaved.

) We can generally

3.7.2 Specific assumptions and resuits.

Having shown the pnnaple of the Monte Carlo correction to the pseudorapidity distribution of

transverse energy, let us examine the specific input of calorimeter physics in the Monte Carlo
simulation.

The s1ze of the showers, which affects the amount of smeanng of the pseudorapidity distribution
due to the shanng of a shower between two towers, 1s affected by the energy of the incident parucle.
It is therefore important to know the spectrum of energy of the particles reaching our calonmeter at
each angle. The spectrum taken was an cxponential distnbution of transveise momenta with the
same constant slope everywhere. This seems to be an approxymately valid assumption in all the data
taken unul now (see section 4.8 ), but 1n any case the average transverse does not change very much,
and the effect on smeanng 1s a relatively weak one: cven for a doubling of the average p,, the purely
hadronic fraction, and therefore the smearing constants, would change by =~ 0.1 In 2 = 7% [84]. We
are much more sensitive 1o the assumption of a certain fraction of the encrgy being carried by neutral
hadrons that decay and produce electromagnetic showers. The 20% allowance that we leave on the

fraction of the transverse energy carned by n%'s 1s responsible for a large part of the systematic error
on the transverse energy scale.

Followwng reference [81], the longtudinal shower profile for an electromagnetic shower was
taken to be:

where X is the radiation length 1n the material of the calorimeter, f = 0.5, and 2 = 2 to 3 depends
logarithmically on energy. The longitudinal shower profile for a hadronic shower was taken to be:

i R
dE ! — y
=7 ch""(-—Xo)l e ~+( f,,,,)(—;.l)‘ e

where 4, is the interaction length, f,_ is the "electromagnetic fraction”, and the parameters a, 8, k,

and 6 are logarithmically energy dependent. In the scintillator calorimeters, covering up to 2.9 in




pseudorapidity, the lateral shower profile 1s approximated by a Gaussian of width 2 00X in the case
of electromagnetic showers, and 0.754, in the case of hadromc showers. The Gaussian shape is not a
good approximation to the actual lateral shower profile. However, in the repon 7 <29, the
granularity is so coarse that the details of the shower profile does not affect dramatically the final

results. The Gaussian parametrization gives the night order of magnitude to the smearing of the
pseudorapidity distnbutions.

The situation is quite different in the hadronic section of the ULAC. A Gaussian lateral shower
profile cannot be used, because the granulanty is such that a mven shower extends over many (x> 20)
towers or strips.  Also, 1if the effect of the projectile spectators 1s included in the Monte Carlo, these
particles, that have by definition no transverse energy, will contnbute to the simulated dE.dn
distnibution unless their lateral profile precisely corresponds to the actual shower profile. When we
have correctly parametnized the lateral shower profile, the dE_.dn will be precisely zero for an
incident beam particle, since the analysis program was designed to produce zero for a beam particle.
For all these reasons, in the hadronic part of the ULAC, the measured profile produced by an

incident hadron was input into the code in the form of the fit to a sum of two exponentials already
presented in section 3.6

Although the lateral shower profile varies as a function of shower age, the average lateral shower
profile can be defined rather consistently. We do not need the details [77] of the evolution with

shower age, because the stnp structure is almost parallel to the direction of incidence of the
secondary particles.

The ratio of the input of the PROPHET program to its output, which is our correction to

dE /dy, is shown in Figure 39 for a Gaussian shaped input distnbution of width 1.35 and center 2 5,
the particle composition being given by the FRITIOF [50] event generator.
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Figure 39: The ratio of the generated to the measured pseudorapidity distribution .

within the PROPHET Monte Carlo, as a function of the pseudorapidity 7.
The pronounced peaks are due to the ‘cracks’ between the BOX and
WALL calonmeters.

3.8 Monte Carlo corrections for the transverse energy distributions

The transverse energy reconstructed offline with weights is only, for each event, an approximation to
the actual transverse energy. Two kinds of errors are made: event-by-event fluctuations in the
measurement of transverse energy, and systematic underesumation of the ¢nergy measured in the
non-compensated part of the calonmeter for hadronic-showenng particles In this section, we will
show the values obtained for these two numbers from the standard Monte Carlo sumulation program.
We will then show how the distnbutions can be corrected, using convenient geometric
parametrnizations. Finally, we will show that it is possible to measure, instead of calculate, the
magnitude of the calorimetnic fluctuations, using a method permitted by the full coverage of the
energy tlow measurement.
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3.8.1 The corrections

The scatter plots of the generated and measured transverse energy with the PROPHET Monte Carlo,
are consistently described by the following parameters:

. For the measurements with the scntllator calodimeters only, the measured transverse energy 1s
0.872 (= 1/1.147) smaller than the generated transverse energy on average, and the magmtude
of the fluctuations 15 0.29V £,

. For measurements with the ULAC, the measured transverse energy is 0.819 (= 1/1.22 )

smaller than the generated transverse energy on average, and the magnitude of the fluctuations

is 0.30V £,

e For the measurements with all calonmeters, the measured transverse energy is 0.855 (= 11 17
) smaller than the generated transverse energy on average, and the magnitude of the
fluctuations is 0.29v £,

3.8.2 Deconvolution of the distributions.

As we have seen, the measured transverse energy is related to the generated one, through the
multiplication by a response factor, that takes into account the average loss of measured transverse
energy (due to the e/m factor n a calorimeter with electron calibration, etc...), and through the

addition of calorimetric fluctuations of a magnitude proportional to the square root of the transierse
energy.

A first step in the correction is to multiply the transverse cnergy scale by the inverse of the
response factor, known as the Monte Carlo correction factor f,,, so that the average transverse
energy is correct. Simultaneously, we divide the cross-section (and its statistical errors) by f,,. n

order to conserve the total cross-section.

In a second step, the differenual cross-sections have to be corrected for the finite resolution in
the mecasurement of the transverse energy. These corrections are particularly important for the

steeply falling tails of the do/dE- distributions, since the fluctuations have important effects when
abundant events are close to bins with rare events.

As done 1n the case of dEdn, we would like to invert the matrix that relates the population of

the bins before and after the smeanng, as in that case, a direct inversion is impossible. We will again
use the method of the test distnbution. In fact, because the magnitude of the calorimetric fluctuations
is proportional to the square root of the transverse energy, just like the magnitude of the physical
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fluctuations in NCM (Nuclear Collision Models), the smeanng by the calonmeter resolution of a test

distribution of the NCM type is another distnbution of the NCM type with an increased fluctuations
parameter. let us recall here that in the Nuclear Collision Model [61] (see section 1.11 ) the nuclear
collision is described as a superposition of N independent collisions. They produce a transverse
energy Ve, with event-to-event fluctuations of magmtude o =~/ATC€. Quadratically adding
calonimetnic fluctuations of magnmitude ¢ = M/F.\'_s:, 15 equivalent to increasing w by k%e. The
procedure of deconvolution 1s then sumply to fit the smeared distnbution with parameters ¢, and w,
and then multiply the data by the ratio of the NCM distnbution '° with parameters £, , w—kie, 10
the NCM distnbution with parameters €,, w. It 1s not necessary to 1terate, since we have found *the

test distribution that fits the corrected data, and produces a fit to the uncorrected data upon

convolution with the calonmetnc fluctuations

In this process, the errors on the cross-section are simply multiphed by the same factors as the

: O ovalue
cross-section  This 1s in order to conserve the number of equivalent events » ——=. The total
—ad erTo
bing

cross-section 1s conserved within errors in the deconvolution process since the two fitting NCM

distributions have the same total cross-section.

3.8.3 A method of measurement of the transverse energy resolution

We wall present here a method to determune the resolution of transverse energy measurements. This
method gives as a by-product the magmtude of the vector sum of the transverse momenta vectors 1n
two regions of pseudorapidity. This method 1s (to our knowledge) new, since 1t relies on full
coverage of transverse energy in the center-of-mass and very high multiplicity which were realized 1n

our expeniment for the first time,
Consider N particles produced in a interaction, and two complementary domains of

pseudorapdity », <n <w, and n,<n <n,. The transverse cnergy in the backward region can be

defined as the sum of the lengths of the transverse momentum vectors p:

Epg= Z Bl

7y <0 <0y

and the transverse energy in the forward region can be defined as:

15 The term K’/eo amounts to 0.08 typical
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Er= Z Byl

13Ty

This agrees with the expenmental’ defimition of £. as ZE sind, up to a factor E p. E'p = | for the

particles contnbuting the most to the transyerse ensrgy.

Simularly, we can measure the magmtude of the transverse momentum vector in the backward
and forward regions Because the sum of all transverse momentum vectors 1s exactly zero (by

conservation of momentum) we cuil these: the forward and backward momentum imbalances 1.

L=l Y &l

tneend
1< <aq

L=] > Bl

LR L FY

L= Y 3l

et
e <Ay

In the absence of calonmetric fluctuations, the sum of all transverse momentum vectors is zero
(giving I,=0), so that the backward and forward sum vectors are exactly opposite, and therr
magrutudes I; and I, areidenucal  However, 1n reality, all the quantities are affected by errors due 1o
the finite resoluuon of the calonmeters  Since the errors are in general different, the two
measurements I; and I, of the momentum imbalance are also different The companson of I, with
I, and the companson with the transverse energy 1n each regon, provides us with enough constramnts

to establish the resoluuon in each remon.

The energy resolution 1s assumed to follow a law ¢ =xv E Considenng only the calonmetric

fluctuation, the average square of the momentum umbalance and the resolution of the transverse
energy are related

1o 2 2 2, 2 P
<I;>=(<I, >)+2<I, ~fluctuations > + Zsm 6 cos X vy
i

1

2 .24 .22 P
+( <IBy>) +2<Idyxﬂuctuauons> +Zsm elsm d""x peey
1l {




Pr,

- Py ’ b
- 1. 2 20 2
(<E >)+( IBy>)+ EsmBl My
i

i

the average of the calonmetnc fluctuations being zero, while :

: P,
i smBL

cr(ETB): = Zsm:t?_ K

If the number of particles 15 sufficient. this can be written as:
!

10 . dE;
o(Epy’= |dn s won) — T

"

The average squarc imbalances 1in the forward region and 1n the full region of pseudorapidity are
% similarly related to the resolutions of the transverse energy in the forward and full regions.

Allowing now physical fluctuations, we obtain:

i

bt 2 N
<18> <I“*> a(ETB)

Dhys. -

b ~
<I*> ~ag"(F
Phys

2
< I;:> TF)

and:
2 - b ) ? . 2 dET
< IT> =a‘(ET)=a‘(ETB)+ a‘(ETF)=jdn sinf k°(n) ~——

dn

"
We have thus shown the following results:

. If the shape dE.. dn does not depend on E, or if the resolution factor k does not depend on 7,

the resolution 15 sumply proportional to the square root of the transverse energy. In practice,

the shape of dE . dn vanes little wath E, so that the resolution of the transverse energy obeys

such a law.
. We can measure the physical average square imbalance, in other words the average square of
! the transverse momentum transfer between the backward and the forward region, by




VA <>+ <> - <B>)

The backward transverse cnergy resolution is <Ii> — <P’> that s,

phys.!
A <>+ <B> — <B>), and similarly the resolution if the forward transverse energy 1s

e E,)=1X<li>+ <>~ <1>) Ths was evaluated (in our calonmeter n,= =0 1,

n,= 2.9, n,=135.5), and 1t was found that the resolution on the backward transverse energy

approximately scales as 0 41y £,4GeV) in all cases  In Figure 40, it ts shown for a sample of
32§.P1 collisions. The data are fitted to 0 414 E_,, or even more precisely to 2 @ 039 £,,'°,

where the constant term of 2 GeV 1s a consequence of the uramium nowse.  Stmlrly, the

resolution on the transverse energy in the forward region, o(£,;) was found to be about

043V E_(GeV)

Given the fact that the two coverages do not completely cover all pscudorapidities, and that the

calorimetric fluctuations of the torward and backward regions, assumed impliatly to be uncorrelated.

are in fact somewhat correlated (due to shower leakage, for example), these results cannot be

expected to be perfectly exact. However, 1t 1s interesung to sce that the number obtained for the

resolution of the transverse energy 1n the backward region (0 41y Z;) 15 quite close to the result

(O.ZNE;) of the Monte Carlo simulation, that does not have the vanous unperfections and

inhomogeneities of the actual calonmeters

16 x@ys\/?_-i—_y’_
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Chapter 4

Experimental results and discussion

4.1 Introduction

We show in this chapter that the observables of transverse energy and multiplionty 1n heavy-collisions

are measurements of the global properties of hot hadronic matter of large density.

Naively, the transverse energy distnbutions da/dfl, represent the probability of creating states of
large densities, and the pscudorapidity density of transverse energy df,. dn then indicates the degree
of thermalization achieved, with an sotropic distnbution indicating total thermahizauon. However,
we will see that the fluctuations 1n the geometry (fluctuations of the impact parameter and of the
orientations of deformed nucler) play a considerable role 1n determuning the shape of the distnbution.
However, we attempt to extract as much dynarcal mformation from the distnbutions of transverse
energy as possible, 1n particular by companng the distnbutions obtamned 1n the backward half of the
rapidaity coverage (—0 1 <n<29) with those obtamned 1n the ‘full’ coverage (~0.1 <n <35.5). These
distributions are compared with extrapolations of the properues of hadron-hadron collisions given by
the FRITIOF and IRIS Monte Carlos. In addition, we extract the average transverse energy of
central colhsions from the distnbutions of transverse energy: these transverse energy of central
collisions can be converiently fitted to a power law dependence on the atomic mass number of the

target nucleus, and compared to some simple models, shedding hght on the dynamuics.

By examining the correlations of the transverse energy 1n the backward and forward regions. we
get closer to 1solating the dynamics of the collision Simularly, the exact distnbution of the transverse
energy as a function of pseudorapadity is nch in informations on the dynamics We compute the
moments of these distributions, and therr evolution as a function of transverse energy. The
charactenstics of these moments can be naturally explained mn terms of a simple model of
hydrodynamics expansion. In fact, most of the expenmental features can be explained, although not
umquely, by this model. An carly search for exclusive signatures of hydrodynamics in the small
correlations of transverse energy has been attempted, but could not provide a defimitive answer due to
the magnitude of the errors remaining in this analysis.
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We then compare the transverse energy and multiphaty flows This companson is a source of
information concerning the nature of the collective hydrodynamic expansion, the cooling of the
hypothetical themalized macro-system, and entropy generation, which could itself be a source of

' information on phase transitions.

4.2 The differential cross-sections.

4.2.1 200 GeV/c proton

We define Ep as the transverse energy in the backward pseudorapidity region —0.1<#n<2.9.
The differential cross-sections versus Ep-p for 200 GeV proton projectiles against Al, Cu, W and U
targets are displaved in Figure 41. These differential cross-sections were obtained with statistics of
32500, 49000, 54000, and 60000 events when the beamn of 200 GeV protons impinged on targets of
thicknesses of 7.87mm Al, 3 02mm Cu, 2.00mm W, and 2.12 mm U respestively.
g These distnbutions asymptotically converge to a constant slope (x 0.61 GeV ™), reflecting a sumilar
property of proton-proton collisions. The shape assumed in hadron-hadron collisions, including the
exponential tail, 15 itself due (in the major trend of theones) to the random nature of the process of

creation of quark-antiquark pairs in a strong chromo-electne ficld.

We have used the following form to fit the data:

-1
E I Ry
T T 0
o, —~exp( - —) E
OEO EO 1=0

where the fit parameters N and £ are related to the parameters of the NCM by N_ g, = NE,, and
w=N_JN, N_ being the number of collisions given by geomnetry in the central case. This form

incorporates the ‘triangular’ distribution of overlap integrals expected for hard sphere’ geometry.
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Y, Cu (A), W( V), and U (e) targets. ET is defined as LE} sinf where
E = V[p’ + nf except for nucleons where £ = ¥ p' + n? —m. The

curves are fits with a geometncal parametnzation described in the text.
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4.2.2 60 GeV/nucleon oxygen

The differential cross-sections for the production of Epp in collisions of 60 GeV/nucleon *°O
projectiles against Al, Ag, W targets have appeared in [85], are listed in Table 3 to Table 5.

!
Table 3: 1°0-Al backward transverse energy differential cross-section at 60
GeV/nucleon.
I 'B Bin dn/d[",lB I'rror
[GeV]  half-width [mb/GeV] [mbdrGeV)
LGeV]
i49 14 2.20x10*Y 6 51x10*0
218 14 13010 4 78%10+°
287 14 12310 1.70%10+0
15.6 34 88Bx10*" | 14xig+o !
424 14 402x10%"  590%|(~!
493 14 1.28%10*" ] 29%10~!
S6.2 14 I57x10°"  4,25%10~?2
64 2 23 2891072 | 67xi0-2
AR R 23 Y3710 | 14x10-?
73.4 2.3 POUx 10 1 19%10~?
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Table 4

149
21.8
28.7
156
42.4
493
56 2
6.8
63,1
65.4
67.7
00
72.3
74 6
76 §
79.1

'*0-Ag backward transverse energy differential cross-section at 60

GeV/nucleon.

Bin d”/d"TB
half-width [mb/GeV]
{GeV]

14 2 32xj0+!
14 I 78 10+!
14 1 80x1i)*!
V4 | 87x10+!
14 1 67x10+!
14 | 57x10+!
14 I 3ixtiot?
11 1 29%j0)+!
bl [ 20x1*!
1.1 | OBx{o+!
1 I 25x10t!
11 9 45x |+
1] 8 43xate
| 7 89%i0t0
i1 7 12x10®
1.1 6 15xi0*Y

Frror
[mb/GeV]

I 7Ix 10+
1 IRx 10!
4 50x10+0
I 1Ix1lp*o

| 73x10+0
7 1oxi0-t
6 21x10-" |
1 04x 10+
1 00x 1o+
9 A8x 10~
1 02%10%0
3 73x10
1 S3xi0-!
Y4Ixip-t
123x10-!
1O0x 10~

814
R17
R6 0
RR 3
90 6
929
982
97 5
49 8
{02 1
104 4
106.7
1090
3
1y6
H70
121.6

Bd g me e e e e e e .
P

S68x10*?
3 83x|)*"
3 32x {0+
2 14x10t0
| Réx|0+0
1 1dxt*"
102x10*0
7.3dx 101
S49x 1)t
2.14x10-!
l.46x%10~!
1 25x 10!
6 23x 10!
390xiy-?
241x10-?
904x10-"
S.56x 1~}

2.88x 0!
265%10!
2.19x 10!
6 R2x 104
6 39% 1?2
22Ix10~t
4 73x 1072
4 0{x10-2
Y 46x ()2
L 4410~
I 17%10-2
[ 9% 102
745x107°}
580x10-}
4 50x 107
1 93xi0-*
1 99%j0-"?
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Table §: 1°)-W backward transverse eneryy  differential  cross-section at 60
GeVinucleon. ;
| B Bhin Jda.dl 1p trror
CGeVT haltawadth fb Gey ) [mb.GeVY |
! :(;L‘\]
, Ll‘) vy Foss ot >7pvqntt D 998 1 T[0T 2R f) !
} 28 1y 21000 8wt o 102 | . NS0T 2670 !
L2877 1y 280% 0 Tansport oI d I AR S T AR I AV VI
| 1S 6 vy 270100 p70xore L ojoe T Il FAT0 T 08x10 !
L4224 g AR T AR N ITEL R AR IR M VOOXE0 T 9 0kx 0 ¢
bl AN IR P TR I I VIO K96t
: Sh 2 1y P7Sv10't 2270 v 0 1 Il 2710 T 96%in ¢
| nii R 1] Loy Ut 79wl P TS I PRS0 6 ROw () -
“ "E ! i I O N S TR R L 1] FSTY10 n 38« in 7
oS4 P o310 75000 0 104 I LOSSTO" S 19wl 2
1:77 1l FS7xi0ft “onxo ¢ 1 1227 [ SOHSYID s Y
S LR« = 37eq v 01250 1y BTSN )0
SR 11 A9 104 Ta2%q0 v ] 1273 1 VSOx H ' 1 37x 10 ¢
CTe PSSYI0t CsSwgn L1296 1 26S%10 T 1130
LoThR P47x10%" "3kl P 1¥ 0 [ F77%10 © 000
79 1 11 PR 10T 2 13xg ¢ 1342 i 2110 7 3%
K1 4 {1 F40x10*Y Y 87x10°0 ' 1365 | TSIxl0 7 S62xt0 !
417 1] 1 3Sv 10t Vv 80x 0! ‘ (18 R 11 SeRxlty 7 4 RAx 10 !
R6 () 11 Fa6x 10 1 6Txin ! 141 1y AR NS TR I b SPR T I
SR 3 11l F2x10YY ve0xin-t 3 1434 i1 Foox 0 4 2348x 10 !
Co0e 1 L0710 Y 38g0-! | 1457 1] [SIxI0 4 2%9%q0 '
929 1l DSSx10* S0+ | 1491 R 1710 0 % e2xin-*
952 1 GT6,10°7 Y 22x10 0 | 1SR g PI7A00 % Y64l
L97s 1 S0 101w g0 el 7 Vi °

TXen t 6e0x 10

The same data arc displayed 1n Iagure 42. ‘These differential cross-sections were obtaned with
statistics of 11167, 19166, and 75889 cvents for a total flux of 85 « 10, 48 « 10% and 1 6 <« 10
nuclei traversing targets of thicknesses of 0 Smm Al 0 2mm Ag, and 0 1,0 2 mm W respectively  (In
the case of W, about half of the data was taken with a thickness of (02 mm and half with a thickness
of 0.1 mm 1n order to evaluate the poswible cffects of muluple interactions i the target on the
differential cross-sections  This effect was found to be below the statistical errors for both the 01 and
the 0.2 mm targets  ‘There was a measurable target thickness effect tor o sample taken at 200 GeVie

with a | mm W target thuckness [ 7173, but these data are not reported here)
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Figure 42:
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These distnbutions do not seem to approach 4 constant slope, but mstead the shape ot the tal

appears to be parabolic, such a behaviour 1s expected mas much as the central-lumt theorem apphics
At the level of statistics that we are considenng presently, the central theorem applies, as the slope 1s
everywhere small compared to the equivalent slope tor an indinvidual hadron-hadron collisson A
fluctuation of transverse energy 1s then most probably resulting trom 4 sum ot small fluctuations n
many colisons If the central-imit theorem ceases to apply, as we go to suthiciently low difterential
cross-secuons, then the fluctuations are domunated by the fluctuations of a snple colhsion, and the
slope should saturate at the hadron-hadron value  The slopes reached i the tar tals approach this
condition; 1f the distnbutions extended tor about 3 more decades 1n cross-section, ather measurable
deviations from Gaussan fluctuations would oceur, or the heavv-on slopes would exceed the

hadron-hadron ones

The platcau observed for the Ap and W targets 15 4 prediction of geometry, for peometncal
p X3 4 ¥ K ¥

reasons, it can also be expected that there will not be a plateau n the case ot Al

4.2.3 200 GeV /nucleon oxygen

The differential cross-sections sersus Ly have been published i [KS], are shown for 200
GeV.nucleon 0 projectiles against Al, Ag, W targets m Table 6 to ‘Table 8, and are plotted 1n
Figure 43

These differential cross-sections were obtamned with statistics of 772, 2393, and 50094 events for
a total flux of 79 x 10%, 38 x 10* and 2.3 x 10* nucle tung targets of thicknesses of 0 Smm Al
0.2mm Ag, and 0 Imm W respectively

The transverse energy observed at 200 GeV nucleon s approximately 25%% larper than the same

observed at 60 GeVinucleon The increase would be larger in the full rapidity mterval, since the

distnibutions at 60 GeV. nucleon are centered at smaller rapidittes than at 200 GeVonudeon
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Table 6: 1¢0-Al backward transverse energy differential cross-section at 200

GeV/nucleon.
i Bin da.dl g lrror
[GeVT half-width [mb GeV] [mbiGeV]
] GeV]
16 1 46 I ROxHG'Y B 85xjn*D
252 16 P390 344x10t0
44 46 I SOxinrt  278x10+0
416 46 7310 ] 32xj0t0
52K 46 25910 6 72x 10!
619 i6 L76xin ' 14710~
RN 16 YA22v10 7 v n-?

Table 7: 180.Ag backward transverse energy differential cross-section at 200
GeVinucleon.
! B Rin derodl B | rror

alf- eV b, GeV
[GieV) h.(l!f\\vndth fmbGevV] [mbG ] \ 0% h 53 $24x10 37110
[et] TS B Ve 10" 3 30x107
+ i7 8 23 200x 10" 1 25x10!
Q4 LY RVAVRTIC SRR I DS TR AR [V ! )
‘\’l h 9 140x 10 S 20x10+0 | 1124 23 [ 43xi0* 1.05% 10 :
150 9 [ S&x 101 Vl0x10*e b IT 23 ~0fx 10~ ! 7 85x10-
{74 16 fmxmﬂ 102k j0+0 1216 23 §47x 107 AdexI0T?
}%4 L4 \J,—ZXMH Valx 0+ 1262 23 1Isx i~ 487x 1072
“‘3’5 ' BT DR IR V23 T DA R R 23 IR0~ 305xia~?
LS] 14 1()Asx|()+‘ AORx 10~ L 1S 21} pOx T4 2 19x 104
49 23 "(yhlx[()“‘ 633101 \ 1199 23 284%™ 4 R2x 107!
s 13 feRx 10T SuIx0-t L 1S 23 [41x10°2 179x10~"
'ui :3 177107 S06x107! | 1526 37 $76x10°0 1 385x10-?
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|
Table &: '*0-W  backward transverse cnergy dufferential cross-section at 200 |
GeV/nucleon. g
|
!
Vinp Bin dadl-yy 1 rror ! 1:
[GeV]  halt-width [mbGeV) [ mb:GeV] ‘ i
[GeV] i ;
149 1 J02x10Y 3 09x% 10" ’ 1204 [ 6 7910+ 200x1077 |
218 1y VOIxI0F 4 14x10%0 | 1227 Il SO0 1 R6xI0-!
587 1y 20310 TSR0t | 1250 I S4Sx104Y 1 79x10-
W6 vy 2471000 2 oxqpre 11273 I $70<100" 1 e6x107
124 vy 8210t 3 ot 1 1296 11 330100 ] SBx10-
493 Ty 202104 20300 T P VTT0Y ] 48x )0
562 g F2x10 0 P aox1or L 1342 I P25x 10 1 3Tx10-!
a0 & I P Saxtort = 22.qp-1 RIS Ll IR0 S 08x10-¢
63 ] 1 1 28x10*t = 7% -1 1388 I 23810 3 68x 102
05 4 I 135x10*7  f ROx 10! 141 1 | 207x10% 4 37x10-2
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Figure 43: Transverse energy differential cross-section measured in —0.1 <# < 2.9
for a 200 GeV/nucleon 'O beam. The distributions do/dE-g are shown
for Al( M 3, Ag(A), and W( V¥ ) targets. E1-g is defined as ZE* sinf
where £ = v p* + n7 except for nucleons where £ = v 77 + n? —m.
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4.2.4 200 GeV/nucleon sulfur

The differential cross-sections versus Ep are listed for 200 GeV/nucleon *28 projectiles against Al,

Ag, W, Pt, Pb, and U targets in Table 9 to Table 14, and shown in Figure 44 These data have been

i
+
!

published in [86].
|
1 Table 9; 328-Al backward transverse encrgy differential cross-section at 200
; GeV:nucleon.
{
i
‘ ETg Bin da/dEtg  Error
f [GeV]  half-width [mb:GeV] [mbiGeV)
| [GeVl
| 1.5 23 3.14x10*! 4.22x10*°
: 16.1 2.3 3.90x10*t 447x10*°
i 20.6 2.3 265x 10" 4164x10*°
‘ 25.2 2.3 2.85x 10" 432%x10+°
29.8 23 2.58x10*1 4.14x 10+9°
44 2.3 2.56x10*! 3 53x10*°
39.0 2.3 232x10* 309x]0*°
43.6 2.3 1.43x 10*Y 2.53x 100
48.2 23 1.45% 10"t 2.14x10*°
52.8 2.3 1.13x 10" 2.12x10*°
574 23 906x10*° 1.76x10*°
61.9 23 777x10%° [.41x10*°
66.5 23 7.94x10%°% 166x10*°
71.1 23 IBIx10Y 106x10*0
| 75.7 23 1.8 10°° 6.78x 10 !
1 ( 803 23 6.26x 1071 227x 10"t
l 849 2.3 234x 107" 200x10?
‘, 89.5 23 477x107% 277x10" 2
94.1 2.3 2.74x 1072 2.19x10"2
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Table 10: 32§.Ag backward transverse energy differential cross-section at 200 ‘:
GeV/nucleon. i
ETB Bin da/dETB Error i
[GeV]  half-width [mb/GeV] [mb/GeV] ¢‘
[GeV)
9.2 46 1 14x 1072 4 29x10*!
18.4 16 1 46x 107! 2.54x10*° 137.6 1.6 4 52x 1079 2.07x 10!
27.5 4.6 1.16x10*' 2.40x10*° 146.8 1.6 3.66x107% 1.83x10"!
36.7 1.6 9.88x 10*% | 96x10*° 156.0 16 3.12x10"°  1.59x 10"t
459 16 825x 109 1.82x10*° 165.2 16 201x107% 9.22x10-2
35.1 46 7.31x107° 1 69x10*° 1743 1.6 1.07x 1079 3.69x10~?2
73.4 13.7 721x10*% 7 40x10°! 183.5 46 548x107Y 2.54x10-?2
91.8 16 7.86x10*% 5.39x 107!} 192.7 16 28107 1 19x 102
100.9 4.6 729%x10%% 2.59x107! 201.9 4.6 741x1072 T07x10"?
110.1 16 6.40x 1070 3. 72x 107! 2110 46 272x107% 4.28x10°3
119.3 3.6 3.56x107°% 2.44x 107! 220.2 4.6 334x 1070 1.67x107?
| 128.5 4.6 5.54x 107 2.28x10"? 227.1 2.3 229x 1073 2.29x 10"
|
i
t
|
Table 11 328.\WW backward transverse energy differential cross-section at 200
GeV/nucleon.
ETp Bin do/dErg  Error
{GeV] half-width [mb/GeV] [mb/GeV]
[GeV]

69 2.3 4.06x10*! 8.05x10*® | 1583 6.9 6.72x10*° 8.23x107*
1Ls 2.3 2.57x10*' 2.99x1p*° | 1721 6.9 6.15x107° 7.86x10"2
20.6 6.9 234% 10" 1.75x%10*° 185.8 6.9 5.07x10*% 3.46x10-?
344 69 1.95x 10*! 1.49x10%° | 1996 6.9 3.80x10"° 2.88x10~2
482 69 1.23% 10! 1.16x 10*° 2133 6.9 247x10"° 2.30x107?
619 69 1.11x 10*! 9.07x10-! 2271 6.9 1.33x10%% 1.71x10"2
757 6.9 1.21x 10*' 7.44x 10°* 240.9 6.9 6.08x107" 1.15x 1072
895 6.9 1.10x 10*! 7.90x10-! | 2546 6.9 2.22x10°" 703x107?

1032 6.9 7.93x 1070 2.74x 10" | 2684 6.9 6.75x107% 3.91x 107}
117.0 6.9 764x 10" 1.19% 10°! 2822 6.9 1.76x107¢ 2.58x107?
130.8 6.9 738% 10*9 8.58x 102 297.5 6.9 3.15x107% 1.36x 1073
144.5 6.9 6.94x 10*¢ 8.32x 102 309.7 2.3 641x10°* 6.41x107*
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|
Table 12 3G.Pt backward transverse energy differential cross-scction at 200
‘ GeV/nucleon. |
|
ETg Bin do/dETg  Error
[GeV] half-width [mb/GeV] [mb/GeV]
(GeV]
11.5 69 3.20x 10*Y 5353x10*0 162.9 6.9 T.11x 10%° 3.06x 10t
25.2 6.9 133x 107! 3.05%10*° 176.6 69 6.93x 10*% 303x10-!
39.0 6.9 170 10*! 295x 10*° 190.4 6.9 6.25x 1079 2.49x10-! !
52.8 6.9 1.66x 107! 2.62x10*° 204.2 69 4.79%x 10*% 1.52x 10!
66.5 6.9 1.47x 10! 235x 10*° 217.9 6.9 3.41x 10*% 9.50%x 10-2 !
80.3 6.9 1.38% 10*! 217x 1Q*° 231.7 6.9 1.81x 10*Y 6.90x10"2
94.1 69 109% 10°1 1.97x10%° | 245.5 6.9 7.85x 107 422x10°2
| 107.8 69 8.88x 10°° 9.94x ]0-! 259.2 69 242x 107" 1.26x10°2
L1216 69 877x10°° 346x10~' | 2730 69 706x 1072 692x10°?
| 135.3 69 7.96% 109 3.24x 10"} 286.7 6.9 138x10°% 2.88x 1073 ¢
g 1491 69 8 lgx 100-0 329)( 10—1 3051 69 167)( 10‘3 9627( lov‘ ‘
! P — et
Table 13: 28-Pb backward transverse cnergy differential cross-section at 200
GeVinucleon.
ETgp Bin do/dETg  Error
[GeV]  half-width Imb/GeV]  [mb/GeV]
[GeV]

: 26.1 11.0 242x10*Y 1.39x10*° | 167.6 6.9 7.69%x 109 2.30x 101!
438 6.9 1.65x 10*Y 1.17x10*° | 181.5 6.9 7.29%10°*% 230x 10!
57.5 6.9 1.59x 10+ 1.01x10*° | 195.3 6.9 641x10*° 209x10-!
71.6 6.9 1.35x 10*! 898x10-' | 2090 69 498x10*°9 177x 10!
85.2 6.9 L1Ix 10 7.92x10° ! | 222.7 69 J46x10*° 6.35x10-2
98.9 69 1.09x 10+ 7.86x 101 | 2365 69 187x10*% 461x10-2

112.5 6.9 9.70x10*? 793x10-! 250.4 6.9 B2Ix10°Y 295x10-2
126.6 6.9 9.16x 10*° 259x 10" | 2641 69 250x10 ' 1.63x 102
140.3 6.9 B.58x10*° 237x10-! | 277.7 6.9 5191072 7.09x10-?
153.9 6.9 7.57% 109 2.19x10-1! 285.6 19 347102 113x10-2
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Table 14:

328.U backward transverse energy differential cross-section at 200
GeV/nucleon.

ETB Bin da/dETB Error
[GeV]  half-width [mb:/GeV] [mb/GeV]
(GeV]

183.5 46 859x107% 506x10-t
192.7 4.6 7.04x 107% 3.59x 10"
201.9 4.6 669%107C 200xi0-!
211.0 4.6 587x10*% 2351x {0}
220.2 4.6 489x10*% 1.71x107!
229.4 36 387x10%% | 52x 10"t
2386 46 293x107°% 132x10-¢
247.8 4.6 2.19%10%° 571x10-2
256.9 46 1.52x 10*°% 373x10"2
266.1 4.6 991x 10! 381x10°2
275.3 4.6 6.12x 107! 299x10-?
284.5 4.6 I68x10-Y 232x10-°2
293.6 4.6 1.95x 107! 1.67x 1072
J02.8 46 9.58x107% 1 18x10-2
312.0 4.6 437x107% 785x 10}
321.2 4.6 1.88x 107¢ 595%x10-?
330.3 46 6.76x10~* 3.08x10-?
339.5 4.6 5.46%x 1073 273x 1073

These differential cross-sections were obtained with statistics of 19000, 22000, 264000, 24000, 15000,
and 23000 events for a total flux of 5.11 x 10%, 1.17 x 10%, 3.11 x 10%, 7.3 x 107, 1.1l x 108 5.2 x

107 inadent nucler traversing targets of thicknesses of 1.0mm Al, 0.Jmm Ag, 0.2mm W, 0.25mm Pt,

0.2mm Pb and 0.32mm U respectively.
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In the backward pseudorapidity region, the transverse energy production with a *?S projectile is

about 1.70 the transverse energy production with a '®O projectile at the same energy per nucleon.
The expectation of the NCM is that the average central collision of a *?S should have twice the
transverse energy as the average central *°0 collision. The fluctuations appear slightly reduced for **S
compared to *¢0.

4.2.5 Sulfur cross-sections for E in a large domain of 7

Completing the measurement of the transverse energy n the backward region of pseudorapidity
—0.1<n <29 by a measurement of the transverse energy in the forward region 2.9<n <3.5, we
obtain a measurement of the total transverse energy (The transverse energy at n < —Q.l orat >33
is very small and can safely be neglected) Thus, 1 the next discussion, I 1s the transverse encrgy
in the pseudorapdity region —0 1 <9 <55 Tor 200 GeV nuclcon *#S projectiles aganst Al, Ag, W,
Pt, Pb and U targets, we show the differential cross-sections versus Ean Lable 15 to Table 20, and
in Figure 45. The data shown here arc reported in [87].

Table 15: *2S-Al transverse energy differential cross-section at 200 GeV/nucleon.

|
!
|
Error !
|
i

ET  Bin do/dEp
[GeV]  half-width [mb/GeV] [mb/GeV]
(GeV]

65 24 994x107° 468x10~' | 1192 24 374%10*° 2.38x 107! !
a4 2 9.07x107° 452x10~' | 1241 24 298x10°° 2.11x10-" °
( 46.2 24 9.13x10"% 444x 10! 129.0 24 2.94x 100 “.07><l0'H

%1.1 2.4 927x10*° 4.35%10-! 133.8 24 241x 100 ‘1—:87x10"1

560 2.4 362x107° 416x1071 | 1387 24 1.76x10°° 1.72x 107} |

60.8 2.4 875x10*° 412x107 | 1436 2.4 192x107° 1.72x 10" |

65.7 24 707x10*° 3.77x 107! 148.4 24 1.44% 1090 1.49x10“}

706 24 687x10°° 3.71x107% | 1533 2.4 1.02x 10*° 1.24x 10~}

754 24 6.75x 107 3.57x 107 | 158.2 2.4 S3Ix 107! 8.87x 1072

80.3 24 541x 1070 3.26x10°! | 1630 24 490x 107! 8.66x 102

85.2 24 3.65x107° 3.20x 10! 167.9 2.4 3.99x 107! 8.99x 102

900 24 569x107° 3.16x107' | 1728 24 240x 1071 7.43x 10~2

949 24 196x 1070 287x 107 | 177.6 2.4 L15x 107! 4.19x 10~2

99.8 24 481x107% 2.79x10-! 182.5 24 6.07x1C°% 7.83x10~3

1046 24 474x 1079 270x107% | 1874 24 292x 102 6.21x 10~

109.5 24 4.50x10*° 26ix107' | 1922 2.4 1.23x 1072 4,74x 10-3

1144 24 197x10%° 245x10~% | 197.1 24 4.08x 1072 3.71x 10"
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Table 16: *?8-Ag transverse energy differential cross-section at 200 GeV/nucleon.

Ep
[GeV]

4.7
14.1
23.5
38.1
51.7
61.1
79.9

108.2
127.0
145.8
l64.6
174 0
183.4
192.8
202.2
2116
221.0
230.4
239.8
249.2
2586
268.1
277.5
286.9
296.3
305.7
315.1
324.5
333.9
343.3
352.7
362.1

Bin
half-width
[GeV]

4.7
4.7
4.7
94
4.7
4.7
14.1
14.1
4.7
14.1
4.7
4.7
4.7
4.7
4.7
4.7
4.7
4.7
4.7
47
4.7
4.7
4.7
47
4.7
47
4.7
4.7
4.7
4.7
4.7
4.7

do/dEy
[mb/GeV]

330x10*?
8.22x 10!
2.36x 10*?
1.54x 10*!
891x10*°
953x10*°
483x10*¢
2.76x 10*9
602x10"°
4.40x%x 10+
364x10%9
431x10*°
465x10*°
415x10+°
415x10*°
4.14x 100
3.65x 10+°
3.51Ix10%0
3.17x10*°
297x10*9
2.72x 1070
2.66x10+°
1.92x10-°
165x 109
989x 101!
540x 101
348x 10!
1.78x 10!
7.33x 102
2.33x 102
8.69x 10~3
1.33x 103

Error
(mb/GeV]

2.58x10"?
6.59x 10"}
307x 100
1.95% 109
2.69x 100
2.50x 10+°
1.17x 109
8.78x 10-?
149x 109
7.80x 10!
8.83x 10!
9.89x 10!
1.10x 109
2.08x 10!
208x 10!
2.08x 10t
1.96x% 101
1.92x 10 !
1.83x 10*
1.76x 10!
1.72x 10 !
1.67x 107}
1.42x 107!
131x 10!
1.01x 10!
743x 102
2.24x 102
1.58x 10~ 2
9.88x 103
4.01x10-3
2.25% 1073
9.41x 10-*
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Table 17: 328-W transverse energy differential cross-section at 200 GeV.nucleon.

ET Bin do/dE Error
[GeV]  half-width [mb/GeV] [mb/GeV]
[GeV]
329 4.7 1.25x 107 175x10*°
42.3 4.7 1.58x10*!  1.45x10~°
51.7 4.7 1.13x 107! 1.45% 1079
61.1 47 1.00x 107 1.32x107°
70.5 4.7 1061071 124x1070
79.9 47 8.97x10*Y 100x10*°
89.4 4.7 5.63x10%° 991x107?
98.8 47 7.10x107°% 8.68x 1071
108.2 4.7 6.02x1079% 787x10°!
117.6 4.7 7.11x107° 682x107?
127.0 47 7.66x107% 475x10°¢
136.4 4.7 6.78x10*% 3.68x 10!
145.8 47 7.38x10%° 3.25x 107
155.2 4.7 7.00x10%2 3.15x 10!}
164.6 4.7 6.76x107°% 3.15x 1071
174.0 4.7 6.19x10*% 3.02x 101
183.4 47 $98x10*9 296x 107!
192.8 4.7 6.18x10*°% 3.02x10"!
202.2 4.7 6.06x10°° 300x107!
2116 47 S.14x107°  11lx 107!
221.0 4.7 461x107° 7.95%x 1072
230.4 47 467x10*° 793x 10?2
2398 4,7 5.10x10%° 711x10°2
249.2 4.7 498x10*°% 7.02x10°2
258.6 47 493x10*° 697x107?
268.1 4,7 499x10*° 702x10° 2
271.5 4.7 4.96x 10%%  7.05x 102
286.9 4.7 48Ix10*°% 690x10-?
296.3 47 466x10°° 6.77x1072
305.7 4,7 4.32x1079 6.49% 10 "2
3151 4.7 4.06x10%9 6.32%x 1072
324.5 4.7 3.70x10*° 4.17x10°%
333.9 47 3.14x107° 3.85x 1072
343.3 4.7 246x10%° 2.71x1072
3527 4.7 1.79x10%°  2.32x 1072
362.1 47 1.18x 10%9  1.33x 1072
3N.5 4.7 7.95x10°! 1.08x 10?2
380.9 4.7 4.73x107' 8.32x10°°
390.3 47 2.79x 10" 6.38x 1073
399.7 4.7 1.3dx 107! 4.38x107?
409.1 4.7 6.12x 102 2.93x10°?
418.5 4.7 284x1072 2.03x10°3
427.9 4.7 1.28x10°¢ 1.38x 103
4374 4.7 3.48x 107 747x10-°
446.8 4.7 1.49x 10 8.65x10°*
456.2 4.7 5.80x10"% 3.36x10"¢
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Table 15 "S- transverse enerpy dfferential cross-section at 200 GeVonuddeon

® l.
r
[GeVi

329

vl.l

$9 4

| 1176
145 8

1740

2022

2210

2304

2398

249.2

258.6

268 1

2778

] 2969
296.3

30587

315.1

324.5

) 3339

i 3433

| 3152.7

362.1
371.5
380.9
390.3
399.7

! 409.1
418.5

4279

: 43174

! 446 §

Bin
halt-wudith
eV

4
141
141
141
141
141
141
47
47
17
47
47
47
17
47
47
47
4.7
47
47
47
4.7
4.7
47
47
47
37
47
47
4.7
47
47

do dl ]
[mb Gell

] 3us jit!
N 2300
SRS RN TI R
RIRC RV
ORIV AR
640t
S B
SO93x )Y
S93x 10"
S W Y
3 83x oY
Sddx it
SStx gt
4 REx 101
S27« 100
S 25«10
J o661y
526x 10
4711000
192x 10"
161x 10"
285x 10
207x 10"
I 34x 10"
86310 !
456x 10 !
235x 10!
1 56x 10!
483x 10 ¢
1 42x 10 ¢
§12x10
l4x 10 !}
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finb GeVi

TeIx i)Y

T

[}

Sdx e
RAFRTIAR
[0x 100
0= jr v

I8x 10

RLEAL

19 ()

98 |1

23Ix 10
1 26x 10
LV 06x {0
V19 )
Ul8x (U
LagOx 10
Vi9x 1)
J02x 10
2 6%x 1)
2 64x |}
1 05x 10
K 89x ()
7 12x 10
S 68x ()
4 10 10
291x 10
2 34x 10
1 29x I}
Y 36x 10
257x 10
1 S7x 10

!
1
!
!
}
1 05% 10"
i
b
3
3

V]

i
i
i
]
i
|
1
i
i
i
}
1
1
I
i
P
4
¢
I
2
2
q
y
}
3




Table 19: **S-Pb transverse energy differential cross-section at 200 GeV/nucleon.

[GeV]

44.2

4.1

73.7
103.2
132.7
162.2
191.7
2114
221.2
231.0
2409
250.7
260.5
270.4
280.2
290.0
299.9
309.7
319.5
3129.4
339.2
349.0
358.9
368.7
378.5
388.4
358.2
408.0
417.9
421.7
4424

Bin
half-width
[GeV]

4.9
4.9
14.7
14.7
14.7
14.7
14.7
4.9
49
49
49
49
4.9
4.9
4.9
4.9
4.9
4.9
4.9
4.9
49
4.9
4.9
4.9
4.9
4.9
4.9
4.9
4.9
4.9
9.8

daidEv
{mb/GeV]

1.73x 10*!
122x 10!
941x 10+
853x 10*°
6.94x 10+¢
706x 10*¢
5.79% 10+°
6.40x 10*°
6.29x 10*°
540x 10+°
5. 79% 10*°
5.73x 10"°
5.38x 10*°
523x 10*9
5.57x10*°
5.60x10"°
495% 109
5.59x 10*°
5.37x 100
461x10*9
4.35x10+°
1.60x10*9
2.79x10+°
1.79x 10+°
1.29x 10*°
8.01x 10!
3.34x 107!
1.34x 107!
5.20x 102
2.30x 102
9.30x 103

Error
{mb/GeV]

1.83x 10+°
143x 10*°
735x 107}
S98x 101
S17x 10!
4.77x 101
42Ix 107!
764x 101
793x 107}
THx 107
249% 101
248x 101
240x 107!
237x 101!
247x 1071
246x 1071
231k 1074
245% 101
2.41x 10°1
2.23x 107!
2.17x 10~1
1.97x 10}
173x 10!
1.38x 10!
1.21x 10"
4.02x 102
241x 1072
1.56x 102
905x 103
631x 103
9.30x 103
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Ert
[GeV]

376

51.7

61.1

70.5

79.9

98.8
117 6
136 4
1552
164 6
1740
183.4
192 8
202.2
211.6
21.0
2304
239.8
249.2
258.6
268 1
271.5

Table 20 *+S-U transverse enery diflerenual cross-section at 200 GeV onudeon

Bin
half-width
[GeV]

94
47
47
47
47
141
47
141
47
47
47
47
47
47
47
417
47
47
47
47
47
4.7

L UV Y

These differential cross-secttons were obtaned with statistics of 19000, 22000, 263000, 24000, 15000,
and 23000 events for a total flux of 511> 10%, 117 - 10% 620« 10%, 7V 107, 111« 0%, 52

107 inadent nucler traverang targets of thicknesses of T Omm Al 0 i Ap, 0 2mm W, 0 25mm

do dl I
fmb Gev]

972x 10"
1.20x 10!
680x 0"
936x 107 Y
462x 100
S6ix 100
620x 1079
4121000
IR2x 100"
9Mx 100
565x10°Y
595x 10 °
683x 10 ¢
136x 0V
Se8x10°Y
68dx 1) 0
549x 10 ¢
577x 10 °
565x 109
4.99%x 10" ©
592x 10 ¢
S517x10°°

I rror

fmb GeV

PR T
6H3x 107 °
667x 10"

491x 10
J96x 10
2d6x 10
Y07x 10
295% 10
229 10
2 86x 1)
2¥4x 10
225% 10
23x 10
| 64x 10
205x 10
445x 10
4 16x 10
4 1dx 10
405x 10
1KS5x 10
4 19 1)
392x 1)

0 2mm Pb and 0 32mm U respectively

With respect to the shapes assumed 1n the backward regon of pscudorapidity, the medsurements m
the full regon ot pseudorapidity appear to be shifted, swathout affecuny vony much dunge i the
shape. Thus result 1s cxpected if the torward transverse energy becomes rather independent of the

backward transverse energy, and docs not have large fluctuations by atself We are pomg to see m

section 4 S 1 that this is the case

- 0
+
+ 1)
1)
v ()
¢ )
)
+ )
+ 0
(It
+ )

+ 0

i
1
1
1
1
H
1

REI )
296 3
057
318 1
1245
RRRR
1411
3527
62 1
1715
180 9
190 3
3199 7
409 |
418 5
4279
437 4
446 8
456 2
4656
4750
484 4
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47
47
47
47
47
47
47
47
47
47
47
47
47
47
47
47
47
47
47
47
47

AR ENE T
Y82« 10
S 79 10
SRR« [0
AR YERI
443x 107
A9 10
J04x 107

Velx 1)

Jodx 10
Jilx o
L etix 10
IRLERIN

6H82x 10
$41 10
261x 10
1 73x 10
S 90x 10)
4 31 10
21 10
6 58x 10
259% 10

1
1
1
]

Py
2
3
3

40bx 10
J 00 1Y)
S 10x J0O
4 1dx 10
V99% 10
VS89% [0
VI« 10
1 S3x 10
Padx J0
| 23 11
I 1« 10
960x 10
N2¥x 10
6 22x 10
2 50x% 10

Folx 10 4

1 55x 10
F1Ox H)
T65% 10
S ¥Mx 10
294 % 1)
1 8ix 10)
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do/dE;y (mb/GeV)

Figure 45:
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U. Ey is defined as IE” snf where E* =V g + m except for

J—
nucleons where £ = v p' + m® —m.
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el

4.2.6 '°0-W E-p distributions at several energies

The differental cross-section versus 1 are reported for 60(200) GeV nuddeon PO projecides
colliding 1in a W turgetin Lable 21 (lable 221 and shownm Pyure 460 Tor the data shawn at 60
GeV nucleon, we have used a measure of the transserse energy i the torard repon based on the
reconstruction ot the transverse eneny i 1 RSATZ cdonmeter The detaled discussion of the chowe
of weights 1n this calonmeter will not be included here, the correchons were established however, by
requinng the same forward transverse caerey »s produced m O W Gollimons at 200 GeVonuddeon
with the 1986 set-up (1 RS A 1Z) and with the 1987 set-up U LAC) The correaions are then used to
find the transverse energy produced mthe torward pscudorapidaty ropon’ by o0 Ged audeon 0O

collisions, for which no data could be tahen wath the UL AC mstalled

! Iable 21 '°0-W transverse eneryy differential cross-section at 60 GeVonucleon
Py hin da dl L nor
! [Gev T Balbwadth fmb Gav ) Jmb Gel )
: [GeV)
i
Losso 1 FO2v it 230w o0 |t iy NATpr T v
| 370 | ) PSOv i dpuviit ] gnan i 2L a0 o
t S9 0 ) R R TR R TV T R BN TYRNT 1o AR R AR AL
Y N0 |0y 68> {0 218510 | 1auan I u AT [T AR PR Y
p6vNn [ P10 1100 0 nddantt ladvio
} RS0 [R] P 2Xetirt! 1 8Rx Y R |0 VgLt 2w o
Yoe7 0 ] P 24100 [ Rav 0 1150 I 2ot 9w 0
69 0 ko 7«10t "85e 40 ¢ |1t a b LR L0 IS0
A iy P Teavin U pan I n P! IO ALY
: BRR}! 10 1 W Tage ) ! 1] 10 N LR R E R I N T §
. T80 [ ) PYOviort Tahe ) ! RN o Eateqnt 0l
; T 10 12007 " ey 1750 iy Pi7-000 7 ol «io
S N1 10 LWl 759040 120 in ASRTI P NS A B I ¥
i 810 1n Jdix bt Ty 1209 10) ] Hds 1o ! 82410
bRy | 1) 129 10 "3 () ! (v n | 1l IR LR L I g 1Y
i K80 10 P W jOrt b 75y 40) 0 RAXA! i ARSIER TP R R R}
| K70 10 F4v-i0Y " e 1150 1N P o400 0 27«10
Lok 10 13510 49y ! 1170 0 Pdi-d 7 Y ISel0
oo i P20 "ot ! RON] {1 IPEA T ] A 1Y)
Po9v0 [0 RS T R & PR TR RIRE 0 Vi1 11510
9810 9 PR AL RENS in TN F0Sv 10
970 1 0 FioxatY 6760 ¢ P15 0 3] Y She lO) 1O5 10
990 10 P 237100 vlasig jin L Te it S 8Av 10
(10 [a FO6KIOYT 18«10 ! RURT 1N nanv ot 1682410

7
! This contribution 15 reiatsvely smal [85]
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Table 22; **O-W transverse energy differenual cross-section. at 200 Ge} nucleon

Iy Nin dodl | Troor i

[Ge\']  halfawidth [mb Ged] [mb GeVv]y |

[Geb 1 !

i

1246 24 A AL L MLINSTIAG i
1292 24 T OS< i LIS T AR S A 3400 AR 0T
[RER) 23 S AT T 2 A 24 229 jne 4 AT
N 24 YU ISk 29 24 200w RS
414 N Ay i Cofn e’ 2dn 23 HIAS TS P 4 o
1481 23 N SSxjor 0w o M8 24 IR RNENIE, C 4w n-
1528 24 N RVS VIR I RV PR E R B I A R Q6x{n- IRCIINEE
137 s A T0Schat S 2se g0 b 24 ARAx]T
122 24 RS (TR N O U A 24 VeSvinT S s
166 9 24 X RES [E A ) IV TR A 24 200N T g
"1 6 24 T aSxin RIS TR ) B Ll 4 T8 juTe
"6 4 o4 NERAR U R (S T 24 TlAxuT- Akt
IST 1 24 N L A N U R ) 24 PR ITS 2 Ak
165 ¢ 24 SRR (ERAECR A T A AR 24 RN R T A
100 3 | S QAT AN b s | HRAR R T AR N R TV ) Rl
1932 A JEOVINT T Aadv Tt L 2y A AR IR NS (T

These differenitial cross-sections wers cbtaned wath statistics of 14300 and 40000 events for a total
fuxof 49 = 107 and 1 0 ~ 10° beam particles tmpingng on a 0 2 mm thick W targer. Note that the
data were taken in difersnt vears

An energy scan with a fixed geometn of the total production of transverse energy 1n the full regon ot
pseudorapidity s a sensitive test of moaels because that quanuty 1s not atfected by the rapidity shuft
that mevitably occurs 11 a tixed tarpet cwenument when the energy of the beam s changed One of

the most straighitorward tests of the mvdrodvnarmic modal s to wmvesuigate if the producton of

0
)

transverse energy 1s proportonal to Albeamy * as i [3] the expenmental factor of 1 73 between the
ET(centraln of ~f0~-W at 200 GeV onucizon and -*0-W at 60 GeV nucleon 15 qute far rem
(200 60) * = 133 In foct. we do not cxpect an exact | 4 power. since the hypothess of a fiat

)
Ay

rapadity plateau {57 is not realized. The 1actor 1s closer to the rauo of the center-of-mass energies,

i
(20060 =15

it
4
“

This ends our presentation of transverse energy differenual cross-sections  As menuoned in the

preceding chapter, ET 1s defined here as VE“‘ < sinf where £ 15 the kineuc energy for the banyons
nmiared

and the total energy for ail other paruicles including anttbarvons. The systematic uncertawnty on the

E1pg scale 15 esumated to be 7 1% (5 9% from the Monte Carlo rescaling factor and 4% from the

overall energy calibration) A systematic uncertainty of 3%, anses in the Monte Carlo correction of

the Eqp in the LLAC. due pnnapaily 10 uncertainues in the fractions of the transserse energy which
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are carried by charged and neutral pions (4%), and uncertanty of the e/m factor affecting the
hadronic part (3%). The combined uncertainty on the Ep scale varies with the proporuions of Erg
and E’TF contnibuting to it, from 4 to 7 %. It can be taken as 7% maximum. The relative
comparison of the various data sets is essentially free of these systematic uncertainties. The

intercalibration of E with E-p 1s also known with a better precision than suggested by the above
numbers, as we will see n 4.5.1

The overall systematic uncertainty on the normalization of the differential cross-sections is of

order 2-3% and increases to 5-10% in the low E regions ( < 50 GeV) due to the uncertainty on
the no-target contamination.

4.2.7 Multiplicity

In Figure 47, we show the differential cross-section da'/d.\'c}1 for the production of a charged
multiplicity Ncp in the pseudorapidity interval 1.4 < » < 3.5. This distnbution was obtained from
the distribution of the number of RING?2 elements that measured an 1onization between 0.7 and 4.0
times the peak of the Landau distnbution for minimum ionizing particles, as was described 1n 2 41
The distnbution was then corrected for double hits and dead RING elements using the procedures
explained in detail in [71]{88].

The shape of the multiplicity distnbution 1s very similar to the shapes of the transverse energy
distributions: 1t is dominated by geometry, and can be fitted by an NCM parametnzanon. Thisis a
consequence of the fact that each particle contnbutes, on average, a constant amount of transverse
energy, independently of the centrality of the collisions.
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Differcntial cross-section for the production of a charged multiplicity N 4
1n *2S ~W collisions. The pseudorapidity interval is 1 5to 3.5.
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4.2.8 Comparison with IRIS and FRITIOF Monte Carlo

In Figure 48, we compare the distributions of Eg and Ep produced by IRIS and FRITIOF with

. the 3?S-W data at 200 GeV/nucleon.
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Figure 48: Distributions of F’TB and F,r : data (points), IRIS (dashed line), and in
FRITIOF (solid line) predictions for 200 GeV/nucleon 32S-W.

The E- distribution of IRIS bends very gradually, indicating large fluctuations in the forward region
. 2.9 <n <5.5. This very distinct behaviour is probably linked with the erroneous prediction by IRIS
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of the average pscudorapidity It appears that IRIS underestimate the tal of doydEpq, and
overestimates the tail of da,dILr Ihe first cficct has been attnbuted to cascading [86][87]; the
second effect has been attributed to msufficient energy loss of the projectle in the IRIS Monte Carlo

[87]. Cascading has also been invoked to explan the difference between the FRITIOF prediction

and the data, 1n the absence of a more plausible explanation  However we have computed 1n section
1.6.1 that cascading on the spectators causcs at most 6 GeV additional transverse energy, whereas 20
GeV would be needed 1n order to make IRIS fit, and about 100 GeV owould be needed 1in order to
make FRITIOF fit. It must be stressed [85] that the models fit rather well the data for relatvely
small target nucler (Al); this 15 to be expected, stnce we approach the hmit case of the most trnivial
kind of superposttion of nucleon-nucleon colhsions. In any case, the following fact remans: the

ratio of forward transverse energy to backward transverse energy 1 too large in IR1S and FRITIOF
compared to the data

4.2.9 The main features of the ion distributions

The distnbutions of transverse encrgy tor heavy-tons all share the same properties: At low transverse

energies, where most of the cross-section 1s concentrated, da’/d[j,z(,‘xlf;“ In models where the

transverse energy production 1s proportional to the overlap integral, the asymptotic behaviour of the
overlap ntegral at large mmpact parameters gmves this dependence wath an exponent of —2/5 In
models where the transverse energy 1s proportional to the number ot wounded nucleons, the
exponent would be — 1/2 [89] In practice, the lurge statistical errors encountered at low transverse
energies make the defimtion of the “asymptotic exponent’ very awkward  The expenmental value of

this exponent is found to be —0.43 for distnbutions of '*0Q-W collisions at 200 GeV/nucleon, close
to the NCM prediction.

At higher transverse energes, the differenual cross-sections become apprommately constant  thus
is called the plateau region. This plateau region 1s obtained when the impact parameter is vaned
Each value of the transverse energy corresponds to a rather precise mmpact parameter. ‘The
correspondence between impact parameter and transverse encrgy 15 not hnear, as will be shown in
section 4.2.12 In the case of O — Al and S — Al there 15 not properly speaking a plateau, in the sense
of a temporary stop of the decrease of the differential cross-section with increasing transverse energy,

but instead a region where the slope becomes 1s mimmum

The knee scparates the region of almost constant cross-section from a4 region where the

cross-section falls steeply We wall see shortly how the exact half of the platcau height has a special
theoretical significance.

In the tal regon, finally, the loganthmic denvatve of the differential cross-section (so-called

‘slope”) increases apparently indefinitely. It appears as an almost parabolic arc in log/linear plots of
the differential cross-section
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When exploiting our data, we have much better precision in the plateau and tail regions than on

the initial power-law fall-off, a somewhat unusual situation. We have very reduced statistics and a
large contamination by non-target interactions in the region of the power-law falloff, where an
untriggered experiment would have very high statistics.

4.2.10 Reduction of the data from the curves: NCM parametrization

The NCM suggests a parametrization of the distnbutions of transverse energy. In this model, the
nucleons travel in straight lines and there 1s a collision producing a transverse energy €, each time two
nucleons come within a certain short distance of each other, the cross-section being taken equal to
the proton-proton nelastic cross-section ¢, = 32 mb. We are assuming a constant nuclear density p,
of 0.170 baryons;fm?® to obtain the number of collisions Nient 10t the central case using the analvtical
formula (13) gven wn appendix. The distnbution of transverse energy given off in the N collisions 1s
the N-convolution of the distnbution of transverse energy produced by a proton-proton collision.
While with a proton projectile, the exponential tail is sometimes still recognizable, wath a heavy-ion
beam instead, the number of collisions (= 100) is such that the central limit theorem applies and the
N-th convolution approaches a Gaussian very precisely. The square of the width of the Gaussian in
the NCM is Nwe], where w represents the square of the ratio of the width to the average for the

onginal distnmbution being convoluted w will be considered as a free parameter in the present
parametrization.

The distnbution of overlap integrals was given by the hard-sphere geometry equation (12) to be
found in appendix. Although a computer program is still needed to evaluate the distribution of this
overlap integral, it has the advantage of a concise mathematical definition. The values of the fit
parameters extracted from all the differential cross-sections we have presented in this thesis are shown

in Table 23. The equivalent of g, for multiplicity distnbutions, n,, represents th:: mulplicity per
nucleon-nucleon collision.

An implicit fit parameter 1s the total cross-section. It was left as a free parameter, and the ‘fitted
total cross-sections’ agreed within errors with those predicted by the standard parametrizations for
total cross-sections (¢,, = (75£15) (4;*+4'°— 1.4£0.7)* mb) or measured by other expenments
[90]. The errors on &, and w are somewhat correlated. This occurs in our transverse-encrgy
triggered data because a given cross-section in the tail can be reached either by increasing €, or by

increasing w. Typically, the correlation 1s such that if one of the two vanables 15 fixed, the error on
the other gets reduced by half.

The free parameters ¢, and w provide a convenicnt compact parametnzation of the data, of
good precision (most £?/NDF are less than 1.5, and many are very close to 1.0). However, they

cannot be fully interpreted as physics parameters since too many important effects are hidden or
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Table 23: Summary of all gcometrical parametnzations.

(T): E distributions, (B): Epp distributions, (N} ): charged multiphcity distribution.

System

p— Al 200 GeV(B)
p—Cu 200 GeV(B)
p—W 200 GeV(B)
p—U 200 GeV(B)
10— Al 60 GeV(B)
10— Ag 60 GeV(B)
10 -W 60 GeV(B)
160 — Al 200 GeV(B)
'*0 - Ag 200 GeV(B)
160 -W 200 GeV(B)
328 — Al 200 GeV(B)
328 ~ Ag 200 GeV(B)
32§ ~W 200 GeV(B)
328 — Pt 200 GeV(B)
328§ ~ Pb 200 GeV(B)
328§ - U 200 GeV(B)
325 —~ Al 200 GeV(T)
328 ~ Ag 200 GeV(T)
32§ —W 200 GeV(T)
32§ ~ Pt 200 GeV(T)
328 — Pb 200 GeV(T)
328 ~U 200 GeV(T)
150 -W 200 GeV(T)
140~W 60 GeV(T)

System

325 ~W 200 GeV(Ny,)

T
N cent

3.38
4.58
6.53
712
46.5
82.9
100.8
46.5
82.9
100.8
77.8
1359
196.5
200.9
204.7
216.5
77.8
159.2
196.5
200.9
204.7
216.5
100.8
100.8

Neent

196.5

£q

[GeV]

1.97
2.09
1.75
1.68
0.86
0.92
0.99
0.96
1.07
1.20
0.89+0.10
0.97+0.02
1.011+0.01
1.041-0.01
1.04+0 03
102+0.02
1.91
174
1.70
173
1.72
1.67
1.84
1.05

Ny

1.70

El(ccnt)
[GeV]

6.70
9.59
11.44
12.00
39.8+1.5
76.5+0.6
99.5+0.4
44.3£34
87.5+4.8
119.910.5
69.91+6.0
155.0£30
198.0+20
208.0+2.0
213.0£6 0
220.0+50
148.41+-4.1
278.0+38
335.2¢3.6
347 5%5.1
351.5£6.0
361.5+2.6
185.5
106.0

N ch(ccm)

335.0

w

0.68
0.65
1.08
1.19
2.14
2.13
2.04
2.37
3.68
3.03
L46+07
2.98+06
4.51+0.4
3.31+04
3.30+0.6
5.75+£1.2
110
1.96
1.83
1.44
1.34
2.36
1.99
1.44

6.25

Dideff “true

- 0.68
- 0.65
0.03 1.05
0.06 113
- 2.14
0.13  2.00
041 1.63
- 237
0.13 3.5
041 262
- 1.46
022 276
0.81 370
.28 3.03
- 330
1.75 4.00
- 1.10
022 174
0.81 1.02
(.28 1.16
- 1.34
175 0.61
0.41 1.58
041 1.03

Ddeff “true

0.81 544
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ignored (e.g. energy conservation and nature of the obyects paticipating to the multiple-scattering

processes, cascading of secondary particles, etc ) In particular, it 1s interesting to trcat separately the
effect of the nuclear deformation, as it will be shown in the next paragraph.

4.2.11 The effect of nuclear deformation on transverse energy fluctuations

The large nucle: are known to have an ellipsoidal, nstead of sphencal, outer shape. The count of the
number of nucleon-nucleon collisions is therefore fluctuating because of vanations, not only of the

impact parameter, but also of the onentation of the target nucleus ellipsoid.

Considering central collistons of large nuclei, we can compute the fluctuations of the length of
the central tunnel dwelled 1n the target nucleus by the projecule nucleus. The radius of that tunnel,

determmuned by the one of the projectide nucleus, does not vary with the onentation of the large target
nucleus.

Calling ¥ the polar angle of the major axis of the target whose long axis 1s a factor 1 + 6 longer

than the minor axis, the length of the central tunnel is 7,41 — §/3+ dcos) where A is the atomuc
mass number of the target.

If we assume that the transverse energy 1s proportional to the number of nucleon-nucleon
collisions, the transverse energy of a central collision fluctuates to N g(1—38/3+ dcosty) instead of

N_.5, Integratng over all sohd angles defined by the orientation of the target nucleus major axs,

the root mean square fluctuations are:

-1
N“mso\/ T}rz_.[ 2n dcosy ) (— % + 6coszll/ )2
~1

+1 —

5 122, & \/121_1_2_ \/3_2

ﬂch:!mtEO\/ _Z—J. dz(_g-—-T+z)-Ncent80 (3—_3—3_’- 5)6 _’Ncsnrs() 456
-1

The ‘dynamical’ fluctuations amount to ¥ N _ we}, therefore the effect of deformation on a sample of

central collisions is effectively an increase of the fluctuations equvalent to an increase of w by

Nm%é’. The deformation 6 is 0 for Al and Pb, 0.13 for Ag and Pt, 0.22 for W and 0.31 for U.

The measured fluctuations w are thus the sum of true fluctuations w, .. due to the properties of
the collision and fluctuations w 4. due to variations of the angle assumed by the target nuclei. The
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estimated values of W gett and the resultng vadues of o care shown i Pable 28 The o ovadues
are less dispersed than the w values and approach the o value of the sphoocal pudeus Phodrom
these considerations, one understamds that the events trons the extreme tal of the i Jistabutions
are events where the target nucleus 15 alymed wath the beam We estimate that the uramum nudder are
75% abgned 1n the tal of the **S-U transverse eneryy distnbution (ee Eyrure &0 Since the achieved
transverse energy 1y proportiondl to the product o the thichnesses ot the twe colliding nuder, an

urarmum nucleus with 1ts fong aus Jongtudimally alipned produces a transverse eneney as large as the

one which would be produced by a sphencal nuddeus of atomie number 400

Although these questions seem anecdotic, the, may pide the bulders ot future won aceelerators
[41] for the chowce of the most appropoate nudder to collide  In the present vontext, the main
usefulness of the geometneal parametnzation s to e us the mean transverse energy ot centeal
collisions, which 1s gaven by the product ot the parameter 1. by the number of colhisions The central
collissons are themselves used only because they represent o better daternuned peometry than

penpheral or semipenpherad colistons and because they seach Luree densities over Lirpe volumes

4.2.12 Extraction of the mean transverse energy of central collisions

In heavy-1on collistons, the number ot collisions 1y sufliciently laree that the etfects of peometry and
of the dynamies can be ctficiently separated A gquite peneral properts of the distibutions, which we
will show here, 18 that the average transverse energy of an exactly centrad cothson (b 0) s pven to o
very good approximation by the pomnt at which the cross-section reaches hadt the platean value, thas
point marks the it between abundant and rare collitons  This can be shown to be true i the
framework of the geometrical mode!l  However, 1t 1y a peneral property, obeyed quite generally by
transverse energy distnbutions (or multuphaty distnbutians, tor exampley moa wide dass of models,
provided a single numencal condition 1y satisfied  Theretore we will make the proot qute generally,
using only the hypotheses that the mean transverse energy 15 @ lunction ol the impact parameter
cxpressible as a4 laylor expansion in the impact parameter, and that the fluciiatons are smualdl

compared to the mean transverse energy and do not change too tast

First, we establish that the [mylor senes contans only even powers of the impact paramcter
This can be seen by consdenng that the average transverse enery  must be a continuously
differentiable function of the ympact parameter vector in the two transverse dunensions DBy
symmetry, there 1s no azimuth dependence, so that only even powers are permitted  Tet us suppress
temporanly the fluctuations and compute the differenual eross-section to produce an - lfr - The
cross-section for the production of an average transverse energy depends only on geometry  Define
< E,> byts Taylor scnies

<E > (b)=A+ B + (b + (Xb")
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then the cross-section for the production of < £_> 1s given by:

¢ = do _ 2nb
DT A<E>) d<E.>)
db
Differentiating:
o= 2nb =2 n

T 2Bb+4CH + OB |12B+4CKE + O8]

Now comes the condition: we require that the maximum average transverse energy is produced by
central collisions, and therefore 4= < E, > and B <0, Then b? can be expressed as a function of
< ET> :

2o ~B—y B=4C(<E,>__—<E,>) .
- 2C ©)

The maximum average transverse energy is produced by central collisions if B 1s negative. If B 1s
positive, and C is negative, central collisions would not produce the maxumum average transverse
energy. In that case, the maxunum average transverse cnergy would be produced at a non-zero
impact parameter, and the parabolic shape of <E,;> as a function of b near the maximum would
cause a cusp-like ‘bump’, resulting from ca accumulation of events near the maximum transversc
energy. This distinet possibility' 1s probably at the ongin of large ‘peaks’ scen 1n some differential
cross-sections for energy measured in different pseudorapidity intervals by the WAS0 collaboration

[91l.

In the following, we only need equation (9) to a precision of b?, and so, neglecting terms in b*,
we wnte:

bzz <ET>M— <ET>
(Bl
so that, finally,
9p=2 ac -
28+ < Ep> <E,.>)+0(b")
= = T Er” e <E7>)+ 0B
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n 2C .
= -xg (<>
|Bl ¢ 9‘, ( 7 max

. 4
~ <~ F N+ 00
We have chosen to cxpress o, as an exponential because there exists an exact formula tor the

gaussian smeanng of the product of an exponential with a step tunction Now we reaintroduce
fluctuations of a rm s strenpth of w

o e
= Jaze 1

D\

where o ,(2) 15 the differential cross-section to produce a transverse energy 7 it were not tor the

fluctuations. This mves:

Where P 15 the error function already itroduced w321 For small values of 20w, 8211y casy to
y

see that the point where the tunction reaches half of its plateau (defined by mmmmum slope) 15 shifted
by x2Cw. B In particular, if C = 0, then P{(0)— 1,2 preasely Ly (1 2 platean would then differ trom
<E;>_ by HCyw' <L~ _ where {(C) -2C< L, » B s o dimensionless number expected to
be smaller than | 1 reasonable models of transverse enerpy production Numencally, m the NCM

parametrization, f(C)] = 05, and wh < £, » = m’/,\'wu' / 15 4 few GeVoat most, and the

‘1 max

E-p(half plateau) 1s different trom < £~ by less than 2 GeY

The reader can check for himselt or herself that the svalues of the transverse energy resulting
from taking the 1,2 platcau are always withun 2 GeVoof the central transverse energy in the NOM
parametrization gven 1n Table 23 As an example, the average Ly for 7S-Wocentral collisons s
198 GeV 1n the NCM parametrization, while ¢ differential cross-section of 35 - 107 mb GeV,
corresponding to half of the platcau value of = 70> 107° mb GeV, s reached at |pp 200 GeV
The advantage of the NCM parametnzation method over the half plateau method lies in the case

where the plateau 1s dafficult to define, for example i low -statistics Y S-Al samiples

Note that the < £, > __ 15 also charactenized by ¢ maximum value of the denvatve of da dl.,

with respect to £,, which might provide yet another way to extract 1t from the data.
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4.3 The A-dependence of the transverse energy production

The geometnical cross-sections of Figure 45 show a sharp edge followed by a steep fall beyond the
point where the colliding nucler fully overlap. Ttus ‘turning powmnt’ is deterrmuined by the maxmum
transverse energy the collision would produce 1n the absence of fluctuations, that is, 1t indicates the
average transverse energy that central colhsions would have It 15 customary to study the mean
transverse energy as a functuon of A However, the measurement of the average transverse energy of
central colltsions 1s more accurate, since 1t is not affected by the problems of low stanstics and
potential contarmunation by non-target interactions, present at low transverse energy, which do atfect
the measurement of the mean transverse energy  [he other advantage of the study of average central
collisions aver the study of the average collision 1s that the geometry 1s well-hnown and sumple For
these reasons, we have not attempted the study of mean transverse energes, and focussed our
attention on the average transverse energy of cenrral colhsions  We use the NCM parametnzaton 1o
provide the transverse energy of a central collision and the slatistical error on it Obtaiung the same

quantity via other parametnzations. or via the method of the 1 2 plateau value, results in changes less
than the statistical error.

The values of < ﬁ,""‘”“‘>, as a function of the atomic number .\ of the target nuclei, can be

used to parametnze the target dependence of the average central colissons  These values < £;77% >

are shown i Figure 49 as a function of A of the target for all cases where we have a sufficient
number of different target nucles It 15 observed that the A-dependence can be fitted by a power law
constant-A¥ where the cxponent  1s rather large. The values 1n the target region ( —0.1 <n < 29
yare 2 = 048 = 002 and 0 53 + 0 04 for 60 and 200 GeV nucleon madent *°0 respectively, and
= 050 = 003 for 200 GeV nucleon inadent *2S This exponent decreases (1t has to decrease for
kinematics reasons) when considenng the tull pseudorapidity range ( ~01 < < 55)toa = 039
+ 004

It is quite natural that the exponent x changes with rapudity. Simudar measurements with muluplicity
[92] by the WASQ collaboration, and compartson with the A-dependence observed for transverse
energy in 22<n <38 by the NA35 Colluborauon [93] ( 2 ~ 1.3 ) indicate that the exponent
depends rather strongly on rapidity  Yet, 1t must be remembered that the transverse energy
producuon 1s domunated by the central domain of pseudorapidity. This jusufies defining an
A-dependence of the total transverse energy production

If the transverse energy had become independent of the atorue mass number of the target, it
would have been an indication of full stopping The converse 1s not necessanly true, if the effect of
the hydrodynarmic expansion 1s included. In the advent of full stopping, in our model of
hydrodynarmic expansion, the cxponent would asymptotically approach 1 6 for collisions with very
large nucler measured 1n the full pseudorapidity interval. Since the asymptouc it of very large
nucler, and the full stopping, have not been reached, the fact that the exponent .39 + 0.04 is larger
than 1.6 is not inconsistent with the near full stopping that will be discussed 1n section 4.7.4
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Figure 49:
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Erp for average central colliions versus the atomic mass number of the

target nuclei for 200 GeV protons (@), 60 GeV onucdeon 0 ( 0y, 200
GeVinucleon 0 (A), and 200 GeV nucleon *28 () wncdent beam, and
Et for average central colbisons of 200 GeV nucleon 7S (o) The solid
lines are fits to the data of the torm constant - .17 The best estimates of
the free parameter 2 are a = ) 23 + 003 for 200 GeV protons, 048 + .02
and 0.53 £ 04 for the 60 and 200 GeV, nuclean '°0) inaident energaes, .50
+ .02 for *%S, and 0 39 + .04 for *“S with full coverage.
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4.4 Interpretation of the transverse energy in central collisions

By making the differential cross-sections for the production of transverse energy in the
nucleus-nucleus collisions, we obtain the average transverse encrgy of a central collisson and the

magnitude of the event-to-event fluctuatons of the transverse energy of central collimons

Ignonng temporanly the question of fluctuations, we will compare numencally the transverse
energy production against simple mechamsms.

However, we have to remember that what is actually obtaned, by means of the 1,2 plateau
method, is an cxtrapolation of the charactenstics of central collisions from the charactenstics of
quasi-central colhsions In the case of the proton-nucleus collistons, 1t 15 much more difficult to
obtain the charactertstics of the central colliions, as many mmpact parameters contnbute
simultaneously to a gmven bin of £,. The method that we have adopted 15 to extrapolate the

transverse energy i a central collision from the average transverse energy produced

4.4.1 Comparison with the Wounded Nucleon Model (WNM)

A possible model for the production of transverse energy 1n the range — 0 1<x < 2.9 is that each of
the participating nucleon 1n the target 15 responsible for some transverse energy  The number of
projectile wounded nucleons would then be neglected because of the large rapidaty gap wath the
projectile. The transverse energy per wounded nucleon 1s shown as a function of the number of
wounded nucleons in Frgure 50

The data indicate that the transverse cnergy wn the pseudorapidity range —01<9<29 1
approximately proportional to the number of wounded target nucleons. It 1s seen however that the
transverse enesgy per wounded nucleon increases somewhat with mcreasing atormic number of the
projectile and with increasing atormuc number of the target. In the framework of the wounded
nucleon model, this would be explained by the fact that the nucleons are more completely wounded
when hit by many projectile nucleons, and. or that the transverse energy wn the pseudorapidity range

—0.1 <% < 2.9 depends partly on the number of projectile wounded nucleons.
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Figure 50: The backward transverse cnergy per wounded nucleon Epg/Np as a

function of the number of target wounded nucleons N The transverse
cnergy is measured 1 the pseudorapidity range —01<97 <29 The beam

energy is 200 GeV/nucleon. |

4.4.2 Comparison with the Nucleon collision model (NCM)

Similarly, we can try to compute the transverse energy mn the pscudorapidity interval —01<n <29
and in the pseudorapidity interval —0 1 <n <5.5 for central collisions assuming that an amounc of
transverse energy 15 produced in cach collision under the assumption of straight hne geometry The
amount of transverse energy per nuclecon-nucleon collision as a function of the number of
nucleon-nucicon collision ts shown i 1igure 51 and Figure 52 for the backward and complete
pseudorapidity coverage respectively.

It does not seem possible to judge from these data if there 1s a constant transverse energy per
participant or per collisons. In fact, the data seemns to dewviate from either hypothesis.
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Figure 51.
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The backward transverse cnergy per collision Epg/Ne asa function of the
number of nucleon-nucleon collisions N¢. The transverse energy is in the
pseudorapidity range — 0.1 <n<2.9,
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Figure 52: The transverse cnergy per colhsion E-p/Ne as a function of the number of
nucleon-nucleon colistons N The transverse  energy is in the
pseudorapidity range — 0.1 <n<35S.

4.5 Correlations between the forward and the backward transverse energy

It is instructive to look durectly at the comrelation between the transverse energy in the pscudorapidity
ranges —0 1< <29 and 29<% <55 1n order to understand the compansons of thewr respective
distributions. From the companson of I'gure 44 and Uigure 45, 1t appears that the distnbutions of
transverse encrgy are shifted, and not scaled up, when inereasing the pscudorapadity range. The

explanation of this surpnsing fact 1s that the forward transverse cnergy becomes approxmately
constant for central collisions'3.

13 The ETF 1s also A-independent to some extent
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When studying correlauons of transverse energy in large domans of pseudorapidity, we must
first of all observe that the amount of transverse energy produced in heavy-ion collisions, n all the
pseudorapidity ranges, 1s largely determined by the impact parameter which is umque for each event.
Without the fluctuations, a scatter plot of the transverse energy produced in a given interval versus
the transverse energy produced in another interval, would concentrate on a line, Since we have used
the geometncal model to fit the differential cross-sections for the production of £, and multuphaty in
vanous domains of pseudorapidity, the production of £, and muluphaty from every regron must be
proportional to the overlap integral, as a consequence we expect them to be proportional to each
other, and the scatter plot should be a straght line  Howeser, the himited statistics of the differenual
cross-sections allow some freedom, and 1n fact a curvature 1s quite apparent 1n some of the graphs
that are shown next We will consider two cases that are representative of the others, 32S-Al,
representing the limut of collistons of nuclet of equal mass, and *?S-W, representing the lumt of the

collision of a small nucleus on a large one **S-Ag collisions present intermedhate teatures.

4.5.1 Double differential cross-section d® 6/d Eyg d Epp

Let us first study **5-W collisions at 200 GeV nucleon. .\ remarkable feature of the distnbution of
transverse energy in the pscudorapidity range —0 1 <% <535 1 that its tal does not extend much
farther than the corresponding tal for —01<n <29 The reason for this appear clearly when
considenng Figure 53 which <hows the contour plot of the double differential cross-section

do .
—~ for the production of a transverse energy £, in the pseudorapidity range -0 1<y <29,
dETBdETF

and of a transverse energy [, in the pscudorapidity range ~0 1 <n <55 It appears that the most
probable formard transverse energy 15 proportional to the backward transverse energy up to a value of
backward transverse energy close to < E - (b=0), the average transverse energy produced by central
collisions. £, appears to be independent of the backward transverse energy at higher values.

This independence can be interpreted i at least two ways' either the mechamism tor the production
of £, 15 independent of the mechamsm of production of £ in the backward regon, as for example
in the two-fireball or in diffractive exentation models [94)", or a single mechanism 1s responsible for
the production of transverse energy, both forward and backward, but the conservaton of the
available energy, or the backward rapidity shuft occurnng when more 1target nucleons are
participating, force the fraction of the transverse energy 1n the forward region to decrease, such that
E,r 15 apprommately independent of E, at large enough transverse cnergy. In contrast, the
transverse energy contaned 1n two backward regions of pseudorapidity remain proportional to cach
other, with the result that the shape of the pseudorapidity distnbution of E y [86] in the backward
region 1s almost constant  This 1s actually due to a particulanty of the backward region 1n heavy-ion

collision where the target 1s more massive than the projectile. The production of transverse energy,

19 Ttus also happens 1n the DPM n the bt where the contnibution of the sea-sea chains i1s neghigible
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Figure 53: The contour plot of the double differential cross-section for £y and E-pp
in *28-W collisions at 200 GeVinucleon. Two contours are separated by a
factor 1/e. 'i
{

being more narrow and more backwards, keeps approximately the same shape 1n a small interval.

The two regressions are shown 1n Figure 54 and Figure 55 for *28-W collisions at 200 GeV per
nucleon. It is seen that for increasing backward transverse energy the forward transverse energy ceases
to rise, perhaps even shows a decrease.

In contrast, the regression of the backward transverse energy as a function of the torward transverse
eneryy shows an increase up to the largest values.

Noting that for proton-proton collisions, the two chosen domamns are symmetnc, the completely

different behaviour of the two regressions 1s sigmficative. In the hermusphere where the largest nucleus
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Figure 54: The regression of the forward transverse ecnergy as a function of the
backward transverse energy for *?§-W collisions at 200 GeV nucleon. The

error bars indicate the magnitude of the event-to-event fluctuations.

is, there exist event-to-event fluctuations that are not present in the other hemisphere. This extra

transverse energy with large fluctuations limited to the backward hemisphere, where the large nucleus
sits, might be an manufestation of cascading.

The companson of the backward and forward transverse energies for *2S-Al collisions is
motivated by experimental reasons. The contour plot of the double differential cross-section for the

production of £, in the pseudorapidity region —0.1<»n <29 and of E,; in the forward region
2.9<n<5.5 in shown in Figure 56. The contour 1s very well described by Gaussian fluctuations of
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magnitude & 5 GeV in both axes, around a straight line domain £, = (1.25+0.02)£,,.

If:

The pseudorapidity was exactly equivalent to rapidity,

The separation between the forward and backward regions was located exactly at half the
1, E..tP

rapidity of the beamn —In—f=rten,
4 Eb«m anm
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Figure 56: Contour plot of the double differential cross-section for the production of
‘ E,p and £, in *?S-Al collisions at 200 GeV/nucleon.
3 The atomic numnber of the projectile was exactly that of the target,

all ratios of forward to backward (Forw/Back) transverse energy would be exactly equal to one, by
forward/backward symmetry of nature. Because these three conditions are not satisfied exactly, we
expect a value somewhat different from (but close to) 1.00. However, it is possible to estimate the
effects of these three ‘asymmetries’ quite reliably and to exploit this umique possibility to usc a
natural symmetry, to verify the intercalibration of the calonmeters.
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In order to evaluate the effects of the three sources of forward backward asymmetnes, let us
remember that we are comparnng the area of the ‘nght hand side of a symmetnc rapidity distnbution
of transverse energy with the 7left hand side’, the borderline being at the center of symmetry n the
ideal case. Then we can treat the three source of asymmetnes as sources of small rapidity shifts of

the borderline, and the ratio is given by.

L. dE,
FErH (e, dE;d dE. d ?
I 27 O 2% T’,y)'““"”‘yh*g(( T‘y)m)yfﬁ (10)
Eop , db E, ! E;
)maxJ'Jh

where p, is the sum of all the rapudity shifting effects, and the maxuimum dE < d¥, as well as the total
£, can be obtained from the data.

Let us proceed to the numencal evaluation [he average shuft of # with respect to y, y, ., can be

evaluated if we assume that the transverse cnergy s mostly camed by relativistic pions, having a
transverse momentum distnbution exp{ — p,7p,). Then -

m | P
Jpro o m )
" < 1 m!
Y ¥ » = Tg”z" (11
Py
[prprdosexet - =)
0 0

With m=1350 MeV and p,= 180 MeV, p,, amounts to 0023 The very small value of the shift of
dE,jdn compared to dE,.dy obtaned by this simplified analytical calculation is confirmed by
claborate Monte Carlo studies [95]7  The second source of shuft p,; 1s the difference between the
nucleon-nuclcon center-of-mass rapidity of 3027 and the edge of our doman at 29. y_, =0 127.
Finally, we evaluate the added shift p; due to the difference between 2§ and *7Al by considenng
the spanned range of values of the rapidaty of the center-of-mass of paricipants  y,, can be expected

to lie between 1,12 In(32,27) = 0014 and 12In([32—(32** = 27*%'*1/27) = 0067, so we take
Ja=0.04% 003

The total y, =y, +y,+ Y18 0.19 £ 0.03, and using the cxpenmental (dE/dy),,.. E; = 0.3,

mu‘

equation (10) gives us an expected forward/backward ratio of 1 25 + 004,

The fact that the measured ratio of forward to backward transverse energy agrees with a
theoretical prediction based on a fundamental symmetry of nature s important as it gives us
confidence that the calibrations in each region, and the corrections to the transverse energy were

good. The intercalibration of the forward with the backward transverse energy would have been even
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more precse if we had used a sulfur target instead of alumunium: a large part of the remaimng
uncertainty is due to the a-pnion uncertainty on the effect of the projectile/target asymmetry.

4.6 Fractional E density in pseudorapidity

The transverse energy spectra give an oversimplified picture of the interaction. In the most nave
picture of the collision, a fraction of the energy tncomung in the center-of-mass is stopped and
isotropically re-ermutted, while the remamning fraction continues undisturbed i the longtudinal
direction. The average distmbutions of transverse energy, comung from the analysis ot the energy tlow
in the calonmeters, carry mnstead a nch structure that has possible implications both at the level of
the mechamsm of production n hadron-hadron collivons. and on the colleehve evolunon
(hydrodynamucs) indeed, the energy flow (caxcept for vanations in azmuth) from a colliston 18
uniquely and completely specified by the dE . dn distibution  Since the pseudorapdity distnbutions
of transverse energy depend on the tmpact parameter, on the energy, and on the swe of the cotliding

nuclet, it 15 impossible to present tn a reasonable space all these distnbutions  Thewr moments contan

most of the relevant information for compansons wath theory, so we wall show them mstead

First, 1t 1s observed (85] that the shape of the pscudorapidity distnbution of transverse energy
depends on the transverse energy £ This dependence reflects both the etfect of varying the impact
parameter (hugh £, = small impact parameters), and the ‘tngger bias’ due to the simple fact that we
are sclecting events with large transverse energy in a certain pseudorapidity domain The tngger bias
effect, since 1t depends on the pseudorapidity domain over which the measurement of £, 1s carned
out, does not bnng much insght on the dynamics By varying the impact parameter, we compare n
munute detals the shape of the pseudorapidity distnbutions ot transverse cnergy of penpheral
collistons that arc equvalent to a tew hadron-hadron collisions with that of central collisions where a
large volume may undergo a phase transition In this respect, the ideal would be to be able to
measure the impact parameter n a way completely independent of transverse cnergy. A sclection
using the measured transverse energy in the almost complete coverage of the pscudorapidity

-0 1 <n <535 approaches thus geal, since all bins are represented equally at the moment of the
selecuon.

By varying the atomic numpver of the projectile and target, and the impact parameter wvia the
transverse encrgy selection, we ar probing the detaled dynamics of fireballs of different longitudinal
and transverse sizes Since the amount of thus data is very large, 1t 1s desirable to find empirical laws

to descnbe these distnbutions. These empincal laws may not have direct theoretical significance, but
can casily be compared to the predictions of the models.
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We observe that the dE,.dy distnbutions are generally well fitted by @ sumple Gaussan form
(see Figure 57) Since a Gaussian shape 1s completely speaificd by two parameters, the position of its
center and its width, we are jusufied to study pnmanly the first and sccond moments of the
pseudorapidity distnbutions of transverse energy. lhe third and fourth moments could also be
studied, or equvalently the skewness and the kurtoss 'he <tudy of higher moments 1s however
hindered by the staustical fluctuations of dydn of individual events, and by the systematic errors

due to intercalibration uncertanties  The analysis of higher moments will not be done
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Some general properties of the moments of pseudorapidity distribution of transverse energy will

now be exarmined. The first moment of the pseudorapidity distnbution of transverse energy is
defined as:
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In proton-proton collisions, the longitudinal boost invanance of special relatvity and the

In other

daL. rdE. . .
projectde/target symmetry mpose that <p>=(lp 7 ) j p Yods (pmn+’((argel)
) I <

words, the transverse energy production 1s forward backward symmetne in the trame of reference of

the center-of-mass of the twe protons, <y > amounts to 30 for an energy of 200 GeV oand 24 tor
an energy of 60 GeV.

The expenmentally measured <1 > 1n heavy-1on colbsions 15 siguficantly different from these
values; the distnbutions are  shafted’.

Let us note here that a first etfect contnbutes to the shifte The change trom the vanable » to the

vanable y when the transverse energy 1s carned by massive particles We have seen, with equation
(11) 1n section 4 51 that this shuft 1s quate small: | 18 m’ p}, that amounts 1 0 0231 we assume the

dominance by pions of mass 135 McV and mverse slope 180 MeV  The etfect 1s small®® because the

particles that contnbute most to the transverse energy are the most relativistic — thas effect wall
effectively be neglected in the sequel

The fact that the target and projectile are of unequal sizes results in a much larger contnbution
to the shift If there was 4 complete thermalization of the participants, with setropic re-ermussion of
the energy, <n > would simply be the rapidity of the center-of-mass of the participants This 15 4
rapidly changng funcuion of the rauo ¢ of the number ot participants

_, N L, f 1+ +8pg\_ L1+ (1+B8y\ - 1
Hems)= ems,g= 1)+ Eln<ml+(l—ﬁ)"/q) 2<M1+(1—[3)/> Wems,g= 1)+ 21nq

In an oppostte extreme, let us consider a collision between two quast-transparent nuclei, where only
a few nucleon-nucleon collistons occur. In that case, <n> 15 smply the rapdity of the
proton-proton center-of-mass, no matter how large 1s the difference between the projectile and target
atomic numbers The reality 1s probably in between the two extreme situations. That 1s, we know
that a large fraction of the transverse energy does not come from 1solated nuclcon-nucleon collisions,
but on the other hand, there 15 no absolute ewvidence for thermalization

Another possible cause of change in <»n> 1s the tngger bwas. The selection of central,

intermediate, or penpheral colisions 1s made using windows of measured transverse energy. If the

By dN ,/dy, the effect can be more important
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transverse energy 1s measured w1 the range —0 1 <7 <29, the mere selection of the events wall favor

transverse energy in the range — 0 1 <» <29 wath respect to the other regon, decreasing <n > The
strength of this tngper bias effect depends on the strength of the correlation of the transverse cnergy
between the backward and the forward pseudorapidity regons, and since the correlations were
already studied in 4 5, this subject will not be turther discussed here To avoid the tngger bias, the
transverse energy in our full # acceptance 1s used for the selection of the events  The selection wath
this £, 15 the closest we have to an actual selection of impact parameter, with a mummum cffect on
dE dy.

The second moment w of the pscudorapidity distnbution of transverse energy s defined by:

J ), dr,
—_ <y >V
(n n o
dE,
dn

-

w o=

If we assume that there are only a few solated nucleon-nucleon collisions, the second moment will
be the same as that of proton-proton coliisions At fixed energes, the charactenstics of proton-proton
collissons are known, and also theretore the value of w At very high cenergy, there appears a
‘plateau’, and we get.

_. Mproy)— (target)
s 12

The opposite extreme would be a perfect thermalizaton wath 1sotropic re-ermission of the energy. in
that case, w 15 2 mathematical constant

J‘ dvy: cosh3y

2
W= = z(l‘é. ~ 1046  w=0.68

fdvllgoshy

The actual w can be cxpected to lic between these two extremes 0.68<w< 17 at 200 GeV and
0.68<w<1.36 at 60 GeV Note that the fact that w>10 68 unplies that the ‘event shape’ viewed 1n
the center-of-mass 1s prolate along the beam directions

The third moment of the pscudorapidity distribution of transverse energy can also be used as a
sensitive test of models [96]. IHowever the third moment 1s zero both for the plateaustransparency
limit and the thermalizationnsotropy hmit. More complex models of the collison could produce
non-zero third moments, but we have decided not to present third moments in this work. The
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observed skewnesses are sufficiently small ( =0 05 to 0 10 were measured) that the distnbutions can
be fitted with Gaussians.

Besides the mean values, the event-to-event fluctuations of the first and second moments can be
considered It was observed that the event-to-event fluctuation of the average pseudorapidity
decreases approximately as the mverse of the transverse energy, as shown in figure 58, for the case of

*28.W collisions  The naive expectation 1s that the magmitude of fluctuations of the average in a
samphng of the pscudorapiduty distnbution with N particles, should be w « Vv Since multupliaity and
transverse energy are proportuonal, the data are in contradiction with this nane expectation The
cause mught be the addition ot impact parameter fluctuations, tor a study of fluctuations see [97]

The event-to-event fluctuauons ot the width are about half of the tluctuations of the first moment (a
factor 1'v' 2 1s expected for the sampling of a distnbution with N\ particles)  The only importance of
this for our discussion 1s that 1t shows that the fluctuations of moments are small Theretore, 1n

heavy-tons, the average event represents rather well most individual events

We summanze the values of <» > for **S on vanous target nucler in bagure 39,

Strularly, Figure 60 shows the value of w for **S colliing with Al Ag, W, Pt and U nucler as a
function of I'], defined 1 the regpon ~0 1<y <55 The I RITIOF and IRIS Monte Carlos
underesumate the backward rapudity shaft

In the colhsions of oxygen or sulfur nucler with large target nucler, we observe a decrease of the first
moment of the pseudorapidity densty of transverse enerin < 1 > with increasing ransverse encrgy
The presence of this effect 1n the case of colistons of oxygen nucler with tungsten nucler was already
noted in reference [85), but 1t was shown for transverse energy 1n the pseudorapdity range — 0.1 to
2.9 which 15 backwards’, so that the observed effect can be due to “tngger bias With Fq measured
over a pracucally complete doman of pscudorapidity, transverse energy, we still observe a shuft
towards the target wde tor large transverse enery  This must then be due to an mncrease of the
projectle target asymmetry at small impact parameters compared to large impact parameters A\
confirmation of the reality of this etfect 1s @ven by the Sulfur-Alumimum colhisions, where no shuft 15
abserved In that case, since the target nucleus 15 not larger than the projectde nucleus, there should

not be any backwards shuft with increasing transverse encrgy (if anything, there should be a torward
shuft, obviously)

We can tentauvely provide an understanding of these results by assurmung that <» > 1 the
rapidity of the center-of-mass system of the paricipants. The number of participants in each nucle:
can be determuned from the volume of intersection of a sphere wath a cylinder, for which a rather

complicated analytical expression exists [89] We wall consider two lumut cases that were also denved
in the reference [ 89]

In the penpheral himit, the volume of intersection of a sphere of radmus r with a cylinder of
radius R at impact parameter b 1s:
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therefore the ratio of the number of participants s g= ( ~ £Y ¢ and the center of mass rapadity is the

T

proton-proton center of mass rapidity plus —ln( T)l *)= —3 A
r

i}
target, the ratio of the number of paticipants 15 g= =

differs from th b m 3ﬂ)~.‘_1n.3_+_‘_1n(f1)
ers from the proton-proton one by — (7 e =33t G,
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|
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i )

the prediction of the rapidity of the center-of-mass of the paruapants gven

by [89], the impact parameter being obtamned from the value of £, using

WANM geometnical fits  The upper curve represents the prediction of IRIS

Thus, we see that when the target nucleus is larger than the projectie nucleus, the central
collisions are more backwards than the penpheral ones, simply by kinernatics and geometry

The case of parual stopping with a plateau 15 particulasly interesting since 1t entauls a
relationship between <7 > and w  We will use 1t as a 0* order approxamation for the behaviour of
‘string’ models. The assumption 1s the fodowing: The leading baryons carry no transverse energy, 1t
is all carried by the produced mesons The transverse energy 1s produced 2 a flat plateau between the
rapidities of the two sets of leading barvons, in agreement with the inside/outside cascade picture. As

a consequence, depending on the degree of stopping, <»#> will vary from the proton-proton
center-of-mass to the center-of-mass of the participants.
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Figure 60: ['he width w of the pscudorapidity distnbutions of transverse cnergy, as a
function of Ep.  The curve 1s the IRIS prediction,

In order to proceed, let us call £/ the height of the plateau, y, the rapdity of the target
participants (of total mass Af)), and p, the rapidity of the projectide participants (of total mass M ).
The conservation of energy and longitudinal momentum, together with the assumption of a flat
plateau, make it possible to deduce y, and y, as a function of H. The symmetry argument which 1s at

the base of the flatness of the plateau 1s likely to break down when the two baryons are too close in
rapidity (y,— y, <1). Not consdening these problems, we arc left to solve:

E'= M coshy, + M coshy, + {(sinhy, - sinhy )
{p= M sinhy + M sinhY, + H(coshy,— coshy,)

where the terms in H represent the integrated energy and momentum carried in the plateau of
constant height H. This 1s a second degree equation in y,, y, with solution:
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In these equations, M}, 1s the square of the vnergy avadable 1n the center of mass (also called s).
E— P, the difference between the energy and the momentum 1n the laboratory frame of reference 15
very well approximated by the mass of the target M| [he relationship between w=(h =) 2
and <n> =y +y that s obtancd for sulfur tungsten collissons 1s plotted 1n Figure 61. The data

points appear to disagree; the false assumption of the exustence of a flar plateau 1 nucleon-nucleon

collisions 1s the most obvious reason (but maybe not the only) of the talure of this model
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Figure 61 The width w of the pseudorapidity distnbution of transverse energy, as a !
function of the first moment <»n >, for *§-W collisions, 1n the hypothesis :
of ‘flat strings’.. Expenimental data point is indicated. i
|
;
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In conclusion, we have seen that the pscudorapidity distnbutions of transverse energy 1n heavy-on
collisions are well descnbed using smple Gaussians We have checked the accuracy of the
experimental reconstruction of these curves by venfying the effect of the projectile/target symmetry. It
appears that the production of transverse energy 1s centered about the center-of-mass system of the
participating nucleons, as if there was a complete stopping followed by a wsotropic reemrmussion,
whereas the width in rapidity of this production of transverse energy sigmficantly disagrees.

4.7 Hydrodynamic phenomenology and estimates of the energy density

The fact that the average pseudorapidity of the transverse energy production is the pseudorapidity of
the center-of-mass, whule the transverse cnergy emussion 1s not sotropic, 1s best explained by the
hydrodynamic model of longtudinal expansion  In section 1 13, we have been using some drastic
simplifications we wre making a strictly onc-dimensional computation while 1t 15 known that a
expansion also takes place transversely; we have supposed that due to the mmitid high viscosity, the
shock waves are ‘damped off” while they could carry a large amount of transverse momentum; and
we have considered that the fireball has an imtial Gaussian density, while quite different shapes of

density are perhaps created

Even hindered by these oversimplfications, the hvdrodynamic model of longitudinal expansion
enables us to reproduce the shape (sce Figure 62), first moment of pseudorapidity (the average
pseudorapidity), the width of the pscudorapidity distnbution, and the constancy of the average
transverse momentum per particle (due to 4 more-or-less constant freeze-out temperature). On this
last pomnt, 1t must be said that an extremely constant average transverse momentum has been
suggested as 4 signature of the tirst-order phase transiuon [9%].

A direct prediction of our model of lonmtudinal expansion 1s that the pions are ermatted from a
volume that 1s quite large compared to that of the .mtial ‘compressed nuclear pancakes’, particularly

mn the longtudinal direcion The interferometne measurements of the NA35 collaboration seem to
confirm this [99] [ 100].
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Figure 62: The expenmental dE.dp (solid lne). This 1s compared to our

hydrodynamucs prediction (dashed line) of section 1,13 with =9

4,7.1 Comparison with first moment

In this hydrodynamuc model, the first moment of the pscudorapidity is by definition the rapidity of
the center-of-mass of the paricipants We have seen 1n the Figure 59 that the data agrees to a very
good preaision wiath this prediction  For values of the transverse energy up to the value which
corresponds to the central collisions, the impact parameter corresponding 1o a given transverse energy
can be calculated n a straightforward way The <n > at larger values of the transverse energy, n the
framework of the hydrodynamuc model, would be explamed by a rare fluctuations of the number of
target participants, while the number of projectile participants is fixed to 32. When the denvative ot
the forward transverse energy with respect to the number of target participants 1s taken, the increase
due to the increase of v'5 1s compensated by a decrease due to the rapidity shift. This can be
calculated in the framework of our simple hydrodynamic model, and numencally, the cancelation is
almost perfect in §-W collisions, providing a quantitative cxplanation for the independence of Epp
from Erp at least i the case of W.
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4.7.2 Comparison with width

As seen in the mtroduction, longitudinal expansion during a time of 8+2 units imes the initial size of
the gaussian results in widths of the pseudorapidity dustribution of the order of 1.2. This is a slight
underestimate of the data. In addition, the narrowing of the distnbutions with increasing transverse
energy is not explained by our simple hydrodynamic model. A broademung of the distribution comes
from the vanauon of the rapidity of the center-of-mass along the impact parameter direction when
the impact parameter 1s non-zero, but the magmtude does not appear to be sufficient. Presumably
the width, at very small transverse cnerges, is ulumately determined by the charactenstics of
individual nucleon-nucleon colhsions. It 1s speculated that more complex and realistic hydrodynamuc

models might account for an increased width with respect to the width that we obtain starting from a
Gaussian profile at rest

Nonetheless, it must be remembered that the agreement with the model of longitudinal
expansion 1s much better than with the prediction of isotropy (w =0 68).

4.7.3 Attempt to identify an exclusive signature of hydredynamics

We have attempted to confirm unambiguously the hydrodynamic model by the observation of the
small expected correlation between rapidity and azimuth, when the impact parameter is non-zero, as
discussed in section 1 13.1 of the introduction It would appear as a positive correlation, appearing at
medium transverse energy (in order to select rather large impact parameters), between the transverse

cnergy of two regons separated by 180 degrees in azzmuth, and located on different sides of the
center-of-rmass rapidity.

In order to investgate this possibiity, we have summed the transverse energy of the santillator
calorimeters photomultipliers and of the clectromagnetic part of the ULAC 1n 64 regions making an
8 x 8 pnd in pseudorapidity and azzmut,  The regions are about 0.7 1in rapidity and exactly 45
degrees 1n azmuth  The measure of the correlation 1s subject to systematic errors that include the
effect of trigger bias, and intercalibration errors. Qur sample of = 1 000 000 events was davided 1n 20
bins of raw multiplicity in RING2. The correlation between two regions i and j is calculated by:

<FE> ~<E><E>
- L ! ya

W <E><l>
! J

The magrutude of the statistical error has been estimated by taking the same correlation with several
pairs of regions rotated 1n azmuth; In order to get nid of spunous (non-hydrodynamic) correlations,
we have subtracted the correlation at 90 degrees from the correlation at 180 degrees. The most
obvious correlation at large distances is the effect of the conservation of momentum, which results in

a correlation inversely proportional to the total multipliaity. In Figure 63 we plot the product of the
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raw RING2 multuplicity by the correlation between the regons of pseudorapidity 0.9<n <20 and
29<n<3.6. These two regions are located on the two sides of the maximum of dE, dn, and

therefore we should observe the hydrodynamic correlation defined in section 1.13.1 peaking at
intermediate impact parameters,
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Figure 63: The product of the correlation defined in text by the raw multiplicity 1n
RING2, Cij Nep (RING2iraw), as a function of N (RING2,raw) used
as a measure of the impact parameter The upper curve represents an
estimate of the expected signal from hydrodynamic correlations, peaking at
intermediate impact parameters (b= 0 corresponds to N (RING2, raw)
~ 180). The lower curve gives the value cxpected from mormentum

conservation.

The excess correlation at medium transverse energy amounts to: C,, (additional) = 0.004£0.002. It
is compatible with the order of magnitude expected for the hydrodynarmucally mduced correlation
from our model (0.014), but does not agree with it, and a null effect is not totally excluded. This
data might suggest that an hydrodynamic behaviour only establishes at nearly central collisions. A
similar conclusion of very small collective net transverse momenta was reached in a study [101] of
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the target fragmentation regon by the WAS0 collaborauon.

The correlation between other regons of pscudorapidity gave consistent results. In a systematic
study for net collective transverse momenta, all the correlations would be combined together to
reduce the statistical errors  Tus 15 outside the scope of this work.

Another exclusive sipgnature of our hydrodynamic model would be that the rapidity density of
participant baryons should be the same as the rapidity density of energy density, that 1s, strongly
peaked at the center-ot-mass rapidity

4.7.4 Stopping, energy density and Equation Of State (EOS).

The estimate of the energy denwty discussed in the ntroduction can be used as an expenmental
measure of the energy density provided we take into account the fact that a fraction of the energy of
the two nucler may leave the mteraction region without having contributed to the energy density
This leads to the following formula for the energy density.

where ¢, is the encrgy density of equation (4) discussed in the introduction.

The energy density has often been computed [85] [86] by assuming that the fireball of high
energy density decays isotropically, resultingin £, =mn Y s— mN L+ V)

In the framework of our simple model of longtudinal expansion, this gets reduced to

Eqpex =T/ - m(N,;+ Np)—x,), where 2, =0.35+0.10 (/s. Therctore, higher cnergy densities arc
produced.

The values of stopping, naive expression of the energy density?', and energy density taking into
account the work of the longitudinal expansion, are listed in Table 24

a The factor n/4 discussed 1n the introduction 15 present here
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Table 24° Summary of the stopping fractions for average central collisions

nuclei Er stopping(naive)  stopping e(naive) £
[GeV] [(GeV/im®] [GeV/fm?]
0-W 200 GeV 180. .46 076 34 5.6
S—W200 GeV 335 049 080 4.7 7.8

The large values of stopping obtamned in the framework of our model are consistent with the
observation [ 102} that the fcading baryon 1s shifted backwards by & 2 § units ot rapidity in central
collisions of protons with large nucler ke W, and with the tact that the distnbutions of ‘enerpy at
zero degree measured by the WAS(O collaboration extend down to about 1 10 ot the beam cnergy
[103], both ot which imply stoppings of the order of 0 90.

Another nteresting consequence ts that the final multiphaty, the inal width of the
pseudorapudity distnbution, and p, per particle are more influenced by the properties of the matter
itself than by the charactenstics of the mmtial production mechanisms {baryon colhsions). This

provides wath poweriul new tools to mnvesugate the question of the phase tranation

For example, 1t 15 relatively casy to show that the final distnbution of rapidity 1n the gven
volume cannot possibly result from an  adiabatic cxpansion of an deal pion gas. the

Stephan-Boltzmann expressions for the energy density and particle density of an ideal pion gas are.

2 4
e=3(§5)ik—?—

3
p __,3(_4_922)____(;7;7 -

where { is the Riemann zeta function, the average energy per particle is 3((4)/{(3)kT=2.7kT.
Charged and neutral pions are assumed. The expenimental width of the pseudorapidity distribution in
%26.W collisions gves (using the assumption of an ideal pion gas) the initial energy density??,
temperature, and multiphcity density (total multiphiaity 15 = 1000) of 9 2 GeV/fm?, 180x(16)!* = 360

2 calculated as discussed in the section | 6 of the introduction
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MeV, and 18 fm® respectively  Here. the number 16 correspends to the ratuo ot the fina to the
imtial energy densuy gnven by ligure 8 for the measured expansion t=9, and for an ideal gas, the
temperature ratio 1s the quartic root of the density ratio  'hese numbers do not  agree with the
Stephan-Boltzmann expression For | = 360 McV, € would have been = 2 GeV fm?. There are 100
many particles with too small temperature 1n the final state, tor the inmal, and intermediate stages to
have been pertect pion gases Stachel and Braun-Munznger [39] have suggested that this might be
an indicauon of a phase with quark and gluon degrees of treedom.

4.8 Results from the external spectrometer

In the framework of the hvdrodvnamie phenomenology and of the possibihnes of very large
stoppings, there are two etpennmental points v here the external spectrometer can possibly increase
the evidence 1n favour of the hyvdrodynamic model Tirstly, there 15 the question of the transverse
momentumn  per particle. It s predicted that the distmbution of sccondanes should retlect the
production from the freeze-out of a thermahsed svwwern Theretore, the spectra of transverse
momenta should stay more-or-less 1dentical if we vary rapidity, impact parameter, or size ot nucle
The expennmental results trom the external spectrometer reveal that the spectra of transverse
momentum are wWenticdl to 4 veny large preasion (Figure 64) Having studied the vanation of the py
per particle as 4 function of transverse energy, 1t remans to be studied as a tunction of rapidity  The
prelumunary results [ 10:4708%7, using the pseudorapidity distnbution of multiplicity measured by the
sthcon detectors compared to the pseudorapidity distnbutions of transverse energy, seern 1o idicate
that the average P per particle does not vary much with pseudorapidity, which would suggest that
the P spectra arc mdependent of rapidity A surular result 1s found for the average pp per particle
of the ncutrals [105]

Secondly, usng the particle dentification capability of the external spectrometer [ 69], we should
investigate the baryon meson ratio as 4 function of rapudity  If this ratio 1s almost constant, it wall be
evidence for the applicability of hydrodynamics and of a large stopping. However, at the present
stage, the analysis of the data from the external spectrometer 1s at an early stage Prelumunary results
from the NA3JS collaboration [106] indwcating a large net baryon density at the center-of-mass

rapidity 1n central *28-22S collistons, are favounng this possibility.
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Chapter §

Conclusions

The HELIOS experiment has been successtully operated dunng the two 2 weeks periods of heavy-ion
runmng of the CERN SPS in 1986 and 1987, these represented the first time that temperatures of the
order of 200 MeV over large volumes have been achieved in a laboratory environment. Careful
calibrations of the calonmeters maintained over long perniods ot time through measurements of the
signal produced by the radioactivaty ot the depleted Uranuum, and by pulsing with high-precision test
charges, permut a precision of 7%0 on the absolute transverse energy scale and of the order of 1 to 2%
on the relative energy scale  An electrorue tngger svstem allows the fast recogmuon of the energy
flow charactensucs ot an event for the high-statistics collection of central collisons and of rare events
in the tad of transverse energy density Small sihicon hodoscopes and 4 spectrometer covenng &

fraction of solid angle characterize the transverse energy flow

After the events from several targets are <eparated trom the background of non-target
interactions, recognizable by peculiar correlations of the hits in the siicon hodoscope, we maintain
preasions of the order of a few percents through the correction ot the pscudorapidity distnbutions
and the distnbutions of transverse energy  These comections are made Lsang Monte Curlo simulation

of the detectors guided by our calibration measurements and confirmed by measurements as far as
the calonmeter tluctuations are concerned

The shape of the differential cross-sections of transverse energy reflects the geometry of impact
parameters and abgnment of deformed nucler We have established how to extract the physicdl
parameters of central collisions from these distmbutions.  The transverse energy of a central collision
is a power function of the atomic mass number where the exponent 15 vanving with the
pseudorapidity coverage of the transverse energy measurement  [he fact that our psecudorapidity
acceptance 1s separated 1n a backward and a forward regon provides additional mnught on the
dynamics, suggesting that the mechanism of transverse energy production in the forward region may
be independent of the mechausm of transverse encrgy production in the backward region wn

collisions with large target nuclei It also provides a way to intercalibrate the transverse energy using a
symmetry of nature.
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The examuauon of the pseudorapidity distnbutions of transverse encrgy shows that while a
large fraction of the energy available inially 1n the center-of-mass 15 going wnto the formation of a
fireball, the energy flow from thus fireball is not ssotropic This suggests that the final energy flow is
largely deterrmuned by a very large fraction of the encrgy being stopped in the center of mass and
undergoing a hydrodynamic expansion where the longitudinal expansion domunates A stmple model,
where a gaussian profile of an 1deal gas expands untl freeze-out conditions are met, essentially
reproduces all the charactensucs of the final energy flow  If this scenano 1s true, the final
charactenstics of the energy flow are much more determined by the multiple remnteractions of the
secondanes -~ possibly hy the Lquation of State (I'0OS)~— than by their vunal distnbutions 1n
proton-proton collisons  No feature of the final distnbutions 15 found which disagrees with thus
interpretation  In particular, we hase seen that the first moment ot the pscudorapidity distnbution of
transverse energy 15 rather well determuned by the centre-of-mass rapidity of the particpants, an
empincal fact that any proposed model will have to reproduce However, an exclusnve signature of
hydrodynamucs 1s still needed This signature would have 1o be comparable to the evidence gathered
in fasour of hydrodvnamues in lower-energy expenments with heavv-ions We have started, in the
present work, to develop the techmuques (Measurement of cross-sections at halt plateaun, correlations
of transverse energy 1n rapuhity and azmuth, among othersy  allowing the extraction of the dynamical
informations on the energy tlow from distnbutions where the collision geometry plays an unportant
role. A very detaled understanding of the geometry 15 needed in onder to reach that goal, and a
descrniption of the nuclear geometry defined 1in terms of spheres and cllipsoids with sharp edges,
although already verv detailed, is probably not sufficient However the analytic formulae denved with
this geometry provide useful guidelines for a situation where the nuclear geometry desenption wall

become even more justified of large nucler such as Pb, or U, are accelerated in the future.

Very large values of the stopping, measured by the transverse energy divided by the maxmum
transverse cnergy, have been observed with the larpest target nucler; this suggests that the
hydrodynamic desenption of hadromic matter, whica has to be valid for very large nuclet, 1s more and

more relevant as we increase the size of both the target and the projectile

If we now make an outlook of these results, we see that the measurement ot hydrodynamic
quantities are compulsory 1 order to measure the equation of state (1.OS) As a first step, we would
need an exclusive umature of hvdrodynarmes, together with the observation, with increasing nuclear

sizes, of the onset of a hydrodynamic behaviour above the behaviour dictated by the superposition of
nucleon-nucleon collisions.

The width of the observed pseudorapidity distnbution would then give us the amount of
expansion that has taken oplace. From that, and the observed final temperature,
assurning the EOS of anideal relatnvistic gas, we can obtain the intial temperature. Since we also
know the mtial energy density (this knowledge was improved mn our study by recognizing that the
energy flow does not have to be 1sotropic), we have a first measure of the terms of the EOS (g(7).
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If the measured LOS corresponds to thot assunung an ideal relativistic gas, then the logic loop ts
closed. In the case thus condition 1s not sausfied, we cannot directly measure the 1'OS because we do
not know the mual temperature. We still have, however, a measure of the I OS, but since the nitial
temperature is then itself dependent on the FOS (in a way that must be established by computer
simulations), a solution will be found only by solving a polynomial equation mn the EOS (or

equivalently a polynomal cquation in the itial temperature), instead by a straightforward
measurement.

We have scen in 4 7.4 that the LOS expenmentally differs from that of an 1deal pron gas, the
deviation indicates that the imtial high-temperature state had more degrees of freedom that the final
state. thus we will have to follow the program outhined above in order to reahize progresses on the
measurernent of the 1'OS  This umphes that very high staustics data would be needed and
considerable cfforts from the theory sde requested for ats better understanding  There exists a strong
mottvation tor these studies 1n view ot the large energy densities that are created 1n any case 1n these
collistons (for an estimate a la Bjorken see [85]1{86] [107]), and of the verv large ones that are

created 1f our understanding ot the longtudinal expansion 15 correct

Indeed, the energry density, when the effect of the hydrodynamic work done by the longitudinal
expansion 1s included. 15 found to be ot the order ot 10 GeV fm?, and therefore clearly much above
the cntical value of about 235 GeVim?® obtaned from lattice QCD calculauons for the

deconfinement transition {15}, and clearly larger than the energy density ot > 0 15 GeVfm?® mside
the nucleon.
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Appendix A

Exact formulae for hard-sphere nuclei.

The approxumation that the nuclei are spherical, with a uniform density inside the nuclear radius, 15
often used. This hmit becomes increasingly vahid for large nucler, In this imut, there exist exact

analytic cxpressions for certam quantities

A.l The number of nucleons in the central tunnel

The volume of the central tunnel 15 otten approximated by taking the diameter of the larger nucleus
times the circular area of the smalest nucleus It corresponds to ‘making the edges of the tunnel flat’
It is instead possible to compute this volume exactly

r

V= f Dexdx(2N R - %)
4}

changing vanable to z= x?, we obtain a binormual form:

2
f 3
V= [k =2 = [ -4k~ 2] = B0 (A= R

0

multiplying through by the density, developing the factor 4n/3, this formula gives a particularly
simple formula for the number of participants in the largest nucleus:

N = A—(4¥— gyn
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(A beng the number of nucleons of the nucleus with radws R, and B the number of nucleons of the
smaller nucleus with radus r)

A.2 The number of collisions and the overlap integral in the central case

Assumung the nucleus 15 sphencal with umiform density, the cxpectation value of the number of
collisions 15 ;iven by the overlap integral.

r

| 1=jx¢xjd¢)(:r\" =N RE = ' = 2bx cosp ~ x') plo (12)
Q

Ihus overlap mmtegral s easy to compute with a small computer program, but it 15 very hard, and
perhaps impossible, to make the integral analvtically in the general case. It 15 possible 1n the central

case. When the impact parameter b s zero, equation (12) 15 just

r
[= J?::xdx(’l\’ rF—x )2V R = x7) pzam
0
where we recognize the product of the thicknesses. Simplifying:
I= J'Snxdx\/(rz - xz)(R;Z - x:) p:crm
0

changing vanable to z=x* :

'2
I= jdndzJ(rz - z)(R2 -2) pzom
0

P+ R?

changing variable to y= 3

—2Z:

N

R+ A

4n dy\/ V- —}I(rz—- R pzdm
B-A
2
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The primitve of the hyperbola v)*—K' is found by integrals by parts,

——

%y\/y’-—K“—- —Ig—cosh"y/k'

Therefore:

2, 2 2, 2 12 22 2, 2
- dpal 1 r+R /R+r2_R~r 2 VR -rve -y, R +7r
l~4rtp¢7,,,|:-2- 3 V(5 Y —( 3 ) 2( 3 )’cosh (-—-——----—-R2 2)}
The final sumplification, using cosh” l(R‘Hﬂ)-—l (R+r) gives:

rl
)

I=np% l:rR(r2+ R)— L& - P B

A.3 Participant volume at non-zero impact parameter

it fis

(13)

The expression for the volume of intersection of a sphere (radius r) with a cylinder (radius R) at

impact parameter b is:

v=2EPo(R-b)+ - ‘L_.[nﬁg--K(,u—————-—-——-‘A“B‘§A‘Q)~m—qu+-—-—-—-———“"‘“Zf“zc

'd—C

when r> b+ R,

i‘%‘-r’e(m by

vA-C 3

43 [nﬁz-iwc[m 28)+ (4 — B)—-——~———-——-—]+EXA o~ M)}

when r< b+ R, and
4;’ POR—-b)+ = rtan (2‘/b§) %JA-C(.M%(A-C))

when r= b+ R.
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Here 6 1s the unit step tunctton, A=A(k) 1s the complete cliptic wntegral of the first kind,

E=E(k) 1s the complete elliptic integral of the second kind, and I1=11(k, — 2%) is the elliptic function
of the third kind, and:

4

A= max(rf,(b +RY)
B=min(r',(b+ R)’)

C=(b—RY
= B—C
A~-C

2 -C
-a T cetrm—

~

C
‘ s=(b+R) (b~ R)

The denivation of this formula, the numerical methods needed to use it, and examples of

applications are given 1n ref.[89].
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