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Résumé

Dans cette étude, nous exécutons une série de simulations numériques (48-60 h)

d'une famille de cyclones frontaux qui s'est produite le long de la côte ouest de l'Océan

Atlantique le 13· 15 mars 1992. Une version à grille pilotée du modèle mésoéchelle àe

PSU/NCAR (MM4) avec une grille fine de 30 lan de résolution a été utilisée. TI est démontré

que le modèle MM4 reproduit convenablement la genèse, le déplacement et l'intensité des

trois cyclones secondaires, leur structure thermique et circulation à la surface aussi que la

précipitation associée aux systèmes. Finalement, un des cyclones frontaux (le MFC)

parvient à éclipser le cyclone primaire dans la région polaire; il peut être tracé 3 jours

auparavant comme provenant d'un mésocyclone au nord d'Alberta.

On n'ouve qu'un anneau du tourbillon potentiel (TP) à haut niveau joue un rôle

important dans l'engendrement des cyclones frontaux et la détermination de leur

déplacement. Apparemment, les cyclones se forment en conséquence de la superposition

d'anomalies de TF à haut niveau et de baroclinicité intense à bas niveau derrière le front

froid primaire; après ils se propagent toujours dans le secteur froid vers le centre du cyclone

primaire. TI est montré de même, que l'intensification du MFC provoque l'apparition d'un

creux à mésoecheUe dans la troposphère basse à moyenne. Cela crée un décalage de phase

favorable entre ledit creux et son homologue thermique plus lent, en facilitant la conversion

baroclinique de l'énergie potentielle du système en énergie cinétique.

Le diagnostic dl~s expériences de sensibilité démontre que: i) les forçages à large

échelle déterminent l'engendrement et le déplacement des cyclones frontaux étant

responsables pour environ 59% de l'intensité finale du MFC; ii) la baroclinicité à niveau bas

et les anomalies de TP à niveau haut sont d'une importance presque égale lors de la

formation des systèmes secs; iii) la perte d'inertie angulaire d'Ekman a tendance à ralentir

considérablement le développement des cyclones frontaux; et iv) les flux de chaleur et

d'humidité à la surface peuvent avoir un impact important (c.à.d., 59%) sur l'intensité finale

des cyclones en présence du dégagement de chaleur latente, mais leur impact est insignifiant

dans le cadre de la dynamique sèche.
i
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Abstract

In this thesis, a series of (48 - 60 h) numerical simulations of a family of frontal

cyclogenesis events that occurred over western Atlantic Occan dUling 13 - 15 Marcll 1992

are conducted using a nested-grid version of the PSUINCAR mesoscale modcl (MM4) with

a fine-mesh grid size ono km. It is shown that MM4 captures vcry weIl the gencsis, track

and intensity ofthree secondary cyclones, their associated thermal structurc and prccipitation

pattern as weIl as their surface circulations. One of the frontal cyclones (M FC) eventually

overpowers its parent cyclone in the polar region, and its origin could be traced back 3 days

earlier from a mesolow over northem Alberta.

It is found that an upper-Ievel potential vorticity (PV) ring plays an impmtant role in

detennining the initiation and track of the frontal cyclones. The cyclones appear to fmm as a

consequence of the superposition of upper-level PV anomalies on the low-lcvcl intcnse

baroclinicity in the cold sector behind the slow moving primary cold front, anù then they

propagate into colder air towards the parent cyclone's center. It is also fo'und that as the

MFC intensifies, a mesoscale trough is induced in the low-to-middle troposphere, creating a

favorable phase lag between the new pressure trough and a slow moving thermal wave.

This phase lag provides a baroclinic conversion mechanism by which the system's kinetic

energy could increase rapidly at the expense ofavailable potential energy.

Diagnosis of sensitivity experiments reveals i) dry dynamics determines the initiation

and track of the frontal cyclones, accounting for about 59% of the final intensity of the

MFC; ii) the low-level baroclinicity and the upper-level PV anomalies are near-equally

important in the genesis of the dry systems; iii) the Ekman spin-down tends to slow

substantially the development of the frontal cyclones; and iv) surface heat and moisture

fluxes could produce a significant impact (Le., 59%) on the final intensity of the cyclones in

the presence oflatent heat release, but ils impact is small in the dry dynamical framework.

ii
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Chapter 1 Introduction

1.1 The frontal cyclogenesis pro blem

The concept that extratropical cyclones grow on the boundary between the warm

tropical air and the cold polar air can be traced back to the so-cal!cd "parallcl cUITcnt thcOlY"

proposed by Fitz-Roy in 1863. In this conceptual modcl, cycloncs fOim asymmcu;cally as thc

polar air CUITent meets and displaccs thc air CUITent from the tropical region. In the carly

1920s, Fitz-Roy's ideas were re-discovered and improved by scientists from the famous

Bergen school of meteorology to fOim the polar front theory (Bjerknes and Solberg 1922). In

this theOlY, cyclogenesis results from the instability of disturbances along a polar front, i.e.• a

smface of discontinuity separating tropical and polar air masses. The tendency for cyclones to

develop in a family with each successive member occurring along the polar front to the

southwest of its predecessor was also noticed by Bjerknes and Solberg (1922). Thcy

dctclmincd that the inter-cyclone spacing was usual!y of order 1000 km. Fig. 1.1 shows an

examplc of such a frontal cyclone farnily along a polar coId front.

Even though the polar front theory deals with 'frontal cyclogenesis', or cyclone

formation in areas of enhanced air-mass contrasts. it does not consider this process as a

special type of a cyclogenesis phenomenon. According to this theory, al! extratropical

cyclones originate in the 'frontal' zone, and thus they arc thought of as 'frontal' cyclones

regardless of their charactel;stic spatial and temporal scales. In this thesis, the notion of

'frontal cyclogenesis' is used in somewhat different, naITower sense, i.e., to imply the

cyclogenesis with a diameter of 800 - 1500 km along a polar front associated with a parent

cyclone to the polar region. This notion is similar to that described by Thomcroft and Hoskins

(1990). Therefore, the Norwegian conceptual model offrontal cyclones could be divided into

two spatial regimes: one large-scale regime at a scale of 3000 km or larger and the other

mesoscale or subsynoptic-scale regime at a scale in the range of 800 • 2000 km.
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Fig. l.l Analysis of mean sea level pressure over the North Atlantic, 1 Dec. 1982 at 1200
UTe produced by the Meteorological Office. Intervals between isobars, 4 hPa.
Figure is taken from Joly and Thorpe (1 990a).

For the latter, frontal cyclones form often within a large-scale cyclone system or a 'parent'

cyclone. Sooner or later, the cold front of the 'parent' cyclone becomes distorted by a single

or several small depressions, which form a frontal wave. Observational studies show that they

have horizontal wavelengths of 1000-2000 km and grow with time scales ofless than one day

(Joly and Thorpe 1990a). Even though they form in strong and deep baroclinic zones,

mesocyclones tend to be shallower than their large-scale counterparts, particularly during their

early development stages.

2
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Frontal cyclogenesis phenomena have been found to occur ail ovcr the globe. Satellite

photographs of North America and its coastal regions often reveal the existence of comma­

shaped cloud patterns associated with subsynoptic-scale or mesoscale cyclones in polar air

streams (Mullen 1979; Bosart and Sanders 1991; Wang 1995). Similar features have also

been noted along Baiu fronts in East Asia and in association with polar lows in Europe (Schar

and Davies 1989). While the frontal cyclogenesis is a widespread weather phenomenon, the

understanding and foreeasting of frontal cyclones still rcmain as one of the most seriolls

ehallenges to meteorologists. Unlike the eyclogenesis in the large-scale regime that can be weIl

aecounted for by quasi-geostrophic baroelinic theory (Chamey 1947; Eady 1949), the

problem of understanding frontal cyclogenesis in the subsynoptic regime is the absence of a

theoretical modelthat can explain the initiation and growth of disturbances with thc pm1iclilar

spatial and temi'oral scales.

Recent instability studies of lWo-dimensional frontal baroclinic zoncs with continuous

thelmal stlUcture have pointed to the existence of unstable modes that compare favorably with

the growth rate and spatial scale of observed frontal waves. For the sake of claIity, we may

divide these studies in Supp011ing i) the 'in situ' instability; and ii) the upper-lower level

interaction, as the frontal eyclogenesis mechanism. This classification actually corresponds to

the Petterssen's Type A and Type i3 classification of cyclonic development (Petterssen and

Smebye 1971).

The first categOlY encompasses the research of Moore and Peltier (1986, 1988,

1989), Joly and Thorpe (1989, 1990a, 1990b) and Schar and Davies (1989). In explOling the

stability of a steady defOlmation front in a uniform potential v011ieity (PY) flow with a

primitive equation model, Moore and Peltier (1986) found two sets of normal modes: one

modified Eady mode with a wavelength between 3000 and 5000 km, and the other, what

appeared 10 be a new mode, with a wavelength of approximately 1000 km. The mesocyclone

mode, growing mainly by baroclinic energy conversion, has an e -folding time of one day

which is greater than that of a typical baroclinic mode. Joly and Thorpe (1 990a) added a low-

3
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level maximum of PV generated by latent heat release to the properties of unstable waves, and

found that their growth derives kinetic energy from the basic state. Within a quasi- and semi­

gcostrophic framework, Schar and Davies (1989) found an unstable mode with a mixed

barotropic-baroclinic character, and showed that the source and nature of the frontal instability

is a vortex interaction effect acting across the thermal maximum of a low-level warm-band

precursor.

In contrast to the natural selection principle where the fastest growing nonnal mode

dominates over a random set of initial disturbances, baroclinic growth is often found, e.g.,

over westcm Atlantic, to be triggered by an upper-Ievel disturbance moving off the continent

(Sanders 1986). This forms the basis of the second category offrontal cyclogenesis (Hoskins

et al. 1985; Thorncroft and Hoskins 1990). Thomcroft (1988) showed that explosively

dcepcning cyclones were a result of the nonlinear interaction of the upper-tropospheric cut-off

with an intense potential temperature gradient at a eold front during the final stages of a

nOlmal-mode baroclinic wave life cycle. This non-modal finite amplitude initiation can be

thought of in terms of PV anomalies, as described by Hoskins et al. (1985).

A third theoretical approach to understanding the frontal cyclogenesis is to reconcile

the observations with the conventional barociinic instability of Chamey (1947) and Eady

(1949) that predicts disturbances with scales of 3000-4000 km to be the most unstable (e.g.,

Orianski 1968. 1986; Kasahara and Rao 1972; Nakamura 1988). The discrepancies in the

observed and predicted wavelengths were first diseussed by Eady (1949), who noticed that

the most unstable wave becomes shorter as the statie stability diminishes. He further proposed

that moist proeesses act ta reduce the static stability of the atmosphere and hence the seale of

baroclinic disturbances. Using a four-Ievel quasi-geostrophic model, Staley and Gall (1977)

also showed that changes in either the low-Ievel wind shear or the statie stability of a mean

state can reduee the scale of the most unstable baroclinic wave from 4000 to 2000 km.

Harrold and Browning (1969) observed that baroclinic zones, in which polar lows develop,

are strongest near the surface, so they suggested that the shaliow nature of these zones was
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responsible for the reduction in length scale. This idea was tested by Mansfield (1974) who.

considering the stability of an Eady model with a lid artificially placed at 1.6 km. found that

the most unstable disturbances were indeed of mesocyclone scale. This hypothesis was.

however. questioned by Reed (1979) who pointed out that the cases studied by Harrold and

Browning (1969) also had significant baroclinicity at upper levels.

Numerous observations and numerical studies have also been calTied out to investigate

the frontal cyclogenesis and related phenomena, e.g., eoastal frontogenesis, low- and upper­

level jets, and etc. For instance, Reed (1979) and Mullen (1979) studicd thc structurcs and

large-scale environments for a total of 24 mesoscale cyclones that occun'cd bchind or

poleward of trailing cold fronts. Thcy found that these mesocyclones are mostly associatcd

with deep baroclinicity throughout the troposphere and they are 10catcd on the poleward sidc

ofupper-leveljet sn'eams in regions marked by strong cyclonic wind shcar. In a casc study of

a small-scale polar-front cyclone, Ford and Moore (1989) noted that the stOlm appearcd to

grow in response to favorable low-Ievel thennal advection rather than to any significant uppcr­

level forcing. The 10IV-level jet has been found to play an important role in frontal

cyclogenesis (Ford and Moore 1989; Doyle and Wamer 1991). Lapenta and Scaman (1992)

and Doyle and Wamer (1992) documented frontal cyclones which faitcd to develop in the

absence of latent heat release despite the presence of strong low-level baroclinicity. Browning

and Roberts (1994) and Browning and Golding (1995) examined the effect of upper-levcl

high potential vorticity on the dry intrusions that appeared to detennine the precipitation

structure of frontal cyclones. In gcncral, it has been revealed that the nonlincar intcraction

among valious physical and dynamic processes, rather then an individual proccss, is

responsible for the rapid evolution of these stonns.

Despite the marked improvement in the numerical prediction of rapidly decpcning

extratropical cyclones, many operational models still have great difficulties in prcdicting

mesocyclogenesis that often occurs in a polar frontal zone. White this type of frontal

cyclogenesis has recently received considerable attention in theoretical studies (e.g., Moore
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and Peltier 1987; Thorncroft and Hoskins 1990), few case studies have been performed to

examine the structure and evolution of these baroclinically driven mesoscale phenomena and

investigate the processes responsible for their existence and pronounced case-to-case

variability, owing partly to the lack of high-resolution observations and partly to the coarse

grid resolution used in operational numerical weather prediction models. Of particular interest

is that under certain circumstances, these baroclinically driven mesovortices can deepen

rapidly and eventually dominate their parent cyclonic systems. Therefore, case studies on

frontal cyclogenesis events are necessary for providing evidence to theoretical descriptions

and for better understanding of the interaction of different processes leading to frontal

cyclogenesis, thus in hope of improving the ability of numerical weather prediction.

1.2 Objectives of the thesis

In this thesis, we study the formation of a family of frontal cyclones that occurred on 13

- 15 March 1992 during CASP TI (Canadian Atlantic Storms Program) using a 60-h high­

resolution (lix = 30 km) simulation of the case with the Pennsylvania State

University/National Center of Atmospheric Research (PSU/NCAR) Mesoscale Model Version

4 (MM4; Anthes and Warner 1978; Anthes et al. 1987). This case is selected for this study

because i) there were a family of (3 - 6) frontal cyclones, with diameters ranging from 800 ­

1200 km, forming from a polar front that was initially located along the east coast of the U.S.;

and ii) they were missed by the then operational models, such as the Nested-grid model

(NOM) in the National Meteorological Center (NMC) and the Regional Finite-element (RFE)

model in the Canadian Meteorological Centre (CMC). Moreover, one of the frontal cyclones

underwent explosive deepening (Le., 32 hPa/30 h) and it eventually overpowered the parent

cyclonic system. However, both the RFE and NOM models, initialized at 0000 and 1200

UTC 13 March, predicted a mesotrough at the end of the cyclone's life cycle and failed to

reproduce other frontal cyclogenesis events. Thus, the present case provides a unique
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opportunity to examine the mesoscale predictability of frontal cyclones and invcstigatc the

mechanism(s) by which these systems form and deepen.

The specific objectives of this thesis, petlaining to the physical understanding of the

frontal cyclogenesis, are to:

i) demonstrate the numerical predietability of the 13-15 March 1992 family of frontal

cyclogenesis events up to 60 h using a high-resolution research model with an enhanced

analysis as the mode! initial conditions;

ii) examine the three-dimensional structures and evolution of the frontal cyclones in

relation to their parent cyclone as weil as their inter-relations;

Iii) evaluate the sensitivity of the model-simulated cyclogenesis events to latent hear

release. ocean surface fluxes and other mode! physical representations; and

Iv) quantify the different physical processes taking place in the frontal cyclogenesis

and clarify the relative impollance of upper- and lower-Ievel forcings in the genesis during the

different stages of the cyclones life cycle.

Ihe presentation of the thesis is organized as follows. Chapter 2 summarizes the

mode! features and initial conditions used for the simulation. Chapter 3 presents a synoptic

description of the case from 0000 VIC 13 to 1200 VIC 15 March 1992, and shows

velification of the 60-h simulation against conventional and satellite observations. A possible

scenario of the cyclone initiation and deve!opment from the PV perspective is also presented.

In Chapter 4, we compare various sensitivity simulations in order to gain further insight into

the factors that are important in the frontal cyclogenesis. A summary and conclusions are

given in Chapter 5.
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Chapter 2 Model Description and Initial Conditions

The model used for the present study is an improved version of the Penn StatelNCAR

hydrostatie, three-dimensional (3D), mesoscale model (MM4). This chapter describes briefly

the basic model structure, including vertical and horizontal grids and finite-difference

equations (Anthes and Wamer 1978; Anthes ct al. 1987), as weil as the model initialization

procedures and initial conditions. Section 2.1 outlines the mode! dynamics. Section 2.2

provides information on the numerical algorithms used for solving the dynamie equations.

Description of the underlying physical aspects are given in section 2.3, and the model

initialization and the initial conditions are presented in sections 2.4 and 2.5, respectively.

2.1 Model dynamics

The governing equations of the MM4 model, as originally described by Anthes and

Warner (1978), arc wlitten in the terrain-following cr coordinate:

cr = (p - Pt)/(Ps - Pt) (2.1 )

•

where p is pressure, Ps is the surface pressure, and Pt is the pressure at the top of the model

atmosphere (in the present case Pt = 70 hPa). Apart from the prognostic momentum (u, v)

equations, the model contains the continuity equation in terms of Ps, the tirst law of

thermodynamics (T), and prognostic equations for the mixing ratios of water vapor, cloud

water/ice and rainwater/snow ( qv, qc and qr), respectively. In addition to the seven

prognostic variables, there arc three diagnostic equations for ci", co and geopotential height.

respectively. The effect of water vapor is included in the ideal gas law through the use of the

vinual temperature, whereas the effect of liquid water or solid particle content, or the 'water

loading', is incorporated through the hydrostatic equation. A complete list of the goveming

equations is given in Anthes et al. (1987).
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2.2 Numerical algorithms

The MM4 model fearures a self-nesting capability (Zhang et al. 1986) which allows for

simultaneous integration of the primitive equations over a coarse-grid mesh (CGM) domain

with a grid size of 90 km and a nested fine-grid mesh (FGM) with a glid size of 30 km (Fig.

2.1). Both meshes are 'staggered' in the horizontal and vertical (Fig. 2.2). The horizontal

staggering means that the momenrum variables are defined at 'dot' points while ail the other

variables are defined at 'cross' points. This grid is the so-called 'Arakawa B' grid (Arakawa

and Lamb, 1977) and shown by Anthes and Warner (1978) to lerid to a more accurate

caleulation of the pressure-gradient force and the horizontal divergence. In the veltical

staggering, the vertical velocity in cr-eoordinates, &, is eomputed on full cr-Ievels, whereas ail

other variables are defined on half cr-Ievels, thus representing layer averages. Our CGM and

FGM consists of 89 x 75 x 19 and 139 x 109 x 19 grid points, respectively, in (x, y, cr)

dimensions and they are overlaid on a polar-stereographie map projection tme at 600 N. The

20 cr-Ievels used for this study are: 0.0, 0.05, 0.1, 0.15, 0.206, 0.263, 0.321, 0.38, 0.44,

0.501. 0.562, 0.619, 0.676, 0.733, 0.789, 0.845, 0.901, 0.957, 0.99,1.0, which give the

19 cr-Iayers ofunequal thickness. Both eomputational domains cover the area of genesis and

subsequent develop\Tlcnt of the frontal cyclones as weil as the data-rich area to the west where

upstream disrurbances affecting the cyclones form.

The flux forms of the primitive equations are then spatially discretized using seeond­

order finite differencing; the mass, momentum and total energy are approximatcly conserved.

The time-integration scheme, designed by Brown and Campana (1978), is used to compute

the pressure gradients at time step ,+1befme computing the momenrum variabks at time step

,+ l, the so-ealled pressure-averaging merhod. Then, weighted averages of the geopotential

and surface pressure at time steps ,-1, , and ,+1are used for the pressure-gradient force telm~

in the momenrum equations. This method allows for a time step about 1.6 times larger than

that supported by the conventional leapfrog scheme and produces virtually identical results
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Fig. 2.1 Nested-grid domains with the fine mesh denoted by the internai frame. Sea-surface
temperature (dashed) is given at intervals of 3 Oc over the fine-mesh domain.
Tracks of the major frontal cyclone (MFC) from the CMC analysis (soUd) over a 6­
day period with datelhour given, the 48-h control simulation (CTL, thick dashed),
and no latent heating run (DRY; dotted) are also shown. Latitudes and longitudes
are shown every 10°,
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Fig. 2.2 Schematic grid structure of the PSUINCAR mode!: a) vertical; and b) horizontal.

Bath figures are taken from Anthes et al. (1987).
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(Anthes and Wamer 1978). Second-order diffusion for the grid points next to the lateral

boundaries and fourth-order diffusion for the interior of the grid points are used in order to

control the nonlinear instability and numerical aliasing.

The model lateral boundalY conditions in our case are specified in a sponge layer,

comprising four cross- and five dot- points inward from the boundaries. The values of the

prognostic variables at the outermost CGM lateral boundaries are determined by linearly

interpolating 12-hourly observations in time (Perkey and Kreitzberg 1976), whereas in the

sponge layer a weighted average of the interpolated observations and model-calculated

tendencies is used. A two-way interactive self-nesting procedure is used at the interface

belWeen FGM and CGM (Zhang et al. 1986).

2.3 Model physics

a) Warer cycle rreanllellls

The realistic high-resolution simulation of multiple frontal cyclogenesis events requires

an adcquate representation of grid and sub-grid scale processes and water phase changes

(Zhang et al. 1988), because the proper interplay between adiabatic dynamics and diabatic

heating helps reproducc the track, intcnsity and mesoscale structures of the frontal cyelones.

Thus, it is necessalY to use an appropriate convective parameterization scheme suitable for a

grid size of 20 -30 km that is coupled with a reasonable description ofgrid-scale condensation

processes.

ln this study, we use the Kain-Fritsch (1990, 1993; KF) cumulus parameterization

scheme for the FGM, while the Anthes-H.L. Kuo convective scheme is used for the CGM. In

the KF scheme, subgrid-scale convection is parameterized in such a way that it is assumed to

remove convective available potential energy (CAPE) in a grid column within an advective

lime period. The scheme includes the effects of moist updrafts and downdrafts, and

compensating subsidence; it also allows a two-way exchange of mass belWeen cloud and
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environment through detrainment and entrainment which varics rcalistically as a function of

environmental conditions. Conservation ofmass, thcnnal encrgy and total moistul'c is assurcd.

The Anthes-H.L. Kuo schemc is based on the concept that low-Ievcl mass and moistul'c

convergence regulates the amount of convective mass and moisturc fluxcs. Moist convcction

occurs when the moisture convergence excceds a critical value and the atmosphere is

conditionally unstable.

These two convective sehemes are eoupled with more sophistieated explicit prediction of

cloud water (ice) and rain water (snow) evolution (Zhang et al. 1988). The explicit moisture

seheme, desctibed in Hsie et al. (1984); Zhang (1989) and Dudhia (1989), includes additional

prognostic equations for cloud water (ice) and rainwater (snow). This scheme assumes that a

gtid cell is complete!y fiUed with hydrometeors, which makes it suitable for high-l'esolution

simulations. The explicit scheme contains the effects ofvirtual temperature, hydrostatic watel'

loading, falloUl of rainwater and snow, condensation and evaporation, freezing and melting,

and sublimation. The phase demarcation between solid and liquid paI1icles is made ta depend

upon the position of a parcel above or below the 00 C isothelm. This allows for eeonomy of

memol'Y storage but causes the absence of supercooled droplets in the model. Propel'

communication between parameterized and explicit schemes is an impoI1ant component of

sueeessfui simulations (see Zhang et al. 1988; Molinari and Dudek 1992; Zhang et al. 1994).

The implicit convection scheme is necessal'Y for the representation of significant subgtid-seale

vel1ieal fluxes ofheat and moisture, whereas the explicit scheme aecounts for the transp0l1 of

condensates before reaching the ground as precipitation. This provides a broader scale of

interaction between subgtid-seale convection and mesoscale circulations (Zhang et al. 1988).

b) Planerai}' boundalY layer (PBL) processes

It is well known that the planetalY boundary layer (PBL) plays an impoI1ant l'ole in the

exehange of heat, moisture and momentum between the surface and free atmosphere. ln the

present study, the frontal cyclones under investigation travel a great distance over the Atlantic
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ocean. Thus, appropriate treatments of heat, moisture and momentum fluxes couId be crucial

in obtaining a realistic simulation of the multiple frontal cyclogenesis scenarios. The Blackadar

high-resolution PBL scheme (Zhang and Anthes 1982) is used for this study, in which land

and water surfaces arc treated differcntly. Over land, the surface temperature is derived from a

surface energy budget following the 'force-restore' slab model developed by Blackadar

(1976). It is given by

5T"
Cg-~ = Rn - Hm - Hs - Lv Es

5t
(2.2)

where Cg is the thermal capacity of the slab pel' unit area (J m-2 K-1), Rn the net radiation, Hm

the heat flow into the substrate, Hs the sensible heat flux inlO the atmosphere, Lv the latent heat

ofvaporization, and Es the surface moisture flux. The net radiation, Rn, ealculation accounts

for the effects of water vapor absorption, clouds, multiple backseattering and reflection from

aerosols as weIl as for cloud and precipitable water influences on downward infrared radiative

flux. The heat flow inlO the ground, Hm. is computed through a simple first-order diffusion

process, with the soi 1temperalUre being specified and kept fixed throughout the period of the

Integration. FinaIly, the sensible and moisture fluxes into the atmosphere are computed from

similarity theOlY. AIl the basic parameters required for the surface budget calculations, i.e.,

moisture availability. surface albedo, roughness length, thermal capacity and surface

emissivity. are derived from the land-use data archived at NCAR and given by a look-up table

which assigns one value ofa surface index for each grid point of the domain.

Over water surfaces. the surface temperature is assumed to be constant rather than

predicted from Eq. (2.2). The heat and moisture fluxes are also computed from similaIity

theOlY. but \Vith roughness length given by

•
(2.3)
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where zob is a background roughness length ofvalue 10-4 m, u* is the frictional velocity and

g is gravity (see Delsol et al. 1971). Over ice surfaces, defined as the ocean or lake surfaces

with temperatures of less than - 2 OC, no upward surfaee heat and moisture fluxes are

allowed. A sUlface roughness length of 1 cm is used in the caleulation of surface momentum

fluxes. This treatment is eritical in reproducing the low-Ievel temperature st11lctures over the

Hudson Bay, Labrador Sea and along ice edges, as will be shown in section 3.

Once the surface fluxes are known, the surface-layer horizontal wind (u and v),

potential temperature (e), mixing ratio (qv), and cloud water (qc) can be calculated and their

vertical diffusion under stable conditions is computed from K-theOlY using an implicit

diffusion seheme (Richtmyer 1957; Zhang and Anthes 1982). In the K-theOlY the vertical

eddy diffusivity is a function of the local Richardson number. In the case offrce convection, a

PBL height is diagnosed and the vertical mixing takes place between the lowest laycr and each

layer in the mixed layer, a procedure described by Blackadar (1979) and Zhang and Anthes

(1982).

2.4 Model initialization

The model was initialized at 0000 UTC 13 March 1992 with data from conventional

observations, following the method desclibed in Zhang et al. (1986), and then integrated to 60

h. The standard global National Meleorological Center (NMC) analysis was first interpolated

to the modcl CGM as a first guess and then enhanced with rawinsonde observations at 10

mandatOlY and 10 signifieant levels (i.e., 990, 970, 950, 925, 900, 875, 825, 800, 750, 600

hPa) through a successive-cOiTection method (Benjamin and Seaman 1985). Over the ocean,

modifications of the global analysis are limited to the use of ship and buoy observations. Sea­

surface temperatures are read from NCAR's Navy tape (sec Fig. 2.1). The resulting CGM

fields were then interpolated to the FGM. No balancing between the mass and wind fields was
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donc, but the vertically integrated divergence was set to zero in order to minimize gravity wave

noise in the tirst few hours of integration.

2.5 Initial conditions

Figure 23 shows sUlface maps at the model initial time, i.e., 0000 UTe 13 March 1992

(hencefonh 13/00), and 12 h earlier (i.e., 12/12). The large-scale circulation was seen to be

dominated by a robust low-pressure system with a central pressure of 980 hPa at 12/12,

positioncd over the south-central portion of Quebec. This low, hereafter refen'ed to as the

parent cyclone ("P"), had experienced a 12-hPa deepening as it moved from central Ohio

dUling a 2-day period (not shown). There were, at least, three visible pressure perturbations

under the influence of the cyclonic flow: one associated with a primary cold front extending

southeastward along the east coast of Newfounrlland, followed by a surface short-wave

(trough/iidge) system that was more evident along the coast of the middle Atlantic states and a

secondalY low system centered near the common border of Illinois, Kentucky and Missouri.

The secondalY low could be traced back to a surface cyclone, which changed liltle in intensity,

two days earlier in nonhem Saskatchewan (Fig. 2.1). It is important to note i) a cold polar air

surge 10 the east of the Rocky Mountains that has forced the secondalY system to propagate

rapidly southeastward; and ii) a slowly-moving intense baroclinic zone left behind the primary

cold front within which the sh011-wave systemwas located (Fig. 23a). Both troughs in these

systems laler developed into IWO intense secondary or frontal cyclones within the baroclinic

rcgions as thcy advanced into the primary frontal zone; so they will be referred to as the major

("M") and the northem ("N") frontal cyclones or MFe and NFe for short (see Fig. 2.3),

respectively, since the former eventually overpowered the parent cyclone. A third secondary

cyclone emerged at 14/12 to the south of the MFe, the so named southem frontal cyclone

("S") or SFC. At the model initial time, i.e.• 13/00, the secondary low weakened into a

mesotrough (with a weak vorticity center) after it passed over the Appalachians (Fig. 2.3b).
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Fig. 2.3 The CMC analyzed sea-Ievel pressure (solid) at intervals of 2 hPa and surface tem­

perature (dashed) at intervals of 2 oC: a) 12-h before the model initial time (i.e.,
1200 UTC 12 March 1992); b) at the model initial time (i.e., 0000 UTC 13 March
1992). Subjectively analyzed fronts and troughs are also shown. Centers of the par­
ent, major and northern cyclones are marked by letlers, "P", "M", and "N", respec­
tively. Line AB in (b) shows location of the vertical cross section used in Fig. 2.5.
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Meanwhile, the rapid propagation of the cold polar air mass resulted in the formation of a new

large-scale cold front extending along the east coast through North Carolina into Texas,

whcreas the short-wave trough, "N", began to amplify in the baroclinic zone as it moved

rapidly northeastward. The MFC ("M") under investigation would develop out of a vorticity

center (i.e., the mesotrough) in the frontal zone over North Carolina after it moved offshore.

ln contrast, the parent cyclone showed a sign of weakening and slower northeastward

movement duIing the 12-h peIiod.

Upper-Ievellarge-scale circulations were also dominated by the parent cyclone (see Fig.

2.4), but it exhibits a veI1ieally coherent structure up to 250 hPa. This again indicates little

SUPPOl1 for the further deepening of the parent cyclone, and, indeed, it began to fill

subsequently. ln eontrast, a SW-NE oIiented short-wave trough, superposed on the cyclone's

circulation, shows a rearward-tilted structure from the surface front (cf. Figs. 2.3b and 2.4a­

e). This trough, propagating together with the surface secondary mesolow, had weakened

substantially duIing the previous two days (not shown). The 850-hPa map displays moderate

cold advection occurIing in the vicinity of the trough overthe southeastem states (Fig. 2.4c);

but its magnitude decreases upward. Of interest is that, despite the presence of intense

tcmpcraturc gradients, little thelmal advection was evident in the low to middle tropospheres

e1scwhere, except near thc primary cold/warm frontal system to the northeast (Figs. 2.4b,c).

NeVCI1hcless, the intense S-N thermal gradients appear to be responsible for the development

of an espccially strong westerly jet streak at 250 hPa (Fig. 2.4a); its peak intensity, located at

the Carolinas' border, is over 75 m s-l.

lt is apparent that the pre-MFC, "M", was now located over a region of positive vorticity

advection (Figs. 2.4b,c) and near the core of the jet streak (Fig. 2.4a). As will be seen in

section 3.2, the pre-MFC propagated rapidly ahead of the jet-streak core into its left exit side

after 14/00. According to Uccellini and Johnson (1979), the intense jet streak tends to induce a

thermally indirect transverse ageostrophic circulation ahead in its left exit region. In this sense,

the jet-sn-eak induced circulation contIibutes little to the genesis of the MFC, but it might he1p
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Fig. 2.4 The CMC upper-Ievel analysis at the model initial time (i.e., 0000 UTC 13 March
1992): a) 2S0-hPa height (solid) at intervals of 12 dam and isotachs (dashed) at
intervals of 10 m S·I (>60 ms') shaded); with the jet streak marked by the letter "J";
b) SOO-hPa height (solid) at intervals of 6 dam and isotherms (dashed) at interval of

SoC, superposed with f10w vectors and absolute vorticity (>l.Sx10-4 S-I shaded); c)
850- hPa height (solid) at intervals of 3 dam and isotherms (dashed) at intervals of S

oC, superposed with f10w vectors and absolute vorticity (> l.Sx 10-4 5-1 shaded).
Thick dashed Iines represent subjectively analyzed troughs. Inset indicates the scale
of horizontal wind speed (m 5.1) •
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Fig. 2.4 (continued)
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Fig. 2.5 Vertical cross section of height deviations at intervals of 3 dam (soIid), and poten­
tial temperature 8 (dashed) nt intervals of 5 K. superposed with along-plane sys­
tem-relative wind vectors at the model initial time (Le., 0000 UTe 13 March
1992), which is taken along the Hne AB in Fig. 2.3. Inset indicates the scale of
vertical motion (Pa S-I) and horizontal wind speed (m S-I) •
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to precondition the environment for the subsequent explosive deepening of the system.

Colman et al. (1994) also found linle evidence of such favorable transverse ageostrophic

circulaitons in sorne rapid cyclogenesis cases.

To help understand the interactions between the low- and the upper-Ievel disturbances.

Fig. 2.5 shows a vertical cross section of height deviations and potential temperature throllgh

the pre-MFC, "M", at the model initial time. Height deviations arc obtained by deducting the

height pressure-Ievel averages within the cross section. It is evident that the cold frontal zone

was shallow, only up ta 800 hPa, and about to move over the Appalachians. Ir was

characterized by a weak ascending (descending) flow with relatively lower (moderate) statie

stability ahead (behind). A deep layer of strong vertical wind shear is also evident. The weak

starie stability in the prefrontal environment is closely related to' the presence of the underlying

warm GulfStream water, and thus tends to render it more susceptible to lIplight convection in

the presence of a favorable forcing. The pre-MFC is located downstream of the lIpper-level

trough which tilts westward with height. This baroclinic trough clearly provides a favorable

quasi-geostrophic forcing to the initial development of the MFC.
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In this chapter. we describe the sequence ofa family of secondary cyclogenesis events

in relation tO their parent cyclone during a 60-h integration period (from 13/00-00 to 15/12-60

March 1992), using the CMC analysis, the MM4 simulation and satellite observations. In

addition, the performance of the 60-h simulation will be evaluated through verification against

the CMC analysis and other available data. In view of the limited data over the ocean for

verification, only surface maps, including the cyclones' intensity, tracks and their associated

precipitation, will be examined. On the other hand, numerical models can often reproduce

very well the structure and evolution of large-seale flows, such as the upper-Ievel traveling

shon-wave trough and the jet streak in the present case. Thus, the simulated upper-Ievel

maps will be used to understand how these large-scale disturbances interact with the lower­

level circulations in influencing the multiple secondary cyclogenesis events.

This chapter is organized as follows. Section 3.1 describes the evolution of the parent

and the newly formed multiple secondary cyclones, based on the surface maps, and the

verification of the 60-h simulation against available observations. Section 3.2 shows the

evolution of larger-scale flows, and section 3.3 presents the venical structure of the tWO

differcnt types of cyclones. Section 3.4 provides sorne insight into the roles of the low- and

upper-Icvel interactions in the multiple cyclogenesis events from a potential vonicity (PV)

perspective (Hoskins et al. 1985).

•
Chapter 3 Case Description and Simulation

•

3.1 The multiple cyclogenesis events

In this study, we focus primarily .on the major frontal cyclogenesis scenario (i.e.,

MFC), with less attention given to the other secondary genesis events. Figs. 2.1 and 3.la

compare. respectively, the tracks and central pressure traces of the MFC between the MM4

simulation and the CMC analysis. As mentioned before, the MFC originates ftom a vonicity
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Fig. 3.1 Time series of the central sea-Ievel pressure of a) the MFC; and b) the NFC from
the CMC analysis ( II ), CTL (control; - • -), DRY (no latent heating;
• _ • - • ), NFXM (no fluxes moist; - -0 -) and NOC ( no ocean surface;·· ./1••• );

c) time series of the absolute geostrophic vorticity for the MFC averaged between
900 hPa and 1000 hPa from Exps. CTL, DRY and NOC.
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center in the frontal zone over central Nonh Carolina (cf. Figs. 2.3 and 2.1). Its first closed

isobar begins to emerge after 12-h integration, i.e., at 1200 UTC 13 March (henceforth

13/12-12), as the front moved offshore. The MFC propagated northeastward at a speed

between 15 and 20 m s-I. It is evident that the predicted track follows closely thc analyzcd

one, with sorne systematical deviation to the west. The maximum dcparturc betwecn the two

tracks is less than 200 km at the end of the 60-h integration period, during which the MFC

has traveled more than 4000 km from Nol1h Carolina to the far east ofNewfoundland.

The model also simulates weil the slow growth of thc MFC during the first 1H-h of

integration, the rapid deepening between 13/18-18 and 15/00-48 and its weak intensification

aftetwards; so ils life cycle can be divided into the genesis, rapid and slow deepening stages

accordingly. In pal1icular, the MM4 replieates the observed deepening rate of 33 hPa in 30 h

between 13/18-18 and 15/00-48, which qualifies it as an "oceanic bomb" in accordance with

Sanders and Gyakum (1980). The systematic 1-2 hPa overprediction in the first 4H-h and the

subsequent 1-2 hPa underprediction of the cyclone's central pressure are acccptablc, whcn

considering the different resolutions used between the simulation (t.x = 30 km) and thc

observations far offshore (> 150 km). The average e-folding time between 13/12-12 and

15/00-48, computed from the geostrophie v0l1icity equation (see Fig. 3.1a and Appendix Al,

is about 22 h, whieh is close to the theoretical evaluations for frontal cyclogenesis (e.g., Joly

and Thorpe 1990a; Moore and Peltier 1986; Schiir and Davies 1989).

The MM4 appears to overpredict the central pressure of the NFC bctwcen 24- and 36- h

simulation (see Fig. 3.1b). Again, this ovcrprediction could bc partly attributed to the

relatively coarse observations over the ocean, pat1icularly for such a mesocyclonc with a

lateral dimension much smaller than the MFC. Nevenheless, the model captures weil the final

intensity of the NFC, as it propagated into the CASP II network rcgion. The NFC

experieneed 16-hPa deepening in 36 h. The simulation of the parent cyclone and the SFC will

be discussed below in conjunction with their associated surface circulations.
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Our detailed analyses of the multiple frontal cyclogenesis events focus on how weil the

modcl reproduces their genesis and associated circulation eharacteristics in relation to the

parent cyclone. Figures 3.2 and 3.4-3.6 compare 12 hourly the simulated surface maps to the

observed ones over subdomains that move with the MFC system, whereas Fig. 3.8 shows

sorne selected satellite imageries during the study period. We have shawn in section 2.4 lhat

the rapid southeastward propagation of an intense baroelinie zone assisted the organization of

a large-scale cold front along the east coast at 13/00-00. However, the coastal front evolved

quickly inta a frontal trough 12 h later, i.e., at 13/12-12, after the intense baroclinic zone

merged with the slow-moving cold air mass offshore (cf. Figs. 2.3 and 3.2a). The sign of the

dissipated mesolow or pre-MFC ("M") was still visible after the merging, as evideneed by the

loose pressure gradiem at the southel1l portion of the trough. Of partieular importance is that

the merging increased the cross-fi'omal baroclinicity through a favorable juxtaposition with the

cross-isobaric flow. TIJis would naturally result in the development ofwarm (cold) advection

ahead of (behind) the trough axis, more intense in the vicinity of the pre-MFC. Clearly, this

basic state is favorable for baroclinic growlh of any disturbance, like the present mesotrough,

according ta baroclinic theOlY (Hollon 1993). In contrast, the parent cyclone ("P") continued

to decay as it traveled slowly northward. Because of the slow movement, the two baroclinic

zones ta the nOl1h behind and ahead of the coastal trough remained weil separated. The

thermal ridge ta the nonheast of the parent cyclone center, whieh from a PV-inversion

viewpoim (Davis and Emanuel 1991) can be regarded as equivalent to a positive PV-anomaly

comriblltion ta the surface development, was also weakening with time (cf. Figs. 2.3 and

3.2a).

It is apparent that the model reproduces fairly weil the intensity and propagation of the

parem cyclone, the oriemation of the large-scale frontal trough, the intense thermal gradients

across it as weil as the pre-MFC to the south (cf. Figs. 3.2a,b). An upper-air sounding, taken

at the pre-MFC center (see Fig. 3.3a), shows that the cyclogenesis is about to take place in a

deep baroclinically unstable state, as indieated by the intense westerly shear in the vel1iea1.
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Fig. 3.2 Sea-level pressure (solid) at intervals of 2 hPa and surface temperature (dashed) at

intervals of 2 oC for 1200 UTe 13 March 1992 (13/12-12) from a) eMe analysis;
b) 12-h control simulation (CTL). c) Equivalent potential temperature 8. (solid) at
intervals of 5 K at 900 hPa, superposed with wind vectors, and precipitation rates
(0.5, l, 2, 5 mm h- I) from 12-h control simulation. Subjectively analyzed troughs
and fronts are also shown. Centers of the parent, major and northem cyclones are
marked by letters "P", "M" and "N", respectively. Inset indicates the scale of hori­
zontal wind (m S-I).
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c)

Fig. 3.2 (continued)
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Fig. 3.3 Skew T/log p diagrams taken at the center of: a) the pre-MFC from 12-h control

simulation; and b) the MFC from 48-h control simulation. A full (half) barh is 5
(2.5) m S-I and a pennant is 25 m S·I •
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Thc atmosphcric stratification is characterized by a well-mÎxed boundary layer up to 850 hPa

as a rcsult of the colder air overrunning thc warm Gulf Stream water, and a deep-Iayer of

warming and drying above 400 hPa which, to be shown in section 3.4, results from the

dcsccnt of stratospheric air. During this 12-h period, the model produces little precipitation

associatcd with the intensifying frontal trough, suggesting that dry dynamics plays an

imp011ant role dUling the very genesis stage. The model-produced precipitation occurs mainly

ahead of the primmy cold front to the east, which is more or less in agreement with the

satcllitc observations (not shown).

Il is cncouraging that the model replicates weIl the propagation of the NFC ("N"), and

its associated warm and cold frontal structures ahead of the large-scale frontal trough. This

mesolow intensified from a short-wave troughjust off the North Carolina coast 24 h eal'lier

(cf. Figs. 2.3 and 3.2). The strong thelmal advection across the trough plus sorne upper­

levcl support, to be discusscd in section 3.3, appear to detelmine the successful predictability

of this system at nearly the Iight location and the right time, since in the present case few

uppcr-air observations were available to resolve it in the model initial conditions. Note that in

this study moist isentropes (i.e., Be) at 900 hPa in conjunction with sUlface winds are used to

detelmine the orientation of simulated cold and Walm fronts (Fig. 3.2c). The frontal positions

so obtained may differ from those determined entirely from the surface data as in the CMC

analysis. It is found that the definition based on the Se analysis provides a more reasonable

descliption of the frontal positions, particularly with respect to the continuity of the frontal

evolution, than that from the CMC analysis, as the fronts move over the warm ocean surface.

Sorne diserepancies between the simulation and the CMC analysis exist. Most of them are

either transient (e.g., the closed isobar of 1006 hPa over Cape Hatteras) or likely due to the

lack of appropriate observations over the ocean (e.g., the surface low over Labrador Sea) and

in the Canadian Nonh (e.g.. the coldest air mass behind the parent cyclone).

At 14/00-24, both the CMC analysis and the simulation show the growth of a closed

mesolow (i.e., the MFC) out of the mesotrough in the frontal zone (cf. Figs. 3.2 and 3.4); so
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it indeed ean be regarded as a frontal cyclone. It is found from the simulation that once the

cyclone develops its first closed isobar, it begins to form its own wann/cold frontal systems

with cOlTesponding organized thermal advection. Meanwhile, the NFC continued to deepen as

it propagated rapidly into southern Labrador Sea under the influence of the general cyclonic

flow. Ils intensity even becomes sn'onger than that of the parent cyclonc from thc simulation.

It is seen that a two-member cyclone farnily forms along the newly organizcd large-scalc

front, after the MFC and NFC both advanced into the leading portion of the slowly moving

baroclinie zone (see Figs. 3.4b,c). This pattern is very similar to the frontal wave stl1Jcture

shown by Joly and ThOl"]Je (1990, cf. Figs. I.l and 3.4c). Note, though, that the analyzed

baroclinic zone to the east of the NFC does not seem to be consistent with the local pressure

configuration, either from the continuity consideration (cf. Figs. 3.2a, 3.4a and 3.5a) or from

any conceptual cyclone models (Reed 1990; Uccellini 1990). Such an inconsistency could

also be evaluated from the time evolution of the simulated Sc contours (cf. Figs. 3.2c, 3.4c

and 3.5c), since Se is a conserved vmiable in an inviscid, pseudoadiabatic f1ow. It is seen

that a high-SclOngue. coupled with along-frontal flows, is distributed ahead of the baroclinic

zone (Fig. 3.4c), which clearly feeds energy into the cyclone systems in the fOlm of latent and

sensible heat along the fronts. In fact, an elongated rainfall band, mostly convective in

nature, has been reproduced ahead of the leading frontal zone, whereas moderate stratifOlm

precipitation occurs along the warm fronts of the two cyclones (cf. Figs. 3.4a and 3.8). Il

should be pointed out that the more rapid deepening of the MFC at this stage coincides with

the intense precipitation occull'ing to the north (cf. Figs. 3.1 and 3.8). It is apparent that the

slowly decaying parent cyclone and the previous frontal trough tend to lose their local

circulation characteristics as the MFC deepens rapidly with time.

By 14112-36, the MFC had deepened rapidly from 1000 to 988 hPa in 12 h; it was

embedded in a broad SW-NE elongated surface low (see Fig. 3.5a). However, this elongated

pattern was not present in the CMC analysis at either 6 h earlier or later (not shown).
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Fig. 3.4 As in Fig. 3.2, but for the CMC analysis and 24-h control simulation valid at 0000

UTC 14 March 1992 (14/00-24). Lines AB and CD in (b) show the locations of
cross sections used in Figs. 3.12a, b, respectively.
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Fig. 3.4 (continued)
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Fig. 3.5 As in Fig. 3.2, but for 1200 UTe 14 March 1992 (14/12-36).
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c)

Fig. 3.5 (continued)
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In contrast, the 36-h simulation exhibits a more circular cyclone pattern which is typical for

explosively deepening cyclones (Fig. 3.5b). This indicates that the elongated trough to the

northeast of the analyzed MFC rnight be caused by an inconsistent ship report far offshore,

i.e., at 500 W/440 N. Nevertheless, the cold/wann frontal structures associated with the MfC

in the CMC analysis were weil defined. It is evident that the rnodel reproduces its 12-hPa

central pressure drop in 12 h as weil as the related cold/wann frontal systems (cf. Figs. 3.5a­

cl. Note the different precipitation structure from the one simulated 12 h earlier (cf. Figs. 3.4c

and 3.5c). Specifically, more intense and extensive rain falls ahead of the cold front and near

the MFC's center, whereas little precipitation occurs to the north along the plimary baroclinic

zone. This is bccause the precipitating system to the south tends to consume most of the

CAPE and availablc moisture so that the encrgy supply to the northem system is "blocked."

This can be seen from the presence of a wide (narrow) high-8e tongue with a strong

(modcrate) low-Ievel jet to the south (north) ahead of the frontal zones (see Fig. 3.5c). This

sccnmio also confOlms with the development of high (low) cloud tops to the south (north)

that is visible in the infrared satellite imagery (see Fig. 3.8a,b).

As the MfC spinned up rapidly, the parent cyclone evolved slowly in both its intensity

and movement (see Fig. 3.5). The model appears to produce sorne slight error in the position

and the closed circulation of the parent cyclone, likely owing to the specified nOl1hern lateral

boundary conditions in which much coarser upper-air observations were available for

analysis. Nonetheless, the model reproduces weil the intense temperature gradients forced

along the ice edge over northem Labrador Sea (see Figs. 3.2, and 3.4-3.6). Furthennore, the

model mimics the continued deepening of the NfC (cf. Figs. 3.5a,b), which meanders over

the Labrador Sea due pmtly to the larger-scale cyclonic influence and pmtly to the blocking of

the low-Ievel flow by the Greenland IOpography. Ofinterest at this time is the emergence ofa

surface shOlt-wave trough, denoted as "S", to the southeast of the MfC in both the analysis

and the simulation. Thi~ trough tends to amplitY over the baroclinic zone and becomes the

third member of the frontal-cyclone family, i.e., the SFC.
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In the following 12 h, the MFC deepened even more rapidly than beforc, i.c., at a ratc

of 14 hPa/12 h (Fig. 3.1). At 15/00-48, its central pressure dropped to 974 hPa aftcr it

propagated to the far east of Newfoundland (Fig. 3.6). It is evident that its associatcd

circulation tended to overpower the remnants of the parent low and thc NFC. Il is

encouraging that the MFC from the 48-h simulation resembles closely that of thc CMC

analysis in telms ofboth the intensity and position. In addition, the model replicates vcry wcll

the cold/warm frontal structurcs, the thermal ridge wrapping into the cyclonc ccntcr and thc

pressure ridge to the nonh of the cyclone. The model capturcs too thc wcakcning and

wandering nature of both the parent low and the NFC. Besides, it appcars to reproducc thc

intensification of the sUlface short-wave trough into a closed mesolow, or thc SFC ("S"), and

its associated cold/warm frontal systems (cf. Figs. 3.6a,b). Sorne of thc discrepancies

between the analysis and the simulation could be partly attributed to the lack of appropriatc

surface observations far offshore. The wavelength of the three-cyclone family is

approximately 1000 - 1500 km, much shorter than the one implied by the classieal baroclinic

theOl)'. The hourly rainfall patterns show again the development of more precipitation to the

south along the cold front (Fig. 3.6e). More significant rainfall (2- 3 mm hr-1) oecurs to the

nOl1hwcst of the MFC center, which is consistent with the polar-orbiting satcllitc imagel)' at

14118 (cf. Figs. 3.6c and 3.8). An upper-air sounding taken at the cyclone centcr reveals that

ail thc rainfall is stratiform in nature with cloud tops at about 800-600 hPa (Fig. 3.3b). Thc

sounding Slluctures are quite different from those at the incipient stage of thc MFC, which

include the presence of weaker vel1ical shear, more stable and saturated conditions below 800

hPa and less stable above, and a lower tropopause.

At 15/12-60, both the CMC analysis and the 60-h integration show that the MFC has

experienced another 6-7 hPa deepening during the previous 12 h and it has almost absorbed

the circulations associated with the parent cyclone and the NFC. The MFC becomes a robust

oceanic cyclone (Fig. 3.7). The model reproduces very weil the basic circulation

characteristics of the MFC with respect to its ambient perturbations. Subsequently, the system
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•
Fig. 3.6 As in Fig. 3.2, but for 0000 UTC 15 March 1992 (15/00-48). Line AB in (b)

shows the location of cross section used in Figs. 3.13 and 3.14. Lines CD and EF
in (c) show locations of the cross sections used in Figs. 3.15a and b, respec­
tively.
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Fig. 3.6 (continued)
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began to fill slowly as it continued its northeastward movement. Of particulaI' interest is the

devclopment of several short-wave perturbations in the vast cold sector behind the leading

primary cold front, as marked by "LI'" "L/ and "L3"; they are superposed again with intense

thermal gradients (see Figs. 3.5-3.7). These baroclinic perturbations seem to correspond

reasonably weil to the subsequent three secondary cyclonic developments over the area at

16/12 (sec Fig. 3.9). Theil' lateral dimensions and circulation structures as weil as the

processes leading to their genesis appear to be similar to those of the NFC and SFC presented

above, since they ail developed in the same baroclinically unstable basic state and propagated

along a similar track northeastward from the offshore ofNOlth Carolina.

It is worth noting that the rapid deepening of the MfC and NFC occurs at the expense

of the existing available potential energy of the parent cyclone. Specifically, the frontal

cyclones tend to gain angular momenturn and experience their central pressure drops as they

propagate from high- to low- pressure regions, i.e., ta the left of the upper-level flow towards

the circulation center of the parent cyclone. This is particularly true for the NFC whose central

pressure bcgins near the isobar of 1005 hPa at a distance of 1200 km to the south (see Fig.

2.3b) and ends up with 987 hPa at about 500 km to the r.ortheast of the parent cyclone center

(sec Fig. 3.6). Therefore. the intensifying meehanisms and eharaeteIisties of the frontal

cyclones differ from those typieal extratropieal cyclones as studied by many previous

researehers (see the recent reviews by Reed 1990; Hoskins 1990; Ueeellini 1990).

3.2 Evolution of upper-Ievel flows

Figures 3.10 and 3.1 1 show the evolution of the mid-ta-upper-Ievel flows within which

the above cyclogenesis events take place. At the onset of the MFC's explosive deepening

stage. i.e.• 14/00-24, the large-scale circulation is still dominated by the parent cyclone to the

norrh. but its filling begins ta show up at 850 hPa in tenns of its depth, the associated

pressure gradient and vOlticity concentration (cf. Figs. 2.4 and 3.10). The shorr-wave

dislUrbancc, always having its trough base located at the left entrance region of the upper-Ievel
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a)

b)

•
Fig. 3.7 As in Figs. 3.2 a,b, but for 1200 UTC 15 March 1992 (15/12-60). Letters, "LI'"

"Lz" and "L3" denote the formation positions of new frontal cyclones.
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1 Fig. 3.8 a) Visible; and b) infrared satellite imagery at 1801 UTC 14 March 1992. Location
of the MFC is marked by "Mu.
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Fig. 3.9 As in Fig. 3.2a but for the CMC analysis at 1200 UTC 16 March 1992. Letters,
"L l", "Lz" and "L3" denote newly formed frontal cyclones.
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jet streak, moves slowly easIWard. We will see in section 3.4that this trougb is closely related

to a potential vorticity (PV) center associated with the tropopause depression that is enhanced

by the dircct secondary transverse circulation in the left entrance region of the jet streak. As

this, PV anomaly is advected downstream along the near-straight jet streak. the associated

curvature vorticity decreases 50 that the trough loses its identity with time. In contrast, IWO

new mesoscale perturbations, induced by the MFC ("M") and the NFC ("N"), become visible

in both the height and temperature fields up to 500 hPa (cf. Figs. 3.4 and 3.10). Theil' related

cross-isobaric flows toward lower pressure are also evident, more pronounced in the case of

the MFC-induced perturbation. Of particular importance is that the broader area of height

deficit induced by the MFC is favorably juxtaposed with the existing thermal sl11Jcture (e.g.,

Fig. 3.1 Oc). Specifically, as the MFC propagates rapidly into the slowly evolving low-Ievel

baroclinic zone, a pronounccd phasc lag develops beIWeen the thermaltrough and the newly

fOlmcd height trough such that an cxtcnsive area ofmarked coId advection appears to the rear

of thc MFC. This sccnaIio occurs becausc the movement of the MFC is strongly influenccd

by a PY anomaly near the tropopause, as will be seen in section 3.4, whereas that of the

thcll11al trough is mainly detelmined by the advective process. Zhang and Harvey (1995) have

sho\\'n ho\\' a favorable phase relationship beIWeen the pressure and thelmal waves can be

cstablished whcn a convcctivcly enhanced midleveltrough and a thermal wave propagate al

di ffcrent specds. In the present case, such a baroclinic set-up clearly provides a positive

tècdback to the cyclogenesis, perhaps assisting the subsequent explosive deepening of the

MFe. Howcver, this mesocyclonic influence decreases with height. At 250 hPa, the basic

flo\\' is still dominated by the jet streak and the parent cyclone, although bath have weakened,

with litt le evidence of the secondary development (cf. Figs. 2.4a and 3.IOa). The MFC is still

locatcd nearthc core of the jet strcak on its cyclonic side.

By 15/00-48, the westerly jet streak has weakened from 75 m 5- 1 to about 60 m s-l

dUling thc previous 48 h, and its movement slows as it propagates toward a large-scale ridge

ahead (sec Fig. 3.11a). This allows the MFC to advance quickly into the far left exit region of
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a)

b)

•
Fig. 3.10 As in Fig. 2.4,but from 24-h control simulation (14/00-24). Locations of the sur­

face parent, major and northern frontal cyclones are marked by letters "p". "M"
and "N", respectively. rnset indicates the scale of horizontal wind speed (m S·I) .
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c)

Fig. 3.10 (continued)

46



a)

b)

•
Fig. 3.11 As in Fig. 2.4, but from 48-h control simulation (15/00-48). Locations of the sur­

face parent, major, northern, and southern frontal cyclones are rnarked by letters
"P", "M", "N" and "S", respectively. rnset indicates the scale of horizontal wind
speed (m S·I).
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Fig. 3.11 (continued)
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the jet streak after 14/00-24. Thus, unlike the case studied by Uccellini and Kocin (1987), the

jet-streak induced ageostrophic circulation does not seem to have direct influence on the

deepening of the MFC; however, it has an indirect effect on the cyclogenesis through the

enhancement of the upper-Ievel PV anomalies, as will be discussed in section 3.4. At this

mature stage, the MfC generates closed circulations at 850 hPa and begins to dominatc the

parent cyclonc and the NFC, just like what happens at the surface. Moreover, thc wind­

thermal configuration exhibits intense coId (warm) advection behind (ahcad of) the system,

which is instrumental in the baroclinic conversion of available potential cnergy inlO kinetic

energy. Thus, the MFC induces intense cross-isobaIie winds up to 500 hPa which are in

significant contrast with the benign flows in the vicinity of the other two remnant systems.

Note that a well-developed thermal Iidge extends towards the MfC center (Figs. 3.llb,c),

which can be regarded as equivalent to a positive PV-anomaly contIibution to the genesis of

the system. from a PV-inversion viewpoint (Davis and Emanuel 1991).

3.3 Vertical baroclinic structures

To gain additional insight into the baroclinic structures of the vaIious types of cyclones.

Figs. 3.12 and 3.13 show the vet1ical cross section of height and temperature deviations,

supelimposed with along-plane wind vectors, through their centers at 14/00-24 and 15/00-48,

respectively. Ali deviations are obtained by deducting their pressure-level averages in the

cross section. The pressure trough associated with the MfC exhibits the typical westward tilt

up to 700 hPa. Higher up, the cyclonic circulation of the parent cyclone prevails with strong

venical shear; again there is little vel1ical tilt (Fig. 3.12a). Flow vectors show cvidence of

walm advection along the walm front and across the MfC center in the lowest 200 hPa, and a

deep layer of moderate cold advection above from the west. This tends to tighten the

isothelms and statically destabilize the atmospheIic columns near the MFC center. On the

other hand. the northward advection of high-8 e air in the warm sector leads to the

development of near-saturated updrafts and intense precipitation across the warm front.
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Fig. 3.12 Vertical cross section ofheight deviations (solid) at intervals of 3 dam and temper­
ature deviations (dasheà) at intervals of 3 oC, superposed with along-plane flow
vectors, which is taken along line a) AB; and b) CD given in Fig. 3.4b from 24-h
control simulation. Inset shows the scale of vertical (Pa S·I) and horizontal motion
(m S·I). Locations of the surface low pressure centers are indicated on the abscissa.
Shading denotes relative humidity > 90%.
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Similar but much shallower vertical circulations occur in association with the NFC (sec Fig.

3.12b). This implies that both the MFC and the NFC are in favorable environments for

cyclonic development, at least with the upper-Ievel cyclonic influence and the available latent

heating in the lower to middle troposphere.

In contrast, the parent cyclone is characterized by a vertically coherent trough structure

with little hOlizontal movement (see Figs. 3.12b and 3.1 0). Strong cold advection occurs only

in the lowest 200 hPa from the northwest (cf. Figs. 3.4b and 3.12b). Higher up, a deep layer

of (two-dimensional) divergence is present, as implied by the outward flow veetors away

from lower heights around the system. These features are all consistent with the slow filling

of the parent cyclone dUling the srudy period. In addition, the propagation of the NFC inlO

Labrador Sea tends to block the source ofwarm and moist air from the warm sector, and thus

deprives the parent cyclone of access lO the available potential energy through latent heat

release.

By 15/00-48, the parent cyclone loses its indentity from its surface circulation (Fig.

3.6). This appears to result from the advection of eolder polar air mass into the cyclone center

under the influence ofboth the NFC and MFC. As a result, the closed circulation of the parent

cyclone becomes elevated with time (Figs. 3.13 and 3.14). At this stage, more intense

cyclonic circulation, particularly in the lowest 300 hPa, occurs in the vicinity of the MFC.

Strong cross-isobaric convergence into the MFC center, as revealed by flow vectors, leads to

the marked concentration of cyclonic vorticity up to 600 hPa through V0l1ex stretching (cf.

Figs. 3.13 and 3.14). This convergence also tightens substantially isothelms in a deep layer,

with cold (walm) advection behind (ahead of) the MFC (see Figs. 3.11, 3.13 and 3.14).

Clearly, the intensifying thermal advection tends to increase the baroclinic conversion from

available potential energy to kinetic energy, which is consistent with the rapid intensification

oflow-Ievel winds and eyclonic vorticity during this period (Fig. 3.14).

Note that the cyclonic V0l1icity, convergence zone and trough axis associated with the

MFC all tilt upshear, as for a typical baroclinic unstable wave. Of particular interest is that the
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Fig. 3.13 As in Fig. 3.12,but from 48-h control simulation along the line AB given in Fig.
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plane.

100

200

300-"= 400=-.:::
"- 500
~
Q:: 600;J
rJj
rJj 700
~

=: 800=-
900

1000
A

)
~ ~ ) ) ~
-,. >'Q ). ')
r~~r'r-

F r r
F r(r' r ~_

200 km P M B
1 1

•
Fig. 3.14 Vertical cross section of relative vorticity (solid/positive, dashed/negative) at

intervais of 5xlO-4 S"l superposed with wind barbs from 48-h control simulation,
taken along Hne AB given in Fig. 3.6b. Thick soUd Hne represents PV of 2 PVU.
Winds are plotted in the same manner as in Fig. 3.3. Locations of the prirnary and
major cyclone centers are denoted by letters "P" and "Mn, respectively.
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parent cyclone contributes littIe, through differential vonicity advection, to the dcepening of

the MFC, since the parent vonicity center at 400 hPa occurs to the far west of the MFC (Fig.

3.14). Rather, a deep layer (i.e., l'rom 700 to 300 hPa) of cyclonic VOl1icity is adveeted into

the MFC region from behind by intense southwesterly flows (20 - 30 m s-I). As will be

shown in the next subsection, this positive vonicity layer correspQ!1ds to a high-PY ring of

the tropopause depression on the cyclonic side of the upper-Ievel jet streak. Note also the

near-saturated slanrwise ascent that occurs up to 350 hPa in the vicinity of the MFC (cf. Figs.

3.6c and 3.13). This slantwise ascent draws high-8e air from the boundmy layer in the wallll

sector where little or no upward motion is present, and then lifting to saturation takes place in

the convergent flow and the instability is released. Il is evident tha! latent heat rclease must

play an impol1ant role in the rapid deepening of the MFC and the other two secondmy frontal

systems, since more intense precipitation occurs in close proximity to their centers (Hack and

Schuben 1986).

To facilitate,the understanding ofmoist dynamical processes of the frontal cyclogencsis

compared to typical baroclinic devclopment, Figs. 3.15a,b show venical stlUctures of cross­

frontal flows and thelmodynamic conditions across the cold and wmm fronts of the MFC

during its mature stage. The cold front is characterized by a deep layer of descent to its l'car, a

sharp change to ascent along the near-upright frontal zone, an intense updraft in a narrow

zone ahead and a weak venical motion in the warm sector. The 8e-stlUcture exhibits the

presence ofpotential instability ahead of the coId front, and it is released pm1ly near the frontal

zone in the fOIm of deep convection. As mentioned previously, the potential instability is

established as a result of the transp0I1 of tropical high-8e maritime boundmy-Iayer air by the

low-ievel intensifying flow that is enhanced by upward sensible and latent heat fluxes l'rom

the walm ocean (see Fig. 3.6c). In this respect, Hedley and Vau (1991) showed an example

of a numerical simulation with idealized initial conditions on how an imposed wall11 sea-Ievel

thermal anomaly can generate a potentially unstable environment in the wall11 sector.
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Note the quite different low-Ievel Se profiles across the coId frOil!, i.e., a dccp wcll-lIlixcd Sc

layer (up 10 800 hPa) behind the front that is gencrated by strong upward surfacc fluxcs of

sensible and latent heat in the cold air mass ovcrlying the WaIm ocean water, and a shallow

layer of the stratified warm air lIlass ahead with !ittle hOlizontal thermal gradient and linle

vertical coupling except in the intense updraft zone.

While potential instability of the environment accounts for the devclopment of IIJ!l'iglz1

convection along the cold front, slal1twise convection appears to be the mechanislll by which

latent heat is released along the watm front. For this pUl'P0se, moist potential v0l1icity (MPY)

is ploned: it is defined as:

MPV [oSe(aw Ov) aSe(ou ôw) aSe(Ov ou 1)]/= ~ '" -- +;h, - - - + ~ - -~, + P[IX cy cz UJ oz C;'. OL. [IX ('J
(3.l)

•

where u. v nnd w are the wind speed along X, y and z directions, respectively; Sc is thc

equivalent potential temperature: fis the COiiolis parameter: and p is the density of the air.

One can see that there is little or no upward motion in the WaIm sector but strong sloping

ascent along the well-defined watm frontal zone. This suggests that the potentially unstable air

is being transported by the sOiltherly flow into the frontal zone, where lifting to saturation

occurs and the instability is released. Since the region of ascent (up to 300 hPa) is close to

saturation. the nearly-zero 10 negative MPV implies the presence of moist symmetric

instability in the sloping flow, as has also been noted by Kuo and Reed (1988): Reutcr and

Vau (1990): Huo et al. (1995) and others.

3.4 Vertical potential vorticity structure

In this section, we use the dynamic variable, potential vorticity (PV), to gain insight inlO

the vel1ical interactions of upper- and lower-Ievel dislUrbances. PV is defined in the same way

as MPV except for replacing Se in Eq. (3.1) with S. PY has many useful properties, such as

its conservation following three-dimensional. adiabatic, inviscid motion (Rossby 1940: Ertcl

1942) and its invertibility to recover three-dimensional winds from a given mass field. Its
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invcrtibility also makcs it possible to quantify the different roles ofdiabatic processes and the

low- vcrsus uppcr-Icvel disturbances in cyclogenesis. For instance, Reed et al. (1991)

simulatcd a maIinc cyclone that developed in a strong baroclinic area with anomalously high

PV along the east coast of thc US. They identified three main types of PV contIibuting to the

positivc anomaly: il PV with its origin in the upper troposphere or lower stratosphere

associatcd with the tropopause depression; ii) low- to midlevel PV produced by condensation

in thc prccipitating clouds; and iii) surface warm anomaly in the potential temperaturc

equivalent 10 a concentrated surface PV anomaly (Bretherton 1966). In this section, we study

the disuibution and development ofPV, following Reed et al. (1993), in order 10 address the

roles of upper-Ievel PV anomalies in the multiple secondary cyclogenesis events.

For this pUl"IJose, Figs. 3.16 - 3.18 show the horizontal evolution of PV at 400- and

900-hPa as weil as vertical cross sections of PV and flow veetors. The vel1ical cross sections

are taken roughly along the 400-hPa flows through the upper-Ievel PV and the surface

cyclone eenters. in order to examine the vertical coupling of PV anomalies. At the incipient

stage of the MFC. i.e., at 13/12-12, there is little low-Ievel PV over the secondalY genesis

regions and the major PV concentration is associated with the parent cyclone over n011hern

Quebec. By comparison, the upper-Ievel PV is characterized by a ring ofhigh PV exceeding

4 PVU II PVU = 10-6 m2 K çl kg- I) at the cyclonic side of the jet stream, with near-zero

PV in the central weak-flow region. If a typieal value of 2 PVU is used to define the

"dynamic" tropopause, this Iing of upper-Ievel PV anomalies is indicative of tropopause

depression - a proeess of dlY and WaIm intrusion of the stratospheric air. This PV ring is

found to fonTI as a consequence of the development of the parent cyclone. Specifically, the

parent cyclone deepens as an upper-Ievel PV anomaly assoeiated with a short-wave trough is

advected cyclonically towards its surface 10w, and then it fills as the PV anomaly is adveeted

downstream (e.g., Reed et al. 1991; Huo et al. 1995). Thus, this PV ring represents the

interface between the polar air mass in the central weak-flow area and the tropical air mass
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Fig. 3.16 a) Distribution of 400-hPa PV (solid) with contours of 1, 2, 4 and 6 PVU and 900­
hPu PV (dashed) at intervals of 1 PVU, superposed with 400~hPa wind vectors from
12-h control simulation (13112-12); b) Vertical cross section of PV (solid) at inter­
vais of 1 PVU and potential temperature e (dashed) at intervals of 5 Kt superposed
with f10w vec(ors, along line AB given in (a). Light (dark) shading denotes relative
humidity < 30% (> 90%). Letters 'Mt, 'N', 'pt, 'J'and 'H' denote the centers of the
surface major, northern and parent frontal cyclones, 250-hPa jet streak and local
maxima of 400-hPa PV. Inset indicates the scille of vertical motion (Pa S'I) and hori­
zontal wind speed (m S·I)•
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outside. ft is of interest to note that the traek of the MFC during the 6-day period resembles

extremely weil the distribution of the PV ring, indieating at least the steering role of the upper­

level PV anomalies in the propagation of the MFC as weil as the NFC and SFC.

Note the PV ridge along the mid-Atlantic states that corresponds exactly to the

seeondmy short-wave trough at the ineipient stage of the MFC (cf. Figs. 2.4 and 3.16a); the

pre-MFC is located about 700 km downstream. A vertical cross section through the upper­

levcl PV and the pre-MFC centers shows that the dynamie tropopause is seen deseending to

500 hPa behind the short-wave trough axis and then advected toward the pre-MFC, as also

cvidenced by the low relative humidity down to 700 hPa (Fig. 3.16b). Of particular

importance is that the stratospheric subsidence is caused by the ageostrophic convergence in

the left entrance region of the upper-Ieveljet streak (Uccellini et al. 1985). Thus, the intensity

of the shol1-wave trough and its associated PV anomaly depends on their relative positions

with respect 10 the jet streak. This appears to explain why the trough moves slowly eastward

and wcakcns as does the jet streak.

Bccausc thc upper-Icvel PV anomaly is being advected eastward at a rate faster than the

surface system. it begins to ovel1ake the pre-MFC at 13/12-12, leading to surface pressure fall

(cf. Figs. 2.3 and 3.2), an increase of the low-level convergence (Fig. 3.16b) and the

formation of a closed mesolow (i.e., the MFC) soon afterward. This process is very similar

to that described by Hoskins et al. (1985) in which an upper-Ievel PV anomaly overruns a

low-Ievcl baroclinic zone, causing the spin up ofa surface cyclone. Thus. 13/12-12 marks the

beginning of the more direct influence of the upper-level PV anomaly on the surface

cyclogenesis. Prior to this time. the low- and upper-level interaction rnay not affect the surface

dcvclopment. perhaps and more imp0l1antly, owing to the lack of ample moisture for latent

heat release. More rapid genesis of the MFC occurs 6 hours later, when intense precipitation

occurs in the vicinity of the cyclone center (see Fig. 3.4) as a consequence of the enhanced

low-lcvel cyclonic circulation and convergence.
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By 14/00-24, a low-Ievel PV anomaly, resulting mostly from latent heating in the

slantwise ascent (cf. Figs. 3.4 and 3.17), appears just near the leading edge of the upper-level

PV ring. The development ofPV anomaly by latent heating has been discussed extensively by

BosaI1 and Lin (1984), Boyle and BosaI1 (1986), Whitaker et al. (1988), Davis and Emanuel

(1991) and others. Of our interest is that this heating-induced PY anomaly, eonfined

complctely in the cloud region with relative humidity greater than 90%, is weil "locked" with

the upper-level PY anomaly (Fig. 3.17b). This veI1ical coupling coincides with the rapid

deepening of the MFC, indieating the imponance of the low- and upper-Ievel interactions in

the secondary cyclogenesis. Unlike other cyclogenesis cases in which the tropopause

depression intensifies concurrently with surface development (e.g., Huo ct al. 1995), the

upper-leyel PY anomaly behind the MFC become less organized than that at earlier hours after

the system propagated into the left exit region of the jet streak. This is caused by the jet-streak

indirect transverse circulation that tends to lift, though slowly, the dynamic tropopause

upward (cf. Figs. 3.16b and 3.17b). On the other hand, a PY-poor region is seen to the

nOI1h of the !\1FC (Figs. 3.17a,b), which corresponds to the slantwise ascent along the warm

frontal zone. This PV-pOOl' region is produced panly by the upward lifting of the tropopause

and panly by the venical advection of negative PY above the level of maximum heating.

At 15/00-48. a "comma-shaped" low-Ievel PY, peaked at 950 hPa, develops in the vicinity of

the MFC. \Vith its maximum value excceding 9.5 PYU near the cyclone center (Fig. 3.18).

Again, this low-level PV concentration is weil "locked" with the upper-Ievel PY anomaly.

Note that a warm-core thermal structure occurs up to 300 hPa nenr the MFC center; its

nonheast\\'ard tilt is caused by the cross section that is takr:n thïOllgh both the cold and WaIm

frontal zones of the system. This WaIm anomaly resulls fmm both the diabatie heating and the

warrn advection in the slantwise ascent. Note also thatthe MFC is always located downstream

of the 400-hPa PY reservoir at its lcading edge; so the upper-level PY-rich air could be

effectively advcctcd into the MFC center to fccd the surface development.
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Fig. 3.17 As in Fig. 3.16, but from 24-h control simulation (14/00-24) .
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Fig. 3.18 As in Fig. 3.16, but from 48-h control simulation (15/00-48) .
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Fig. 3.19 As in Fig. 3.16b, but for the cross section taken along the line CD in Fig. 3.17a.
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Finally, it is worth noting that the NFC and SFC also intensify under the favorable

influence of upper-level PV anomalies, but at the lateral periphery ralher than downslream of

the PV ring. For example, Figs. 3.17a and 3.19 do show the vertical coupling of the low- and

upper-Ievel PV anomalies associated with the NFC at 14/00-24; similarly at other hours.

However, this venical "locking" is not as effective as it is in the case of the MFC. owing to

the lack of the continued advection of upper-level higher PV from behind into the NFC.

Funhelmore, since both the NFC and SFC intensify in the left exit region of the jet streak, the

tropopause tends to be elevated with time, producing less influence on the deepening of the

systems. Still funher, because both systems begin their amplification closer to the primat)'

co!d frontal zone with weaker baroelinicity than the MFC (cf. Figs. 3.2 and 3.5). less

available potentia! energy eould be convened to kinetic energy for baroclinie growth. Thus.

the NFC and SFC could not grow into systems as "robust" as the MFC.
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Chapter 4 Sensitivity Analysis

After showing in the preceding chapter that the MM4 reproduces very well the

structures and evolution of the frontal cyelogenesis family over the western Atlantic ocean, it

is possible tO use that simulation as a contr:>l run (Exp. CTL) to investigate the model

sensitivity to different physical proeesses. In partieular, we have seen that the seeondary

cyclogenesis family develops as a result of the interactions between diabatic heating, th~ low­

to mid-Ievel thermal advection, and the upper-Ievel forcing associated with the tropopause

depression. Thus. sensitivity runs could be conducted to isolate and quantify the contribution

of each of these processes to the seeondary developments at different stages of their life

cycles. FUl1helIDOre, understanding the impact ofvarious physical processes on the simulated

track. structure and evolution of the secondary frontal systems will help us identify the

necessary Ingredients for a successful simulation of the storms. Our analysis is performed

through the diagnostics of a number of sensitivity simulations as compared with those from

the control simulation (Exp. CTL).

Section 4.1 describes the experimental designs. Section 4.2 documents the model

sensitivity to latent heat release, and surface sensible and latent heat fluxes from the ocean as

weil as surface charactel;stics in the absence of diabatic heating. Section 4.3 examines the

effccts of the surface fluxes in the presence ofmoist convection.

4.1 Experiment design

ln order to investigate the relative importance of various parameters in these

secondary developments. live 48-h sensitivity simulations are eamed out by tuming off a

particulaI' parameter while holding ail other parameters identieal to Exp. CTL. Table 4.1

provides description of ail the sensitivity experiments being performed. Note that most of the

sensitivity simulations are performed by switching off convective and grid-scale diabatic
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heating 10 simplifY the diagnosis of the proeesses leading to the secondmy cyclogenesis in the

present case. Detailed procedures are described as follows.

Table 4.1 Description of sensitivity simulations, the average e-folding time (Tel between
13/12-12 and 15/00-48, and the minimum central pressures (Pmin) of the
MFC/NFC.

Code Pmin (hPa) Te (hour) Remarks

CTL 972/987 21.8 Control simulation

DRY 986/984 40.8 No convective and grid-scale diabatic heatings arc allowed

G90 987/985 DRY !Un with a unifOlID grid size of90 km

NOC 994/987 58.2 DRY !Un with the ocean reolaced by a "continental" surface

NFXD 987/981 DRY !Un without sutfacc sensible and latent heat fluxes

NFXM 992/983 Moist run without surface sensible and latent heat fluxes

i) No lalem heal release (Exp. DRY). As mentioned in the preeeding ehapter, the rapid

spin-up of the MFC after 14/00-24 is accompanied by a substantial amount of precipitmion in

both the observations and the simulation. Moreover, our PV analysis shows the diabatie

generation of a Iow-level PY anomaly in the cloud region that is veltieally "Iocked" with the

upper-level PY anomalies. This indicates that latent heating must have played an impol1ant

role in the deepening of the system. Thus, it is desirable to isolate the effects of diabatic

heating From large-scale baroclinicity on the secondmy eyclogenesis. For this pUl'P0se, a d,y

simulation is conducted, in which neither convective nor grid-scale condensation are included

(Exp. DRY). The eontinuity equation for specifie humidity is still integrated in order to

include the viltual temperature effec!. Supersaturation is removed, but the feedback of the

resulting latent heat to the thermodynamie equation is negleeted. Without the condensational

heating, the model atmospheric circulations are only determined by advective processes.

Therefore, a comparison between Exps. DRY and CTL would show how thesc secondalY

cyclogenesis events depend on latent heating versus large-scale adiabatic processes.
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ii) No surface fluxes of sensible and latent Izeat witlz (Exp. NFXM) or witlzout

diabatic Izeating (Exp. NFXD). Surface heat and moisture fluxes can substantially alter a

cyclogcnctic environment by reducing its statie stability, enhancing condensational heating and

modifying the low-Ievcl baroclinicity. However, previous numerical studies showed various

degrees of their influence on cyclogenesis, e.g., from having an important positive impact

(Kuo et al. 1991; Lapenta and Seaman 1992) to virmally no effect (Petterssen et al. 1962;

Reed and Simmons 1991) and a negative impact (Kuo and Low-Nam 1990). Since our fi'ontal

cyclone family develops in the vicinity of the Gulf Stream, large surface fluxes ITom the walm

ocean may be expected to have a substantial impact on the storm deepening. In panicular,

Orlanski (1986) and Nakamura (1988) have argued the importance of surface fluxes in the

(dry) development of such secondary cyclones. Thus, Iwo sensitivity experiments are

perfOlmed: one with the surface fluxes switched off ITom Exp. DRY so that their influence on

the dry cyclogenesis can be evaluated (Exp. NFXD), and the other with the surface fluxes

withheld from Exp. CTL since surface fluxes may be often more significant in the presence of

diabatic heating (Exp. NFXM).

iii) No oceanic swjàce clzaracteristics (Exp. NOC). Surface characteristies can affect

thc cyclogencsis through the availability of surfacc moisture for evaporation, which varies

from 0 for a dlY surface to 1 for a moist surface, and, most imponantly, through the surface

roughness that detelmines the flictional dissipation of cyclonic circulations or cyclonic spin­

down (Hoiron 1993). In panicular. the surface frietional effects have been shown by Mullen

and Baurnhefncr (1988), Huo et al. (1996b) and others to be extremely significant for

explosivcly deepening oceanic cyclones. Since ail seeondary cyclones presented in the

preccding ehapter dcepcns over the ocean surface, it is neeessary to examine whether or not

these developments are soiely of oceanic nature, and if not, what is its influence on the final

depth of the storm. This could be done by performing a sensitivity experiment, in which the

surface roughness length overthe ocean is treated as that of "land", with a value typical forthe

continental interior (Exp. NOC). It should be noted, however, that sueh an experiment does
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not isolate completely the fiictional cffcet since the surface winds, modified by the changes in

the roughness, will in tum affect the heat and moisture transfers at the ocean surface.

4.2 Adiabatic simulations

a) Injluence ofdiabatic Izeating versus large-scale processes

When diabatic heating is tumed off (Exp. DRY), the structme and intensity of the MFC

dUl;ng the first l8-h integration are nearly the same as that in Exp. CTL (Fig. 3.1), since liule

pr~cipitation occurs prior to the genesis stage. Then, the MFC deepens at a rate of 20 hPa/30

h, as compared ta the control-simulated·34 hPal30 h rate. At the end of the 48-h simulation,

the dlY MFC is about 14 hPa weaker than the moist one, which represents approximately 59%,

of the total deepening by dlY dynamics. In terms of the average e-folding time, however, the

dlY MFC one is about t\vice as large as that for the moist MFC (sec Table 4.1). While diabatic

heating plays an imponant role in the rapid deepening of the MFC, its impact on the track of

the system is small. Fig. 2.1 shows that the dry MFC follows closely the observed and the

control-simulated tracks. except that it propagates somewhat slower. The difference in

position between the t\vo runs is about 400 km at the end of the 48-h integration. lt follows

that the large-scale dynamics tend to determine the track and development of the secondatY

cyclone. whereas moist processes help accelerate the propagation and deepening of the

system. The results are in agreement with previous studies of explosively deepening occanic

stOims that occurred at much lat'ger scales (> 3000 km), e.g., Anthes et al. (1983), Chen et al.

(1983), Kuo and Rced (1988), and Huo et al. (1996b). However, they are in significant

contrast with the coastal cyclogenesis studies by Lapenta and Seaman (1992) and Doyle and

Wamer (1992). who showed that the coastal cyclogenesis fails to occur in the absence of

latent heating.

The above conclusion could be funher seen from the 48-h evolution of surface maps

showing the moist and dry frontal cyclones (cf. Figs. 4.1 and 3.2-3.6). The horizontal extent

and overall circulation characteristics, including the associated warmlcold frontal structures
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and the pressure ridge to the north, are similar between the two mns, except for the more

tightcned pressure gradients in thc vicinity of the moist cyclone. Note again that both the MFC

and NFC tend to move to the left of the upper-Ievel flow towards the colder air. For example,

the surface temperature near the MFC center changes from 17 Oc at 14/00-24 to 15 Oc at

14/12-36 and 110C at 15/00-48 (see Figs. 4.1 a-dl. It should be mentioned that when a grid

size of 90 km is used to simulate the case without diabatic heating (Exp. G90), the model

could still duplicate the basic Sl1llctures of the cyclone family, exœpt that the MFC central

pressure is 1hPa weaker than that in Exp. DRY. This indicates that any grid size between 30

and 90 km is suitable for the simulation of the energy growth at the trontal cyclones scale. A

fine grid size of 30 km is used in the moist mns (i.e., Exps. CTL and NFXM) because it

allows the use ofstate of the art Kain-Fritsch cumulus parameterization and grid-scale physics

schemes.

On the other hand, the slower movement and the weakening of the dlY MFC allow the

NFC to increase its intensity, namely, by 3 hPa at the end of the 48-h integration (cf. Figs.

4.1 d and 3.6b). This appears to result from the less significam suppression of the NFC

cyclonic circulation by the MFC, through the VOItcx-vOItex interaction (Hikum et al. 1996),

when the two cyclones arc in close proximity. It is of interest that the more intense NFC gives

rise te more pronounced sOUlhward transpoIt of colder air, increasing substantially the sUlface

thermal gradient across the MFC, e.g., 20 OC/200 LON in Exp. CTL versus 34 OC/200 LON

in Exp. DRY (cf. Figs. 4.ld and 3.6b). This appears to explain the more rapid deepening of

the MFC in the final12-h integration. It is also ofinterest that although the :,fFe appears to be

2 hPa deeper in central pressure than the MFC, its circulation intensity, hOlizontal extent and

vCltical dcpth arc not as robust as the MFC; similarly in other sensitivity simulations. This

couId be attributcd to the fact that the NFC central pressure drop is largely caused by its

movement from a high- to lowcr-pressure region towards the center of the weakening parent

cyclone, as mcntioncd in Chapter 3. Moreover, the impact of diabatic heating on the NFC
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Fig. 4.1 Sea-Ievel pressure (solid) at intervals of 2 hPa and surface temperature (dashed) at

intervals of 2 oC from: a) 12-h integration (13/12-12); b) 24-h integration (00/14­
24); c) 36-h integration (12/14-36); and d) 48-h integration (15/00-48) of Exp.
DRY. Subjectively analyzed troughs and fronts are also shown. Locations of the
parent, major and northern frontal cyclones are marked by [etters "P", "M" and
"N", respectively. Line AB in (d) shows the location of cross section used in Fig.
4.2a.
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Fig. 4.1 (continued)
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genesis is veIY small, since most of the latent energy supply from the south tends to be

intercepted by the MFC. In contrast, the SFC fails to matelialize in the absence of latent

heating; only a weak mesotrough develops (see Fig. 4. Id). This implies that the SFC

develops mainly as a result of latent heat release rather than the large-scale dty dynamics. This

may explain why it is weak in all moist integrations (i.e., Exps. CTL and NFXM), as

compared ta the MFC and NFC.

To further understand the significance of the diabatie heating and the large-seale

baroclinicity in the MFC genesis, Fig. 4.2a show the vet1ical cross section of height and

temperature deviat;ûns at the end of the 48-h integration from the dty nm. A comparison \Vith

Fig. 3.13 reveals: i) the developmcnt ofa shallower height trough (up ta 850 hPa) associated

\Vith the dty MFC; ii) the b, l'wnounced influence of the dty MFC on the midtropospheric

thermal field, as evidenced by the east\Vard tilt of isotherms above 800 hPa; and iii) the

presence of strong thclmal gradients below 800 hPa in the absence of diabatic heating. It is

also evident that the large-scale trough, with its venical structure nearly idemical to that in

Exp. CTL, does not seem ta provide significant quasi-geostrophic forcing on the spin-up of

the MFC.

The net (direct and indirect) effeets of diabatie heating on the MFC genesis can be

evaluatcd from Fig. 4.2b, \Vhich shows the height and temperature differences between the

two simulations (i.e., CTL minus DRY). In the presence of diabatic heating, the MFC

expeliences net wmming above 800 hPa \Vith a maximum value of > 6 oC occurring near 550

hPa and net cooling bclow \Vith a minimum value of < -6 Oc. This net warming/cooling

profile is hydrostatically consistent with the height defieit (lise) in the lower (upper) levels. Of

imponance is that although the strong net wmming occurs in the upper troposphere, the most

significant cyclonic response takes place near the surface. According to Hirschberg and

Flitsch (1991), a given temperature penurbation in a layer of the upper troposphere would

induce a Im'ger pressure peI1urbation near the surface than in a layer of the lower troposphere.

The lower- (upper-) level net height deficit (lise) implies increased mass and moi sture
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Fig. 4.~ Venical cross section of (a) height deviations (solid) at intervals of 3 dam and tem­
permure devialÏons (dashed) m intervals of 3 oC, superposed with along-plane flow
vectors, which is taken along line AB in Fig. 4.1d from the 48-h DRY simulation;
and (b) the height difference field (soHd), at intervais of 3 dam and temperature dif­
ference field (dashed), at intervals of 3 oC between Exps. CTL and DRY, i.e., the
fields shown in Fig. 3.13 minus those in Fig. 4.2a. Inset shows the scille of venical

~ ~

(Pa S'l) and horizontal motions (m 5.1). Location of the surface major frontal
cyclone is indicated on the abscissa.
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convergence (divergence) in the lower (upper) troposphere, which is favorable for cyclonic

development. Because of the interaction between the MFC and NFC, the lowest 200 hPa in

the cold sector, i.e., to the west of the MFC, is more than 9 Oc warmer than that in Exp.

DRY. This implies a rcduced thennal gradient in the boundary layer, as previously mentioncd,

that is unfavorable for the production of available potential energy and thus the deepening of

the MFC. Otherwise, the moist proeesses without the NFC may inereasc the eooling in the

eold seetor, as does in the layers above 800 hPa (Fig. 4.2b), sinee more cola air muss could

be transp0l1ed into the rcgion by the enhanced cyclouic circulations (e.g., Huo et al. 1995).

The relative importance of dry dynamics in the development of the frontal cyclone

family eould again be understood from the upper- and low-Ievel PV interactions. Il is apparent

from Fig. 4.3 that signiticant PV is being advected into the MFC from the PV ring to the l'car,

as appeared in the control mn. The upper-Ievel PV distribution exhibits little difference

between Exps. CTL and DRY, exeept for the location of the MFC influence. This explains

why the frontal cyclones in al! the sensitivity simulations fol!ow closely a track whieh is "arc­

shaped" as the upper-Ievel PV ting. Most of the differences among different simulations

appear to occur in the lower levels, mainly in the magnitude, depth and hOlizontal extent of the

low-Ievel PV. Note tirst the fOlmation of two low-level PV anomalies associated with the

MFC and NFC, even in the absence of diabatic heating (Fig. 4.3a). A vel1ical crOSii section

taken through the MFC center shows that intense PV, peaked at about 950 hPa, is

concentrated in the frontal zone with magnitude half that in Exp. CTL. According to Davis ct

al. (1993), this strong low-Ievel PV is generated by non-conservati',c ['rocesses, such as

numetical diffusion, the sUiface ftiction and heat fluxes. While the low-level PV concentration

is velY weak and shal!ow compared to that in Exp. CTL, it is, to some degree, still coupled

with its upper-Ievel eounterpm1. By compmison, the advection of the upper-level PV remains

favorable near the NFC until 36 h into the simulation, whereas iiltle PV advection takes place

near the SFC owing to its location at the lateral petiphery of the upper-Ievel PV ting.
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Fig. 4.3 As in Fig. 3.16, but for Exp. DRY at 15/00-48.
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The results funher reveal that the upper-Ievel PV ring and its advection are instrumental in

determining the track (see Fig. 2.1) and intensity (see Fig. 3.1) of the frontal cyclone family.

h) Influence ofocean slIIjàce characteristics

Since both the MFC and NFC develop in the absence of diabatic heating, it is natural

to examine whether or not the dry frontal cyclogenesis is mainly caused by the less rough

ocean surface. Surprisingly, the model is still able to replicate the MFC and NFC whcn the

ocean surface in Exp. DRY is replaced by a "continental" surface (Exp. NOC). The basie

circulation structures resemble weil their pure dlY counterpatts (cf. Figs. 4.1 and 4.4). This

funher enforces the conclusion that the large-scale dry dynamics plays an essential role in the

present secondary cyclogenesis events. However, treating the ocean as land results in Ihe

development of the weakest and slowest moving MFC among ail the sensitivity tests

perfOlmed; similariy for the NFC (see Table 4.1). For example, the MFC in Exp. NOC at thc

end of the 48-h integration is 8 (22) hPa weaker, and 500 (1100) km slower than that in Exp.

DRY (CTL) (see Figs. 2.1, 3.1, 4.1 and 4.4). The average e-folding time is 58 h (see Table

4.1), which is much longer than that in Exps. DRY (41 h) and CTL (22 hl. The result is in

agreement with previous sensitivity studies in which weaker cyclones always move relatively

slower (Kuo et al. 1991; Huo et al. 1996). As will be discussed in section 4.3, the effects of

oeean surface sensible and latent heat fluxes in the absence of diabatic heating are small.

Hence, the 8-hPa central pressure difference could be attributed to the increased surface drag

over the ocean. Qualitatively, this is consistent with the boundaly-Iayer theOlY that increasing

the surface drag would result in a more rapid loss ofhOl;zontalmomentum and spin-down of

cyclonic vonicity (see Holton 1993). Thus, the result implies that i) the "Ekman" pumping is

an imponant parameter in determining the amplification of frontal cyclones; and ii) the more

rapid frontal cyciogenesis phenomena tend to occur more freqnently over the oceans.
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Fig. 4.4 As in Fig. 4.1, but for Exp. NOe.
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e) Relative imponance ofupper- versus low-level adiabatie proeesses

It is evident from the sensilivity simulations discussed above that the dry dynamics

account for the genesis and a large portion of the final depth of the MFC and NFC. Thus, il is

desirable to examine quantitatively different upper-Ievel adiabatic forcings, i.e., vorticity

versus thermal advection, to the cyclogenesis. This can be done through diagnostic analysis of

the dry simulation using the simplified Zwack-Okossi development equation (Lupo et al.

1992; henceforth ZoO). The ZoO equation provides a complete description of al! the forcing

contributions at any level to the geostrophic vorticity changes at the surface or any pressure

level close to the surface. The vorticity budget is performed at 950 hPa, at which level the

frictional effect is smal! and so it can be neglected. The modified ZoO equation is given by

Lupo et al. (1991) as fol!ows:

PI
Pl Pl

è~gl =Pd f(-y·vsa) dp - Pd f[~JV2 (-Y'VI + ~ + Sco) ~] dp
Pt P

Pl

PI PI

+ Pd fk· VxF dp - Pd Jà~gdp ,
Pt Pt

(4.1)

•

where ~gl is the geostrophic vorticity at levell ;P, and Pt are the pressures at the bOllom

and top of the integration column, respectively; Pd = (PI - Pt)-l; Sa (= S+t) denotes the

absolute vorticity ; Qrepresents the diabatic heating rate; S is the static stability parameter, as

defined by S =-(T/8)(è8/êp); F denotes the friction force; and the other variables have their

conventional meaning. The vertical velocity, co, in p-coordinates is calculated using the omega

equation as derived by Tsou and Smith (1990),

[ R, 82 ] 8 ( R-SV-+f(S+t)- co=-f;)" -Y,VSa)+-V2 (-Y'VT)
p 8~ ~ P
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(4.2)

Eq. 4.2 implies that the vertical motion results l'rom the contributions of four clements,

narnely, due to vertical differential vorticity advection (ûl;), the Laplacian ofthcrrnal advection

(COT) and diabatic heating (ûlQ), and the vertical differential friction-induccd vOlticity (ûlF).

In the dry case, the diabatic heating terrns in Eqs. (4.1) and (4.2) vanish. We may

further simplify the vorticity tendency budget by excluding the last telm of Eq. (4.1), sinec

Isou et al. (1987) found that the ageostrophic effect is small on synoptic temporal and spatial

seales. If the ftictional effect over the ocean ean be neglected, Eqs. (4.1) and (4.2) ean be

rewritten as

Pl
Pl PI

à~gl =Pd f(-Y'V~a)dP - Pd f[~fV2 (-Y'VI + Sûl) <!.E] dp , (4.3)
Pt p

P
Pt

R a2 a R 0[- SV2 + f (~+ f) -] ûl =f" (-Y'V~a) + - v- (-y,n) (4.4)
p ap" op p

The combination ofEqs. (4.3) and (4.4) gives the final forrn of the ZoO vOlticity budget used

in our analysis of the dry simulation,

Pl

Pd f [-Y'V~a,
Pt

PI

~JV2(Sûl;) ~] dp
P

where Pt =100 hPa is used to include sorne potential effects of the lower stratosphere. Terrns

on the light hand side of Eq. (4.5) represent the colurnn-integrated contributions due to the•

Pl
PI

- Pd f [~jV2 (-y 'VI + SûlT)~] dp ,

Pt

(4.5)
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vertical differential vorticity advection and the Laplacian ofhorizontal temperature advection to

the net vorticity tendency at 950 hPa. Both terms include a purely advective part and the

vorticity changes due to the adiabatic cooling (warrning) in their induced ascent (descent). It

is found that the induced cooling or warrning effects are always negatively correlated with but

weaker than their advective contributions (not shown). The above ZoO vorticity budget as weil

as the ro-equation computation are performed using the software package developed by

Desjardin et al. (1993). The ro-equation is solved using successive over-relaxation assuming

zero vertical and lateral boundary conditions.

Figure 4.5 shows one example of the eolumn-integrated vorticity budget trom the 24-h

dry simulation, at which time the rapid deepening of the MFC just began. Two well-organized

positive/negative tendency couplets are seen corresponding ta the MFC and NFC, with their

centers located near the zero tendency isopleths. The positive tendency centers represent

roughly the locations where the cyclones are about to propagate, and thus Eq. (4.5) predicts

cOlTectly the movement and the trend of cyclonic development. Because the NFC has entered

its most rapid deepening stage by this hour, its vorticity tendency couplet is greater in both

amplitude and horizontal extent than the one associated with the MFC.

The net vorticity tendency couplets are weil coordinated with the column-integrated

contributions due to the vorticity advection and the Laplacian of thermal advection, with very

slight phase shifts (cf. Figs. 4.5a-c). The vorticity contributions are closely related to the

propagation of low-level cyclonic vorticity (e.g., see Fig. 3.14) and the advection of upper­

level PV (see Fig. 4.3), whereas the thermal contributions are positive (negative) ahead

(behind) in the southeasterly (n0l1hwesterly) sloping flow along the warm- (coId·) frontal

zones (sec Fig. 4.5c). Despite the fact that the adiabatic cooling (warming) always operates in

the opposite sense to the vorticity and thermal advections [see Eq. (4.5)], both forcings

exhibit well-defined positive contributions to the cyclonic developments. Of importance is that

the thermal contributions to the column-integrated net tendencies are greater than those due to

the vortieity advection for both the MFC and NFC. This suggests that the lower-level thermal
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~ r­le, "
\

b)

Fig. 4.5 Horizontal maps of the column-integrated vorticity budget at 950-hP at intervals of

10-9 S-2 from 24-h integration of Exp. DRY (14/00-24): a} contribution of differen­
tial vorticity advection; b) contribution of the Laplacian of temperature advection;
and c) net tendency. Centers of the surface major and nonhern frontal cyclones are
marked by letters "Mn and liN", respectively. Boxes in (c) indicatc the area over
which the vorticity tendencies are averaged (see Table 4.1).
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Fig. 4.5 (continued)
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advection plays an important role in the genesis of the MFC and NFC, since more significant

thermal advection occurs in the lowest 300 hPa (see Fig. 3.1 0) where both the flows (> 20 m

s- 1) and thermal gradients (2 - 4 oCII 00 km) are intense.

To gain further insight into the relative significance of the (upper-level) vorticity

advection and the Laplacian of (low-Ievel) thermal advection in the spin-up of the MFC and

NFC, Tables 4.2 and 4.3 show 12-hourly the area-averaged contlibutions to the net vorticity

tendency at950 hPa duling the life cyele of the two systems. It can be seen from Table 4.2

thatthe magnitudes of both advective effects increase with time, which is consistent with the

continued deepening of the MFC. Of interest is that despite the conCUlTent increases their

relative importance remains nearly steady duling the life cycle of the MFC, namely, the

thelmal contribution accounts for over 60% of the total (dry) deepening. This implies that the

intense low-Ievel baroelinicity is crucial not only to the genesis, but also to the explosive

deepening ofthe MFC.

Table 4.2 The magnitudes (10-9 s-2) and relative contlibution (%) of the column­
integrated vOlticity advection and the Laplacianofthe thermal advection to the
net geostrophic vorticity tendency at 950 hPa that are averaged over an area
of270 km x 270 km ahead of the MFC center.

13/12-12 14/00-24 14112-36 15/00-48

VOlticity (%) 0.9 (36) 2.0 (37) 3.6 (38) 5.2 (41)

Thermal (%) 1.5 (64) 3.1 (63) 5.8 (62) 7.6 (59)

Table 4.3 As in Table 4.2 but for the NFC.

13/12-12 14/00-24 14/12-36

VOlticilY (%) 2.5 (49) 4.2 (47) 4.7 (52)

Thermal (%) 2.6 (51) 4.8 (53) 4.3 (48)
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Likewise, the magnitudes of thennal and vOl1icity contributions to the net vOl1icity

tendency of the NFC aise increase as it enters its mature stage; but their relative impol1ance

remains nearly the same, i.e., about 50% (see Table 4.3). Both contributions decrease after 36

h inlo the integration mainly owing to the "bloeking" effect of the Greenland topography.

which is consistent with the slow evolution of the NFC. The above findings appear to differ

from the previous studies of oceanic stonns in which the vOl1icity advection contributes the

most to cyc10genesis during the explosive deepening phase (Lupo (;t al. 1992; Reed ct al.

1994; Huo et al. 1996a,b).

4.3 Effeets of oceanic sensible and latent heat fluxes

When both the diabatic heating and surface fluxes are turned off (Exp. NFXD), the

track and central pressure trace of the MFC follow closely those in Exp. DRY (cf. Figs. 4.6

and 4.1); its central SLP is only 1 hPa weaker than its pure dry counterpal1 at the end of the

48·h integration. Note, though, that the central SLP difference is rc1atively Im'ger at the MFC

incipient stage (i.e., 3 hPa, see Table 4.4). This 3-hPa SLP difference is mainly caused by the

surface sensible heat flux over the wann ocean since the effect of surface moisture flux is only

significant when grid-box saturation occurs. Specifically, the upward surface heat flux ahead

of the cold front before 14/00-24 tends to increase the thennal gradient, at least in the

boundmy layer (see Fig. 3.3a), thereby assisting the spin-up of the MFC in the context of dry

dynamics - a positive effect on the frontal cyclogenesis. As the system moves far oŒhore.

however, strong upward heat flux takes place primarily in the cold sector. as shown in Fig.

4.7, weakening the thennal gradient across the cold front (cf. Figs. 4.1 and 4.6). This

explains why the central SLP difference between the two runs decreases towards the end of

the 48·h simulation - a negative impact on the frontal cyc;ogenesis. Nevel1heless, the results

imply that in the absence of diabatic heating, the surface heat fluxes have very weak impact.

through modifying the low-Ievel baroclinicity, on the evolution and final intensity of the

frontal cyclones. Thus, it would be more meaningful to investigate the effects of surface
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a)

b)

Fig. 4.6 As in Fig. 4.1, but for Exp. NFXD.
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c)

d)

Fig. 4.6 (cominued)

86



·.:.'

a)

b)

•
Fig. 4.7 Distribution of a) surface sensible heat flux at intervals of 20 W m-z; and b) surface

latent heat flux at intervals of 50 W m-Z, superposed with 900-hPa wind vectors
from 24-h control simulation (14/00-24).
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fllL"œs on the cyclogenesis in the presence ofdiabatic heating.

Table 4.4 Central SLP differences (hPa) between (a) Exps. NFXD and DRY (~PDRY):

and (b) Exps. NFXM and CTL (~PMST).

14/00-24

3

6

i4!l2-36

2

ID

15/00-48

14

•

When the surface fluxes are withheld but diabatic hcating is allowed (Exp. NFXM),

the model captures reasonably weIl the timing and location of the family of frontal

cyclogenesis events as weIl as their Iife cycles (see Figs. 4.8a-d). However, the central SLP

traces exhibit a continuing underdeepening of the MFC comparcd to that in Exp. CTL (see

Fig. 3.1) - an indication of the positive influence of surface fluxes on the cyclogenesis. The

MFC at the end of the 48-h simulation is 14 hPa weaker than that in Exp. CTL, which

represents about 59% of the total deepening due to the surface fluxes. This impact is as

pronounced as tuming off the diabatic heating! Furthennorc, Exp. NFXM reproduces the

development of the SFC after 36 h into the integration, although it is relatively wcak. lt

follows that the surface fluxes play a more significant role in oceanic cyclogcnesis in the

presence of diabatic heating, through reducing the statie stability and increasing the moisturc

content in the maritime boundary layer. Note, however, that the deepening rate of the MFC

becomes doser to that in Exp. CTL after 36-h integration (sec Fig. 3.1), indicating the much

less significant impact of the sUlface fluxes on the MFC genesis during ilS mature stage. This

appears to be attributable to the rapid decreases of surface fluxes in the vicinity of the MFC as

it moves northeastward into a colder water surface (see Fig. 4.7) where the continuing

northward transport of tropical higb-Be air tends to reverse the air-sea thennal gradient in the

wann sector. Otberwise, the central SLP difterence between the two mns could be much more

pronounced.
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Fig. 4.8 As in Fig. 4.1, but for Exp. NFXM. Superposed is 6-hourly accumulated pre­

cipitation with contours of O. l, 0.5, 1 cm.
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Fig, 4.8 (continued)
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Since the surface fluxes affect the cyclogenesis more markedly in the presence of

diabatic heating, it is desirable to compare the 48-h accumulated precipitation between Exps.

CTL and NFXM in relation to the MFC development. It is seen from Figs. 4.9c,d that in the

absence of surface fluxes, much less convective precipitation is generated during the MFC

early development stages when it traverses the warm Gulf Stream. Only after 14/12-36, does

more convective precipitation occur along the primary coId front as the tropical high-8e air

ovemms the frontal zone (cf. Figs. 4.8 and 4.9). Likewise, Exp. NFXM fails to produce an

elongated zone of intense stratiform precipitation (> 3 cm) along the MFC track until 14/12­

36, implying the delay of grid-box saturation near the MFC center. Furthermore, the storm

development to the south of the MFC tends to intercept CAPE and moisture content that

would be otherwise released along the warm frontal zone of the MFC system, which leads to

poor efficiency of the diabatic heating (Rack and Schubert 1986). Ail this helps explain the

slow deepening of the MFC up to 14112-36 (see Fig. 3.1). Subsequently, the precipitation

rate incrcases, especially near the MFC center, and it becomes more comparable in magnitude

to that in Exp. CTL near the end of the 48-h integration (cf. Figs. 4.9a,b). This resuIts in the

developmcnt ofmorc localized circulations in the viciniry of the MFC (see Fig. 4.8d).

Of particular interest is that while diabatic heating could be responsible for 59% of the

MFC total deepening, it produces little differences in the deepening rate and final depth of the

system when surface fluxes are withheld. Only 1 hPa central SLP difference occurs between

Exps. NFXM and NFXD at the end of the 48-h integration (cf. Figs. 4.6 and 4.8) in spite of

the considerable precipitation occurring in Exp. NFXM. The small central SLP difference

could be again attributed to the delay in diabatic heating and the poor efficiency of latent

energy in the MFC genesis, as discussed above. Another factor that could account for the

small SLP difference appears to be closely related to the diabatic influence on the baroclinic

structures of the lower troposphere. Specifically, the diabatical heatinglcooling can modifY

directly the low-Ievel temperature structures. In addition, its induced boundary-Iayer
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Fig. 4.9 The 48-h accumulated total precipitation for: a) Exp. CTL; and b) Exp. NFXM;

and convective precipitation for: c) Exp. CTL; and d) Exp. NFXM, with contours
of 0.1, 1,2,3,4 cm. The simulated tracks of the MFC are also shown.
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Fig. 4.9 (continued)
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convergence tends to enhance the local thermal gradient, while weakcning it away from thc

region; this is also t!ue for the enhanced convergencc along the pressurc troughs whcrc no

precipitation occurs. As a result, a new surface frontal zonc forms scparately behind the

primary eold front as the MFC deepens in the cold seetor (see Figs, 4,8b-d). This tends to

weaken the low-Ievel cyclone-scale baroclinicity and the deepening of the MFC. Thus, the

result reveals that the sea-surface temperature distribution plays an impOltant role, through air-

sea interaction, in determining the low-Ievel baroclinie stl1Jcture; it is indeed a stationary

forcing, It also reveals that the impact of surface fluxes on cyclogenesis dcpclJds not only on

how much precipitation could be produced but also on where the latent heat is. released with

respect to the cyclone center.

94



•

Chapter 5 Summary and Concluding Remarks

In this thesis, a series of (48 - 60 h) numerical simulations of a family of frontal

cyclogcncsis cvents that occulTcd over westcm Atlantic ocean during I3 - 15 March 1992

havc becn conductcd using a nested-grid version of the PSUINCAR mesoscale mode!

(MM4) with a fine-mcsh grid size of 30 km. These secondary cyclones formed in the large­

scalc frontal zone with their parent cyclone located in the polar region; they have a diameter

of 800-1200 km and an interspacing of 1000-1500 km. One of the secondalY cyclones (i.e.,

MFC) underwent explosive deepening, i.e., at a rate of 32 hPal30 h, and it eventually

ovel1lowered the parent cyclone. Operational numerical weather prediction models, such as

those at NMC and CMC, often fail to predict the development of such mesoscale frontal

cyclones. In this srudy, we tirst obtained a successful 60-h simulation of the cyclogenesis

events with enhanced initial conditions and full physics representations, and then performed

several sensitivity tests to examine the effects oflatent heat release vs. large-scale dynamics,

surface friction, surface sensible and latent heat fluxes on the multiple eyclogenesis events.

It is shown that the control simulation reproduees very weil the genesis, track and

intensity of three secondalY cyclones [i.e., the major (MFC), nonhern (NFC) and southern

(SFC) frontal cyclones], the associated thermal sttllcrure and precipitation pattern as weil as

their surface circulations, as verified against the CMC analysis and other available

observations. The average e-folding time for the MfC is about 22 h, which is close to

theoretical estimation. The quasi-stationary narure and the filling stage of the parent cyclone

arc also weil caprured by the mode!. At the end of the 60-h Integration, the model predicts

the emergence of several shoI1-wave disrurbances in the coId seclOr behind the primary cold

front, which con·espond weil to the subsequent development of new frontal cyclones seen in

the CMC analysis.

It is found from the model simulation that the parent cyclone exhibits a vertically

coherent strucrure dUling its tilling stage, with a high-PV ring near the tropopause
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separating the secluded polar air from the oUlside tropical air mass. This PV ting appears to

play an important role in determining the initiation and track of the frontal cyclones. Il is also

found that the MFC genesis begins as a mesoscale disturbance or PV anomaly, which could

be traced back 3 days cartier from northem Albena, travels cyclonically into the large-scale

frontal trough that is characterized by intense baroclinicity in the lowest layers. Ali the

secondary cyclones are shown to form as a consequence of the superposition ofupper-levcl

PV anomalies on the low-Ievel baroclinicity in the cold sel;tor behind the slow moving

primary cold front, and then they propagate towards colder air into the leading frontal zone

at a speed of 15 - 20 m s-l and generate their own cold/waIm frontal structures. As the

MFC intensifies, a mesoscale trough is induced in the low-to-middle troposphere, which

creates a favorable phase lag between the new pressure trough and a slow moving thermal

wave. This phase lag provides a baroclinic conversion mechanism by which the system's

kinetic energy could increase rapidly at the expense of availabl e potential energy. 1n

addition. the frontal cyclones are noted to move from high pressure regions towards the

parent cyclone's center, thus gaining angular momentum for the intensification of their

cyclonic VOl1icity. Thus, the parent cyclone provides a favorable environment for the

secondmy eyclogenesis. The MFC produces considerable amount of precipitation along its

track, mostiy convective along the cold front and stratiform near its circulation center and

warm front.

To isolate the effects of large-scale baroclinicity from diabatic heating on the

secondalY cyclogenesis. a dry sensitivity expeliment is conducted. It is shown that dry

dynamics determines the initiation and track of the MFC and NFC, whereas moist processes

accelerate the propagation and the deepening of the systems. Dry dynamics accounts for

about 59% of the total deepening of the MFC, and its average e-folding time is almost lWice

as long as that of the moist MFC. However, a slower moving and weaker (dry) MFC tends

to reduce its influence on the intensification of the NFC so that the dry NFC ends up with a

lower central pressure. On the other hand, diabatic heating has little impact on the NFC
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genesis because most of the latent energy supply from the south is intereepted by

precipitating clouds assoeiated with the MFC system. Al! these suggest the presence of

significant interaction in dynamics and thermodynamics between the frontal cyclones.

The simplified Zwack-Okossi vorticity equation is then calculated using the dry

simulation output to examine quantitatively the relative importance of the tropopause

depression and the low-Ievel thermal advection in the multiple cyclogenesis events. It is

found that the low-Ievel thelmal advection accounts for over 60% of the total (dry)

deepening of the MFC and about 50% of the deepening of the NFC. This implies that the

low-Ievel baroclinicity is more instrumental in determining the explosive deepening ofthese

secondai)' systems than the upper-Ievel PV anomalies. This finding appears to be different

from many of the previous studies oflarger-scale cyclones in which upper-Ievel vorticity

advection tends to dominate the surface cyclogenesis.

Tu see whether or not the frontal cyclones wouId be oceanic phenomena in nature, a

sensitivity simulation is conducted in which the dry simulation is rerun but with the ocean

surface replaced by a typical 'land' surface roughness. It is found that the model is still

capable ofreproducing the basic circulation structures ofboth the MFC and NFC, although

they arc the slowest moving and deepening systems among al! the sensitivity tests being

conducted. The e-folding time of the MFC is about 58 h, which is much longer than that in

Exps. CTL and DRY. The results reveal that i) the Ekman spin-down is an important

parameter in determining the amplification of frontal cyclones; and ii) rapid frontal

cyclogenesis phenomena tend to occur more frequently over oceans.

The impact of surface sensible and latent heat fluxes on the frontal cyclogenesis is

examined using two sensitivity expenments: one with the surface fluxes switehed offfrom

Exp. DRY so that their influence on dry dynamics can be evaluated, and the other with the

surface fluxes withheld from Exp. CTL. The dry simulation shows that in the absence of

diabatie heating, the surface heat fluxes have very weak impact, through modifying the

low-Ievel baroclinicity, on the evolution and final intensity of the frontal cyclones. By
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comparison, when diabatic heating is allowed, the surface fluxes make signi fieant

differences in the deepening of the frontal cyclones as a result ofredueed statie stability and

inereased moisture content in the maritime boundary layer. Withoutthe surface fluxes, the

moist simulation produees much less convective precipitation ahead of the cold front and

delay of grid-box saturation neal' the cyclone center. In this case, the surface !luxes

aecounts for about 59% of the MFC's deepening; this impact is as pronounced as tuming

off the diabatic heating. Similarly, the differences in the final intensity of thc frontal

cyclones between the dry and moist simulations are small in the absence of sUlface !luxes.

These small differenees could be attributed to i) the delay in latent heat rclease; ii) the

formation of new frontal zones behind the plimUlY cold front; and iii) the interception of

CAPE and latent energy by precipitating c10uds along the primary cold front sllch thatthe

low-Ievel convergence in the vicinity of the frontal cyclones is redueed. The results suggest

that the impact of surface fluxes on cyc10genesis depends not only on how much

precipitation could be produced but also on where the latent energy is released with respect

to the cyclone center.

It is important to point out, however, that the above conclusions we have reaehed

are based only on a single case study. More case studies of frontal cyelogenesis families

are needed ta generalize our findings and to provide data upon which to devclop theoretical

models. Considering the great diffieulties of many operational models in predicting

mesocyclogenesis in polar frontal zones, the above results clearly indicate the importance

of obtaining more realistic upper-Ievel observations and sea-surfaee temperatures into

operutional model initial conditions in hope of improving numerieal weather prediction of

the phenomena. In this regard, FASTEX (Fronts and Atlantic Storm Truck Experiment), to

be conducted in the next year, will provide a great opportunity to examine the predictability

of frontal eyc10genesis events and srudy their genesis mechanisms.
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Appendix A

Calculation of the e-folding time

Consider the Q-G vorticity equation valid at the center ofa cyclone,

~=-(Çg+f)V'Yat

where for the free atmosphere,

and at the surface,

1 ?çg=-V-p.
fpo

Integrating Eq. (1) gives the growth rate of the cyclone with a unit of s-I,

-V.y = _1_ln (çg + Olt! ,
!lt (Çg+Olto

(1)

(2)

(2')

(3)

where !lt = tl - to. The inverse of the growth rate is the e-folding time, i.e., the time it

takes for the perturbation to amplify by 2.72, or the doubling time. It is defined as

1
Te=---·

V·Y
(4)

•

Note that the e-folding time can not be computed directly from the divergence ofthe

horizontal winds because of the presence of strong ageostrophic components.

To evaluate the growth rate of the MFC, we compute the e-folding time every 6

hours [i.e., !lt = 6 h in Eq. (3)], starting from 13112-12, for Exps. CTL, DRY and NOe.

Then, a vertically averaged Te value between 900 and 1000 hPa is calculated to provide a

more meaningful and consistent e-folding time at each lime level.
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Table A.1 The e-folding lime averaged between 900 and 1000 hPa for Exps. CTL,
DRYandNOC.

e-folding time (hour)

Model hour CTL DRY NOC

12-18 18.4 42.4 59.34

18-24 24.05 44.5 60.51

24-30 20.05 36.42 58.84

30-36 23.6 36.16 55.87

36-42 24.7 41.82 58.04

42-48 20.25 43.97 56.34

Average 21.8 40.8 58.2
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