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Abstract

Abstract

In recent years, the trend for continuous down-scaling of CMOS device dimension

has made analog design much more challenging. This trend has been a major driving force

in trying to find new approaches for designing common analog building blocks. One such

block is the bandgap voltage reference. This common circuit serves the purpose of

generating a fixed DC voltage reference and has uses in a wide variety of applications.

This thesis introduces a new way of generating a programmable DC voltage

reference with similar performance to the traditional means. This voltage reference

generator is based on periodic bit-stream modulation and relies on simple digital logic

combined with a low pass filter (LPF) to demodulate the DC reference level. The

advantage ofthe proposed DC voltage reference lies in its immunity to technology scaling

as it is mostly digital. The programmability of the proposed circuit also makes it usable as

a digital to analog converter (DAC).

Through simulation and experimental results obtained using a set of integrated

circuits implemented in 0.35 /-lm, 0.25 /-lm and 0.18 /-lm CMOS technologies a number of

conclusions are reached. The tradeoffs between the two different bit-stream modulation

scheme, pulse width modulation (PWM) and pulse density modulation (PDM), are

compared yielding PDM as the best approach. The analysis and simulation of a new

synthesis method will demonstrate that high-order passive RC filters yield the most

attractive realization of the LPF. Experimental results will also demonstrate that
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Abstract

performance due to temperature variations comparable to bandgap references can be

achieved. A set of experiments will also demonstrate the excellent performance of this

voltage reference when used as a DAC. Lastly, the use of asynchronous logic for

generating periodic bit-streams will be shown to yield promising results.
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Résumé

Ces dernières années, la miniaturisation des composantes CMOS a rendu la

conception de circuits analogique beaucoup plus difficile. Cette tendance a été la

motivation principale derrière la recherche visant à trouver de nouvelles méthodes pour

générer ces circuits analogiques. Un exemple d'un tel circuit est la référence de voltage

'bandgap'. Ce circuit est commun dans beaucoup d'application et a pour fonction de

générer un voltage DC fixe.

Ce mémoire présente une nouvelle façon de générer une référence de voltage qui

est programmable et donne d'aussi bons résultats que les méthodes traditionnelles. Cette

référence de voltage est basé sur le concept de 'periodic bit-stream modulation'. Elle fait

usage de circuits digitaux pour la majeure partie et d'un filtre analogique affin de

démoduler le signal DC. Les principaux avantages de cette référence de voltage sont son

immunité aux effets de miniaturisation et sa composition majoritairement digitale. De

plus, cette référence de voltage peut être utiliser comme convertisseur digital/analogique à

cause de sa programmabilité.

Par le biais d'expériences et de simulation effectuer sur des circuits fabrique dans

une technologie CMOS, 0.35, 0.25 et 0.18, un certain nombre de conclusion seront tirée.

La comparaison des deux types de modulation, 'pulse width modulation (PWM)' et 'pulse
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density modulation (PDM)', démontre PDM comme étant la meilleure méthode. L'analyse

et la simulation d'une nouvelle méthode de synthèse pour les filtres, démontre qu'un filtre

de type 'high-order passive RC' est la meilleure façon de démoduler un signal De. Les

résultats obtenus donnent des résultats comparables a une référence de voltage 'bandgap'

quant à la dépendance aux variations de température. D'excellent résultats sont aussi

obtenus lors de l'utilisation de cette référence de voltage comme convertisseur

digital/analogique. Finalement, une architecture non synchronisée (assynchronous) pour

générer le 'periodic bit-stream' de cette référence de voltage démontre des résultats très

prometteurs.
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Introduction

Chapter 1 - Introduction

1.1 - Motivation

Recent years have seen a tremendous increase in semiconductor packing density

due to the continuous down scaling of CMOS device dimensions. This down scaling has

also meant higher circuit speeds and lower power dissipation, all of which are major

driving forces for the microe1ectronics and computer industries. However, while such

scaling effects are generally desirable for digital circuits, they tend to make analog and

mixed signal design more challenging [1]. For example, voltage scaling is necessary for

maintaining reasonable electric fields and power consumption levels in digital circuits, but

it can significantly hinder the performance of analog circuits. This being said, the ever

increasing demand for high-speed communication devices means that mixed-signal and

analog blocks are very likely to be present in future integrated circuits. Consequently,

analog designers are going to have to cope with the challenges introduced by scaling, and

this could entail getting rid of old design techniques and utilizing new ones.

A particular analog circuit which is being affected by this down scaling is the

voltage reference. Voltage references are an essential analog building block and find uses

in a wide variety of applications. In particular, they can be used as DC bias sources, which

are needed in virtually all analog circuits, e.g., operational amplifiers, charge pumps,

linear regulators, Digital to Analog Converters (DAC), Analog to Digital Converters

(ADC) and de1ay elements.



Introduction

The traditional method for generating such on-chip voltages is using a bandgap

reference circuit [2][3]. An approach is to use a forward-biased diode voltage and combine

it with a voltage that is proportional to absolute temperature (PTAT). This is covered in

greater details in [3]. This approach will yield a reference voltage which is less

temperature dependent than using just the single diode. This designs will be affected by

power supply scaling because of the high voltage require to forward-bias a diode, i.e.,

these weIl proven circuits will stop working once the voltage supplies drop below a certain

level [4]. AIso, in order to implement the base-emitter junction a specialized device

(substrate vertical pnp BJT) has to be made available in the CMOS process. Lastly, this

method only yields a fixed voltage reference level, thus will require additional circuitry

when multiple reference voltage levels are necessary.

This thesis presents a new technique for constructing a DC voltage reference

circuit. It extends the use of periodic bit-stream modulation, which has been mostly used

for the purpose of generating analog AC waveforms [5][6], to the generation ofDC levels.

The proposed technique makes use ofmostly digitallogic with the exception ofa low-pass

filter, which is used to demodulate the DC voltage from the periodic bit-stream. This

technique is expected to benefit greatly, rather than suffer, from the down-scaling ofdigital

integrated circuit technology. SpecificaIly, it will not suffer from power supply scaling

and, since it uses an almost alI-digital implementation, its speed and area are expected to

benefit greatly from scaling. However, unlike a bandgap reference this voltage reference

will be dependent on the power supply from which it is derived. Lastly, this new voltage

reference can be made programmable, thus enabling it to be used as a Digital-to-Analog

Converter (DAC). The work presented in this thesis has been submitted for a D.S. patent

[7].

There are three main issues which will be addressed in this work. First, the type of

periodic bit-stream modulation scheme (PWM versus PDM) that is better suited for

generating the DC signal, together with the desirable characteristics of these modulated

bit-streams are discussed. Next, we shall consider practical methods in which to extract

the DC signal from these bit-streams, i.e., low pass filtering techniques. In particular, we
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Introduction

shall consider what time and frequency characteristics these low pass filters should posses.

In addition, we shall also consider whether a passive or active realization is better suited

for this application. Finally, the bit-stream generator implementation issues will be

addressed, such as the tradeoffs between synchronous and asynchronous designs. The next

section will outline the context of each chapter and the major issues that will be addressed.

1.2 - Thesis Outline

In Chapter 2 the general operating principles for the bit-stream DC voltage

generator of this thesis will be presented. The basic theory behind periodic bit-stream

modulation will be explained. A detailed description of Pulse Width Modulation (PWM),

Pulse Density Modulation (PDM), as well as higher order modulation schemes will be

given. The tradeoffs of each and the impact they will have on the filtering portion of the

voltage generator will also be discussed.

Chapter 3 will introduce filtering methods for extracting the DC level from a bit­

stream. Different types of filter implementations such as passive and active realizations

will be considered. The synthesis methods required to implement these filters as well as

the tradeoffs between the different types will be discussed.

Chapter 4 will give an overview of different ways to implement a bit-stream

generator in a standard digital CMOS process. A detailed description of the different

designs which were implemented over the course of this thesis will be provided.

The experiments performed for this thesis will be explained and the corresponding

results provided in Chapter 5. The goal of these experiments will be to conc1ude about

sorne of the main issues which motivates this thesis. Those issues being the bit-stream

modulation scheme and the implementation type. The experiments will be performed on

four different integrated circuits which were implemented over the course of this thesis:

two in 0.35 f..lm CMOS, one in 0.25 f..lm CMOS and one in 0.18 f..lm CMOS technology.

FinaIly, a summary of this thesis as weIl as sorne discussions of the results will be

presented in Chapter 6. More specifically, the main design issues highlighted in this

3
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introduction will be discussed based on the experirnental results obtained. These

discussions will yield a set of conclusions and also open up sorne possibilities for future

wode
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8itstream Theory

Chapter 2 - Bitstream Theory

In this chapter, the basic principles behind the bit-stream DC voltage generator of

this thesis will be presented. First, the general theory of bitstream modulation will be

presented. Then more specifie modulation scheme along with their filter requirements will

be outlined.

2.1 - General Theory

In the fol1owing discussions, binary voltage levels will be referred as ones and

zeros, and analog DC voltages as values between zero and one. Renee al1 the voltage

values are always normalized.

The basic principles behind this voltage generator are the use of digital pulse

modulation to encode a DC level in the average value of a periodic digital sequence and

the use of a low pass filter to extract the DC average. In Figure 2.1 the two main blocks of

this voltage generator are shown. They are a bit-stream generator and a low pass filter

(LPF).

Bitstream- LPF .. R
Generator

... eference Voltage

Figure 2.1 On chip voltage generator
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8itstream Theory

Figure 2.2 shows the frequency spectrum of a typical periodic bit-stream before

low pass filtering. It consists of DC and AC components. The magnitude of the DC

component is determined by the average value of the bit-stream, N l/Nb where NI is the

number of ones in the bit-stream and Nb the period in number of bits. The DC value will

remain the same regardless of the ordering of the bits in the sequence. The AC

components are harmonically related to the fundamental frequency Fr of the bit-stream

sampling frequency Fs' and the length of the scan chain Nb, according to

(2.1)

The magnitude of these harmonics will change depending on the order in which the bits

are arranged in the periodic bit-stream.

The first design variable that must be chosen is the length of the bitstream, Nb' One

can show that the normalized DC resolution ~.DC, the minimum step size, is given by

1
!1DC = ji['

b
(2.2)

For illustrative purposes, if256leve1s are desired between zero and one, then the bitstream

period Nb will have to be 256 bits long. Next, one must consider the effects of the AC

components on these DC levels. Clearly, it is these AC components that give rise to the

fast transitions in the bit-stream. It is the objective of the 10wpass filter to reduce these

Frequency

Figure 2.2 Bit Stream Frequency Spectrum
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variations to insignificant levels. It is common practice to refer to the superposition of all

AC components in the filtered signal as an AC ripple. Typically the maximum amplitude

of the AC ripple is set to be less than 112 times the normalized DC resolution, i.e.

ACripple::;; ~ x t1DC = ~ x ~ .
b

(2.3)

For the example when Nb is 256, the maximum allowable AC ripple would be 11512.

The next deeision that must be made is the order in whieh the ones and zeros are

arranged in the periodie bit-stream. As was stated earlier, the desired DC value will

determine the number of ones (NI) and zeros (Nb-NI) in the bit-stream. The order in

which they are arranged will affect the distribution of power in the AC components. The

optimal manner in which to select the bit pattern is to distribute the ones in sueh a way that

it creates the maximum number of repetitions in the bit stream. In other words, minimize

the period of the fundamental. By doing so, the frequeney of the fundamental tone will be

placed higher in frequency, as well as its harmonies. This in turn will reduce the

requirements on the low pass filter's bandwidth.

The reason why this is a desirable property is explained by the following. In order

to obtain a DC level with the desired amplitude resolution, a filter must be designed in

order to sufficiently attenuate the AC components. The attenuation created by a first-order

low-pass RC filter is described by the following equation.

IH(f)1 1

JI + (2nfRC)2
(2.4)

This filter attenuation may be charaeterized in terms of its eutoff frequeney (3 dB

bandwidth), 1/2nRC, or alternatively its RC time constant. This design choice will affect

two main parameters in the design: the AC ripple and the settling time of the filter.

By increasing the RC time constant, the bandwidth is deereased. This has the

effeet of attenuating more of the harmonies, thus redueing the AC ripple. However, a

longer settling time is required to reach the desired DC level due to the eharging proeess

7



8itstream Theory

associated with the larger capacitor. For a step input of 1 V, the output voltage of the RC

filter as a function of time is clearly dependent on the value of the RC time constant given

by

VU):::< 1- e-tl(RC). (2.5)

The larger the RC time constant, the longer it takes the filter to reach a particular output

level. This is illustrated in Figure 2.3 for two different RC time constants. The sizes of the

input step were intentionally made different so that the settling behaviour is made clearly

visible. Another impact of the Re time constant, will be the implementation area of the

filter. The larger the value of RC, the larger the resistor and capacitor. Renee the

motivation for having a bitstream modulation scheme where most of the harmonie power

is higher in frequency.

As an example, if four ones are spread evenly throughout a 256 bit periodic

bitstream, the fundamental period will be 256/4, or 64. Thus, the harmonie frequencies

will appear at multiples of F/64. If they are placed in sequence, four ones in a row

0.45
RC = 30 nsec

0.4

0.35

0.3

so
>

0.25

0.2
RC = 300 nsec

0.8 1 1.2
Time (sec.)

1.4 1.6 1.8 2

x 10-6

Figure 2.3 Transient Behaviour for Different Time Constants
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followed by 254 zeros, then the fundamental period is 256, and the harmonie frequeneies

will appear at multiples of F/256. The latter ease would be eonsidered the worst-ease

whereas the first case is the best case as the frequency of the fundamental is placed at the

highest possible frequency. Figure 2.4 illustrates the frequency spectrum for these two

cases.

In the previous example the two cases are effectively pulse width modulation

(PWM) and pulse density modulation (PDM). In the case of PWM, the DC value is

encoded in the width ofthe pulse which is set by NI consecutive ones. For PDM, the ones

are distributed evenly throughout the period Nb, and the DC value is encoded in the

density of the ones and zeros. In this example, the RC time constant for the PDM case can

be made 64 times smaller than that called for in the PWM case for the same amount of AC

ripple. So the PDM bit-stream will have a faster settling time than the PWM bit-stream.

The following two sections will discuss further PWM and PDM along with their

associated filter design requirements.

N1/Nb=4/256 for different modulation scheme

605020 30 40
Normalized Frequency (256 X F/Fs)

10

PDM: Fs/64
JI

o
o

0.005

0.02

:g 0.01
>

0.015

/
PWM: Fs/256

~(

~( ~(

rrnnr"lr~?~

0.02

0.015

2l
(5 0.01
>

0.005

oo 10 20 30 40
Normalized Frequency (256 X F/Fs)

50 60

Figure 2.4 Frequency spectrum of PDM and PWM bit stream
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2.2 - Pulse Width Modulation

As was just stated, for PWM, the DC value is set by the ratio of the time the

bitstream is high to the total time of one period. For this kind of modulation this ratio is

varied by changing the width, or dutY cycle, of a pulse of period Nb' For example, to

encode a voltage of 2/5, the pulse will be high for two bits and low for three bits. This

example assumes Nb is 5. Figure 2.5 illustrates an example where Nb is 5 bits and Ts

represents the sampling period of the bitstream. Next to each pulse width is the normalized

voltage that would be obtained from filtering a periodic repetition of the pulses. One

possible way to obtain such a bitstream is depicted in Figure 2.6 for a 256 bit period. For

0/5

115

3/5

2/5

4/5

5/5

Scale (sec)b

n Il

1 1 J

1 1 1

1 1 1

...
T N Time

Figure 2.5 Pulse Width Modulation

r-----------,
Modulator

Clk ---,------1
Counter

Count

Comparator
(Count < input) Bitstream to Filter

L___ _ __ ...J

8-blt reference input

Figure 2.6 Pulse With Modulator
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that example the output of the comparator, which is high when the count is smaller than

the referenee, yields the appropriate bitstream.

Figure 2.7 shows the frequeney speetra of the bitstreams illustrated in Figure 2.5.

The x-axis is the normalized bitstream frequeney FIFs and the y-axis is the normalized

voltage level. It is seen that the DC tones have the appropriate magnitude. Note that the

first harmonie is always dominant albeit, the 2nd may be of the same magnitude. Using a

low pass filter, the frequeney harmonies ean be attenuated suffieiently to obtain the desired

ae ripple on the output DC voltage.

When designing the filter an the DC levels must be looked at in order to determine

the pulse width whieh yields the first harmonie with the highest magnitude. In Figure 2.8,

the power of the first harmonie is plotted for 256 different DC levels. The code whieh

yields the highest magnitude of the 1st harmonie is 128 bits, whieh corresponds to a DC

voltage of 128/256 or 1/2. This will always occur for this type of modulation as will be

demonstrated shortly. Thus it is always safe to design the filter for this worst case scenario.

oc = 0/5 oc = 1/5

0.5 0.5

0 Î Î
0 0.1 0.2 0.3 0.4 0.5 0 0.1 0.2 0.3 0.4 0.5

<Il OC = 2/5 OC = 3/5

~
<Il

'>;!
c<:l 0.5 0.51
>,

r r0 t 0 t
0 0.1 0.2 0.3 0.4 0.5 0 0.1 0.2 0.3 0.4 0.5

OC =4/5 OC = 5/5

0.5

01 02 03 04 05

0.5

o'--~--ê--~-A--'-----'
o 0.1 0.2 0.3 0.4 0.5

x-axis: Normalized Frequency (F/Fs)

Figure 2.7 Frequency spectrum for different pulse width
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Magnitude of first harmonie
Or----------,-------,---------r-------,--------,-,

-5

-10

-15

-20

!g -25

-30

-35

-40

-45

25020050 100 150
Pulse width (bits)

Figure 2.8 Magnitude of the first harmonie

_50'----------'-----'-------'----------'----------'----J
o

A periodic sample set consisting of N samples can be represented by a

combination ofN complex exponentials having frequencies 2nk/N given by the following

x[n]
~ jk((2n)/N)n _
LJ ake for k - 0, 1,2, ... , N-l

k = (N)

(2.6)

where the spectral coefficients ak are obtained from

1 ~ -jk((2n)/N)n _
ak = N LJ x[n]e for k - 0, 1,2, ... , N-l.

n = (N)

(2.7)

The term corresponding to k = °represents a constant function, thus the De component.

AIso, the term k = 1 is the first harmonie of x[n], the Iowest AC frequeney eomponent.

This corresponds to the fundamental period of the bit stream. The spectral coefficients for

the sampled square wave illustrated in Figure 2.9 can be found to be the following:

12
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N·1 N
x(n)

For k = 0, N, 2N, ...

Figure 2.9 Periodic Square Wave

l-lsin[(2rck(Nj + 1»/(2N)][ Fork -.:j:. 0, N, 2N, ...
N sin[(2rck)/(2N)]

N j + 1

N

where Ni = N 1-1 is used to compact the notation.

(2.8)

For PWM with a periodic bitstream of period Nb, the harmonies will be positioned

at the following frequency locations:

(2.9)

as N = Nb' This will be true for every pulse width thus all DC levels. It is seen from Eqn.

(2.8) that most of the power is in the first harmonie, so the filter has to be designed for the

appropriate attenuation at Fg!Nb' Moreover looking at Eqn. (2.8) one sees that the

maximum for al occur when NI = Nb/2, which is equivalent to a voltage of 112 as stated

earlier.

2.3 - Pulse Density Modulation

With this type ofmodulation, the DC value is still expressed as the ratio of the time

the bitstream is high to the bitstream period. But instead of being a variable width pulse

with a period Nb*Ts' this pulse is broken up into many smaller pulses. This is so the

13
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density of the high pulses is uniform throughout one period of the bitstream. This

modulation method effectively decreases the fundamental period increasing the frequency

of the fundamental harmonics. Figure 2.10 shows an example of two bitstreams and their

corresponding frequency spectrum which will generate the same DC value when filtered.

In this example, it can be seen that the fundamental frequency for a PWM bitstream is

F/14, and for a PDM bitstream it is F/2. This fact significantly reduce the performance

requirements of the filter as the cutoff frequency can be much higher.

A PDM modulated bit-stream is simple to obtain when the number of ones divide

evenly into the scan chain length Nb as was the case for the example stated in Section 2.1,

but becomes more tedious when it does not. In its simplest form, the PDM encoding

process is simplified if the bit-streams are obtained from a sigma delta modulator

implemented in software. Figure 2.11 shows the functional blocks required to implement a

1st order sigma delta modulator [3]. This modulator effectively encodes the desired DC

level into a pulse density modulated bit-stream in a manner that minimizes the period of

the fundamentals. By applying a DC signal of value N1/Nb at the input of the modulator,

where NI and Nb are relatively prime (no common factors), the period of the bitststream

that is generated at the output will be Nb' This sequence can then be repeated periodically.

0.8

06

~

PWMt
0.4

r0.2

1
7/14 0 t t t

0 0.1 0.2 0.3 0.4 0.5

1 1 1 1 I~ Normalized Frequency (F/Fs)

IIFs t

PDM 7/14 0.8

0.6

IIFs t .!1g
0.4

0.2

0
0 0.1 0.2 0.3 0.4 0.5

Normalized Frequency (F/Fs)

Figure 2.10 Modulation of a 0.5 level with PDM and PWM
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Number System:

Single bit
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Figure 2.11 Block Diagram of First Order Sigma-Delta Modulator

Note that in the last section of this chapter the use of higher order sigma-delta modulator

to obtain PDM bitstreams will also be investigated.

As was the case for PWM, the spectral characteristic of PDM can be better

understood and characterized using the Fourier series representations that was described in

Eqn. (2.6) and (2.7). This understanding will then allow us to set the appropriate design

requirements for the filter.

First, one must remember that a pulse density modulator breaks down a bit stream

to the smallest period possible. Thus reducing the fundamental period and increasing the

first harmonie in frequency. The fundamental frequency will vary according to the DC

value that is desired. In other words, N of the Fourier's expansion will not always equal Nb

of the bitstream. This is contrary to PWM in which the fundamental frequency (F/N)

always remains the same.

Looking at the case for Nb = 10, where the resolution is 1/10, the bitstreams of

Table 2.1 are obtained from a first order modulator. Once again these bitstream can be

looked at in terms of their Fourier series expansion. The DC value is still represented as

the number of ones (NI) over Nb' Using Eqn. (2.6) to express these bitstreams it will be

observed that the distribution of the power amongst the harmonie will be somewhat

different than for PWM. This fact can be easily observed for the cases where NI divides

equally into Nb' For the bitstreams of Table 2.1 this is the case for NI equals to 1,2, and 5.

In these cases N from Eqn. (2.8) will be respectively 10, 5, and 2. For aIl these cases NI
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equa1s one. In the case for N = 10 the equation yie1ds tones at every F/10 just as for

PWM. For the other two cases the tones are respective1y situated at Fi5 and Fi2. In other

words whenever NI divides equally into Nb, N will equa1 NblNb and the tones for these

bitstreams will be situated at every FsIN. Using the previous fact and Eqn. (2.6), it is seen

that as the magnitude of/a1/ increases, so does the frequency at which it is located. It is

not as simple to see this for the cases where NI does not divide equally into Nb' The NI =

3 case is an examp1e of this. In this case N = 10, but the frequency can no longer be

expressed by Eqn. (2.8) since the ones are spread out over N. It is however possible to

obtain a good approximation by setting N equa1 to NblN l, and then approximating that the

harmonics are at every FslN, or N1FslNb. This is just an approximation however, and

app1ying Eqn. (2.6) will revea1 that sorne power is actually present at every FslNb, but the

majority ofit is indeed at N1FslNb'

Table 2.1 • First order PDM bitstream for Nb =10

Input Output

0110 000000000000 ...

1110 100000000010 ...

2/10 100001000010 ...

3110 100100100010 ...

4/10 100101001010 ...

5110 101010101010 ...

6/10 011010110101 ...

7/10 011011011101 ...

8110 011110111101 ...

9/10 011111111101 ...

10110 111111111111 ...

The FFT of the first 6 bitstream patterns of Table 2.1 are shown in Figure 2.12. For

the NI equa1s 0, 1, 2, and 5 cases where it divides equally into Nb, it is seen that the

harmonies are situated at exactly NIFslNb. For the remaining cases there is power for

every FslNb but most of it is at NIFslNb. The remaining 4 patterns are the complements of
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the first 4. Thus their FFT will remain the same exeept for the magnitude of the De
component.

The important characteristie that was brought forward in the previous discussion,

is that as the magnitude of the 1st harmonie inereases, the fundamenta1 frequeney also

inereases. Moreover through simulation, it is determined that the magnitude of the 1st

harmonie inereases at a rate of 20 dB/dee. Figure 2.13 illustrates the frequeney speetrum

of three bit-streams corresponding to Nl/Nb ratios of 3/16, 5/16 and 7/16. It is observed

that the fundamental frequeney of Fs*N1/Nb is always largest in magnitude. If the largest

harmonie of eaeh bit-stream is plotted on the same frequency scale, it can be observed that

their magnitude increase at a rate less than 20 dB/deeade.
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Superposed Frequency Spectrums for Different N1
0r-----------------------;::====::;l

. -0-. N1/Nb=7/16
-x- N1/Nb=3/16
-1- N1/Nb=5/16

-5

,
/ .,

/

o /. . .. {

/ .

/0
- -:.<

N1=3 _ - -
-f\---/ ,- / ,

~-- / '
/ '

/ '
/ '

.0 / '
..... (

/ ········0·····

/
/

/

20 dB/dec

-15

-30

-10

-25

~ -20
>

-35

-40L----------------------------'
10°

Normalized Frequency (16 X F/Fs)

Figure 2.13 Frequency Spectrum for Different N1

Finally, the above observation of the 1st harmonie suggests that it is sufficient to

design the first-order low-pass filter for the simplest bit-stream case consisting of a single

one (NI =1) and Nb-I zeros. Whatever is c1aimed for this case will apply to an other bit­

stream patterns consisting of the same number of bits. This is because the first-order

filter's attenuation increases at a rate of 20 dB/decade which is greater than the increase in

magnitude of the fundamental component of the bit-stream and therefore offsets the

increase in magnitude of the fundamental component.

2.4 - High-Order Noise Shaping

Up until now, the method used to obtain a PDM bitstream is to use a first order

Delta Sigma (~L) modulator. It is also possible to encode a De value using a high-order

modulator. The effect of high-order modulation will be to break up the periodic nature of

the bitstream even more, thus further pushing the fundamental higher in frequency,

thereby reducing the constraints on the filter bandwidth. However, note that for short
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bitstream length, i.e. small Nb, the outeome of high-order modulation is the same as for

first order. Thus, the use ofhigher order modulation is justified when Nb is large.

The goal is to use a modulator that will leave the DC value undisturbed, and push

the harmonies as far away from DC as possible in order to reduee the area and settling

time of the filter. Figure 2.14 shows a bloek diagram of a modu1ator which can be

implemented in software. The transfer function, H(z), ean be designed to achieve any

order of noise shaping (effeet ofpushing the harmonies higher in frequeney) [3] [S].

Figure 2.15 shows a plot of the frequency response of a modulated DC value for

modulator orders of 1, 2, and 4. It is observed that the harmonies are shaped away from the

DC tone, ofwhieh the power inereases at a rate of20, 40, and SO dB/dee as we move away

from DC for 1st, 2nd, and 4th order respeetively. As the order of the modu1ator is

increased further, the noise is pushed further away from DC and inereases at an even

higher rate. These eharaeteristics will set the requirement on the filter bandwidth and

order. In other words, as the order of the modulator is inereased, the requirements on the

eutoff frequency can be re1axed, but the roll-off of the filter will have to be higher, i.e. a

high-order filter.

In order to compare the performance for different orders of modulation, an nth_

order low-pass butterworth filter with transfer function

X(z)

IH(/)I 1

JI +(fJ'
J 1-.....-. Y(z)

(2.10)

Figure 2.14 Block Diagram for Arbitrary Order Sigma Delta Modulator
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DC level modulated using 1st, 2nd, and 4th order sigma-delta
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Figure 2.15 High Order Modulation Frequency Response

is used. For modulator orders of l, 2, 4, and 5 the cutoff frequency, fc' that yields 10 bits

resolution was found and is listed in Table 2.2. From this table the following observations

are made. For a particular modulator order, the cutoff frequency can be relaxed as the

order of the filter increases. Also, for a given filter order, the best case scenario is achieved

when the order of the modulator is matched to the order of the filter. Thus, for there to be a

benefit in using higher order modulation, a filter of the same order or higher must be used.
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Table 2.2 - Cutoff Frequency required to achieve 10 bit resolution using Low-Pass
Butterworth Filters

Filter\Modulator
lst Order ~~ 2nd Order~~ 4th Order~~ 5th Order ~~

Order

1 100 kHz 63 kHz 63 kHz 63kHz

2 2 MHz 2.5 MHz 2.5 MHz 2 MHz

4 5 MHz 8 MHz 8 MHz 6.3 MHz

5 6.3 MHz 8 MHz 8 MHz 8 MHz

Two different approaches may be used to obtain the desired bit-stream. The first, is

to build a sigma-delta modulator on-chip using digital circuits and connect its output to an

analog filter. The other method is to use a software modulator as described previously. A

sample set of Nb point is then chosen from the output and loaded into a scan chain on the

chip to generate the appropriate bit-stream.

With an on chip modulator, the bit-stream essentially has an infinite length, as it is

generated in real time by the modulator. Thus, the resolution of the DC generator will be

limited only by the data-path width of the hardware modulator. For the scan-chain

approach, the resolution is set by its length, Nb as stated in Eqn. (2.2).

The quality of the signal will be affected by the length, Nb, and the particular set of

Nb bits used in the scan chain as depicted in Figure 2.16. Note that contrarily to the first

order modulation case, the output of the modulator is no longer periodic. Thus, by

repeating the same sequence in a periodic fashion there will be a degradation in the signal­

to-noise ratio (SNR) from the infinite bitstream case, i.e., more ac ripple. In Dufort's [5]

work on AC signal generation using l-bit bitstream, it was shown that constraining the

Figure 2.16 Bit Selection Process
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length of the infinite bitstream to Nb has an impact on the SNR, but as it is made larger this

impact becomes negligible. In that same work it was also shown how a search

optimization technique can improve the SNR of the bitstream. In the present work, it was

also found by simulation that choosing a sufficiently long bitstream and running the

appropriate optimization will yield a signal of the same, or better, quality than that

yielded by an infinite bitstream. For the various orders of noise shaping experimented

with Cl st, 2nd, 4th, and 5th), measuring the SNR for different Nb showed that when

where

Nb;::: 2 ·NDC '

1
N DC = t1DC'

(2.11 )

(2.12)

the SNR will be as good as the infinite bitstream case. This can be further improved by

running the optimization suggested in [5] with SNR and the proper average value as

criterions.

Finally, in order to design the appropriate filter, the same approach as for the first

order modulation case may be used, with a few new considerations. First, the order of the

filter that is designed must be greater or equal to the order of the modulation technique

used. Secondly, as higher order modulation is used the dynamic range will be reduced.

This means that it will be no longer possible to generate the full range of DC voltage with

higher order modulation. Consequently it will not always be possible to design the filter

for the l/Nb case. The suggested approach is then to design the filter that meets the

resolution requirement for the first-order modulation case, and then, by simulating with a

high-order bitstream, reduce the filter constraints until just before it stops satisfying the

desired resolution.
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2.5 - Summary

In this chapter, the general theory behind DC bitstream modulation was presented.

The general filtering concepts such as bandwidth, and attenuation were presented as weIl.

In light of these, the different bitstream modulation scheme were described and their

trade-offs discussed. The following conclusion is reached. The DC bit-stream modulation

scheme which has the simplest bandwidth requirements on the filter will be the most

desirable. The reason being that the filter will have a lesser attenuation, thus a shorter

settling time, for the same bit-rate.
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Chapter 3 - Periodic Bit-Stream

Filtering.

In the prevlOus chapter, the basic theory behind the bit-stream DC voltage

generator was presented. Different bit-stream modulation schemes were presented along

with their respective filter requirements. In this chapter, the Low Pass Filter (LPF)

component of the bit-stream voltage generator will be introduced. It will begin with a

discussion of first-order filtering and then continue with high-order filtering along with the

tradeoffs between passive and active implementations. Finally a semi-digital filter

implementation will be introduced as a possibility for further work.

3.1 - First-Order Filtering

A first-order filter is the simplest method with which the DC average of a bit­

stream may be extracted. For this purpose it is best to have a LPF with a transfer function

which has a zero at infinity and one pole on the negative real axis. One way to obtain such

a transfer function is to use a low-pass Re filter circuit, which has the following transfer

function

l
H(s) = l + sRC

The unit step response of this filter will be

(3.1)
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(3.2)

which dictates the convergence time, that is, the time it takes for the filter output to reach a

particular output level. Such an implementation is good for applications where the

convergence time is not critical and the requirement on the attenuation is not too strict. As

more attenuation is desired, the convergence time will increase dramatically and so will

the component values of the RC filter. In the case of filtering a l st order PDM bit-stream,

the following will describe the design requirements and illustrate them with a numerical

example.

In the previous chapter, it was shown that a first order filter can be designed for the

simplest PDM case, i.e., when NI = 1. For this simple bit-stream arrangement, the

harmonies are of decreasing magnitude beginning with the DC tone of magnitude of l/Nb'

Further, the harmonies are located at frequencies which are multiples of Fs/Nb' After

passing the bit-stream through the RC filter, the RMS magnitude of the kth harmonie can

be described as follows

1

1 + (2nRCk~:r
(3.3)

To satisfy the AC ripple requirements, the sum of the power in all the AC

components must be made less than the RMS value of the AC ripple requirement, i.e.,

(3.4)

Consequently, substituting the appropriate expreSSlOn for the harmonies leads to an

equation involving RC, i.e.,

(3.5)

25



Periodic Bit-Stream Filtering.

Limiting the summation to approximately 100 terms (as the higher order terms add

litt1e to the summation) enables one to numerically search for the value of RC that best

satisfies the ripple requirement.

For instance, a bit-stream operating at 1 GHz is to produce a DC signal with a

normalized DC resolution of 1/256. This suggests that the number ofbits in the bit-stream

should be at least 256. To simplify the amount of digital hardware, Nb=256 is selected.

Next, the RC time constant of the first-order filter is determined from the following

expression using the iterative numerical procedure just derived, i.e.,

100

L 1 92~~'
k = Il + (21tRC . k . .!.2.-)

256

(3.6)

The result is RC= 99.1 ns for an RMS AC ripple of 0.14 mV or a 0.198 mV amplitude AC

ripple. To select Rand C, consider the spectral density of the thermal noise generated by

the resistor, i.e.,

Sv(f) = 4kTR. (3.7)

Here T is the temperature in Kelvin and k is the Boltzmann's constant (1.38 x 10-23 JK-1).

Note that the noise spectrum is frequency independent. When this thermal noise passes

through an RC filter, the output noise signal will have an RMS value of

{kT
VN - RMS = {Co (3.8)

Interestingly, it is independent of R. The latter equation essentially sets a lower bound on

the capacitor value that may be used. As the RMS noise should be less than the RMS AC

ripple, that is

(3.9)

or
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(3.10)

Setting this value equal to VN-RMS in Eqn. (3.8), the smallest e is 2.17 fF. Consequently,

once e is set to a value greater or equal to 2.17 fF, the value of R may be solved using the

fact that Re = 99.1 nsec. In a 0.35 J..lm CMOS process, choosing e = 305 fF will yield R =

330 K,Q and an equal area for the capacitor and resistor.

Referring back to Eqn. (3.2), the convergence time may be computed from RC as

follows

tconv = -Re· In( 1 - V(tconv)) ' (3.11)

where tconv is the time at which V(t) is within half a least significant bit (LSB) of the final

voltage (normalized to 1 in this case), i.e.,

1 1
V(tconv)= 1- 2. N .

b
(3.12)

In the previous example a convergence time of 618.2 nsec is obtained, which is quite

significant. The only way to achieve a faster convergence time for the same resolution will

be the use of a high-order filter since in this case it is fixed by the choice of RC.

3.2 - High-Order Filtering

As a general rule, the transient response of a high-order (n ~ 2) filter will fall into

3 classes of behaviour. These being: underdamped, overdamped, and critically damped

transient behaviour. From a pole placement perspective, the underdamped filter has its

poles in complex conjugate pairs in the left-half portion of the s-plane, the overdamped

filter has its poles distributed on the negative real axis, and the critically damped fi1ter has

all of its poles at one location on the negative real axis [9]. For a second order biquad

structure, this corresponds to a Qgreater than, less than, and equal to 112, respective1y.

The case which will yield the best tradeoff between convergence time and

resolution is the critically damped filter. In other words, a filter with all of its poles lying at
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one location on the negative real axis on the s-plane. This is evident from Figure 3.1 where

the transient behaviour of three different filters are plotted. Each filter response was

designed to achieve a 12-bit resolution, i.e.,

AC ripple < ~ x -h .
2

(3.13)

In terms of the fil ter realization, two main types of implementation can be used;

these being passive or active. Each has its advantages and disadvantages. Passive

structures here are assumed to be realized using resistors and capacitors in a ladder

configuration. Such passive filters can only realize filter functions having an overdamped

response, as the poles for such a structure can only be placed on the negative real axis and

at distinct locations. As for active filters, they can be used to realize complex conjugate

poles, i.e., a filter with an underdamped response, and they can also be used to realize a

filter with a critically damped response.

Following is an in-depth analysis of a passive and an active filter implementation

used for DC generation, along with the advantages, disadvantages and limitations of each.

Transient Response Comparison
0.06

Underdamped:

0.05

0.04

JQ
g
"0

.~ 0.03

~
o
Z

0.02

0.01

°01L.-...-:":--~---='-:----:"-:----'1-----:.L---,L---:"-::---1.L.8---'

Time (sec.)

Figure 3.1 Filter Transient Response
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3.2.1 - Passive

An M/2-th arder low-pass Re filter can be realized by cascading M/2 first-order

low pass Re filter sections1 as depicted in Figure 3.2. With this realization there is M/2

zeros at infinity. Poles can be anywhere on the negative real axis as long as they are at

distinct locations, i.e.,

H(s)
1

(3.14)

In order to approach the critically-damped case, the pales must be placed as close to one

another as is practically possible.

To synthesize such a filter one can make use of the driving-point synthesis method

[10]. The goal of the driving-point synthesis method is to express the natural modes of the

filter function H(s) in terms of a driving point impedance Z(s) or admittance Y(s), in such

a way that it can be reduced and recognized as a known network function. The

realizability condition set on the driving-point impedance or admittance function is that it

must be a positive real function. This condition will constrain the location of the poles and

zeros as well as the general form of the driving-point impedance or admittance function.

For Z(s) or Y(s) to be positive real they must be a ratio of an even (odd) and an odd (even)

polynomial. Moreover, the order of the numerator and denominator polynomials must not

differ by more than one. In other words, the impedance or admittance function has the

following form,

Figure 3.2 Law Pass M/2-th Order Re Filter

1. It was chosen not to use inductive elements as they perform poorly at low frequency and are hard
to integrate on an le.
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Y(s) v Z(s) (3.15)

Finally, the zeros and poles of this impedance or admittance function must be interleaved

on the negative real axis. If these requirements are not satisfied, the driving-point

impedance or admittance function will not be positive real, thus non-realizable using

passive components.

The driving-point admittance function for an RC filter structure possesses the

following two properties. The critical frequency nearest the origin is a zero and the critical

frequency nearest infinity (or at infinity) is a pole. Looking into the output port of the M/2­

th order RC filter shown in Figure 3.2 with the input port short-circuited, one can view the

resulting network as a one-port network having an RC Cauer 1 canonical form. The two

critical frequencies just mentioned will then be a zero closest to the origin and a pole at

infinity.

ln general, the driving point admittance of the RC network shown in Figure 3.2

looking back into the output port is as follows

1
= sC +--------------M 1

RM -1 + 1
sCM _ 2 + .. · 1

R3 + 1
sC2 +­

RI

(3.16)

However, YM(s) is usually expressed as a rational function oftwo polynomials,

(3.17)

It is therefore the objective of the present synthesis method to determine the set ofR's and

C's from a given set of polynomial coefficients {a M / 2, ... , a 3, a2 , al'a<J and

{bM 12 _ l' ... , b2, b l' b<J . To achieve this, consider equating (3.16) with (3.17), to obtain
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1
=sCM +------------­

1
RM -1 + 1

sCM _ 2 +··· 1
R3 + 1

sC2 +­
RI

. (3.18)

From this equation a set of non1inear equations cou1d be written from which the unknown

coefficients can be solved using numerica1 techniques, or one cou1d use the following

iterative procedure which is derived from the Le 1adder synthesis method presented in

[11 ].

The first step is to solve for CM by dividing both sides of the equation by sand

taking the limit as s ~ 00 to obtain

. [yM(S)]hm
s~oo s

CM + lim !. 1 _
s ~ 00 s R + 1 _

M 1
sCM _ I +··· 1

R2 + 1
sC I +­

RI

(3.19)

As the right most terrn tends to zero, one obtains

1im [yM(S)] = CM.
s~oo s

(3.20)

The second step is to deflate the impedance function with the known coefficient CMo This

is done by subtracting sCM from YM(s) as follows
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(3.21)

which is inverted to obtain

(3.22)

Next, it is recognized that RM-1 can be obtained from Eqn. (3.22) by taking the limit

S ---7 00 on both sides

lim [ZM_I(s)]
s~oo

1
= RM -1 + lim 1

s~oo C
S M-2+'" 1

R 3 + 1
sC2 +­

RI

(3.23)

to obtain RM -1 as the limit on the right hand side goes to zero. The fourth step is to defiate

the impedance function with the known coefficient RM_1. This is done as follows

which is inverted to obtain

1
(3.24)
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y M _2(s) (3.25)

The fifth step is to repeat the first four steps until there is on1y RI 1eft, that is

1
---- = RI·
Y2(s) - se2

(3.26)

A driving point synthesis examp1e of a third order RC-filter, which makes use of

the previous method, will be given. Consider that the following transfer function with

normalized po1es is to be realized,

1H(s) -
(s+ 1)(s+2)(s+4)

(3.27)

First, the natura1 modes of the desired transfer function must be expressed as a

driving point admittance function. This is done using the following two observations. The

natura1 modes of the transfer function are the same as the zeros of the driving-point

admittance function. The po1es of the driving-point admittance function may be chosen

arbitrari1y as long as the resulting function is positive real. Thus, the following is a valid

driving-point admittance function (one pole is p1aced at infinity as was mentioned earlier),

y (s) = (s+ 1)(s+2)(s+4)
6 (s+1.5)(s+3)

(3.28)

It has been the author's experience that the best choice for the admittance pole locations is

found to be midway between the zeros. This is so that the component spread is kept to a

minimum.

Following the procedure described above, the first step is to ca1cu1ate the residue as

follows

. [y6(S)Jhm --
S-7OO S

1im [(s+ 1)(S+2)(S+4)J
S-7OO s(s+ 1.5)(s+3)

l , (3.29)
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where C6 = 1 F is obtained. The second step is to deflate the admittance function as

fol1ows

2
Y 16 + 19s + Ss

6(s) - S = (3 + 2s)(3 + s)

and obtain

Zs(s) = 1 = (3 + 2s)(3 + s) .
Y6(s)-s 16+19s+si

Performing the third step, the fol1owing residue is obtained

hm [Zs(s)] = hm [(3 + 2s)(3 + S)] = ~,
S-7 OO S-7 OO 16+ 19s+si 5

thus Rs = 2/5 n. Executing the fourth step, one can write

Z(s)-2/5=!. 13+7s
s 5 16+19s+si

and

2
Y () 1 = 5.16+19s+5s

4 s = Zs(s)-2/5 13+7s

Repeating step one,

hm [Y4(S)] = lim [~ . 16 + 19s + si] = 2S
S-7OO S S-7OO s 13+7s 7 '

C2 = 25/7 F is obtained. Applying step two again, one can write

(3.30)

(3.31)

(3.32)

(3.33)

(3.34)

(3.35)

7 13+7s
20 28 + 17s'

(3.36)

Then apply step three,
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lim [23(s)] lim [7 13 + 7s J
s ~ 00 s ~ 00 20 . 28 + 17s

49
340

(3.37)

to obtain R3 = 49/340 Q. Deflating 23(s) according to step four,

1 68
35·(28+17s), (3.38)

from which the residue (step one) is obtained as follows

. [y2(S)Jhm --
s~oo s

1156
35

(3.39)

Renee, C2 = 1156/35 F. Deflate Y2(s) (step two) to get

1

thus completing the synthesis as RI = 5/272 Q.

5=
272'

(3.40)

It is observed through experimentation with this method that the spread between

the admittance zeros will dictate the component spread of the circuit realization. The

closer the zeros are to one another, the greater the spread in component values. In the

previous example, the spread of the capacitors was approximate1y 30, which is quite

significant ifthis filter is to be implemented on a single IC.

At this point it is important to remember that the goal of the passive RC filter

design of this section is to approximate the critically damped case, whereby the poles of

the transfer function are placed as close as possible without overlapping. With the use of

the synthesis method just presented, it is possible to realize an RC filter with its poles

placed anywhere on the negative real axis as long as they don't overlap. Of course, the

poles should not be plaeed too close to one another otherwise the spread in component

values will be too large. Through a trial and error procedure!, Table 3.1 lists the

frequency-normalized pole positions for approximating a critically damped transient
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response using a 2n(Sth order RC filter having a component spread ranging from 9-10.9.

Also shown in this table are the corresponding resistor and capacitor values.

Table 3.1 - RC Ladder Approximating a Critically-Damped Response

Filter Normalized Norma1ized Capaci- Normalized Resist- Capacitor
Order Po1es tance (F) ance (mQ) Spread

2 1,2 C2=9,C4=1 R}=S3.3, R3=666.7 9

3 1, 3,6 C2=9.8, C4=2.6, R}=45.8,R3=168.5, 9.8

C6=1 Rs=285.7

4 1,4,8, 16 C2=10.9, C4=5, R}=30.8, R3=57.7, 10.9

C6=2.25, C8=1 R5=81.6, R7= 111.1

5 1,5, 10,20, C2=9.47, C4=4.68, R}=2.4, R3=45.8, 9.47
40 C6=2.77, C8=1.77, R5=43.9, R7=49.3,

C lO=l R9=47.6

6 1,5.5, Il, C2=1O.9, C4=5.23, R}=1.79, R3=34.5, 10.9
22,44,88 C6=3.36, C8=2.11, Rs=29.3, R7=27.6,

C lO=1.62, C12=l R9=26.7, Rll =22.2

7 1, 7, 14,28, C2=9.12, C4=4.80, R}=1.64, R3=30.0, 9.12
56,112,224 C6=3.57, C8=2.44, R5=21.4, R7=16.5,

C lO=1.77, C12=1.55, R9=13.9, R}}=11.6,

C}4=1 R13=8.8

8 1,8, 16,32, C2=9.55, C4=5.28, R}=1.36, R3=24, 9.55
64, 128, C6=4.19, C8=2.96, Rs=15.7, R7=11.1,
256,512 C lO=2.11, C12=1.66, R9=8.6, Rll=6.77,

C}4=1.52, C}6=1 R13=5.30,

R}5=3.89

Retuming to the problem at hand in this chapter, once a particular RC filter

network is se1ected for the ro1e of extracting the DC 1eve1 from a bit-stream, it must be

frequency sca1ed in such a way that the AC ripp1e is minimized. Unlike the approach used

}. The trial and error procedure begins by distributing a set of N poles along the negative real axis
of the s-plane. One pole is place at -1 radis and the other N-l poles are placed somewhere below
-} radis. Next, a passive RC ladder is synthesized using the procedure described in this section
and the component spread is computed. Next, the poles, except the pole at -} radis, are moved in
such a way that it decreases the RC ladder component spread. The procedure is repeated until
the desired component spread is obtained.
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in Section 3.1 where closed fonnulas were available, here we must select the frequency

scale factor, say a, by iterating through several numerical simulations involving the PDM

bit-stream and a particular RC ladder network. If, after an exhaustive search, the AC ripple

remains outside the desired limit, then a higher order filter will be required.

To frequency scale an RC ladder network, one simply divides aIl the capacitors by

the scale factor according to the following,

c
Cfreq-scaled = a (3.41)

FinaIly, one can impedance scale the RC network so that the R's and C's are

realizable on an IC by simply multiplying the impedance of the R's and C's by the same

scale factor ç, i.e.,

C
Rimpedance-scaled = ç. Rand C impedance-scaled = ~. (3.42)

The major advantage of an aIl passive low-pass filter IS robustness. The

reconstructed DC value will be insensitive to component matching and variation. This is

due to the nature of its transfer function, which has unity gain at DC irrespective of the

value ofRC. The only effect component variation will have on the DC generator is its AC

ripple. Thus as long as the filter has enough margin, it can be readily assumed that the

correct DC value and AC characteristics will be obtained.

The main disadvantage is that it is hard to approximate the critically damped case

while keeping a reasonable component spread. Also, as the filter order is increased, the

poles become more distant from one another, thus reducing the advantages of going to a

higher order filter.

3.2.2 - Active

There exist a good number of active structures that can realize a filter with a

critically damped response. One such structure is the single amplifier biquadratic (SAB)

active filter.
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SAB filters make use of one op amp and an RC network in the feedback loop to

implement a biquadratic response. The main advantage of this type of active filter is that it

only requires one op amp to realize a second order biquadratic stage, where other active

filter implementations may require as many as four. Figure 3.3 illustrates an example ofan

SAB filter. This filter is obtained by applying the complementary transform to an SAB

filter with a bridged-T network in its feedback path [9]. The transfer function of this filter

yields the following low pass biquadratic filter function

l

Vaut

Vin
(3.43)

Typically RI and R2 are made equal to R. Also C2 is set to C and Cl = C/m, where m is a

scaling factor. With these change ofvariables one can see that

and

2m = 4Q (3.44)

(3.45)

For the CUITent synthesis problem, Q = 1/2 in order to obtain a critically damped

response. This sets the scaling constant m = l according to Eqn. (3.44). The synthesis

problem will then become a matter of selecting Rand C such that the cutoff frequency

requirement is satisfied, i.e,

(3.46)

An important design consideration of an active filter for DC generation is its ability to

handle rapid input signal transition related to PDM bit-stream. For the filter topology

shown in Figure 3.3, the fast edges of the PDM signal are slowed down by the front-end

RC structure before the signal appears at the input of the op-amp, hence, avoiding op-amp

slew-rate limiting effects. For other SAB filter topologies this requirement might not
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always be met as the input may not always go through an RC structure before reaching the

op amp. Lastly, in order to obtain a filter of order greater than two, a number ofthese SAB

biquad section can be cascaded.

There are two major advantages to an active implementation, one is that it is

possible to realize the ideal biquad (Q = 1/2) that is the best compromise between

convergence time and resolution and, two, it is also possible with certain SAB filter

topologies to introduce a DC gain, thus adding an extra degree of freedom to the system.

However the use of operational amplifiers introduce noise and non-linearity. Moreover, the

DC gain present in active implementation is dependent on component matching, which is

a source of gain-error.

Table 3.2 shows a comparison of a first order passive filter with a 4th order passive

and a 4th order active filter. The first order passive design is a simple low-pass RC filter

while the 4th order passive design is the high order RC filter ofFigure 3.2 with M = 8, and

the 4th order active design is a cascade of two of the SAB stage depicted in Figure 3.3.

One can see from this table that a high-order filter will yield a considerably faster

convergence time. As to the differences in performance between high-order active and

l

'>-----.....--0 Vout

Figure 3.3 SAB Biquad stage
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passive structures, one can observe a faster convergence time for the active realization due

to Q = 1/2, but at a greater cost in area and complexity, and of course, process sensitivity.

Table 3.2 - Comparison of the different filters

Filter 1st Order 4th Order Passive RC 4th Order SAB
Passive RC

Poles (rad/sec) 198.69 K 12.54 M, 50.15 M, 39.64 M, 39.64 M,
1.00 G, 2.01 G 39.64 M, 39.64 M

R (KOhms) 503 R I=4.1, R3=9.2, RII=R12=R21=R22=5
Rs=13.1, R7=17.8

C (PF) 10 C2=5.4, C4=2.5, CIl=C12=C21 =C22=5

C6=l.l, Cg=0.5

Settling Time 40 Ilsec 644 nsec 381 nsec

3.3 - Semi-Digital Filtering

Another method with which the DC average could be extracted from a bit-stream

IS to use a semi-digital FIR reconstruction filter. Although this thesis does not

experimentally explore this filter type, it is included here for its future potential. Figure 3.4

shows the general structure of an N-th arder FIR filter. From this figure, the input x[n] is

the modulated bit-stream introduced in the previous chapter, and y[n] is a discrete analog

+

x[n]
--.1

yEn]

Figure 3.4 Semi-digital FIR reconstruction filter
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output. The coefficients al through aN are the analog weighing coefficients. The transfer

function of such an FIR filter is given by

(3.47)

lIIl
QN

The frequency response of such an FIR filter is dictated by the choice of coefficients al to

aN' It is possible to realize arbitrary frequency responses, such as low-pass, high-pass, and

band pass, by changing the value ofthese coefficients. For the present purpose, a low-pass

frequency response is desired in order to extract the DC component of the bit-stream.

There exist a number ofalgorithms and methods to determine the value of coefficients that

will yield the desired frequency response. One common one is the Parks-McClellan

algorithm which is available within the MATLAB software. One other algorithm based on

least-square method is described in [12].

One possible way to implement the filter of Figure 3.4 is to use a differential

CUITent mode topology as is depicted in Figure 3.5. In this topology, the weight of each

coefficients al to aN, is determined by the value of the CUITent source Il to IN, i.e. ai = Ii'

The delays are implemented using D flip-flops, not shown, of which the Q and Q output

are used to drive each summing node. In [13], a novel CUITent steering topology illustrated

Figure 3.5 Current-mode topology of an N-th order semi-digital FIR reconstruction filter.
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in Figure 3.6 is introduced to replace the one ofFigure 3.5. In the aforementioned work, it

is shown that this novel topology has numerous advantages, with the most significant

being the need for a single current source instead ofN. In this topology, the weight of a

coefficient is determined by the ratio of differential pairs in the ith branch and the total

number of differential pair in the filter, i.e.,

Ti
ai = -N--

LTi

i = 1

(3.48)

The output of such a fiIter is a discrete time analog current. So an output stage that

performs a current to voItage conversion will be required at the output nodes of the fiIter.

Additionally to doing the current to voltage conversion, the output stage must introduce a

pole in order to attenuate the repeating images introduced by the discrete nature of the

filter. Such an output stage is depicted in Figure 3.7.

Tl DifferentiaI Pairs. TN DifferentiaI Pairs.

<IN

Figure 3.6 Novel Current-mode topology.
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_---..L...-<JVO

lout
M out3 M out4

~ V B2

Vout
Mout! M out2

Figure 3.7 Current mirroring output stage for realizing one of the current summing nodes

What makes such an implementation attractive is that it is mostly digital. The only

analog components are a CUITent source, and the output stages. The D flip-flops and switch

bailles, which account for the greater proportion of this filter, are digital and will shrink in

size as the technology scale. Further work has to be done in order to make a reasonable

comparison with the other method presented so far. In [13] sorne promising results were

presented for when this filter implementation is used to reconstruct an AC waveform from

a PDM bit-stream.

3.4 - Summary

ln this chapter, the filter component of the voltage generator of this thesis was

presented. It was shown that a high-order filter is more desirable when low convergence

time and high resolution are of importance. The requirements to achieve the best

resolution versus convergence time tradeoff for a high-order filter were also introduced.

The design and synthesis of a passive and an active filter which best meet these

requirements was also presented.
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Chapter 4 - OC Voltage Generator

Implementation

Thus far the theory behind bit-stream generation and filtering has been presented.

ln this chapter, a brief overview of different implementations of the bit-stream generator

will be introduced. Also, the circuits which were designed and implemented for the

purpose of this thesis will be presented in detail.

4.1 - Bit-Stream Generator Implementation Over-.
vlew

The goal of this section is to give the reader a broad overview of sorne possible

ways a bit-stream generator can be implemented. The descriptions are very high level and

used to illustrate the trade-offs such as the achievable bit-rate, the amplitude resolution,

the area, and the power consumption ofeach design at a qualitative level. More details will

be given for three of these implementation methods in the last section as they were used in

the design of the prototype IC's ofthis thesis.

4.1.1 - Synchronous Scan Chain

Figure 4.1 illustrates how a series of Nb D flip-flops can be combined to form a

synchronous scan-chain. The basic building block, a flip-flop, is readily available in
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r--------------------,
Nb bits

,------------ - - - - - - -._-----

L ~

Clock

Figure 4.1 Bit Stream Generator

standard cell libraries, and can also be synthesized using CAD tools. The data can be

loaded into the scan chain either serially from off chip or in parallei if the data already

resides on the chip.

The maximum bit-rate depends on the propagation delay of one flip-flop. The rate

of the c10ck going to aIl the flip-flops will set the bit-rate of the bit-stream. Proper layout

techniques must be used to minimize c10ck skew, and to provide sufficient c10ck buffering

for larger design. With this implementation the amplitude resolution is set by llNb' In

other words it depends on the total number offlip-flops. This will have a direct impact on

the total area of the scan-chain as it is directly proportional to the bit-stream length.

FinaIly, the total power dissipated will also be proportional to the bit-stream length.

4.1.2 - Asynchronous Scan Chain

It is possible to make use of an asynchronous First-In-First-Out (FIFO) buffer to

implement an asynchronous scan-chain which does not require a c1ock. Essentially a FIFO

eliminates the need for a clock by introducing a communication protocol between each

stage of the scan-chain. As with the clocked scan-chain, the bit-patterns can be loaded

serially from off chip or in parallei from an on chip memory.
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The speed of an asynchronous implementation is technology and process

dependent. The bit-rate will be deterrnined by the time it takes a stage in the FIFO to

propagate a data bit. The benefit of this implementation over the previous one is that one

does not have to worry about design issues such as clock buffering, skew, and generation.

The amplitude resolution is still set by l/Nb, thus dependent on the total number of

stages in the FIFO. Area wise a FIFO stage is equivalent to a flip-flop, so the area impact is

the same as for the synchronous scan-chain. Due to the clock-less nature of this

implementation, no power will be dissipated by a stage when the state ofa data bit remains

the same. In other words, power will only be dissipated when a data bit toggles state. So

the worst case scenario will be when each stage has an opposing state, thus causing them

to toggle at every cycle. The power will be proportional to the number of transition in the

bit-stream and has the advantage over the last implementation that it can be controlled by

the choice ofbit-pattem loaded into the scan-chain.

4.1.3 - Memory Based Design

Memory of different forrns such as dynamic or static Random Access Memory

(RAM) and Read Only Memory (ROM) can be used to generate bit-streams. Memory can

also be used in conjunction with one of the previous implementations to load data in

parallel into a scan chain or it can be used to source the bit stream directly.

The memory must be loaded from off chip using an appropriate memory

controller. The bit-rate achievable will be constrained by how fast data can be accessed

into memory. The amplitude resolution (minimum step size) is deterrnined by the size of

the memory, which will set Nb' In terrns of area and power, memories tend to be more

efficient, especially dynamic RAM. Moreover, memory is already part of a lot of systems.

Thus it can be made available for the bit-stream generator at little or no extra cost in area.
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4.1.4 - Hardware Modulator

Another implementation that can be considered is to implement the algorithm that

generates the bit-stream on chip using digital hardware such as adders, counters, etc ...

Such implementations can generate PWM, PCM, and also PDM bit-streams [14][15].

One advantage of such implementations is that no bit-stream loading is necessary.

A 2n long bit-stream may be generated by setting n control bits. However, the bit-rate of

such implementation is less than using the scan-chain approach due to the use of

arithmetic blocks like adders and comparators. There is also a loss in flexibility in such a

design as the bit-stream encoding scheme is set by the hardware implementation.

The resolution of this implementation will be dictated by the width of the data

paths in the arithmetic blocks used. For higher resolution applications this type of

implementation will be more energy and power efficient than for the scan-chain approach

as less logic gates will be needed.

4.1.5 - Automatic Test Equipment (ATE)

A significantly different approach to generate a DC signal is to use an external

source as the bit-stream generator. Figure 4.2 shows an example ofhow a production tester

can be used to generate bit patterns to feed a chip. Although very application specific, i.e.,

mainly for testing applications, this method has numerous advantages. The resolution is

no longer dependent on the implementation's architecture as the bit-stream length Nb can

Figure 4.2 ATE Based Bit-stream Generator
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be arbitrarily set in sofware. Moreover, there is no area or power penalty at the chip level

since the bit-stream generator is all off chip. However the achievable bit-rate will be lower

than for previous implementations as the bit-stream cornes from off-chip and is limited in

speed by the package parasitics and the ATE capabilities.

4.2 - Voltage Generator Design

ln this section, the different prototype IC's that were designed and fabricated for

the purpose of this thesis will be presented. The designs fall into two categories which are

synchronous and asynchronous voltage generator. A synchronous scan-chain and a PWM

hardware modulator are designed in the first subsection, and a set of asynchronous scan­

chain designs are described in the last subsection. The goals of the different experiments,

which will be performed in the next chapter, will also be stated for each of these designs.

4.2.1 - Synchronous Voltage Generator

ln this subsection, the designs are based on the synchronous scan-chain, and

hardware modulator implementation methods briefly introduced in the previous section.

The goal of these designs is to implement a DC reference voltage with an 8-bit resolution,

i.e., 256 DC levels. They are to be used to experimentally verify the concepts ofPDM and

PWM introduced in Chapter 2.

Figure 4.3 illustrates the different components which make up the prototype IC.

The different components are a PWM generator, an RC filter, and a PDM generator. This

IC is shared with another design which is labelled "Other Circuitry". This other design is

not relevant to the present goal and is not discussed. However, the phase locked loop

(PLL), which is part of this other design will be used as a dock signal.
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Figure 4.3 le Implementation Overview

Figure 4.4 shows the different parts ofthe pulse width modulator component. They

are a counter and a comparator. The counter is illustrated in Figure 4.5. It is docked by the

PLL and continuously counts in a circular fashion. It is 8-bit wide, thus can count up to

256. An the logic blocks used to implement this counter are standard cens available in the

CMOSP35 technology library made available through the Canadian Microelectronics

Corporation (CMC). The critical path, which is three gate de1ay, sets the maximum dock

rate at 650 MHz.

PWM Modulator
r-----------..,

Clock.------L..----.1 8-Bit Counter

Count

Comparator
(Count < input) Bit-stream to Filter

L___ _ __ ..1

8-Bit Re erence nput

Figure 4.4 Pulse Width Modulator
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The comparator illustrated in Figure 4.6 compares the counter output to an 8-bit

reference input. This reference input sets the width of the pulse. When the count is zero it

causes the output to be go high and when the count is equal to the reference input it causes

the output to go low. Once again this component is implemented using standard cells. Note

that for the D flip-flop generating the output, the cell with the maximum driving capability

was chosen since it must drive the LPF.

A low pass RC filter is integrated on chip and connected to the output of the PWM

generator. The LPF is a second-order low pass RC filter. For this filter RI = R3 = 130 K,Q

and C2 = C4 = 12.5 pF. It is designed to provide 30 % more attenuation than needed for an

8-bit resolution at an Fs of 500 MHz. It can therefore allow for a reduction in clock speed

and process variation. The design of this filter was not done using the methodology

explained in the previous chapter as it came at an earlier stage of this research work.
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Q\I---
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~itReferenceIn~

Clock

Up
Out

Dwn\
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Figure 4.6 Comparator
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In order to generate a PDM bit-stream, a 256 bit long scan-chain, as illustrated in

Figure 4.7, is also integrated on the chip. It is clocked by the same PLL as the PWM

generator. The bit pattern is loaded from offchip through a multiplexer (MDX). This scan­

chain does not have a filter on chip, thus the output is routed to a digital pin and connected

to an off-chip filter. The digital pin, which is available as a standard ceIl, provides the

buffering necessary to drive the off chip LPF. The flip-flops used to implement this scan­

chain are taken from the standard ceIllibrary and have a maximum operating frequency in

excess of 800 MHz.

Finally the PLL which is integrated on chip as part of another design is used in

order to obtain an Fs as large as possible. The specifications for this PLL give a maximum

operating frequency of 500 MHz, thus Fs = 500 MHz. With the type of packaging used, a

PGA 84, input/output pins can have a maximum switching rate ofabout 20 MHz, which is

why a PLL is needed.

This design was implemented in a 3.3 V 0.35 J-lm CMOS technology. Figure 4.8

shows a micrograph ofthis design with the important areas highlighted. Note that special

consideration was taken in order to isolate the counter of the PWM generator from the RC

filter. This was done using guard rings around the fil ter, which serve the purposes of

suppressing sorne of the switching noise introduced by the counter and the PLL.

~ - ~ - - - - - -256bi~ - - - - - - r~
: 1'" ____:j ~I_~
1 11
1 1

1 1

1 1

1 --------- 1
L ~

Clock

Figure 4.7 PDM Bit-stream Generator
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Figure 4.8 Chip Micrograph of PWM/PDM Generator

4.2.2 - Asynchronous Voltage Generator

In this subsection, the asynchronous scan-chain implementation method of Section

4.2.2 will be used. Three asynchronous scan-chain designs will be presented, each one

building on the previous one.

DesignA

With this first design, it is desired to investigate the use of asynchronous logic for

bit-stream generation.
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Figure 4.9 shows the high level view of the present prototype le. The main

components are a micro pipeline and two first order RC LPF. The micro pipeline circuit

used was proposed by Charles E. Molnar in [16]. Each stage of the micro pipeline is

composed oftwo sub-circuits, a data latch register (DO, Dl, ...) and a control cell (AO, Al,

...). The data latch register is made up ofn data latches in paralle1. Each ofthese registers

is controlled by a control cell. The bit-lines between the 1st and 2nd data stage are shifted

up or down in order to obtain a 64 bit long circular single-bit bit-stream. Note that a

D3--~--D2

Micropipeline

--~--DlDO

External Input

Output ~---;:.I
r----- ------------------,

AO

Cl C2 Cl C2

AD

C2

AD 1---r-----1

Cl

AD 1---.-----1

C2

AD

DummiesL ~

Figure 4.9 Bi-mode scan chain architecture
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sufficient amount ofbuffering is added between the controllogic and the registers to drive

the large load. The output of the bit-stream is taken at one input of the multiplexer (MUX)

and the other input is used to load the initial bit-stream into the pipeline.

The control cell is a latch which toggles between two states. It supplies two signaIs

Enable (En) and Enable (En), which are the complement of one another. These signaIs are

used to control the data latch register of which one of the n latches is shown in Figure

4.10. When En is high it causes the data latch to be transparent or empty. In other words it

contains no data. When En is high it causes the data latch to be in the opaque or full state,

thus it contains a data item. The logic function performed by the control cell is to toggle its

state when the CUITent stage is full and the next stage is empty. As the next stage toggles

from empty to full it will effectively capture the data of the previous stage.

Figure 4.11 shows a novel implementation ofthe control cell which is used for this

design. This novel design was introduced by Laberge and Negulescu in [17] and replaces

the original design proposed in [16]. In order to achieve the fastest bit-rate possible, the

micro-pipeline must be initialized properly. This is the reason for the Cl, C2, Reset and

Set inputs in Figure 4.11. The fastest bit rate achievable is when full and empty stages are

>0------'--- OUT
m6

m7

m8En -1

ml

m2

En -1 m5

m3

m4

Figure 4.10 Data Latch
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Cl

G3

A#
r - - --

1

1

En En

1C2
1

G3a

L ...J

Figure 4.11 Novel Asynchronous Cell

interleaved. This is because a full stage needs to be followed by an empty stage in order to

be able to make its data go forward. Thus, if every full stage is always followed by an

empty one, all the data items will move together in the pipeline. Therefore, to maximize

throughput, the controllogic is initialized with altemate states, i.e., every other stage has

set asserted while the others have reset asserted for initializing. The states of the control

cells can be toggled one step at the time, using the Cl and e2 controllines, in order to load

the bit-stream in the data path. Because of the presence of these two control lines, it is

possible to run the micro pipeline in one oftwo modes, synchronous or asynchronous, i.e.,

using a non-overlapping dock for Cl and e2 will run the scan-chain synchronously and

asserting both will let the scan-chain run asynchronously.

As can be seen in Figure 4.9, the output of the micropipeline is sent through an

inverter resulting in an inverted and non-inverted bit-stream. These two bit-stream are then

connected to two different LPF resulting in a differential output voltage. The filters are

first order Re LPP. They both have an R = 520 Kn and e = 5.46 pp. These values are

chosen to provide enough attenuation to obtain 12-bit resolution at an Fs of 1 GHz.
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The sizing and optimization procedure of the circuits in Figures 4.10 and 4.11 was

the focus of the work presented in [17]. This work is repeated in Appendix A for the

readers convenience.

Figure 4.12 shows a micrograph of this imp1ementation in 0.35 J..tm CMOS

techno1ogy with the significant components 1abelIed. When doing the 1ayout special care

was taken in minimizing the interconnect 1engths. For this reason a dummy row of

asynchronous celIs was added in order to avoid one long feedback connection. This is

illustrated in Figure 4.9.

Design B

This next design is used as part of a 1arger design, in particu1ar a 2nd order mu1ti­

bit sigma delta modu1ator. The purpose of this DC voltage generator design is to realize a

Figure 4.12 Chip Micrograph of Bi-Mode Scan-Chain
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3-bit digital to analog converter (DAC). Figure 4.13 illustrates how this 3-bit DAC fits in

with the rest of the modulator.

The requirements for this DAC are that it generates 8 different voltage leve1s, that

it be able to switch between DC leve1s at an effective rate of 3.072 MHz, and the output

voltage be precise to a 12-bit accuracy. The use of a 7 bit long scan chain allows the

following 8 normalized DC differential voltages to be generated: 0/7, 1/7, 2/7, 3/7, 4/7,

5/7, 6/7, and 7/7. The effective rate sets the maximum time for the DAC to produce a

stable output. In the present case this must be within 325 nsec of the inputs of the DAC

changing. Finally, the 12-bit accuracy requirement sets how much attenuation the filter

must provide.

The implementation of choice for this application is the use of an asynchronous

topology as mentioned in Section 4.1.2. The reason for using an asynchronous

imp1ementation is the c10ckless nature of such an implementation, and the high bit-rate

which can be in the gigahertz range with the right technology. Contrarily to the design in

Section 4.2.2, the state of the control cell (full or empty) is used to store the bit pattern

instead of data latches. Figure 4.14 illustrates the different components making up the 3­

bit DAC. This DAC works as follows. On the first phase of the "Modulator Clock", the

"Digital Control Block" decodes its 3-bit input into one of 8 possible 7-bit PDM pattern

l/z-1 [§]l/z-1 ADC y(n)

3

3-bit
DAC

Figure 4.13 Signal Flow Graph of 2nd Order Multi-bit Modulator
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Digital Buffer..--__-----,
r------------------,

...

Analog Output
Filter

Digital Control Logic

Modulator
Clock

From Output
1-4-- - - of3-bit

ADC

Figure 4.14 3 bit DAC

using combinational logic. The pattern is then parallel loaded into the "Asynchronous

Scan-Chain" which is let to free ron. By the end of the first phase of the dock, the cyding

bit-stream produces a stable DC reference voltage at the output of the "Analog Filter".

During the second phase nothing happens as this is when the output is sampled by the rest

of the system. Because of the high resolution and the fast convergence time requirement of

this design, an active filter implementation is chosen. The LPF implemented in this lC is a

4th order SAB low-pass filter, which is illustrated in Figure 4.15.

This design was implemented in a 0.25 !-lm CMOP25 technology. Figure 4.16

shows a micrograph of the layout of the implemented 2nd order multi-bit modulator. The

parts making up the 3-Bit DAC are highlighted as the "DC Generator" and "SAB Filter".
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Figure 4.15 4th Order Low-Pass SAB Filter
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Figure 4.16 Layout of 2nd Order Multi-bit Modulator

Design C

For the last implementation, the asynchronous scan-chain just introduced is

expanded to generate more DC output levels. The goal of this design is to verify the

performance and usability of a large asynchronous scan-chain on chip. The scan-chain

must be sufficiently long so that it is possible to generate more than 212 DC levels.
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Figure 4.17 shows an overview of the main components which make up this

prototype le. The scan-chain is made up of 212 asynchronous cel1s and is laid out in the

pattern reflected by that figure. The asynchronous cel1 used in this design is depicted in

Figure 4.18. It is essential1y the same one that was used in the previous design with the

addition of aD flip-flop. The reason is for it to be able to load the chain in series. The D

flip-flops are used to load the initial state of each cel1 serial1y. When Load is asserted, the

whole asynchronous scan-chain is loaded in parallel. The controlline, e, controls whether

the chain is free running or stopped. Thus for the chain to run asynchronously Load must

be deasserted and C asserted.

A
new

Frequency Divider

~TQ

Figure 4.17 Programmable Reference Implementation Overview
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D

Figure 4.18 Asynchronous Cell

For this design, a divider is connected at the output of one stage in order to be able

to deterrnine the speed at which the scan-chain is cycling. This divider is made up of 8

toggle flip-flop in series and will divide the frequency of the bit-stream by 28.

The LPF for this design is split in two. A sufficiently large resistor is integrated on

chip, and the capacitor part of the Re filter is then comprised of the package pin itself and

an external capacitor. The two resistor are 20 KQ each, and the capacitor may be any off

the shelve value as convergence time is not a concern for this design.
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This design was implemented in a 0.18 /lm CMOS technology. Figure 4.19 shows

a micrograph of the layout of the implemented asynchronous reference with the relevant

parts highlighted.

4.3 • Summary

In this chapter a number of possible ways to implement the DC voltage generator

of this thesis were presented. From the discussion of each, it is seen that the best

Figure 4.19 Layout of Asynchronous Reference
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implementation will be highly application specifie. In the second and last part, the designs

which were designed and implemented for this thesis were presented in greater details.

Under the first category, the designs are synchronous and require an on chip PLL to

achieve a high bit-rate. As for the later category, the designs are asynchronous and do not

need a clock. The experimental results for these designs will be presented in the following

chapter.
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Chapter 5 - Experimental Results

The designs implemented over the course of this thesis were introduced in chapter

4. In this chapter, the methodology and performance metrics used to test the designs will

be explained in the first part, and the experimental results for these designs will be

presented in the second part. The experiment performed will reflect the goals that were set

forth for in the last chapter.

5.1 - Testing Methodology

In this section, the methodology and the performance metrics used to evaluate the

different designs of this thesis are introduced. Unless otherwise stated aIl the testing in this

chapter is carried out using a Teradyne A567 mixed signal tester. Also, aIl the circuits

were mounted on a custom built two layer PCB to interface with the testing equipment.

The different metrics used throughout this chapter are DifferentiaI Nonlinearity (DNL),

Integral Nonlinearity (INL), AC ripple, Temperature Coefficient (TC), and power. What

follows is a brief description ofeach metric and how they are obtained.

DNL provides a measure of the uniformity of the DAC step size between DAC

codes in terms of one LSB [18]. First, a sequence of analog voltages, Sri), corresponding

to each DAC codes is obtained experimentally using a multimeter. The following equation

is then used to obtaining the DNL curve
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DNL(i) = LSB LSBs,
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Experimental Results

(5.1)

where VLSB is the gain of the best fit line for S(i). The INL curve gives a comparison of the

actual DAC curve S(i) and the corresponding best fit curve normalized to one LSB as

follows

INL(i) = S(i) - SREF(i) .
V LSB

(5.2)

These two measurement are useful in showing if a DAC performs to its claimed

resolution, i.e., ifit operates within a DNL and INL of +/- 1/2 LSB.

As was claimed repeatedly over the course of this thesis, the AC ripple of the

voltage generator should be less than +/- 1/2 LSB. This can be done by measuring the

amplitude of the ripple in the steady state output of the voltages reference. One other

method is to look at the spectral characteristic of the steady state DC voltage and measure

the Signal to Noise plus Distortion Ratio (SNDR). This is done as follows

SNDRl
dB

= 1010g(pP
S

) dB,
total

(5.3)

where PS is the power of the DC tone, and Ptotal is the total noise power. From this figure

of merit an equivalent resolution may be derived in terms of number ofbits as follow

SNDRl
dB

- 1.761 db

n leqUiv = 6.02 (5.4)

The temperature coefficient gives a measure of how insensitive a voltage reference

is to temperature variations. It is ca1culated using the following re1ationship in units of

parts per million per degree Celsius (ppm/°C)

TC = (~V)/(~T)
V

rej
, (5.5)
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where Vrejis the programmed reference voltage and ~V is the total voltage variation over

the temperature range ~T. The temperature characterization is performed using an

apparatus which blows temperature controlled air through a glass bell, which is set atop

the circuit to be tested. The temperature is regulated and measured using a thermocouple

glued to the package of the circuit.

Finally, the last metric which is investigated for sorne of the designs is the power

consumption. The approach used is to measure the total CUITent drawn through the power

supplies under various operating conditions.

5.2 - Voltage Generator Experimental Results

ln this section a series of experiments are performed on both the synchronous and

asynchronous voltage generators. The experimental results will be presented for the

synchronous designs in the first subsection and for the asynchronous designs in the last

subsection.

5.2.1 - Synchronous Voltage Generator

ln Section 4.2.1 a prototype IC was designed with the goal of verifying the

concepts of PDM and PWM. This IC integrated a PWM generator, a PDM generator, an

RC filter, and a PLL as was depicted in Figure 4.3 on page 49. The PWM generator uses a

counter based architecture, Figure 4.4 on page 49, and is connected to the RC filter. The

PDM generator makes use of a 256 bit scan-chain, Figure 4.7 on page 52, and must be

connected to an off-chip filter. The PLL which was part of another design on the same IC

did not function properly, thus the results presented in this section are obtained using an

external dock. The total area taken up by the PWM generator and RC filter is 0.13 mm2,

which is quite small. The area taken up by the PDM generator alone is the same (but

without a filter).

For the first experiment, an external dock of 10 MHz and a coarse external low

pass RC filter with a 3 dB cutoff frequency of~10 MHz is used. With this setup the steady

state output of both modulator is obtained. In Figure 5.1 these steady state outputs are
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plotted on the same graph. Plot (a) is obtained when the PDM generator is used and plots

(b) and (c) are obtained when the PWM generator is used. The first important observation

to make is that for the same RC filter the DC voltage obtained is a lot less AC ripple when

the PDM generator is used than when the PWM generator is used. This is expected from

the theory set forth in chapter 2. Another interesting observation when looking at plots (b)

and (c) is that one can see a ramping effect in the steady state output of the PWM

modulator. This corresponds to the dutYcycle of the bit-stream (shown under each plot for

convenience).

The next experiment is to find the two RC time constants that will yield the same

AC ripple for the PWM and PDM generator. The settling time for these two different time

constants is plotted in Figure 5.2. From this figure it is seen that the settling time is much

smaller for the PDM generator which is a consequence of its smaller RC, 68 Ilsec.

compared to 4 msec. for the PWM generator.

Figure 5.3 shows the output of the PWM and PDM voltage generators when they

are programmed to generate 32 DC levels within a 3.3 Volts range. With the use of the

extemal filter, both techniques were found to yield an 8-bit resolution. More specifically a
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Figure 5.1 Output Voltage Using a Coarse External Filter for (a) PDM Generator, (b)
PWM Generator with -55 % dutY cycle, and (c) PWM Generator with -25 % dutY cycle.
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maximum DNL (INL) of 0.15 (0.4) LSB. This demonstrates a good linearity for both

techniques.

The next set of experiments is intended to investigate the temperature

characteristics of the voltage generator by using a scan-chain. Recalling the first design

introduced in Section 4.2.2, it was a 64-bit scan-chain designed to operate in one of two

modes, synchronous or asynchronous, and provided differential De outputs as illustrated

in Figure 4.9 on page 54. For the purpose of temperature characterization this scan-chain
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l , 1 1 1 1 1 1 1

, j,II 1 1 1 1 1

2.5 - -fr-------~~'é!_L_-t~------~-~--------t~---~--j-~:-:--:--;::--;-::--~~-::;::-;:--::-TF:-:=--=1-

1 1 l' l" 1

2 __ 1 : ~ -l- __ ~--_--~---__:_----~-----~----

~ : : : , : : : : :
(1) 1 1 1 • 1 1 1 1 1
Cl 1 1 1 1 l , , 1 •

~ 1.5 -_: -----(~}- -f-----l-----i-----~-----:-----J-----l----
> : : : : : : : : :
"S l' 1 1 1 1 l ,
~ 1 1 1 1 1 1 1 1
~ l' 1 1 1 1 1 1o 1 __ ____ : ~ ~ • _~ ~ : ~ ~ _

1 1 1 1 1 1 1 1
l , l , , 1 l ,
1 1 1 l , 1 l ,
1 1 1 l , 1 l ,
, l , l , , t 1

0.5 -- - ---:--··-~-----~-----i-----~-----:---·-~··---~----
1 l , 1 l , t 1
t 1 1 l , 1 t ,
, 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
, 1 l , , l , ,

o 2 4 6 8 10 12 14 16
lime (sec) x 10.3

Figure 5.2 Settling Behaviour of the On-Chip (a) PDM and (b) PWM Generators.
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Figure 5.3 Outputs of the (0) PDM and (+) PWM Generators of the Prototype IC.
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is used synchronously and a single ended voltage of 1.25 V is programmed and denoted

Vref in Eqn. (5.5).

In Figure 5.4 the temperature is swept from 100 Oc ta -5 Oc then back ta 100 oC.

The voltage is measured from the 1.25 V single ended output. The results from this sweep

demonstrate that there is essentially no hysteresis with this design and that the TC of this

circuit is 288 ppm/oC when taken single ended.

Next the temperature is swept from 0 Oc ta 100 Oc with the voltage measured

differentially. The single ended voltage is programmed ta 1.025 V in arder ta obtain a

differential voltage Vref = Vref+ - Vref- equal ta 1.25 V. This is performed at two different

bit-stream frequencies (Fs)' 2 MHz and 20 MHz, and the results are shawn in Figure 5.5. It

is seen that the TC is almast halved when the output voltage is taken differentially.

Another important result ta notice is that the voltage at one particular temperature changes

with the bit-stream frequency. This opens up the possibility for compensating for the

temperature drift through a simple change in the clock speed. Such an example is shawn in

Single Ended Voltage versus Temperature for Vref:1.25, Fs:20 MHz

288 ppm, or 1.1 percent voltage variation
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Figure 5.4 Single Ended Voltage Reference
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Differentiai Voltage versus Temperature for Vref;1.25
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Figure 5.5 Differentiai Voltage Reference

Figure 5.6, and demonstrates that a TC ofless than Il ppm/oC may be achieved using this

method.

Table 5.1 summanzes the temperature performance obtained with this voltage

reference. It is seen that a TC comparable to a low order band-gap reference circuit is

obtained without any use for compensation or calibration [2]. This is expected from the

theoretical work on the underlying principles which is inc1uded in Appendix B. From this

table, one also sees that by using a simple frequency compensation scheme it is possible to

achieve a TC on the same order as state-of-the-art curvature-corrected bandgap reference

circuit [19].

Table 5.1 - Temperature Characterisation Results

Voltage Reference Measurement Type TC (ppmfOC) Percentage Variation

Single Ended 288 1.1 %

DifferentiaI 165 0.6%

DifferentiaI (Frequency Compensated) 11 0.02%
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Figure 5.6 Frequency Compensated Voltage Reference

With the previous experiments the concepts of PDM and PWM were verified and

found to yield the linearity it was designed for. The results also showed that PDM puts less

strict requirements on the filter bandwidth yielding a faster settling time as a consequence.

Lastly the voltage generator was found to have good temperature characteristics.

5.2.2 - Asynchronous Voltage Generator

In this subsection a series of experiments is performed on the three asynchronous

implementations which were introduced in Section 4.2.2. The goal ofthese experiments is

to verify the usability and performance of asynchronous designs in generating De voltage

references.

The first implementation was meant to verify the use of an asynchronous micro­

pipeline for the purpose of bit-stream generation. As depicted in Figure 4.9 on page 54,

this design is made up of a set of data registers, a chain of asynchronous control cells, and

a differential LPF. The total area taken up by this design is 0.2 mm2.
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It is found that when loading the bit-stream and shifting it synchronously using an

external clock, the voltage reference functions properly, hence its use in the last section as

a synchronous scan-chain. However, when the bit-stream is shifted asynchronously the

data gets corrupted. The cause of this problem is found to be the insufficient speed at

which the data latches propagate the bits. In other words, the controllogic, when running

asynchronously, switches faster than the data latches can propagate the data. So the testing

on this design yielded very little except motivating the new architecture used in the next

two designs.

The next design, which is a modified version of the last one, was integrated as part

of a 2ud order multi-bit sigma-delta modulator to serve the purpose of a 3-bit DAC. This

DAC occupies an area of 0.65 mm2. Sorne design for testability was included, such as on­

chip switches connecting the outputs of the DAC to pads. However, testing the DAC

independently from the modulator was rather problematic. The main reason being that the

switches used introduce sorne harmonie distortions, which greatly decrease the linearity of

the measured voltages. Consequently, since the linearity of the DAC has to be comparable

to that of the overall modulator [20], the performance of the modulator will be used to

evaluate the performance of the DAC.

The testing of the modulator was performed by Naveen Chandra and is

summarized in [21]. Figure 5.7 (a) and (b) shows the FFT ofa 1957.03125 Hz sinewave

input with an amplitude of 0.085 volts. It is apparent from this figure that the modulator

performs the appropriate noise shaping. Next, the SNR and SNDR is obtained for different

amplitude of the sinewave. This is seen in Figure 5.8. The dynamic range is measured to

be 75 dB, with a peak SNR of72 dB, and a peak SNDR of67 dB.
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FFTwith O.085v;mplltude at 1957.03125 Hz FFf wlth 0.085v Mlplltude ~t 1957.03125 Hz
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Figure 5.7 Measured Results with 0.085V Amplitude 1957.0315 Hz Sinewave

From these figures of merit and Eqn. (5.4) it is seen that the modulator can achieve

10.8 bit of accuracy, it is then safe to assume that the DAC achieves at least that level of

accuracy.

For this last set experiments, the goal is to verify the use of the asynchronous scan­

chain of the previous design to generate more DC levels. This design allows for more

testability than the previous one. Looking back at Figure 4.17 on page 62 this design is
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made up ofa 4108 bit asynchronous scan-chain, a frequency divider, and a differential bit­

stream output going through resistors only. The total area occupied by this design is 2.6

mm2

The main problem encountered with this design is its power consumption. Due to

the nature of the asynchronous scan chain, power is used by a cell when it toggles state.

Consequently, the power used by the whole scan-chain will depend on the number of

transitions in the bit-pattern, i.e., the ratios of ones and zeros. The power consumption will

be the lowest when there are only a few ones in the bit-stream, and the highest when the

bit-stream is half ones and half zeros. The power is determined experimentally to vary

between 200 mW and 2 W corresponding to a bit-stream with 1 one and a bit-stream with

1054 ones respectively.

A consequence of the high power consumption for certain bit-pattern is that the

high amount of current being drawn through the power supplies causes a significant

voltage supply drop at the asynchronous ceIllevel. This drop in voltage supply has a direct

consequence on the speed of the ceIl, which is proportional to the supply voltage. This

means that as the voltage coded in the bit-pattern approaches 1/2 (1054 ones) the voltages

supply drop will increase and the scan-chain speed will slow down. This is verified

experimentally and the bit-rates corresponding to different DC levels are listed in Table

5.2. The DC levels in that table were chosen so that they divide evenly into the bit-stream

length 4108. This is so that the pattern at output ofthe frequency divider of Figure 4.17 on

page 62 is periodic, thus its frequency easily measurable.
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Table 5.2 - Scan-Chain Speed

DC Level (normalized) Bit-Rate (GHz)

2/4108 2.2

4/4108 2.2

13/4108 2.1

52/4108 2.1

79/4108 2.2

316/4108 ~1.8

1027/4108 ~1.5

In Section 5.2.2 it was observed that the output voltage varies as a function of the

bit-rate. This fact is also true in the present design. So in order to obtain good

performance, the DC levels should be generated at a similar and constant bit-rate.

Otherwise, a significant amount of distortion will be introduced by the changing bit-rate.

From Table 5.2 it is seen that this rate is relatively constant for the normalized voltages

from 1/4108 to 79/4108. For higher normalized voltage the bit-rate slows down in addition

to becoming variable, i.e., the frequency measured varies over time.

Figure 5.9 shows a plot of the INL and DNL measured for normalized voltages

ranging from 0 to 283/4108. Looking at the DNL plot, it is clearly seen how the amplitude

resolution ofthe voltage reference drops as the normalized voltage increase. For the range

of voltage where the bit-rate remains relatively constant (codes 0-100) the voltage

reference yie1ds a 12 bit amplitude resolution. By the time the voltage increases to

283/4108 the amplitude resolution decreases to 9 bit. When the output voltage is measured

differentially, the plots of Figure 5.10 are obtained for INL and DNL. There is no

noticeable difference from the single ended case.

77



1.5

INL for 12-bit reference

Experimental Results

DNL for 12-bit relerence

0.5

~
<D

0'3

-,
-,

-2
-1.5

-2 -3

-2.5 -4
0 50 '00 150 200 250 300 0

Input Code
50 '00 '50

Input Code
200 250 300

Ca) Cb)
Figure 5.9 (a) INL and (b) DNL for Single Ended Voltage Measurements

1.5

INL for 12-bil refarenc9 DNL for 12-bil reference

-,

-1.5

-2

-2

-3

-2. 5
0l----:'c50----:c,O':-0--':":::50,------:"20-:-0-------:2~50----='-300 - 4

0l----:'cSO---,-"O':-0--':":::50----:"20-=-0-------:2~50----='-300
Input Code Input Code

Ca) Cb)
Figure 5.10 (a) INL and (b) DNL for Differentiai Voltage Measurements

From this set of experiment, it is seen that an asynchronous implementation works

and can yield a good resolution and fast bit rates. There is however certain design issues

such as power consumption which must be addressed before this approach is viable for

generating a large number ofDe levels.

5.3 - Summary

In this chapter the experimental results for the different designs implemented over

the course of this thesis were presented. Table 5.3 summarizes the main performance
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metrics which were obtained. The experiments performed on the synchronous designs

demonstrated the concepts of PDM and PWM. These designs were tested using a low

frequency dock (Fs) as it had to be generated off chip. The use of a lower dock frequency

had the effect of setting the fundamental frequency F/Nb lower in frequency. So a fiiter

with larger RC was needed as can be seen from the example in Section 3.1. Due to this

larger RC, the fiiter required a greater area and had to be implemented off-chip. With the

asynchronous designs, the use of an off chip dock was no longer required and

consequently the fiiters could all be implemented on chip due to their smaller area and the

faster bit-rate (Fs)' This allowed for better performance as less interconnects were present

between the bit-stream generator and the filter. The downside was that for larger

asynchronous designs, power consumption became a problem causing the circuit to

malfunction. Finally, the asynchronous scan-chain shows promising results when used for

short scan-chains and the synchronous approach when used for longer scan-chains.

However, the synchronous approach would necessitate an on-chip PLL in order achieve

the high bit-rate necessary to allow the fiiters to be integrated on chip, thus increasing the

design complexity.

Table 5.3 - Experimental Results Summary

Design TC Bit-Rate Power INL DNL Resolu-

(ppm/°C) (Watts) (LSB) (LSB) tion
(bits)

Synchronous Counter - 10 MHz - 0.4 0.15 8
Based

Scan-Chain 164 or 2 - 20 17.4 mb 0.4 0.15 8
Ua MHz

Asynchro- 3-bit DAC - - - - - 10.8
nous

12-bit Ref- 1 - 2.2 200m- 0.4 -- 0.8 - 12 - gC
erence GHz. 2.2 2c 3c

a. When Frequency compensation is used.
b. Extrapolated from standard cell specifications at a bit-rate of 20 MHz.
c. For the usable voltage range tested (0 - 283/4108).

79



Conclusion

Chapter 6 - Conclusion

This thesis presented a new technique for constructing a DC voltage reference.

This technique made use of periodic bit-stream modulation in order to encode DC values

in the average of the high and low bits of a bit pattern. It then made use of a low pass filter

in order to extract this average and obtain an analog voltage reference. This technique used

almost all digital logic, thus enabling it to benefit from the scaling trends in CMOS

technology. Also, this reference was fully programmable making it a lot more versatile

than traditional voltage references. In what follows is a summary and discussion of the

different issues which were addressed over the course of this thesis.

6.1 - Summary and Discussion

In chapter 2, the two main kinds of bit-stream modulation, PWM and PDM, were

presented. The PDM based approach proved to be the favoured technique. The reason

being that in order to obtain a steady-state output with the same AC ripple, the filter

required for PWM had a much smaller bandwidth than the one required for PDM.

Consequently, the settling time was a lot less for the PDM bit-stream.

In Chapter 3, the reconstruction filter of the voltage generator was introduced.

High-order filtering was shown to be the best approach in order to achieve a high

amplitude resolution with a small settling time. As for the use of an active or passive

filtering implementation, the latter showed a lot more promise. The reason being that only
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simple building blocks such as resistors and capacitors were required and that the

implementation was shown to be immune to component mismatches and process

variations. Moreover, the traditional complexity of designing such high-order passive RC

filters was overcome with the introduction of a new synthesis method, thus making this

type of filters easy to design.

The main question that was set forth in Chapter 4 was the use of synchronous

versus asynchronous logic for implementing the voltage reference generator. Three main

types of implementations were designed which fit into these two categories: a

synchronous scan-chain, a synchronous hardware PWM generator, and an asynchronous

scan-chain. More specifical1y, a synchronous scan-chain and a PWM generator were

designed on the same IC in 0.35 ~m CMOS technology and three separate asynchronous

scan-chains based implementation were designed on three separate IC's in 0.35 ~m, 0.25

~m and 0.18 ~m CMOS technologies, respectively.

ln Chapter 5 the experiments performed on the aforementioned designs and the

results were discussed. The experiments performed on the synchronous scan-chain and

PWM generator confirmed the conclusions reached earlier about PWM versus PDM.

Also, temperature characterization experiments were performed on the synchronous scan­

chain design and found to yield results comparable to a traditional bandgap voltage

reference. Final1y, the asynchronous designs were found to yield good performance but

had sorne issues with power consumption when made too large. In retrospect, the

synchronous designs appears to be more reliable for larger designs than the asynchronous

design. More work is required to be done on the asynchronous scan-chain in order to make

it usable for larger designs.

6.2 - Future Work

A number of aspect of this DC voltage generator still has the potential for further

research. One of them is the FIR semi-digital filtering approach which was briefly

introduced in Section 3.3. Also, the design ofhigh-order filter using the synthesis method

presented in Section 3.2.1 was only verified using simulation. Implementing such a filter
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ta replace the SAB filter which was used in Section 4.2.2 would yield valuable insight into

this technique.

Another area of interest would be to investigate the integration of a hardware PDM

modulator on-chip. For higher resolution application, such an implementation could

greatly eut down on the area, and maybe even on the power consumption. It is however

suspected that this would be at a cost in speed (bit-rate).

Final1y, the results obtained with the asynchronous scan-chain were quite

promising. Further investigation for a more compact and faster asynchronous structure

could yield even better results as wel1 as solve the problems associated with the power

consumption of the larger design.
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Appendix A - Logical Effort Based

Optimization

Logical effort is a method to determine the optimum number of logic stages and

the optimum transistor sizes for minimizing delays in a logic circuit. In this appendix an

overview of the logical effort concepts that are used for optimizing the circuits of Chapter

4 is presented. For more details, the reader should refer to [22].

The method is based on the following de1ay model for a logic gate

d = f+ p, (A.!)

wheref is the stage effort which varies with the size of the gate and p is the parasitic delay

assumed to be constant. The stage effort is further described as

f = gh, (A.2)

where g is the logic effort, which depends on the topology of the gate, and h is the electric

effort

Cout
h =

Cin '
(A.3)

which relates the capacitance that loads the output of the gate, Cout, and the capacitance,

Cin, presented by a single input terminal of the gate.

Logical effort is also applicable to optimizing multi-stage logic networks. The total

effort of a path through the circuit can be expressed as

F = GHB (A.4)

86



AppendixA

where G is the path logical effort, H is the path electrical effort, and B is the branching

effort. Gand H can be obtained from Eqns (A.2) and (A.3) as follows

Il Cout
G = gi H =~,

zn
(A.5)

where Cout and C in correspond to the path in question rather than a single gate. The

branching effort B is the product, for each node of the path, of the input capacitance of the

next stage of the path over the total capacitance at that node of the path. When no fanning

out is present, B equals one and may be ignored.

A main result of logical effort is that the optimum delay through the path will be

achieved when each logic gates along the path share the same stage effort, f Thus each

gates may be sized using a stage effort ofFliN, where N is the total number of stage in the

path. The fol1owing equation is then used to size each of the logic gates,

(A.6)

So far it has been assumed that the logic gates are symmetric, i.e., that aIl the input

transistors of the same type have the same sizes. However, it is possible to size a logic gate

in such a manner that certain inputs will be sped-up while others slowed. In that case,

different inputs have different logical effort. Asymmetric gates are treated in [22] by

introducing a symmetry factor s in the logical effort ca1culation. It is also possible to

favour rising input transitions vs. falling input transitions, and vice versa. This is handled

in [22] by introducing the skew factor, y, which is the ratio of PMOS width to NMOS

width of a gate input. This factor affects the input threshold voltage at which a logic gate

switches.

The speed at which the state of the control cell, which is repeated in Figure A.I for

convenience, toggles will set the maximum rate at which the micro pipeline can shift data,

thus is it important to optimize this cell for maximum speed. For the control cell to

function properly, the following delay constraint must be met. A rising transition at the
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Figure A.1 Asynchronous Control Cel! Optimization

gate of Txl must propagate faster around the loop GI-G2-G3-G4 in Figure A.I, than

around G2a-G3a-G4a. This is to guarantee that the input ofTxl and Txla are never high

at the same time. It is possible, however, to make the longer chain respond faster, by

noting that the delay constraint applies only for rising transitions at the gate of Txl. For

this purpose, skewed gates are used. For example, if "En" is asserted, it will deassert itself

when the input of Txl goes high. To satisfy the delay requirement, a zero must propagate

back to its input before a one has a chance to propagate to Txla. By using a skew factor

y=l for G2 and G2a, it will increase the cise-time of the inverter therefore slowing the

propagation of the one to Txla, but leaving the propagation of zero back to Txl

unaffected.

The basic theory of logical effort is used to optimize aIl the logic in the micro

pipeline (data latches, buffers, MDX), but it can not be applied directly to the control ceIl.

The reason is the presence of fights between logic gates in the cell. It is however possible

to separate the circuit into sub-blocks so that logical effort can be used for most of it.

Referring to Figure A.I, an the circuit components outside the dashed box can be
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optimized according to logical effort. So the loop G2-G3-G4 may be sized using logical

effort.

In Figure A.l, Cl, C2, Set and Reset are control signaIs required to initialize and

load the micro pipeline. They only corne into play when initializing and loading the FIFO.

The speed of these inputs is not critical as they will not be switching when the pipeline is

in normal mode. It is then possible to make use of the syrnmetry factor s to favour the

transitions along the critical path. This will have the effect of making the logical effort g

along the critical path have a value closer to the ideal case, that of an inverter.

Here is the proposed optimization routine:

• Optimize G2-G3-G4 loop using logical effort.

- Make G2 the smallest the technology will allow, and set y to 1 to meet the delay con­

straint.

- Use a symmetry factor, s, of 114 for G3 and G4 to favour the inputs on the critical

path.

- Make G5 load the critical path by 3 gate widths, 2 for PMOS and 1 for NMOS (min­

imum size inverter).

- To size the logic gates along the loop, the value of 3.39 suggested in [22] for opti­

mum stage effort can be used as a starting point. This value may be varied upon reiter­

ation of the optimization routine.

• Using the size of G4 and the previous stage effort, the width of Txl is set to the maxi­

mum load G4 can drive (Cout in equation A.6).

• The NMOS in G1 serves the only purpose of providing a trickle of CUITent to hold the

CUITent state of the control cell, thus may be made minimal.

• The PMOS in G1 is sized the following way:

- The circuit in the dashed box is simulated as a stand alone circuit.

- Fixing the width ofTxl to the previously determined value, the width of the PMOS

is swept while the propagation delay through the cell is measured (from 50% ofinput

transition ofTxl to 50% output transition ofG2).

- This will yie1d the PMOS width with the smallest propagation delay as illustrated in
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Figure A.2.

Note that the values for y and sare given for illustrative purposes, and can be

chosen differently depending on the speed and area requirements of the optimized circuits.

Finally, to optimize for the data latch logical effort is also used. In Figure A.3, the

gate made up of ml - m4 is set to minimum size as it is only meant to provide a trickle of

CUITent for the latch to hold its state when in the opaque state. The gate made up of mS ­

m8 and the inverter can then be sized according to logical effort.
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Appendix B - Temperature

Performance

Referring to chapter 3, one sees that the effect of the low pass Re filter on the bit

stream is to extract the normalized area under the signal. This area will vary with

temperature. Thus the voltage level resulting when this bit-stream is filtered will also vary

with temperature. This effect can be explained in terms of the propagation delays through

the bit-stream driver, an inverter. The low-to-high CtpLH), and high-to-low CtpHd

propagation delays through an inverter increase with temperature. The rate of increase of

the two delays will change with temperature and alter the area under the curve of the bit­

stream, i.e., iftpLH increases faster than tpHL with temperature, then the area will decrease,

and if the oposite happens, then the area will increase. See for instance Figure B.l.

From experimentation, a relationship between the size of an inverter and the

variation in the propagation delays can be established. When the PMOS and NMOS are

proportionally sized according to their respective mobilities, the difference between the

tpLH increases faster than tpHL

tpHL increases faster than tpLH

Figure 8.1 Area Under the Curve w/r to Propagation Delay
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change in their delays is essentially constant and, hence, the area under the curve remains

constant. However, if the aspect ratio of the PMOS is dominant, the high-to-low delay

increases at a faster rate than the low-to-high delay, so the area under the curve will

increase with temperature. The reverse happens when the aspect ratio of the NMOS is

dominant. The effect of the different buffer sizes on the reference voltage is plotted in

Figure B.2.

One approach to size the buffer would be to characterize the complete circuit as a

function of temperature, and then design a buffer stage to compensate for temperature

change. This could even be done using a binary-weighed output buffer to allow for post­

processing calibration.

Also, it is important to note that the frequency of the bit-stream will have an

impact on how much the reference voltage is affected by temperature variation. If the

frequency is higher, the effect of temperature will be greater. This can be explained in

terms of the ratio of the propagation delay time to the period of the bit stream. The smaller

Analog ground generation using dillerent buller sizing
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Figure B.2 Voltage versus Temperature for Different Buffer Sizing
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the ratio (the slower the frequency), the smaller the voltage variation due to temperature.

This provides another control variable that can be used for post-processing calibration.
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