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Abstract 

The performance of orthogonal frequency division multiplexing (OFDM) is known to 

be highly sensitive to synchronization errors at the receiver. Inaccurate synchroniza­

tion can increase channel estimation errors which further degrade OFDM performance. 

While effective independent synchronization techniques exist, performance gains can be 

expected by jointly estimating aU synchronization errors and channel parameters. 

The research presented in this thesis aims to improve the performance of synchroniza­

tion and channel estimation in burst mode OFDM systems by employing the non-linear 

recursive least squares algorithm (NL-RLS) to perform joint synchronization and chan­

nel estimation. This thesis presents two joint synchronization and channel estimation 

algorithms. The joint carrier-frequency-offset and channel estimation and compensation 

algorithm (CFOCE-C) is first presented and possible applications are discussed. The 

Cramer Rao Lower Bound (CRLB) is derived to cvaluatc the efficicncy of the estimator 

by measurement of its variance. Simulation is uscd to evaluate the advantage of the 

time domain approach used by the CFOCE-C in a typical burst mode system and a 

2 dB gain in system performance is observed ovcr an alternative joint frequency do­

main approach. The sensitivity of the CFOCE-C algorithm to sampling frequency offset 

(SFO) motivates the development of a second technique: the joint carrier-frequency­

offset, sampling-frequency-offsd, and channel estimation and compensation algorithm 

(CFOSFOCE-C). The variance of this estimator is also compared to the CRLB. A gain 

of 1.5 dB is observed in comparison to a joint estimation algorithm that uses a frequency 

domain approach. 
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Sommaire 

La qualité de transmission du multiplexage par répartition orthogonale de la fréquence 

(OFDM) est sensible aux erreurs de synchronisation au récepteur. De plus, une syn­

chronisation imprécise peut avoir comme conséquence un accroissement d'erreur dans 

l'estimation du canal. La synchronisation indépendante est souvent utilisée. Cependant, 

la synchronisation et l'estimation du canal de façon commune pourraient améliorer la 

qualité de transmission. 

La recherche présentée dans ce mémoire de maîtrise a pour but l'utilisation de la ver­

sion non linéaire de l'algorithme récursif des moindres carrés (NL-RLS) pour effectuer la 

synchronisation et l'estimation du canal afin d'améliorer la performance de transmission 

d'un system OFDM en fonctionnement en rafale. Deux algorithmes sont présentés dans 

ce mémoire. En premier lieu, l'algorithme d'estimation et de compensation commune 

du décalage de fréquence des porteuses et du canal (CFOCE-C) est présenté. La borne 

inférieure Cramer Rao (CRLB) est dérivée pour évaluer l'éfficacité de l'estimation en 

mesurant sa variance. L'avantage de l'approche en domaine temporel qui est employé 

par l'algorithme CFOCE-C est mesuré par simulation. L'algorithme CFOCE-C donne un 

gain de 2 dB comparé à une approche en domaine fréquentiel. Ensuite, un deuxième algo­

rithme: l'algorithme d'estimation et de compensation commune du décalage de fréquence 

des porteuses, du décalage de la fréquence d'échantillonnage, et du canal (CFOSFOCE­

C) est présenté pour remédier à la sensibilité de l'algorithme CFOCE-C au décalage 

de la fréquence d'échantillonnage (SFO). La variance de l'estimation de l'algorithme 

CFOSFOCE-C est comparée à la CRLB. Un gain de 1.5 dB est obtenu par l'utilisation 

de l'algorithme CFOSFOCE-C comparé à une approche en domaine fréquentiel. 
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Chapter 1 

Introduction 

1.1 Synchronization and Channel Estimation for Burst Mode 

OFDM 

1 

Orthogonal frequency division multiplexing (OFDM) is used extensively in wireless com­

munications. The division of the transmission band into smallcr subbands using the 

FFT /IFFT results in a flexible transmission scheme that can achieve high transmission 

rates by adaptively allocating information based on channel characteristics. This makes 

OFDM particularly robust to multipath fading, and also avoids complex equalization 

in the receiver. However, the performance of OFDM is highly sensitive to frequency 

synchronization errors at the receiver. 

Receiver synchronization errors in OFDM cause inter-symbol interference (181) and 

inter-carrier interference (ICI) which degrade system performance by destroying the or­

thogonality between OFDM subcarriers. These synchronization errors are caused by 

carrier frcquency offset (CFO), sampling frequency offset (8FO), and symbol timing 

offset. Performance degradation as a result of 181 and ICI becomes increasingly signif­

icant in high signal-to-noise ratio (8NR). In addition, synchronization errors can also 

adversely affect the results of channel estimation at the reccivcr. Imperfcct channel 

estimates will introduce errors in frequency domain equalization that is traditionally 

employed in OFDM systems, thus further adding to performance degradation. 

8ynchronization and channel estimation for burst mode systems have attracted much 

research interest. Burst mode systems that operate in a slow fading channel environ­

ment assume a quasi-static model for the channel. This simplifies receiver structure 

and performance evaluation, since there is no Ileed to cOllsider time varying channel 

characteristics. It also requires that the burst length remains short, and that channel 
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estimation and synchronization is repeated for each burst. As a result, the overhead of 

any training data used for these purposes must be kept to a minimum. 

Synchronization and channel estimation for burst mode systems is performed using 

a preamble sequence which precedes the data. The correlation properties of this pre am­

bIc sequence ensure that initial coar·se synchronization can be performed without prior 

knowledge of the channel or the need to demodulate the received data. Correlation­

based coarse synchronization techniques are weIl documented and discussed in [1] [2] [3]. 

Wh en coarse synchronization has been performed and a sufficiently accurate estimate of 

the location of each OFDM symbol is obtained, the known data in the preamble can be 

used to perform channel estimation. 

Coarse synchronization, however, is not sufficient to remove enough ICI to ensure 

reliable data transmission. Residual frequency offsets remain and must be removed by 

a procedure of fine synchronization. To improve correlation-based synchronization, fine 

synchronization methods generaIly make use of the data in the preamble sequence [4] 

[5] [6]. Synchronization methods which independently correct the effect of each synchro­

nization parameter have limited effectiveness because of the interdependence between 

these parameters. As a result, independent correction of one type of synchronization 

error will be impeded by the presence of other synchronization errors. Furthermore, 

channel estimates made following coarse synchronization will contain errors due to the 

presence of CFO, SFO, and timing errors in the received training data, thus further 

degrading the performance of data-aided fine synchronization. For this reason, there is 

an advantage in performing joint estimation of these parameters, as demonstrated in [7] 

[8] [9]. 
A joint algorithm that estimates aU of the synchronization offscts, as weU as the 

channel parameters, has not been documented. This is due to the fact that the model 

for the received signal that accounts for an these effects is non-linear in the estimated 

parameters and an estimator for these parameters would have too high a complexity to 

be practical in a burst mode system. Instead, the algorithms in [7] [8] [9] consider only 

two of the distortions in synchronization and channel estimation. To avoid a non-linear 

estimation problem, these joint estimation algorithms approximate the effcct of CFO 

and SFO as linear phase distortion in the frequency domain. This ignores aIl ICI caused 

by the frequency offsets, and reduces the effectiveness of using a joint approach sinee 

a suboptimal estimator solution will be achieved. In addition, correction will also be 

made using the lin car phase model, which adds additional error. 

A significant improvement in system performance can be expected if a non-linear 

estimation technique with reasonably low complexity is employed in the joint estimation 
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and compensation problem. A technique that considers the effect of ICI should give 

significant gains at high SNR. 

1.2 Research Objectives and Contributions 

The main objective of this research is to develop a joint synchronization and channel 

estimation scheme for burst mode OFDM. As a key contribution, the non-linear recursive 

least squares (NL-RLS) adaptive algorithm is applied into development of two methods 

for joint synchronization and channel estimation. The first method performs joint CFO 

and channel estimation and compensation, while the second performs joint CFO, SFO, 

timing and channel estimation and compensation. Use of a non-linear adaptive algorithm 

allows for modelillg of the effects of synchronization errors without approximations, while 

an RLS-type algorithm gives fast convergence in order to minimize overhead in terms 

of preamble length. Since estimation in both cases is performed in the time domain, 

performance of channel estimation is superior, and the algorithms are robust enough 

to decision errors to aUow for decision feedback operation with no nccd for pilot tones. 

An additional contribution of this research is the derivation of the Cramer Rao lower 

bound (CRLB) for both the problems of jointly estimating the CFO and channel impulse 

response (CIR) as weU as jointly estimating the CFO, SFO, and CIR. FinaUy, sorne 

analysis of stability and steady-state performance is also made. 

1.3 Thesis Outline 

The remainder of this thesis is organized as follows. 

Chapter 2 gives background theory related to synchronization and channel estimation 

relevant to the development of a joint synchronization and channel estimation algorithm 

for burst mode OFDM systems. Several synchronization and channel estimation tech­

niques presented in the literature are outlined. This chapter also presents the NL-RLS 

algorithm for estimation of unknown parameters in a non-linear system. 

Chapter 3 presents the joint CFO and channel estimation and compensation (CFOCE-

C) algorithm and evaluates its performance. The CRLB for a joint estimator of the CFO 

and channel is also dcrived. The effect of SFO on the CFOCE-C algorithm is evaluated. 

Chapter 4 derivcs a data model for the effect of SFO and presents the joint CFO, SFO 

and channel estimation and compensation (CFOSFOCE-C) algorithm and evaluates its 

performance. The CRLB for the joint estimator of the CFO, SFO, and channel is also 

derived. 
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Chapter 5 gives the conclusion and provides suggested topics for future related re­

search. 



Chapter 2 

Basics of Channel Estimation and 

Synchronization for OFDM 

5 

The transmission benefits of OFDM depend highly on the availability of adequate syn­

chronization at the receiver. Channel estimation is also important to ensure accurate 

equalization and rcmoval of the cffeds of channel distortion. In this chapter, the back­

ground information pertaining to the joint synchronization and channel estimation algo­

rithms derived in Chapters 3 and 4 is discussed. In Section 2.1, OFDM transmission is 

presellted and the concept of orthogonality is explained. The differellccs between burst 

mode systems and continuous mode systems relevant to the problem of synchronization 

and channel estimation are also outlined. Section 2.2 explains the multipath fading 

channel, which is assumed throughout this thesis. In Section 2.3, synchronization and 

channel estimation in OFDM is presented. Analytical expressions for the effects of these 

distortion in both time and frequency domains are given wh cre applicable. Existing 

algorithms for synchronization and channel estimation in the literature will be outlined 

and the concept of a joint estimator for these parameters will be introduced. The burst 

format that is assumcd in the simulations performed in this thcsis is presented in this 

section. In Section 2.4, the non-linear RLS algorithm is presented as a means for solving 

the joint estimation problem. 

2.1 OFDM 

OFDM is currently being used in wireless and wireline communications because of its 

high transmission rate capabilities. The properties of the FFT /IFFT and the use of 

a cyclic prefix allow equalization by the receiver in the presence of multipath fading 
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to be performed in the frequency domain using only a single tap (coefficient). This 

equalization requires knowledge of the frequency response (magnitude and phase) of the 

channel at specifie frequencies which represent the OFDM subcarrier frequencies. The 

issues of estimation and synchronization are addressed differcntly in burst mode and 

continuous mode systems. In the former, channel estimation and synchronization must 

be repeated before each burst, whcreas in the later, they arc performed once and, if 

necessary, the estimates are adapted during data transmission. 

2.1.1 OFDM Basics 

In OFDM, data is modulated using multiple subcarriers so that each subcarrier sees a 

smaller portion of the frequency band, and henee a relatively fiat portion of the channel 

frequency response. Although in theory, an infinite number of carriers is required to 

ensure fiat fading on each subchannel, use of a cyclic prefix achieves this using any finite 

value of N. As a result, OFDM is rather insensitive to frequency selective fading, and 

is also highly adaptive due to its ability to load different data rates onto each of its 

subcarriers. 

In a traditional OFDM system, a maximum of N complex values Xk,t are each taken 

from an M-QAM constellation and are modulated by performing an IFFT to generate 

the lth set of OFDM time domain samples. The nth sample is given by 

N-l 
_ 1 ~ j2Trkn 

Xn,l- N ~Xk,te N • 

k=O 

(2.1) 

At the receiver, the received data subcarriers Yk,l are orthogonal when eacl; Yk,t is a 

function of only Xk,t, the channel, and some additive noise. To ensure that orthogonality 

is maintained after distortion by a channel with impulse response of length v samples, 

a cyclic prefix of length Ng 2: v - 1 and consisting of the last Ng samples of the IFFT 

is prepended to the lth set of samples described in equation 2.1 resulting in the lth 

transmitted OFDM symbol St = [XN-Ng,l"'" XN-l,t, XO,t, ... , XN-l,t]. For passband 

transmission systems, this signal is then modulated to the band of interest by a carrier 

frequency f. At the receiver, the signal is first converted to baseband, the cyclic prefix 

is discarded and demodulation is performed with the FFT operation. 

The purpose of the cyclic prefix is two-fold. Firstly, it removes any ISI at the receiver 

caused by the channel, sinee an symbol dispersion distorts only the samples in the cyclic 

prefix. For this reason, the cyclic prefix is often referred to as a gllard interval. The 

second function of the cyclic prefix is the avoidance of ICI and the preservation of 
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orthogonality in the presence of a frequency selective fading channel. Given a CIR of 

h = [ho, hl, . .. ,hv-I], prepending a cyclic prefix causes the vector-channel representation 

for transmission of a symbol to be expressed in terms of an N x N circulant matrix as 

ho o 
YN-I,l o 
YN-2,l 

o o 

YI,l 
hV-2 hV-I 0 o 

YO,l 

o 

o 
o 

ho 
NxN 

XN-I,l 

XN-2,1 

XI,l 

XO,l 

'WN-I,l 

'WN-2,l 

+ 

'lUI,l 

'WO,l 

(2.2) 
Since the eigenvalue decomposition of a circulant matrix is obtained through the FFT 

and IFFT matrices [10], the frequency domain equivalent for OFDM transmission con­

sists of N parallel subchannels, each represented by 

(2.3) 

where Hk is the kth element of the FFT of h, and Wk,l is an AWGN sample. Equalization 

is performed using a single complex multiplication on each subcarrier, and hence each 

subchannel can be viewed as an AWGN or fiat fading channel, regardless of the fact 

that a finite value of N was used. A typical OFDM system and its parallel channel 

equivalent are shown in the figures below. The transmitted symbols are distorted by a 

multipath fading channel h, and AWGN is added at the receiver. Perfect synchronization 

is assumed. 
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Fig. 2.1 Typical Passband OFDM System 

X o,/ -~" {G ~ Yo,/ 

XI,I -~' -ct ~ J;,J 

XN-I,I 

Fig. 2.2 Parallel Equivalent of OFDM System 

2.1.2 Continuous Mode versus Burst Mode Transmission 

OFDM systems can be divided into continuous mode systems and burst mode systems, 

Continuous mode systems first establish a link between the transmit ter and receiver. 

Once a link is established, data transmission occurs in an uninterrupted fashion. Burst 

mode systems, on the other hand, transmit data in short packets or bursts, much like 

a traditional computer network. Each packet must be detected by the receiver for data 
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demodulation to begin. Each burst will contain a portion of the overall data to be 

transmitted. 

Continuous mode systems generally perform synchronization and channel estimation 

upon establishment of the link. In the case of mobile systems, channel information 

may be updated using periodically spaeed training data. Blind estimation or decision­

feedback estimation can also be employed. Synchronization is maintained using either 

training data or prefix-based estimation methods discussed in the next section. Typical 

continuous mode systems include Digital Audio Broadcasting (DAB) [11] and Very-high­

bit-rate Digital Subscriber Lines (VDSL) [12]. 

Burst mode systems are more suit able for use in wireless networks. The channel and 

synchronization parameters are estimated from training data transmitted in the burst 

preamble. Properties of the channel, which are discussed in Section 2.2, require a small 

burst length. As a result, the choiees of the synchronization and channel estimation 

methods are limited sinee the amount of training data becomes an important factor in 

the efficiency. Although minor adjustment of the estimates obtained using the preamble 

are sometimes made through the use of a small number of pilots distributed within 

the burst, insertion of these pilots further reduces data efficiency. Typical burst mode 

systems include HIPERLAN [13] and IEEE802.11a [14]. 

2.2 Time-Varying Multipath Channels 

Signal transmission in wireless communications is affected by fading which can be caused 

by shadowing or multipath. Shadowing occurs when the signal is attenuated by an 

obstacle, while multipath is caused by multiple reffections of the transmitted signal 

reaching the receiver at different time instants. Because the effect of shadowing can be 

treated as an overall signal attenuation [15], only multipath is examined here. 

In a multipath channel having obstacles creating signal reffections, each path trav­

eled by the transmitted signal before it reaches the reeeiver can be associated with an 

attenuation and a delay. Changes in the surrounding environment cause these quantities 

to vary with time. As a result, the fading multipath channel is sometimes referred to 

as a double spread channel sinee the multiple delays willspread the transmitted signal 

in time, while the time varying characteristics of each path cause frequency spreading 

called Doppler spreading [16]. If it is further assumed that the propagation of the signal 

for different delays is uncorrclated, the time varying channel can be charaderiiled by a 

two dimensional function called the scattering function S which measures the channel's 

power at a given delay and frequency offset. Further details conccrning the scattering 
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function are given in [16]. 

The Doppler spread of the channel Bd is the range of frequencies over which the time­

averaged scattering function is non-zero. An important property of Bd is that it gives 

an indication of how rapidly the channel changes with time. A larger Bel indicates that 

the channel changes more rapidly, thus causing more frequency spreading. Channels are 

characterized as fast-fading when the Doppler spread is large compared to the signal 

bandwidth or slow-fading when the Doppler spread is small compared to the signal 

bandwidth [16]. 

The coherence bandwidth of the channel Be is defined as the reciprocal of the time 

range over which the frequency-averaged scattering function is non-zero. When the band­

width of the signal is larger than the coherence bandwidth, the transmitted signal un­

dcrgoes a different attenuation at differcnt frequency, thus cxhibiting frequency-selective 

fading. Furthermore, the multipath components can be resolved from the reccived sig­

nal, so that the multipath channel can be characterized at the complex baseband as a 

linear time-varying system with CIR given by [17] 

F 

h(t; T) = L Œi(t)c5( T - Ti(t)) (2.4) 
i=l 

where Œi(t) and T.i(t) are the time varying complex attenuation and time varying delay 

of the ith path respectively. In burst mode systems, we can further assume, for purposes 

of receiver design, that the CIR does not changes within a burst and that Œ and Ti are 

constant, randomly generatcd quanti tics. This can be assumed if the channel is slow 

fading. A FIR model for the channel in the digital domain can easily be obtained from 

Equation 2.4 and the sampling period of the rcccived signal. Unless stated otherwise, 

the remainder of this thesis assumes a frequency selective slow-fading channel model. 

2.3 Synchronization and Channel Estimation 

The performance of the one tap equalizer in OFDM depends on the quality of channel 

estimation. Furthermore, synchronization must be performed prior to decoding in order 

for orthogonality to be maintained and for the full benefit of OFDM to be obtained. 

Synchronization errors in the receiver generally result in ICI which degrades the system 

performance. 
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2.3.1 Channel Estimation 

Channel estimation can take place in the frequency domain (after the FFT at the re­

ceiver) or the time domain (prior to the FFT in the receiver). Frequency domain channel 

estimation is generally preferred because the parallel subchannel model described in Sec­

tion 2.1.1 allows for a much simpler estimation on a subcarrier by subcarrier basis. The 

simplest and most common preamble-based channel estimation method use least-squares 

(LS) estimation based on S training symbols. The estimate of the channel frequency 

response in this case is 

S-l 

Hk = L ;k,l 
1=0 k,l 

(2.5) 

where Xk,l is the complex element transmitted on the kth subcarrier of the lth training 

symbol. 

For long bursts in which the channel can no longer be considered invariant over the 

burst, pilot tones are used to update the channel estimates. Studies of the various pilot 

organization and channel tracking methods are included in [18] [19] [20]. 

In time domain channel estimation, the CIR is estimated instead, and the FFT is 

used to obtain the channel frequency response rcquired by the equalizer. The advantagc 

of a time domain approach is the reduction in the number of parameters to be estimated. 

Since v ~ N, better performance is expected from a time domain estimator as opposed 

to a frequency domain estimator. Time domain channel estimation is discussed in [21] 

[22]. 

2.3.2 Symbol Timing Offsets 

In burst mode transmission, symbol frame synchronization is required at the beginning 

of each burst. This requires a simple yet efficient rnethod of detecting the start of a 

frame which has low overhead in terms of preamble or training symbols. 

Symbol timing synchronization refers to estimating the correct position of the FFT 

window within the received set of samples. Timing is traditionally performed in two 

stages: a coarse synchronization which uses the auto-correlation properties of the pream­

bIc to detect the burst, and a fine synchronization which uses the cross-correlation of 

the received packet with a known training sequence [23]. This training sequence can be 

in time domain if the synchronization is donc prior to any demodulation, or it can be 

in frequency domain if post-FFT synchronization is performed. The training data can 

be concentrated in a preamble, or dispersed into the data symbols as pilot subcarriers. 
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Despite two stages of symbol synchronization, timing offsets of sever al samples are still 

common [8]. These residual timing offsets can be accounted for in the estimate of the 

channel frequency response un der certain conditions to be discussed in what follows. 

Consider a symbol offset of ( samples between the actual OFDM symbols and the 

estimated FFT window location. The effects of any frequency offsets are ignored for the 

moment. A negative value of the symbol offset signifies that the chosen FFT window is 

( samples carly with respect to its actual position, while a positive value signifies that 

the chosen window is late. In the case where - (Ng - v) ~ ( < 0, with v being the 

length of the CIR, the FFT window selected for decoding contains aIl of the samples 

in the actual OFDM symbol in a circularly rotated order. Furthermore, due to the 

condition Ng 2': v - 1, ISI is avoided. By simple Fourier Transform properties, the 

received frequency domain samples after performing the FFT can be express cd as [6] 

(2.6) 

ln this first case, which is illustrated in Figure 2.3, orthogonality is maintained due to the 

presence of the cyclic prefix. The exponential tenn of Equation 2.6 can be incorporated 

into the estimated channel frequency response, resulting in the same error performance 

as would be expected for a case where ( = o. In the time domain, the CIR is modified 

by insertion of ( leading zeros. The only requirement to ensure that imperfect sampling 

results in received frequency domain samples given by Equation 2.6 and that the error 

performance is the same as for ( = 0 is for the effective CIR after insertion of ( leading 

zeros to rcmain shorter than the cyclic prefix. Sincc the symbol offset is generally one 

or two samples, this requirement can be assumed to be satisfied [24]. 

On the other hand, if ( > 0, samples of the current OFDM symbol are lost and 

replaced with samples in the cyclic prefix of the following symbol, resulting in ISI as 

illustrated in Figure 2.4. This ISI induces a loss of orthogonality, or ICI. Both ISI and 

ICI appear in the expression for the received frequency domain samplcs, making this 

situation undesirable. In [6], this expression is given under the assumption of an AWGN 

channel as: 

N-l N-(-l 
N - ( . 21l"(k, 1 L L'2 i(n+Ç)-nk 

Yk 1 X k le
J N + - X· 1 eJ 

'Ir N , N' N t, 
i=O n=O 

N-l N-l 
1 """' ,,"",'2 i(nH-P)-nk 

+ N L.J X k ,l+1 L.J eJ 
'Ir N + Wk,l (2.7) 

i=O n=N-( 
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The case where ( < -(N,g - v) will also have a form similar to Equation 2.7 and 181 will 

be incurred from the previous symbol instead. These results show that beginning the 

FFT window in the region -(N,g -v) ::; ( ::; 0 is equivalent, performance-wise, to having 

pCl-fect symbol synchronization. This zone is known as the 18I-free portion of the cyclic 

prefix. This freedom in the choice of FFT window yields a set of multiple solutions to 

the joint channel and timing problem. 

CP 

Symboll·1 Symboll Symboll+1 

�r-------F-FT-win-d~------~I: 

Fig. 2.3 FFT Window Location for no 181 

~ 
~ 

CP 
1 1 

CP 

Symboll-1 Symboll Symboll+1 

1 

FFTWindow 

1 

Fig. 2.4 FFT Window Location for 181 and ICI 

8ymbol synchronization is treated in [6] [8] [3] [25] [2]. In [2], symbol synchronization 

and CFO estimation are combined in an algorithm that exploits the use of two repeated 

time domain symbols. The correlation between the two symbols is used to detect the 

optimum FFT window location, and the change in phase between them is attributed 

to the CFO. The performance of this algorithm is improved in [6] using an iterative 

correction algorithm which is considerably expensive and ignores the effect of channel 

and other synchronization issues. The method of [3] generalizes symbol synchronization 

to variable preamble length. It also ignores channel and other synchronization issues. In 
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[25], a robust timing reeovery seheme whieh also accounts for sampling frequcncy offsets 

is presented. Here, the effect of CFO is ignored. The author of [25] also distinguishes 

between guard-interval based techniques and pilot-based techniques for symbol synchro­

nization. While guard interval based techniques do not require pilot carriers, they are 

based on auto correlation and are hence less accurate. Pilot based techniques achieve a 

more aeeurate offset estimate but require an FFT window that already lies within the 

ISI-free portion of the cyclic prefix. For these reasons, guard interval based techniques 

are used for coarse symbol synchronization while pilot based techniques are used for fine 

symbol timing synchronization. 

2.3.3 Carrier Frequency Offsets 

A CFO occurs when the carrier frequencies of the passband modulated OFDM signal and 

the oscillator of the downconverter do not match exactly. This mismatch is attributed 

to either dock jitter or Doppler frequency shift caused by the channel [25]. Given an 

offset of /}.f hertz eaused by dock jitter only, the time domain effect of a CFO in the 

continuous and sampled domains is given by 

Yn 
j 27r<n 

e N X n (2.8) 

respectively, where x represents the useful signal before upconversion, y is the resulting 

signal after downconversion, é = /}.f / /}.fs is the relative CFO, and /}.fs is the intercarrier 

spacing. Equation 2.8 do es not indude the multipath fading channel. The effcd of the 

channel in the analysis of CFO is generally ignored, as was noted in [26]. 

Doppler frequency shift occurs when there is a relative motion between the transmit­

ter and receiver in a wireless system. The frequency range over which the shift occurs 

is the Doppler spread. In slow-moving mobile systems where burst-mode transmission 

is generally employed, the Doppler spread is generally small enough that the effect of 

Doppler frequency shift can be ignored. In most methods of CFO estimation for slow­

moving mobile systems, the Doppler frequency spread is ignored. Some methods such as 

[24] use pilot tones to adjust for changes in the CFO. The use of pilot symbols reduces 

data efficicncy and is limited in that it ignores any changes in channel and SFO. 

For longer bursts, the effect of a Doppler frequency shi ft cau be adequately modeled 

by either a timc varying CIR or a time varying CFO. Use of a time varying CIR in mod-
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eling can improve the representation of the CFO in situations where the CFO changes 

significantly over one OFDM symbol interval. The use of an adaptive algorithm to esti­

mate the CIR is therefore advantageous in this case of slow-moving mobile channels as 

weIl. 

The time domain rotation in Equation 2.8 results in a frequency domain shi ft of 

the carriers relative to the frequency sampling point, as shown in Figure 2.5. Due to 

this shift, the modulated OFDM carriers will not be recovered at their peaks by FFT 

demodulation resulting in a loss of orthogonality. This loss of orthogonality results in 

an attenuation and phase rotation of the transmitted constellation as weIl as ICI caused 

by the sidelobes of other subcarriers. These efrects are quantified in the expression for 

the received post-FFT samples [1] 

"\7 X H S'm7rE jtrc(N l)/N l W Lkl= kl k e - + kl+ kl " , Nsin(7rEjN) " " 
(2.9) 

where the ICI term is given by 

l = ~ X H sin(7r(l + E - k)) ejtr(l+c-k)(N-l)/N 
k,l ~ l lN sin(7r(l + E - k)jN) . 

l=O;l0;6k 
(2.10) 

The efrect of CFO on the OFDM frequency spectrum and the system BER is studicd in 

more detail in [27]. 

Fig. 2.5 Partial Plot of OFDM Symbol Spectrum 
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As was pointed out in [23] the frequency offset may be larger than the subcarrier 

spacing, resulting in an integer and fradional CFO. Integer offsets are oest estimated 

by post-FFT methods, however, these methods tend to be adverscly affect cd by ICI 

bccause they ignore its effect in order to simplify the expression in Equation 2.9. This 

is the case in the methods of [28] [29] [7]. 

A CFO correction algorithm capable of estimating both integer alld fractional offsets 

was first presented in [1]. This technique employs the repetition of two identical OFDM 

symbols in the time domain, which allows for post-FFT CFO estimation even wh en ICI 

inhibits data demodulation. The effect of ISI discussed in Section 2.3.2 is, however, 

ignored and adequate removal of residual frequency offset requin~s several repetitions of 

the training symbol, resulting in a large preamole sequence and reduced packet efficiency. 

To remedy these issues, a synchronization method known as the Schmidl and Cox algo­

rithm (SCA) is presented in [2] which addresses both timing and CFO. In [4], it is shown 

that the SCA can result in residual frequency offsets (RFO) which are large enough to 

cause a significant number of errors under certain conditions. A method of refining the 

estimates of the SCA is proposed which allows for reduction in the required preamble 

length. This method is, however, frequency domain based and ignores ICI caused by the 

RFO. It also assumes that phase differences between subsequent time-domain OFDM 

symbols are cause only by the RFO, thus ignoring the effects of a time-varying channel 

and possible SFO. The methods in [28] [29] [7] [30] are also frequency domain-based and 

ignore the effect of ICI. The effects of channel and SFO are also ignored in their analysis 

and simulations. 

Based on the discussion in this section and Section 2.3.2, a method of estimating the 

residual timing and CFO to be used after the SCA can be beneficial to the performance 

of a burst-mode OFDM system. Combining this estimation with the estimation of the 

CIR removes the estimation crror that would be incurred by ignoring the effects of 

the channel. It can also remove the need for several iterative steps of each estimation 

that may be required to achieve a certain estimator performance. Furthermore, if the 

estimation method is adaptive, small Doppler frequency shifts charactcristic of slow­

moving mobile systems with long burst durations can be accounted for. An estimation 

and correction method which addresses each of these issues is presented in Chapter 3. 

2.3.4 Sampling Frequency Offsets 

A SFO is caused by jitter in the receiver's sampling oscillator. Its effect is more difficult 

to quant if y analytically because it must oe coupled with the effect of dock drift which 
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limits the use of a simple expression of the form of Equation 2.8 for CFO. Clock drift 

refers to the discrepancy between the transmit and receive symbol periods which causes 

a movement of the receiver's FFT window with respect to the actual data transmitted. 

As time progresses, the window may move out of the ISI-free region of the cyclic prefix 

discussed in Section 2.3.2. For this reason, SFO and symbol timing offsets are very 

closely related. This close relationship was exploited in the synchronization techniques 

discussed in [30] [25] [3] [7]. 

Given a relative sampling frequency offset of rJ = !:iT /T where !:iT is the difference 

in the sampling period between transmitter and receiver, and T is the actual sampling 

period, an expression for the rcceived frequency domain samples in an AWGN channel 

distorted by a SFO was given in [5] as: 

_j7r N - 1 ''1k sin(7fkrJ) X W 
e N Nsin(7fkrJ/N ) k,l + k,l 

1 N-l . ( . ) 
~ X S'ln 7f'lrJ j7riryN-l -j!'-(i-k) +- ~ 'l e N eN. 

N i=O;i;fk t, sin [N [i(l + rJ) - kJ] 
(2.11) 

This equation assumes sampling in the ISI-free portion of the cydic prefix and ignores 

the phenomenon of dock drift. It also assumes perfect sampling phase synchronization 

at the start of each FFT window and so does not represent the effcct on two consccutive 

OFDM symbols. Despite these restrictions, it is evident that, much like the case of 

CFO, SFO causes ICI in the received frequency domain samples. As in Equation 2.9, 

the received subcarrier undergoes an attenuation and phase rotation. In the case of SFO 

however, these effects are frequency dcpendent rather than fixcd for evcry carrier. 

The similarity in the frequency domain effect of CFO and SFO is exploited by many 

SFO estimation techniques. As in the case of CFO, these techniques are generally fre­

qllcncy domain based, and hence ignore the effect of ICI. The SFO estimation technique 

presented in [5] uses a preamble based technique but considers only the phase rotation 

caused by the SFO between subsequent repetitions of the training symbol in the pre am­

ble. Here, the effects of attenuation and ICI as weIl as the effects of the channel are 

ignored in the derivation. The same can be said about the technique in [3] which ignores 

any CFO and again uses the phase difference bctwecn training symbols in the preamble. 

An expression showing the effect of SFO which is not restricted to only one OFDM 

symbol can be obtained if the received samples are modeled in time domain. Assuming 

an AWGN channel with ISI-free timing synchronization, this expression was given in [7] 
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as 

N-l 
1 L . 271"k1) (IN N ) ·271"kn 

Yn 1 = - X k le
J N .• + 9+

n eJ-n- + W n 1 
'N ' , (2.12) 

k=O 

where Yn,l is the received time domain data sample corresponding to symboll and sample 

n ofthe chosen FFT window, N s is the OFDM symbollength induding the cydic prefix. 

Equation 2.12 shows that, until the time when dock drift requires us to consider !SI, a 

SFO can be characterized by a linearly increasing phase rotation of the data transmitted 

on each subcarrier. This increase can also be used to explain the 108s of orthogonality 

caused by a SFO, since the phase rotation changes within a single OFDM symbol. This 

linear relationship is exploited in [25] in which a DLL-based approach using early and 

late correlation values is used to track the SFO. In [7], the loss of orthogonality incurred 

by applying an FFT to Equation 2.12 is ignored in order to structure the problem as a 

linear problem to be able to apply the LS estimation method. A compensation scheme 

is not discussed. 

2.3.5 Typical Burst Mode Preamble Structure for Synchronization and 

Channel Estimation 

Figure 2.6 below shows a typical preamble which can be used for burst mode synchro­

nization and channel estimation. This preamble is assumed in the simulations used to 

derive the results contained in later chapters of this thesis, and is exactly the structure 

of the burst used in the IEEE802.11a WLAN standard [14] 

I~ Short Training Symbols + Long Training Symbols ~I 
Burst Data 

Fig. 2.6 Typical Preamble Structure 

The short training symbols are each 16 sampi es long and identical to eachother. The 

long training symbols are each 64 samples long and also identical. A cyclic prefix (P) of 

32 samples is added to enable demodulation of the long training symbols via the FFT. 
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The 16 sample and 64 sample sequences are designed in such a way that the correlation 

between subsequent samples is minimal. This is to ensure that the performance of 

correlation based synchronization methods described in the previous section is optimum. 

The short training symbols are meant for coarse timing synchronization and coarse 

CFO estimation by means of the SCA algorithm in [2]. The long training sequence is 

meant for channel estimation and fine synchronization. The joint synchronization and 

channel estimation algorithms present cd in this thesis will make use of the long training 

sequence, and will have an initial FFT window estimated from the SCA algorithm. The 

FFT window will be advanced by two samples following the SCA algorithm. This is 

sufficient to ensure an FFT window that is within the !SI-fl'ee portion of the cyclic 

prefix even at low SNR [24]. The CFO at the beginning of the long training sequence 

will be set manually. 

The data portion of the burst contains OFDM symbols of N~ = 80 sampI es with Ng 

= 16 samples and an FFT size of 64. Only 52 of the carriers are loaded with data, and 

the other carriers arc zero cd to form a frequency domain guard band. The organization 

of these carriers is based on [14]. Contrary to the IEEE802.11a standard which calls for 

the use of pilot subcarriers for channel and frequency offset tracking, these subcarriers 

are used for data in the algorithms introduced in this thesis sinee a dccision directcd 

approach is used instead. 

2.3.6 Joint Estimation of Synchronization and Channel Parameters 

It should be noted from the above discussion that complete synchronization requires sev­

eral iterations between coarse and fine steps for each synchronization parameter because 

estimation of each parameter or correction of each distortion is limited by the presence 

of another distortion. Such an iterative procedure may represent too much overhead for 

a practical system, particularly when fine synchronization is considered. 

In fine synchronization, a joint technique is desirable because considering the inter­

relation between variables in an optimization problem generally allows us to arrive at 

the solution with less overhead than an iterative approach. In our case, overhead could 

be computation resources, hardware resources, or data overhead in terms of preamble 

length or number of training pilots. A joint technique also improves performance because 

performance bounds which may be created by error propagation between iterations of 

a certain technique may be lifted by considering the joint effect of an the parameters 

at once. Finally, it is much simpler to derive an adaptive estimation algorithm when 

the technique employed considers the joint effect of most or an of the parameters to be 
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estimated. An adaptive scheme is important in synchronization of burst mode systems 

because of the possibility of a non-negligible Doppler spread or a CIR which varies over 

the duration of a burst. Temperature variations may also affect the frequency offset 

parameters, especiaIly for long bursts, which are desirable to improvc data cfficicncy 

and ease the task of network layer protocols build on top of the burst. 

The importance of jointly estimating synchronization and channel parameters has 

been realized of late. In [8] symbol timing and channel estimation is considered jointly 

in order to reduce the number of leading zeros in the impulse response and improve the 

estimate of the CIR. A pilot based scheme for joint symbol timing and SFO estimation 

is proposed in [3] which relates the phase differencc betwecn pilot subcarricrs to both 

timing offset and SFO. CFO and SFO are considered jointly in [7]. Here, a LS estimation 

problem is derived by considering the phase rotation for a given frequency between two 

adjacent symbols. By examining Equations 2.9 and 2.11 this phase rotation can be 

jointly attributed to both CFO and SFO. Finally, in [9], the channel frequency response 

and the CFO is estimated jointly by a decision feedback two-dimensional NLMS tracking 

algorithm which treats the effect of CFO as a phase rotation of the received frequency 

domain sample with respect to the closest constellation point. 

The difficulty which arises in estimation of ally sYllchronization parameter by rclatillg 

it to frequency domain rotation, whether this rotation is with respect to pilot carriers, 

decision symbols, or between carriers different carriers, is that the effect of ICI is ignored, 

and the estimation is suboptimal. Whercas a time domain model of the CFO and SFO 

would be more exact, such a model is non-linear and is avoided by joint synchronization 

methods in the literature. An alternative to ignoring the ICI would be to linearize the 

modcl used for estimation. If this technique is combined with an adaptive algorithm, 

the error incurred by linearization can be expected to disappear as the exact solution is 

approachcd. 

2.4 The NL-RLS Adaptive Algorithm 

The NL-RLS algorithm was first used in [31] for amplitude and delay estimation in 

CDMA systems. The derivation of the algorithm is reproduced here for the sake of 

completeness as weIl as to present a more general framework for non-linear estimation 

problems. 
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2.4.1 Estimation Error Linearization 

The framework presented in this section considers adaptive non-linear estimation prob­

lems where the scalar estimation error at each time instant n can be expressed as 

(2.13) 

where X m is the system input vector at iteration m, wm is the estimate of the unknown 

coefficient vector, fOis a known non-linear function of X m and wm which best char­

acterizes the system, and Ym is the observed noisy system output. In the case of a 

communication system, the system input vector X m is obtained from either a training 

sequence or from demodulator decision feedback. The length of X m will depend on the 

non-linear system fO in question. The system will also determine what relationship, 

if any, exists between the vectors X m and Xm-l. For the remainder of this discus­

sion, the elements of X m will be assumed to come from the same input signal, namely 

X m = [xm, Xm-l, ... , Xm_(M_l)]T. 

Non-linear estimation techniques that minimize the error of Equation 2.13 in sorne 

sense have been explored in [32] [33] [34], however the complexity of such techniques 

limits their use in practicc. The approach used in this thesis applies Taylor series ap­

proximation to convert the non-linear estimation problem characterized by the error in 

2.13 into an approximate linear problem. This is do ne by expanding fO into its Tay­

lor series about the estimate of the system parameters at iteration m - 1 and ignoring 

non-linear terms to obtain an approximate estimation error of 

em ~ Ym - {f(xm, wm-d + V f(x m1 wm-lf(wm - wm-d} 

~ {Ym - f(x m1 Wm-l) + (W~/_l)IIV f(x m1 wm-d} - (w:'n) IIV f(x m1 Wm4f)14) 

where V f(x m1 Wm-l) is the gradient vector of the non-linear function with respect to 

the parameter vector Wm-l. Equation 2.14 is of the form 

with 

..-... --* 
Crn = w rn 

(2.15) 

(2.16) 

(2.17) 

(2.18) 
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Equation 2.15 is the error expression for the traditional finite impulse response (FIR) 

system estimation problem described in [35]. Provided JO for the system is known 

and its gradient can be computed, linear estimation techniques can be applied to this 

equation to estimate or track thc system paramctcrs. 

The figures below illustrate the difference betweell traditional adaptive linear esti­

mation and adaptivc non-lincar estimation using Equations 2.15 to 2.18. 

Input Signal 
Linear System 

C 

Wm Noise 

Observation Signal 

FIRFiiter 

Fig. 2.7 Adaptive Linear Estimator 
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Input Signal 
Non-linear System 

Adaptive Filter 

Noise 

FIRFiiter 

êm_, 

Fig. 2.8 Adaptivc Non-Linear Estimator 

Output 

23 

The outputs of both FIR filters can be estimates of the input signal (detection), the 

desired signal (prediction), or the system parameters (system identification) depending 

on the application. In Figure 2.7 the adaptive fiIter has access to the noisy system output 

as observation, as weIl as the system input. The weight update function gO computes 

the coefficients of the FIR filter 2rrt from the values of Xm, Y.m, and êm - 1 . This function 

is chosen based on the cost function to be minimized and hence on the algorithm used 

(LMS, RLS, etc). 

In Figure 2.8 the same weight update function is used, with the inputs to gO given by 

Equations 2.16 and 2.17. The algorithm illustrated in the figures is a-priori type sinee 

the compllted coefficient vector is only llsed in filtering at the subsequent iteration. 

Derivation of an aposteriori type version of the algorithm is possible but is omitted here 

for the sake of simplicity. 

2.4.2 The NL-RLS 

The NL-RLS algorithm is obtained by using the conventional RLS (CRLS) of [35] as 

the update function gO. The algorithm is described in Table 2.1. In the remainder of 

this thesis, the variable w is referred to as the coefficient vector although its conjugate 

is the actllal coefficient vector used in the traditional FIR filter notation, as shown in 
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the table. 

Initialization 

ê_1 = 0; P-1 = 15-11 

15 = small positive constant 

Adaptation gain computation 

Ym = l-Pm- 1 V f(xm, Wm-l) 

km = 1 + y~V f(x m, Wm-l) 

1 -
gm = K,mgm 

Po 1Po -II m = À m-1 - gmgm 

FiItering 

Cm = Ym - f(x m, Wm-d 

-- -- * Cm = Crn-l + gmem 
-- -:::.. Wm=Cm 

Table 2.1 NL-RLS Algorithm 

2.4.3 Stability and Steady-State Performance 

One of the strengths of the RLS is that, under the assumptions of a stationary cnviron­

ment and time-invariant optimum weight coefficient, the algorithm is stable regardless 

of the cigenvalue spread of the input vector correlation matrix [35]. This stability, in 

terms of convergence in the mean square, is proven mathcmatically in [36]. 

The effective input vector of the NL-RLS is given by Equation 2.17, and is dependent 

on the coefficient vedor. The stability of the NL-RLS algorithm will therefore depcnd 

on the initial guess. The dependence of the input vector on the current coefficient 

vector also makes the derivation of a condition on stability very involved. In general, as 

the number of paramctcrs bcing estimated increases, the condition on the initial gucss 

required for stability becomes more restrictive, as the algorithm has more degrees of 

freedom in this case. The complex dependence of stability on the initial guess makes 

simulation-based stability analysis preferable. 

Mean convergence of the CRLS is guaranteed for À = 1 as soon as the number of 

samples exceeds the number of fiIter taps used [35]. For À < 1 mcan convergence is 

achieved only asymptotically. As a result, a CRLS cstimator will have a bias in its 
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estimate, which disappears only wh en steady-state is reached. This bias can affect the 

st abili t y of the NL-RLS when it is us cd with À < 1. For this reason, a forgetting factor 

as close to 1 as possible is required when using the NL-RLS in practice. Simulation 

results will be used to illustrate the behavior of the NL-RLS when applied to the joint 

estimation problem when the forgetting factor is not sufficiently close to 1. 

In the steady-state, the CRLS has an exccss mean square error (MSE), defined as 

(2.19) 

that decreases as À approaches 1 [35]. In Equation 2.19, Po is the MSE wh en the 

optimum weight coefficients are used in estimating y. For À = 1, the steady-state excess 

MSE is zero. In the case of the NL-RLS, the steady-state MSE cannot be assumed to be 

zero. Again, this is because of the dependence between the effective input vector and the 

weight coefficient that is introduccd by the NL-RLS and which changes the steady-state 

analysis. 

2.5 Chapter Summary 

In this chapter, the OFDM burst mode synchronization and channel estimation problem 

was presented in detail. Based on the discussions, synchronization and channel estima­

tion schemes for burst mode OFDM were shown to require low complexity, low training 

overhead, and good accuracy. As a result, a joint estimator for the problem becomes 

an attractive solution. To make such an estimator practical, the non-linearity in the 

joint signal model must be removed and an estimator with a low processing delay must 

be chosen. For these reasons, an adaptive non-linear estimator is chosen. The basic 

framework for this estimator in terms of the non-linear model of the received samples 

was derived. The CRLS was chosen as the weight update function to take advantage of 

its fast convergence. Using the NL-RLS, a joint synchronization and channel estimation 

algorithm can be derived in several ways. 
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Chapter 3 

The Joint CFOCE-C Aigorithm 

Joint estimation of the CFO and channel parameters can be made to fit nicely into 

the framework of the NL-RLS of Section 2.4. In this chapter, a NL-RLS-based joint 

CFOCE-C algorithm that ignores the effect of SFO between the transmitter and rcceivcr 

is presented. Some example applications where no SFO is present, or where the CFOCE­

C algorithm could be applied in the presence of a SFO are presented in Section 3.1. The 

algorithm itself is derived in Section 3.2 by following a set of criteria that are expected to 

yield the best performance. These criteria are selected using the background presented 

in Chapter 2. In Section 3.3, the performance of the estimator, measured in terms 

of estimator variance as compared to the CRLB, is evaluated. AIso, using the frame 

structure discussed in Section 2.3.5 the BER performance of the CFOCE-C is shown 

to be superior to two alternative methods of channel estimation and CFO correction. 

Finally, in Section 3.4, the stability and steady-statc bchavior of the estimator is analyzed 

in order to determine the allowable range of CFO over which the CFOCE-C shows the 

obtaincd BER improvement. 

3.1 Applications of a Joint CFOCE-C Algorithm 

Despite not treating the effects of SFO, an algorithm that jointly estimates and compen­

sates for CFO and channel distortions may have a wide range of applications. Firstly, 

it can be used in systems where the SFO is negligible. In some burst mode systems, 

the burst may be short enough that the ICI caused by a SFO can be ignored. In this 

case, a simplified version of Equation 2.11 can be used for estimation and compensation. 

Pilot subcarriers, or the cyclic prefix correlation-based method can be employed in this 

case. The algorithm can also be employed in a system which already contains a SFO and 
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symbol synchronization. As mentioned in Section 2.3, algorithms that perform this joint 

synchronization are common and quite advanced. The method presented in [25] itself, 

for instance, is used in many hardware implementations due to its robustness. Finally, to 

support high data rates, many systems proposed of late make use of ceU synchronization 

where the base station and each of the mobiles derive their sampling clocks from the 

same source. One such system, the SC-OFDM system, is proposed in [37]. The joint 

CFOCE-C would prove useful in such systems to correct CFO and estimate the channel 

with low training overhead. 

3.2 Derivation of the Estimator 

Equation 2.13 gives a very general framework for a non-linear estimator in terrns of ob­

servation samples, input samples, and the unknown coefficicnt vector being estimatcd. 

When applied to the problem of jointly estimating the CFO and channel, much leeway 

exists in the choice of Yn, X n and wn because the FFT /IFFT expressions can be included 

in the expression for the non-linear function JO. For this reason, in an OFDM system, 

Yn, X n and wn can each independently be time domain or frequency domain quantities. 

In fact, the vector wn can in theory contain both time and frequency domain quantities 

simultaneously. The choices used for the joint CFOCE-C algorithm must first be dis­

cussed in terms of their motivation. The expression for JO and the implementation of 

the estimator will follow from these choices and from the theory in Chapter 2. 

3.2.1 Motivations for a Time Domain Approach 

Three major issues arise when deriving a joint CFO and channel estimator from the NL­

RLS. Firstly, the framework for the NL-RLS derived in Section 2.4 is general enough 

that both a time domain and frequency domain implementation is possible. In a time 

domain implementation, the observation samples Yn and the non-linear function JO are 

time domain signaIs (taken prior to the FFT in the receiver). In a frequency domain 

implementation, the quantities are frequency domain signaIs (taken after the FFT at 

the receiver). Secondly, depending on whether the expression for the FFT or IFFT is 

included in JO, the coefficient vector W could contain quantities in the time domain or 

the frequency domain. In the timc domain, the coefficient vector would contain the CIR 

and a parameter or parameters representing the exponential term in Equation 2.8. In the 

frequency domain, the coefficient vector would contain the channel frequency response 

and a parameter or parameters to represent the subcarrier rotation and attenuation 
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caused by the CFO and expressed in Equation 2.9. Finally, an issue which is related to 

the choice of the domain of JO and w is the domain in which to compensate for the 

distortion caused by the channel and CFO. 

The first and most obvious choice for the options mentioned above is in the way 

to perform compensation. We choose to perform CFO compensation in the time do­

main, and channel compensation in the frequency domain for several important reasons. 

Firstly, a frequency domain channel compensation maintains the traditionally accepted 

OFDM receiver structure which emphasizes the parallel channel model of Figure 2.2. It 

also avoids noise enhancement from channel equalization and imperfect compensation 

due to finite length of the filter representing the inverse of the CIR (which is generally 

infinite length). Compensation of the CFO in the time domain ensures that, assuming 

perfect knowledge of the CFO, orthogonality in the tones is restored prior to performing 

the FFT on the received frame. This will cause channel compensation to perform better 

sinee the ICI in Equation 2.9 will have already been removed completely (or partially 

in the case of imperfect knowledge of the CFO). Our method therefore has an imme­

diate advantage over those proposed in [38] [5] [24] which ignore the ICI altogether. 

The alternative of removing the ICI in the frequency domain would be too complex for 

implementation because of the dependence on aIl the subcarriers in the expression for 

the ICI suffered by each tone. Although including an or part of the ICI as a parameter 

to be tracked itself is another alternative, this would greatly degrade the performance 

of the estimator due to the large increase in the number of parameters to be tracked. 

Despite the use of frequency domain compensation for the channel, both the channel 

and CFO will be represented by time domain parameters in the coefficient vector. Sillee 

v « N, fewer parameters need to be estimated when describing the channel using its 

CIR than are needed when it is described using an N-point frequency response. This 

should lead to more accurate characterization of the system and better performance. 

Also, a time domain characterization is preferred since, as mentioned in Section 2.4, 

stability of the NL-RLS depends on the number of parameters estimated. The drawback 

of estimating the impulse response is the nced for an FFT to convert from a time do main 

CIR to a frequency response required for frequency domain equalization, as weIl as an 

IFFT required for conversions of the frequency domain decisions to the time domain in 

the estimator model. However, it will be shown in Section 3.2.3 that the FFT and IFFT 

are required only once per frame and not once per sample. A hardware implementation 

could therefore share this addition al FFT /IFFT module with the FFT module in the 

demodulation path of the reeeiver through a pipelining operation. 

Finally, the choicc of a time domain implementation over a frcquency domain impIe-
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mentation is made for both performance and complexity considerations. The strength 

of any adaptive estimator depends on the amount of new information it sees as ob­

servations, or equivalently, on the number of iterations it performs [35]. In the time 

domain, due the presence of the cydic prefix, the estimator will benefit from the use of 

Ns = N + Ng iterations as opposed to less than N iterations in the frequency domain 

(assuming sorne tones are used as a frequency domain guard band as is the case in [14]). 

ln addition, since the input signal used consists of decisions on each tone, an error signal 

en generated by comparison with time domain observations will reduce the chance of 

instability caused by decision errors because a decision error is first redistributed over 

the entire frame by means of the IF FT before it used in the estimator. The reduction of 

the impact of decision feedback errors on estimator performance resulting from a time 

domain approach is explored in more details in Section 3.3.3. AIso, given the importance 

of the choice of representing the channel by its CIR, a time domain error signal avoids 

having the FFT function in the expression for JO, thus simplifying the generation of 

both JO and its gradient expressions in the estimator. 

3.2.2 Non-Linear Function Development 

By following the above motivations, the non-linear function will estimate time domain 

observation samples and will be a function of time domain arguments. Assuming perfect 

carrier phase between the transmitter and receiver at the start of transmission, the 

minimum me an squared error (MMSE) estimate of the observations will be given by 

i = 0,1, ... (3.1) 

where Xi is the transmitted signal after addition of the cydic prefix and i is the absolute 

time index. The cost function we attempt to minimize by applying the NL-RLS to 

Equation 3.1 is the total squared error from the start of adaptation, 

M-l v-l 2 

CM (ho,hl, ... ,h11 - 1 ,f.) = I: Yi-ej2;;iêI:hroXi_r (3.2) 
i=O r=O 

There are two main fiaws with the direct application of equation 3.1 in the NL-RLS. 

Firstly, we have assumed that the carrier phases are initially synchronized, as is done 

in [39]. This cannot be guaranteed in a practical system where the two docks function 

independently. More importantly, using expression 3.1 for JO in the NL-RLS results in 
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a gradient having magnitude that increases without bound, sinee 

afii . 27ri~ 
--J-Y' aÊ - N ~ 

30 

(3.3) 

This increase will eventually cause instability in the NL-RLS and must be avoided. Both 

of these fiaws can be remedied by modifying the expression for fii to include a parameter 

(0) modeling the cumulative phase ofthe CFO, which increases by 2~t at each iteration. 

This parameter is part of the coefficient vector w and its update procceds in two stages. 

1. The estimate of the parameter 0 is first updated by the NL-RLS algorithm at each 

sam pIe instant so that the carrier phase offset is tracked. This makes the algorithm 

more robust to phase noise as weIl. 

~ 

2. Following this update, the new value of 0 will be increased using the deterministic 

update mIe given by 
~ ~ 27r 
O(i) = O(i) + N Ê(i) (3.4) 

before it is used for estimation of Yi+l and in generation of W(i+l). 

--In steady-state, Oeil will converge to a linearly increasing quantity that is governed by 

Equation 3.4. 

With the introduction of the parameter 0, the coefficient vector, estimate of the 

observation variable, and cost function at iteration i are givcn by the set of equations 

below 

(3.5) 

v-l 

~ f( ~) j(ô+ 2"i!) ~~h 
Yi = Xi, W = e N ~ rXi-r ,(3.6) 

r=O 

!vI v-l 2 

C (~} ~h ~J A O~) ~ y. - ej(Ô+~f.(M») ~--h x· 
M LO(M) , I(M)'···' Lv-I(M) ' E(M), (M) = ~ ~ ~ reM) 1.-r (3.7) 

i=O r=O 

Computation of the gradient vector of the function in equation 3.6 can be found in 

appendix A. 
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3.2.3 Estimator Implementation 

Figure 3.1 below shows a block diagram of a receiver containing the joint CFOCE-C 

algorithm to track and compensate for the CFO and CIR. 

Yi 

DEMODULATOR 

CFORemoval 

SIP and CP 
removal 

Frequency Domain Hard 
Equalization Decision 

FFT 

CFOphase lerm ~ 
'----------I-h~ 

ESTIMATOR 

Frame By Frame 
Parameler Update 

CP insertion 
and PIS 

IFFT 

Fig. 3.1 OFDM Demodulator with the CFOCE-C Algorithm 

The demodulator module performs CFO removal and frequency domain equalization 

using the CFO and channel estimates provided by the estimator module. These estimates 

are updated at the beginning of each OFDM symbol so that the demodulator can process 

the input in the traditional symbol-by-symbol fashion. The estimator, on the other hand, 

functions on a sample-by-sample basis. Estimates of the CFO and CIR are updated 

using the NL-RLS update mIe at the arrivaI of each observation sample Yi' It should 

be noted that for a linear problem, the estimator could function in a symbol-by-symbol 

fashion, using least squares estimation for instance. However, the strength of sample­

by-sample estimator update is that it allows for a practical non-linear estimator, sinee 

a multivariable Taylor series expansion would result in an estimator with a much more 

complex implementation. Figure 3.1 depicts decision feedback operation. If the data 
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bursts contain a preamble, the input symbols to the estimator during this preamble will 

be the known preamble sequence instead. 

3.3 Performance Evaluation of the Estimator 

The performance of the CFOCE-C algorithm is evaluated both analyticaIly and by sim­

ulation. The CRLB is computed analyticaIly to serve as a reference for the variance of a 

joint estirnator for the problem. The effect of decision feedback errors is also investigated 

analytically. A more practical evaluation is done through simulation on a system with 

preamble and data structure described in Section 2.3.5. Comparison with other methods 

is used in order to confirm the effectiveness of the joint time domain approach adopted 

by the CFOCE-C algorithm. Details concerning the simulation environment are first 

described in Section 3.3.1. 

3.3.1 Simulation Details 

The joint CFOCE-C algorithm is evaluated by simulation using the IEEE802.11a burst 

format and specifications [14]. Although the algorithm is general enough to perform 

qualitatively the same on any burst mode system with CIR length limited to the length of 

the cyclic prefix, simulations on this platform serve as a practical reference in comparing 

with other methods presented in the literature. 

AlI simulations in this thesis have been performed with 64-QAM modulation on 

aIl tones, the maximum allowed by the IEEE802.11a standard, in order to simulate 

maximum rate transmission. Both AWGN and exponentially decaying Rayleigh fading 

channel are tested. An exponcntially decaying Rayleigh fading channel has a continuous 

impulse response of the form in Equation 2.4 with each Qi having uniformly distributed 

phase, and Rayleigh distributed magnitude. The variance of the Rayleigh random vari­

ables for each path is obtained from the exponential function [40] 

(3.8) 

(3.9) 

where Tru! s is termed the RMS delay spread of the channel. For the Rayleigh channel 

used in our simulations, an RMS delay spread of TRMs = 25ns is used, as suggested in 

[40]. This is a typical channel for indoor environments. No co ding of bits is performed, 

and BER curves are plotted at typical uncoded BER values. A burst length of 225 

OFDM symbols is employed in each case. A range of signal-to-noisc ratios (SNR's) 
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were used in the simulations where applicable. Throughout this thesis, the SNR is 

defined using the symbol energy at the transmitter, denoted Es. This allows for a fair 

representation of results obtained in an exponentially decaying Rayleigh fading channel 

where the channel may attenuate the signal considerably for a number of realizations. 

Performance results which assume an exponentially decaying Rayleigh fading channels 

can therefore be expected to be considerably worse than those which assume an AWGN 

channel. 

A CFO with desired magnitude is introduced into the received frame before any 

receiver processing is performed. This could represent the result of coarse CFO correction 

by the SCA algorithm. Before application of the joint CFOCE-C algorithm, coarse and 

fine timing synchronization are performed to simulate a practical system. Coarse timing 

synchronization is performed using the correlation method introduced in [2]. Fine timing 

synchronization is achieved using cross-correlation with the long training symbols in the 

preamble. Finally, an advancement of the FFT window of two samples ensures that 

the start of the FFT window occurs inside the ISI frce region despite possible timing 

errors. As a result, residual timing errors after this point can then be accounted for by 

an estimated CIR with leading zeros. 

The joint CFOCE-C algorithm employs dccision feedback throughout the data por­

tion of the burst. For this reason, the four pilot tones normally used for fine synchroniza­

tion during the burst carry ordinary data instead. These tones are, however, employed 

as pilots when simulation results of pilot-based methods are presented. 

3.3.2 CRLB for the Joint Estimator 

The quality of an unbiased estimator for a set of parameters is given by the variance 

of the estimator as compared to the best estimator for the problem, whose variance is 

given by the CRLB [41]. The NL-RLS given in chapter 2 was shown to be asymptotically 

unbiased in [31]. The performance of the joint estimator was evaluated by comparing its 

variance to the CRLB. For an estimator applied in burst mode systems, the behavior of 

the estimator variance with time is of greater importance than its variance for different 

SNRs. For this reason, the value of the CRLB at each sample of the burst is desired. 

For a joint estimator, the Fisher information matrix (FIM) must be derived to obtain 

the CRLB for each of the estimated parameters [41]. The parameters estimated in the 

case of the joint CFOCE-C algorithm are the CIR and the CFO parameter é. Since 

it is used as an aid to ensure stability, the parameter () is not included in the model 

for deriving the FIM and the model containing the lineady increasing phase term of 
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Equation 3.1 is employed instead. The derivation of the FIM and the CRLB is given in 

detail in Appendix B. 

The variance of the CFO and CIR are estimated by an averaging pro cess given by: 

R 

(~) 1 ~ l":'i "1 2 
var E(m) = R ~ E(rn) - E 

i=l 

R 

var (h(rn)) = ~ L Ilh(m) - hl1 2 

i=l 

(3.10) 

where h(m) and f(m) are the estimates of the CIR and CFO respectively at time instant 

m that are obtained for the ith realization. The averaging is performed over R packets 

having identical transmit data and CIR realizations. This is because the CRLB, and 

hence the minimum variance of an estimator, will depend on the transmit data and CIR, 

as shown in Appendix B. An R of 1000 was employed in the simulations. A random 

realization for the transmit data sequence and the CIR was used. It should be noted in 

this case that the variance is computed with respect to the known values of the CIR and 

CFO, and not with respect to the mean for the realizations. This ensures that a bias in 

the estimator is displayed in the variance plotted variance curves. 

Figures 3.2 and 3.3 show the variance of the estimator for different starting values of 

the CFO. Simulations were performed for a single realization of a Rayleigh channel with 

SNR of 30dB. Similar trends were obtained for an AWGN channels and different SNRs. 
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The above figures show that the estimator converges very rapidly to an efficient es­

timator defined in [41], as was expected from the use of an RLS-type algorithm. The 

increased gap in variance with time compared to the CRLB is a result of the approx­

imation of the optimal search direction that is introduccd by the NL-RLS algorithm. 
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However, use of decision feedback during the data portion, which begins after iteration 

160, results in a considerable reduction of the estimator variance and consequently an 

improvement in system performance as discussed in Section 3.3.4. 

A larger value of CFO to be estimated causes oscillations in the CFO estimate vari­

ance. These oscillations arise due to the introduction of () into the tracking algorithm. 

This parameter causes the CFOCE-C algorithm to behave much like a DLL in tracking 

of the CFO. The increase in variance is attributed to a small time varying bias in the 

estimate which is typical of the operation of a DLL, and which is visible in the variance 

plots due to the variance definition of Equation 3.10. Oscillation increase in size as the 

size of the CFO to be estimated increases, as is expeded. A discussion of the effeds of 

CFO size on performance is included in Section 3.4. 

The cffcct of varying À on the goodness of the estimator is shown in figures 3.4 and 

3.5. 
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Fig. 3.4 CFO Variance versus Time for Different >. 
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From the above figures, it can be observed that exponentially decaying memory has 

an adverse effect on the stability of the NL-RLS. This is due to the bias introduced into 

the CRLS estimates and was mentioned in Section 2.4.3. This bias should disappear in 

the estimator as time progresses (as was noted in the proof of an asymptotically unbiased 

estimator in [31]), however, its presence has adverse effects on the stability of the NL­

RLS. For values of ). close enough to 1, the bias is in fact visible in the variance curves. 

For the NL-RLS, this bias affects stability, as it will cause the search direction of the 

algorithm to deviate too much from the optimal search direction. As a result, long data 

bursts will require a value of ). ;:::j 1 to ensure stability. Although ). = 1 shows the best 

estimator performance in the above figures, it should be noted that this value should be 

avoided in practice. It was shown in [42] that the CRLS is numerically unstable under 

the effect of finite-word-Iength when ). = 1. For this reason, a practical implementation 

of the CFOCE-C algorithm should use a value of ). as close as possible to, but not equal 

to, unity. 

3.3.3 Effect of Decision Feedback Errors 

It was mentioned in Section 3.2.1 that a time domain estimator will perform better 

in the presence of decision errors than a frequency domain estimator because the IFFT 

will redistribute an error over the entire symbol. This redistribution eliminates the short 

term bias of the noise caused by a decision error. The removal of this bias is explained 
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analytically by statistical arguments in what follows. 

Consider a decision error with value AeN affeeting any one of the N tones in the 

demodulated symbol with equal probability. The decision feedback symbol can be viewed 

as the desired symbol perturbed by some noise vector D. For one particular realization in 

which the error occurs on the kth subcarrier, the estimated set of transmitted frequency 

samples will have the form 

o 

o 
+ (3.11) 

o 
Two parameters of interest in analyzing the effect of this noise on the adaptive al­

gorithm are the variance of the noise (or equivalently, the SNR at the input of the 

adaptation algorithm for a particular sample) and the me an value of one sam pIe taken 

over the set of N possible realizations that corresponds to an error at each of the subcar­

riers. A noise with non-zero statistical mean will cause a bias in the input signal being 

used as a reference by the adaptation algorithm, which in turn will result in a bias in the 

coefficients being estimated. Sueh a bias will introduce additional deeision errors due to 

inaccurate demodulation and is of special concern in an algorithm such as the NL-RLS 

because it can be large enough to cause instability, as was shown in Section 3.3.2. 

In a frequeney domain implementation, the decision feedbaek symbol itself is used 

directly as the input to the estimator. From Equation 3.11, the SNR seen by the 

adaptation algorithm is 

(3.12) 

where E {IXi I2 } is assumed to be the same for aU subcarriers. The mean value for any 

particular sam pIe of the input is given by: 

(3.13) 

sinee each realization of the error vector has equal probability. A bias tcrm is thcrcforc 

introduced by the decision feedback error. This bias is in fact a temporary bias, since the 

quantity ~eN itself will have zero mean if enough errors occur at the same subcarrier. 
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However, this temporary bias is of interest because in a short time window, it may cause 

instability in the algorithm. In this case, the error must be considered as a deterministic 

quantity, since the algorithm's behavior depends on the statistics of the input signal over 

a finite time window. --In a time domain implementation, X is first passed through an IFFT before being 

used as input to the adaptation algorithm. This modified time domain input can be 

expressed as 

Xo 

A j'ljJ +-e 
N 

. 21Tk(N-l) 
el N 

(3.14) 

where k is the tone position of the decision error and is assumed uniformly distributed 

over the integers in [0, N - 1]. In terms of the frequency domain transmit power, the 

SNR in this case is the same as the frequency domain implementation and is given by 

NE {IXi I2 } 
SNRT1ME = A2 (3.15) 

while the mean is given by the expression 

/PrIME = E{Xi} + { 
~eN if l = 0 } 

o if li' 0 
(3.16) 

which results due to a well-known property for a sum of exponentials. The k = 0 case 

in Equation 3.16 can be made to have probability zero if we consider the inclusion of 

frequency domain guard bands [14] in which case, an error can never occur for this 

tone. As a result, while the SNR at the input of the estimator is unchanged, the bias 

in the noise caused by a decision error is eliminated by using a time domain approach. 

Effectively, the IFFT will distribute a single de ci sion error in the input over the entire 

symbol with phases evenly distributed around the unit circle, and thus the estimator 

will remain unbiased in the short term in the presence of decision feedback errors. Lack 

of a bias avoids any possible instabilities in the NL-RLS, but also reduces deviation in 

the coefficient vector with respect its optimal value. 

A more intrinsic way of viewing the benefit of having the adaptation algorithm 
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after the IFFT is obtained from an error performance surface view for the tracking 

algorithm. A single decision error in the frequency domain would cause a significant 

shi ft in the estimated coefficient vector compared to the optimum point. If this estimate 

is redistributed via the IFFT, the estimate of the coefficient vector will more likely move 

randomly and with smaller amplitude around the optimum value. 

It also follows from the summary of the NL-RLS in Section 2.4.2 that the input 

vector of the adaptive algorithm is actually the gradient of non-linear function at the 

given transmit vector x rather than x itself. This further complicates the analysis of 

the effect of decision errors on the NL-RLS. Simulation is used in the next section ta 

show the advantage of a time domain approach in a more exact fashion. 

3.3.4 Performance in a Practical System 

Although estimator variance is a universally accepted measure for the performance of an 

estimation algorithm, system performance is much more important because it contains 

a practical clement, and because it accounts for the effectiveness of the compensation 

scheme. Compensation of the CFO in the time domain by the CFOCE-C algorithm is 

expected to have performance benefits over frequency domain compensation used in [38] 

[28] [9]. The main goal in the performance simulations is to evaluate the advantage in 

BER of 

1. performing joint estimation of the CFO and channel, and 

2. performing estimation of the CFO and channel in the time domain, as wen as 

compensation of the CFO in the frequency domain 

The CFOCE-C method is compared with two benchmark methods to quantify the BER 

gain of each of these. The first method, described in detail in [24] performs correlation­

based CFO estimation and LS channel estimation using the long training sequence. 

Phase tracking is performed using four pilot tones. As mentioned in [24], this method 

is common in low complexity implementations of an IEEE802.11a receiver. The second 

method, presented in [9], performs joint estimation of CFO and channel in decision 

directed mode of operation, much like the CFOCE-C method. However, the estimated 

parameters as weIl as the error variable of the adaptive algorithm are aIl in the frequency 

domain rather than the time domain. The LMS is the adaptive algorithm used in this 

case. 

Figures 3.6 and 3.7 show the BER performance of the three methods being com­

pared for an AWGN and exponentiaIly decaying Rayleigh fading channel respectively. 
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In each case, it has been assurned that an effective coarse CFO synchroniimtian has becn 

perfarrned ta reduce the CFO ta 100Hz. 
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Both of the above figures show a gain of at least 2dB over a wide range of SNR 

obtained using the CFOCE-C method. Several other observations can also be made. 

Firstly, the degradation of the CFOCE-C method at low SNR attributed to decision 

fcedback errors is slightly lower than in the case of Method 2 due the use of a decision 

feedback signal being employed after the IFFT. The CFOCE-C method still outperforms 

Method 1, which does not employ any decision feedback, even at considerably low SNR. 

FinaIly, at high SNR, the gain of the CFOCE-C method increases with respect to both 

Method 1 and Method 2. This is most visible in Figure 3.6 and can be attributed to 

time domain modeling and correction of the CFO, which causes ICI that is dominant 

over AWGN at these large SNRs. At uncoded BERs typical of an uncoded system, the 

gain of the CFOCE-C over Method 2 is of 3dB for an AWGN channel. ReversaI of the 

performance curves of Method 1 and Method 2 for the Rayleigh channel is attributed 

to an approximation of the channel in the modcl derived in [9]. 

Figure 3.8 below further shows the robustness of the CFOCE-C method to decision 

feedback errors, which was examined briefly in Section 3.3.3 The BER is plotted for 

the normal operation of the CFOCE-CE as weIl as an ideal feedback implementation, 

where the reference input to the estimator is obtained from the actual input us cd at 

the transmitter, rather than the estimated input after decision feedback. The minimal 

degradation of the decision feedback implementation compared to the ideal feedback 

implementation at low SNR confirms the advantage of a time domain approach to esti­

mation. Similar results are observed for a Rayleigh fading environment. 
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As mentioned in Section 2.3.4, SFO causes a frequency dependant attenuation and phase 

rotation. This attenuation and phase rotation also increases with time. The effect of 

SFO on the performance of a channel and CFO estimation scheme depends on how well 

the model can incorporate the frequency dependant attenuation and phase rotation by 

representing it as a time varying channel. The CFOCE-C method represents the CIR in 

the time domain, which allows little raom for representation of a frequency dependant, 

time-varying distortion. Method 2 outlined in [9] represents the channel in the frequency 

domain, which allows for the effect of SFO to be incorporated into the channel estimates 

of each subcarrier. Since method 1 in [24] tracks only a frequency independent phase 

shift to correct for the CFO, it is most susceptible to a small SFO. 

Simulations were performed in an AWGN channel with a relatively short burst length 

of 20000 bits. A SFO of 200Hz (7] = 10-5), which is within the allowable dock jitter 

specified in [14], is simulated using the method explained in the next chapter. The BER 

curves for each of the methods under these conditions is shown in Figure 3.9 below. 
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While the CFOCE-C method remains more robust than Method 1, the degradation 

compared to no CFO is significant enough to require modification of the modcl used 

to derive the CFOCE-C to account for SFO. This observation, as weIl as the bene­

fit of maintaining a time domain approach, is used as a motivation for deriving the 

CFOSFOCE-C method of chapter 4. 

3.4 Stability and Steady-State Analysis 

The analysis of stability and convergence of an adaptive algorithm is performed by 

examining the properties of the weight error correlation matrix [36]. Such a matrix is 

difficult to derive for the NL-RLS without introducing unreasonablc assumptions due to 

the dependence of the effective input voctor on the weight vector, as mentioned in Section 

2.4.3. This interdependence also introduces the possibility of instability. Simulation is 

therefore a better alternative for evaluating the convergence and steady-state behavior 

of the CFOCE-C algorithm. 

A method of deriving an initial guess which guarantees stability for a large range of 

CFO is of interest. Given that we deal with burst mode transmission, this initial guess 

should be derived from the preamble. A possible choice for the initial guess would be a 

block LS estimate using the preamble data. This choice has two major disadvantages. 
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Firstly, it requires a matrix inversion in the case of a variable preamble. Secondly, it will 

not ensure stability by itself because, although a good estirnate of the coefficient vector 

will be ensured, an estimate of the RLS inverse-correlation matrix is still unavailable. 

As a result, the initial search directions generated by the NL-RLS may cause instability. 

An improved initial guess procedure is described in this section. In this procedure, 

the CRLS is first employed to ensure rapid convergence of the channel estimate and to 

obtain an initial guess of the RLS-correlation matrix. As a result, the channel estimates 

must account for the CFO during the initial convergence phase. 

3.4.1 Initial Guess Procedure 

Figure 3.10 below illustrates the procedure for deriving the initial guess of the coefficient 

vector and RLS inverse-correlation matrix. 

Long Training Symbols 

1 ~fl, 
(32 samples) 

Burst Data 

LI L 2 
~----------------------~·~~~--------~--------~~~~~~D=at=a--·· 

Approximate Gradient Actual Gradient Actual Gradient 

Fig. 3.10 Initial Guess Procedure Applied to the IEEE802.l1a Preamble 

The NL-RLS algorithm is first applied to the preamble with the known training 

symbols as input. The initial guess of the coefficient vector and RLS inverse-correlation 

matrix are as specified in the initialization portion of Table 2.1. In order to ensure 

convergence, adaptation of only the CIR coefficients is allowed by setting the last two 

clements of the gradient vector of Equation C.3 to zero over the first LI samples of 

the long training sequence. This is an approximation of the actual gradient vector. 

Since the estimate of Yn under this condition is now a linear function of the estimated 

coefficients, the algorithm is effectively the CRLS, which is guaranteed to converge for 

any initial guess. The CFOCE-C algorithm as described in the previous sections is then 

enabled during the next L 2 samples, as well as for the data portion of the burst. Decision 
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feedback mode is enabled at the st art of the data portion. 

It should be obvious from the above description that stability of the algorithm will 

be affected by two factors. Firstly, a large enough value of Li is require to obtain good 

enough initial gllesses of the coefficient vector and the RLS inverse-correlation matrix 

before the NL-RLS algorithm is started. The second issue is the size of CFO that must 

be estimated. During the first Li samples, since the CFO term in Equation 3.1 is ignored 

in estimation, the CIR estimates must account for the effect of a CFO as wcll. This 

effect is actually a time-varying phase rotation of the CIR. The effective channel to be 

estimated during this phase is the time-varying channel defined by 

{

ej2;/; h 
h- -

(t),eff - ,.2",(Ll-.-l) 

el N h 

0< i < Li 
(3.17) 

If the CFO to be estimated is too large, the effective CIR over the first Li samples will 

change too quickly for the RLS with À ~ 1 to track the channel adequately. Each of 

these factors is considered by bath analysis and simulation. 

It should be noted that the NL-RLS is not limited to use in a problem where it can 

be transformed ta a CRLS by setting some of the gradient elements ta zero. In more 

general problems, an alternate method of obtaining a good enough initial guess of the 

coefficient vector and correlation matrix must be dcrived. 

3.4.2 Transient Analysis of the NL-RLS in the Preamble 

Sinee the effective channel ta be estimated during the first Li sampI es of the long training 

sequence changes with time, analytical evaluation of the performance of the NL-RLS 

during these samples can be done in a method similar to the tracking performance 

analysis of the CRLS found in [43J. Some minor changes need to be made ta the analysis 

in [43J for it to apply to the timc varying channel given in Equation 3.17. Effcctively, 

the channel model used in the analysis is not Markov as it is in [43J. Instead, the model 

which results from Equation 3.17 is illustrated in the figure below. 
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Fig. 3.11 First Order Channel Model for LI Preamble Samples 

Figure 3.11 shows a deterministic update rule for the coefficient vector to be tracked 

that is given by 

where 

Ci = Ci-I + bCi-l 

Ci h{-i),eff 

b = ei 2;" - 1 

(3.18) 

(3.19) 

(3.20) 

It shouid be noted that rather than modeling the effect of the CFO as a multiplying 

constant a of [43], the effect of the CFO is instead modeled as an additive term. This 

is because [43] requires a ~ 1, which is not the case for the exponential term, which 

varies around the unit circle with time. Unlike in [43J the disturbance vector bCi-l is 

deterministic and need Ilot be uncorrelated with the coefficient vector. The correlation 

matrix of the disturbance vector is 

(3.21) 

As a result, the correlation matrix K of the weight error vector ei = ê,i - Ci is given by 

1 - À 1 - cos (27rE) 
K .. ~ __ a 2R-1 + N hhH 

! 2 (1 - À) 
(3.22) 

where Ris the correlation matrix of the input vector x, a2 is the variance of the noise, 

and it was assumed that À ~ 1 but À=/: 1 [43J. This last assumption is reasonable, given 

the discussion in section 3.3.2 which treats the selection of À. In deriving Equation 3.22 

it is assumed that i is large. As a result, the approximation becomes better for the 
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last of the LI samples, assuming LI is large enough. Also assumed is the independence 

of Ci-I and Xi which follows from the independence of the CIR and the transmitted 

time-domain OFDM symbol. 

From the correlation, the mean square deviation (MSD) of the coefficient vector is 

obtained by taking the trace of the matrix in Equation 3.22. As in the case of the CRLS 

tracking a Markov channel model, the MSD for the NL-RLS with simplified gradient 

has an estimation variance term contributed by the matrix R and a lag variance term: 

1 - À 1 - cos (211"<') 
Vi ~ -" -2-a2tr [R- I

] + (1 _ À) Ilh11 2
; À =1- 1 (3.23) 

Provided LJ. is sufficiently large, the MSD of the channel estimates will approach the 

expression in Equation 3.23. The two contributions in equat.ion 3.23 vary in proportion 

to (1- À) and (1- À)-1 which indicates the presence of a optimal value of the forgetting 

factor as was derived in [43]. However, sin ce E is orders of magnitude less than À, the 

lag variance term tends not to contribute and the optimal value of À is very close to 

one, as was found in Section 3.3.2. For large initial CFO, the minimum MSD that can 

be achieved over the first LI samples increases, and an alternative optimum value of À 

that is CFO dependant is required. 

3.4.3 Effect of Preamble Length on Stability and Steady-State Performance 

Stability and steady-state behavior is evaluated from the MSD at the end of a burst of 

225 OFDM symbols, in which case steady-state is assumed. The MSD in this case is 

defined as 

R 

MSD = .!. L Il,JJ(i) - wl1 2 

R 
i=I 

(3.24) 

-;- (i) 
where w is the estimate of the coefficient vector excluding the parameter () at the 

steady-state for the ith realization, and R = 1000 realizations were used as in the case 

of variance computation in Section 3.3.2. Aiso consistent with variance computation is 

the exclusion of () required to measure the performance of the estimator. The CFOCE-C 

is deemed stable if the MSD is considerably smaller (at least 3 decades) than the squared 

norm of the vector w, which is approximately 1 in both AWGN and Rayleigh channels. 

To determine the required length LI that ensures stability as weIl as the value that 

results in the best estimator performance, the MSD at the end of the burst is plotted 

for different values of LI in Figure 3.12 below. 
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Stability is reached when marginal changes in the value of LI make only small changes 

in MSD. This indicates the absence of any unstable realizations which pro duce a high 

MSD for that iteration and affect the size of the quantity computed in Equation 3.24. 

From the figure this occurs for LI :=:;j 30 for AWGN and Rayleigh channel at 40dR and 

at LI :=:;j 60 for Rayleigh channel at 30dR. Furthermore, an optimal value of LI :=:;j 90 is 

obscrved for cach of thcse three channcls. Values larger than LI :=:;j 90, although they 

pro duce a stable result, suffer from a slightly higher steady-state MSD because of fewer 

samples used to refine the estimate of the initial guess and the inverse correlation matrix 

when the exact gradient is used. It should be noted from the discussion of Section 3.4.2 

that the value of the CFO has no effect on the optimum LI provided the algorithm can 

track the time varying channel produced by this CFO during the LI samples. A CFO 

of é = 3.2 X 10-3 was chosen for the simulations in Figure 3.12, which is shown to be 

sufficient for stability in Section 3.4.4 that follows. 

The following conclusions can also be made from Figure 3.12. Firstly, it should be 

notcd that stability is maintained cven wh en LI = 160, in which case the refinement of 

the coefficient vector and inverse correlation matrix that occurs when the exact gradient 

is used is performed only in the data portion of the burst. The importance of this 

observation is that the minimum value of LI could be used as the length of the preamble 
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itself and acceptable performance can be expected. A preamble of 60 samples for the 

CFOCE-C is therefore sufficient in each of the ab ove channels. Secondly, the steady­

state MSD for a stable CFOCE-C algorithm is independent of the length of the CIR, as 

it remains the same for both AWGN and Rayleigh channels with the same SNR. This is 

expected, since in each case the algorithm tracks the same number of CIR parameters. 

The value of LI required for stability is lower in the case of an AWGN channel than 

a Rayleigh fading channel, owing to the closeness of the initial guess to the AWGN 

CIR. Therefore, the channel type affects the required preamble length, but not the final 

performance of the estimator with a sufficient preamble. FinaIly, higher SNR results 

both in a lower steady-state MSD as weIl as a lower minimum LI to achieve stability. 

3.4.4 Effect of CFO on Stability and Steady-State Performance 

Following the results of Section 3.4.3 a value of LI = 90 is used to determine the range 

of CFO in which the CFOCE-C can be employed reliably. The results are summarized 

in Figure 3.13. 
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Fig. 3.13 Steady-state MSD versus SNR for Different CFO 

Comparable steady-state performance is obtained for values of E up to 10-2 approx­

imately. For this range of CFO, the BER performance of the CFOCE-C should be as 
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given in Section 3.3.4 where the CFO used was 3.2 x 10-4 . Beyond 10-2 , the perfor­

mance of the estimation algorithm begins to degrade with increase in the CFO and sorne 

realizations become unstable. Stability is lost for a significant number of realizations 

for values of ( beyond 3 x 10-2
• Therefore, to ensure operation at a point which is far 

enough from instability, the CFOCE-C requires a CFO of less than ( = 10-2 . 

3.5 Chapter Summary 

The joint CFOCE-C algorithm derived in this chapter was shown to maintain a relatively 

low estimator variance and to provide a gain of at least 2dB over a large range of SNR 

compared to the better of the two alternative methods presented in this chapter. This 

gain can be expected for a starting CFO of up to E = 10-2
• Simulation results were used 

to show the sensitivity of the CFOCE-C algorithm to a SFO. As a result, a modification 

to the CFOCE-C which estimates the SFO as weIl is necessary. 



52 

Chapter 4 

Joint CFOSFOCE-C Algorithm 

When the sampling docks of the transmitter and receiver are not synchronized, the re­

ceiver must estimate and compensate for SFO to ensure that performance is not degraded 

as the length of the burst increases. For long bursts and/or large frequency offscts, an 

FFT window adjustment is also required to maintain proper timing and avoid IS1. In this 

chapter, a joint algorithm that performs CFO, SFO and channel estimation using the 

NL-RLS, and compensates for the distortions digitally, is presented. This algorithm can 

also inherently adjust the FFT window based on the information it tracks. A model for 

simulating the effect of SFO in the receiver that will serve in evaluation of the algorithm 

by simulation is first derived in Section 4.1. More importantly, the modcl shows that 

even in the presence of a multipath fading channel, the effect of a SFO can be modeled 

as a frequency dependent phase rotation followed by a linear convolution by a modified 

CIR. In Section 4.2 the joint algorithm is derived based on the observations in Section 

4.1 and implementation details are given. Section 4.3 shows that the CFOSFOCE-C al­

gorithm outperforms an alternative joint synchronization algorithm in terms of system 

BER. 

4.1 Sampling Frequency Offset Modeling 

The effect of CFO and SFO on the received time domain samples in an OFDM system 

is given in [7] and [5], however, both assume an AWGN channel. In order to der ive a 

NL-RLS-based joint estimator for these frequency offsets which also considers the effect 

of a multipath fading channel, an expression for the reœived samples involving the effect 

of the channel is first derived here. Furthermore, in order to simulate the effect of a SFO 

using digital simulation tools, an interpolation and resampling of the received samples 
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is generally required. This operation will introduce distortion into the received signal, 

making it difficult to assess the performance of the estimation algorithm. For this reaSOlL, 

a digital model for the effect of SFO that does not involvc rcsampling is of intcrcst and 

follows from the mode! of the received samples that is derived in this section. Modeling 

the SFO using this method requires some synchronization assumptions to be made, but 

these assumptions are shown to be practical. The derivation presented in this section 

uses the resampling technique of [7], however, the technique is applied to a general 

multipath fading channel and further analysis is made here to obtain a time domain 

model. 

The figure below shows an OFDM system with the analog front-ends of both the 

transmitter and receiver. 
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Bits 

OFDM 
Modulation 

T 

------------------- -------------------------------, 

w(t) 

h(t) 

RX 
FILTER 

Fig. 4.1 Source of SFO in an OFDM System 
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The channel h(t) is a multipath fading channel with path gains that are assumed 

invariant over the transmission burst interval. The analog impulse response for this 

channel was given in chapter 2. It is further assumed in our model that the bandwidths of 

the transmit and receive analog filters are large enough that the overall sampled impulse 

response has a negligible amount of energy outside the lcngth of the cyclic prefix. In this 

case, the overall impulse response h(t) is limited to a maximum length of Ng samples, or 

NgT' seconds. FinaIly, the bandwidth of the receive filter should be considerably larger 

than the signal bandwidth so that the noise w(t) remains approximately white at the 

sampling stage of the analog-to-digital converter (ADe). 

To adopt a time domain approach, the interference between time do main samples 

at the receiver prior to demodulation is first examined. With the assumption of a large 

enough cyclic prefix, ISI between OFDM symbols does not occur and only interference 

between samples of the same OFDM symbol exists. For the first v - 1 data sampI es of 

Yn, the interference involves samples in the cyclic prefix, while for aIl other samples, the 

interference is caused purely by the preceding data samples of the transmit signal. In 

the later case, the received signal can be expressed as a linear convolution of the data 

symbol with an FIR channel. Using this fact and adjusting for the first casc, the received 
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time domain data samples (after removal of the cydic prefix) for the lth received OFDM 

symbol can be expressed in terms of the transmitted tones as 

{

"V_1 Œ.ei27rll!Un,l-iT')1_ "N-1 X ei'7;!;.UnriT'-(lNs+Ng)T) + r:l. + w 
.L....t=O 2 N .L....k=O k,l 1-1(1 n,l 

Yn,l = 
"v-1 Œ.ej27rll!(tnriT')1_ "N-1 X ej'7;1~(tnriT'-(lNs+Ng)T) + w 
.L....'I,=O 2 N .L....k=O k,l n,l n 2: v, 

(4.1) 

where tn,l is the sampling time for the nth sample of the lth OFDM symbol defined by 

in,l = (lNs + Ng + n) T'; 0 ~ n ~ N - 1, (4.2) 

T, T'are the transmitter and receiver sampling dock periods respectively and (Jn is an 

addition al interference term defined as 

(4.3) 

In Equation 4.1 it has beell assumed that there is no timing offset between the 

transmittcd and reccivcd symbols. A timing offset can be accounted for in this equation 

by modifying tn,l appropriately, provided the receiver begins OFDM symbol sampling 

in the 18I-free portion of the cyclic prefix. If this is not the case, the model given in 

Equation 4.1 is incomplete and the effect of 181 must be indudcd. 

Ignoring the additional interference term, and making the substitutions !lI = N(1~11)T 

and T' = (1 + TJ)T into equation 4.1 the received samples can be simplified as shown 

bclow. 

1)-1 N-1 

Yn,l L ŒiC'j2Z«lNS+Ng+n-i) ~ L X
k

,lej '7;!;.{(lNs+Ng+n-i)T'-(INs+Ng)T} 

i=O k=O 

N-1 

e j 2Z' (lN..+Ng+n)..!:.... ~ X ei '7;!;. {(lNs+Ng+n)T' -(lN .. +Ng)T} 
N~ k,l 

k=O 

(4.4) 
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Sinee both ( and 7J are assumed to be small, the bracketed summation term in equation 

4.4 can be approximated as a modified frequency response defined as 

v-l 
- ~ { __ ·21rd _ . 21ri'1(N/2) } _:21rb 

H k _ L....J Œi e J N e J N e .7 N 

i=ü 

v-l 
(4.5) 

= L hi e-j2'IJi = FFT (ft) . 
i=O 

In Equation 4.5 the dependencc on k in the last exponential of the expression for hi 
is removed by assuming k = N /2. This will minimize the maximum error in any of 

the values of Eh and will result in a negligible error in the expression for Yn,l' Using 

this approximation, the joint effect of CFO and SFO can be incorporated iuto the time 

domain CIR, which is of interest sinee our estimator operates in time domain. 

What remains is to characterize any changes in the transmitter required to generate 

reeeived samples given by Equation 4.1. Substitution of the expression of Equation 

4.5 into Equation 4.4 and performing additional simplification yields the following two 

equivalent expressions for the reeeived data samples 

N-l 
.21r«(lN N ) 1 L - ·21fkn. .21fk(lN +N + ) -

Y = e.77ïï ' s+ g+n - H.X eJ-Y-eJ}T oS 9 n 1) + {3 + a, 
n,l N k k,l n n 

k=ü 

~ ei'~' IIN.+N,+n) ( { ~ ~ Xk,lrJ"~- rJ''N' lIN. +N,+m) q } ® h) + f3n + W .. ,l 
k-ü m=O,l, ... ,N-l n 

(4.6) 

where the interferenee term is accounted for by the variable [Jn whose value is given by 

_ {f3n f3n = 
o 

O:S;n:S;v-l 
(4.7) 

n 2: v. 

Aside From the exponential tenn inside the summation, Equation 4.6 has the exact 

form of a received signal under CFO and channel distortion only. This additional expo­

nential term therefore represents exactly the 10ss of orthogonality in the transmit signal 

caused by a SFO. In order to simulate this loss of orthogonality without the need for 

resampling the transmit data, the extra exponential term can be incorporated into the 
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IF FT at the transmitter, resulting in a modified IFFT definition. This modified IF FT 

will generate the transmitted data samples according to the equation 

N-l 
""X j2-rrkn j2-rrk(IN+N+n)1) 

Xn,l = ~ k,le N e N s 9 • (4.8) 
k=O 

The cydic prefix will consist of the last P samples of the modified IFFT output so that 

the circulaI' convolution of Equation 4.6 occurs in the data samples wh en the prefixed 

OFDM symbols are linearly convolved with the modified CIR of Equation 4.5. 

ln addition to providing a transmitter model which can incorporate the effect of a 

SFO in the receivcd time domain samples, Equation 4.6 can now serve as thc starting 

point for the derivation of the joint CFOSFOCE-C algorithm. The derivation of the 

algorithm in Section 4.2 uses this equation. 

Finally, as was mentioncd, Equation 4.8 accurately describes the effective transmitter 

se en at a receiver suffering from SFO only in the case that the receiver samples in the ISI­

frce region of the cydic prefix. For instance, for an AWGN channel and a rcccivcr with 

an OFDM window that is initially perfectly aligned with the transmit data, a circulaI' 

shift of Ng samples is allowable in one direction, while in the other direction, a shift of 

one sample will result in !SI that is not accountcd for by the transmittcr model. In order 

to include the effect of ISI at the receiver, the transmitter must be able to simulate the 

effect of a dock drift. This is accomplished by an adjustment of the transmit OFDM 

window by the insertion or removal of a time domain sample. In this way, the stream 

of time domain samples will appear shifted at the receiver. In order to maintain data 

consistency, samples will always be added to or dropped from the cyclic prefix. When 

a sample is added, the prefix length for that particular OFDM symbol is Ng + 1 and 

when a sample is removed, the prefix length for that symbol is Ng - 1. The value of 

m = lNs + JV.q + n in Equation 4.8 is then reduced by the appropriate amount at the start 

of the data portion of this modified OFDM symbol in order to account for the change 

in the transmit window. As opposed to tracking n and l, the value of m is tracked by 

the transmitter to obtain better granularity during this change. 

The condition for a modification in the length of the prefix for a given symbol is that 

the last sample of the previous symbol satisfies 

Iml > 1 (4.9) 

ln this case, adjustment to the prefix is made, and the value of m is modified according 

to 
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m new = molri -ll~IJ (4.10) 

Since changes in the transmit window can only occur at OFDM symbol boundaries, the 

value of m = lNs + Ng + n may momentarily have an absolute value larger than one. 

ln this case, ISI will not be simulated by the transmit ter when the recciver's OFDM 

window matches the data exactly. For this reason, the reccivcr being uscd with this 

transmit model must always sample the OFDM symbol carly (begin the window inside 

the cyclic prefix) by at least one sample in order for the transmit and reccive pair to 

always simulate the true effec:ts of a SFO. Although this may seem to be an impractical 

assumption, the practice of early sampling in the receiver is already common, since it is 

us cd as a protection mechanism against ISI caused by imperfect recciver timing [24]. In 

addition, if this assumption is not used, the consistency of the transmit model is only 

affec:ted for one OFDM symbol. 

The figure below shows a practical OFDM transmitter and a transmitter modified 

so that it can model the effec:t of SFO without any oversampling. 

Cyelie Prefix 
Insertion 

x(t) 

~--.u,AC 

T 
Praetieal System 

One-sample 
window adjust 

Digital Madel 

W(I) 

y(t) 

--~-H--~ADC 
Yn 

T' 

Modified Overall f---I~-+---l~+-+_Y_n ... 
Digital Channel 

il 

Fig. 4.2 Digital Model of an OFDM Transmitter with SFO 

As mentioned, the window adjustment in the transmitter is used to maintain a con­

sistent simulation mode! by causing ISI in the case of an FFT window drift. This window 

adjustment is independent of the one performed by the receiver described in the next 

section, which is performed exclusively for ISI avoidance. 

Consistent with Equation 4.6, the interference fJn is added as noise at the receiver. 

The effect of this interference, nonetheless, is minimal, and its effect is ignored in the 

derivation of the estimator in Section 4.2. To confirm this, if Tl is sufficielltly small, 

and since the sampling period T' is generally in the nanosecond range [13] [14], then 
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cj27r6.f(loriT') ~ ej27r6.f(tnriT') and the interference term can be approximated as 

v-l 

(3n ~ L ŒiC.i27r6.f(toriT') (IFFT{X1}N_i - IFFT{X1}rJ· (4.11) 
i=n+l 

From the limits of the summation in Equation 4.11 we see that only the first few 

sarnples of the frame are affected by the interferenee sinee the path gains Œi tend to die 

off rapidly. Since the behavior of the estirnator over the entire symbol of N samples is 

dcsired, we can ignore the effcct of the interfcrence on the first sam pic at the rcceiver. 

This interferenee is nonetheless added in the transmit ter, sinee it is part of the effect of 

the SFO and must be simulated. 

4.2 Derivation of the Estimator 

Derivation of the joint CFOSFOCE-C algorithm follows the same strategy as the deriva­

tion of the joint CFOCE-C algorithm. The same motivations of Section 3.2.1 arc followed 

with a slight modification due to the fact that a SFO cannot be modeled purely in the 

time domain in a simple manner. This modification results in a more complicated design, 

since the cost function must include the expression for the IFFT in order for estimation 

error computation to be performed in the time domain. The increase in complexity 

results in the need for introduction of a damping mechanism in the tracking of the SFO 

parameters to avoid oscillations in the received tone constellations. Generation of the 

initial guess for this joint estimator is the similar to the method discussed in Section 

3.3.1, and is outlined in this section. 

4.2.1 Non-Linear Function Development 

A SFO is difficult to represent in the time domain due to the presence of fradional 

offsets. In the time domain, the effect of the offset can only be expressed in tenns 

of an interpolated version of the transmit signal, and the interpolating function will 

change with time due to clock drift. In the frequency domain, a SFO is much more 

easily modeled by multiplication in the IF FT definition of the transmitted value on 

each subcarrier by a complex exponential whose phase increases linearly with time. 

This is analogous to how a CFO, which is a frequency domain phenomenon, is modeled 

by multiplication of the received time domain samples by a complex exponential with 

linearly increasing phase. 

An expression for the reeeived tirne dornain sample when affected by CFO, SFO, 
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channel distortion, and possible timing offsets was given in Equation 4.6. In this ex­

pression the SFO is modeled in the frequency domain as required. In addition, this 

expression treats 8FO and timing offsets in the same manner, so that a timing offset 

caused by dock drift can also be tracked in the joint estimator. The assumptions needed 

to ensure that Equation 4.6 provides a correct model for the received time samples un der 

synchronization errors and channel distortion are: 

1. Clock drift must never cause the beginning of the FFT window to leave the ISI 

free portion of the cydic prefix. This is because the transmitter model in Section 

4.1 does not account for ISI-induced ICI. This requirement will be ensured by an 

FFT window adjustmellt to be explained in what follows. 

2. The interference sampI es given in Equations 4.7 and 4.3 must have little or no 

effect on the estimator. This can be assurned, since only the first 2-3 sarnples 

of the interference are non-negligible and the estimator has the remainder of the 

frame to recover from their effect. 

3. The assumptions about the channel frequency response and the transmit and re­

ceive filters made in Section 4.1 hold. 

Under these three a,."lsumptions, the estimator can be designed using the data model of 

Equation 4.6 to serve as the non-linear function JO. 
As in the case of the estimator derived in the case of perfect sampling dock syn­

chronization, a gradient vector with an unbounded magnitude is avoided by introducing 

the parameter () to account for the cumulative CFO, and an additional parameter <p to 

account for the cumulative SFO. These parameters also account for initial phase offset 

in each of the respective docks. The resulting coefficient vector bcing estimated is 

(4.12) 

whcrc the subscript (n, l) indicates the estimate of the coefficient vector at the compu­

tation of the estimate of the observation Yn,Z. The non-linear function estimating the 

received samples now becomes: 

(4.13) 
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where 

{ 

N-l } . = ~"X .j2'J.f'; .j2;/(fi+~) 
x mn ,! - N ~ k,lC C , 

k=O i=O,l, ... ,N-l 

(4.14) 

Xk,l is the transmitted complex element for the kth tone of the lth OFDM symbol, 

and (@)n represents the nth element of the convolution of the two N point sequences. 

Because the channel must be represented in time domain and the effect of the SFO in 

frequency domain, the IFFT expression and the circular convolution must be included 

into the expression for the received samples. It is further noticed that the presence of 

a circular convolution as opposed to linear convolution forces us to estimate only the 

data portion of the received samples, and hence the cyclic prefix cannot be used as 

input to the estimator, as it was in the CFOCE-C algorithm. The gradient vector of the 

non-linear function in Equation 4.13 is given in Appendix C. 

4.2.2 Receiver Implementation 

A receiver that accounts for SFO will require an FFT window adjustment. In the 

demodulator, FFT window adjustment occurs at the beginning of every frame in which 

the following inequality holds 

I~I > 1 (4.15) 

By performing window adjustment, we prevent sampling clock drift from moving the 

current FFT window out of the ISI-free portion of the cyclic prefix where the estimator's 

model in Equation 4.13 would no longer apply due to the presence of ISI-induced ICI. 

In practice, the receiver should remain in the ISI-free region to avoid degradation of 

performance from ICI. 

When the inequality in Equation 4.15 holds, the cumulative parameters must be 

updated to refiect the change in the location of the FFT window. As a result, the 

following operations must be performed to ensure proper adjustment of the FFT window. 

~ 

1. If 1; is positive, a cyclic prefix of Ng - 1 is assumed for the CUlTent symbol in order 
~ 

to advance the FFT window by one sample. If q; is negative, a cyclic prefix of 

Ng + 1 samples is assumed for the current symbol in order to delay the window by 

one sample. 

~ ~ 

2. If q; is positive, q; is decreased by 1 before it is used to demodulate the current 

frame, and serve as the current estimate in the estimator module. If q; is negative, 
~ 

q; is increased by 1 instead. 
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3. If;;; is positive, (21l"ê) / N is subtracted from the value of ê before ê is used in CFO 

removal in the current symbol and update in the estimator block. If r/J is negative, 

(21l"Ê) / N is added to ê. 

Figure 4.3 below shows a block diagram of a demodulator that uses the joint CFOSFOCE­

C algorithm. 
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Fig. 4.3 OFDM Demodulator with the joint CFOSFOCE-C Algorithm 

In the demodulator, FFT window adjustment occurs at the beginning of every frame 

in which inequality 4.15 is satisfied. The CFO is corrected in the time domain as in the 

case of the CFOCE-C algorithm. 

In the frequency domain, a multiplication of the tones by e-j2
;/4>(N/2,1) to correct for 

the CFO is added to the frequency domain equalization. This does not remove the ICI 
~ 

cause by SFO completely, however. Ideally, sinee r/J increases linearly within a single 

OFDM symbol, the IFFT definition would have to be modified to rcmove the SFO 
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correctly. However, since this would introduce considerable overhead in the receiver, 

and since rI is assumed smaU, a fixed value of <P is assumed over a symbol. This fixed 
~ 

value is chosen to be the value that <p would have in the middle of the current frame in 

order to minimize the error that this simplifying assumption causes. For small values of 

N typical of burst-mode systems such as IEEE802.11a, this approximate removal of the 

effect of SFO is sufficient. For systems with lar·ger FFT sizes, a method for correcting 

the SFO on a samplc-by-sample basis is preferable. This is reserved for future study as 

mentioned in Chapter 5. 

The estimator block functions on a sample-by-sample basis as in the case of the 

CFOCE-C algorithm. Although the expression for Yn,l involves a circular convolution, 

linear convolution following the addition of the cyclic prefix to the transmit sequence is 

used to generate Yn,l for simplified implementation, since the two methods are in fact 

equivalent. As a result, the portion of the estimator which generates Yn,l is again an FIR 

filter, as in the case of the CFOCE-C algorithm, making it simple to change the taps of 

this filter at the generation of each new coefficient vector. The error used as input to 

the NL-RLS is generated only for the time domain samples corresponding to the data 

portion of the OFDM symbol. 

The details of the receiver used in simulation of the estimator are identical to those 

described in Section 3.3.1 except for generation of the initial guess. To generate the 

initial guess within the preamble, the aU-zero coefficient vector is first used. For the first 

long training symbol, the gradient for the CFO and SFO parameters is set to zero. For 

the second long training symbol, the gradient with respect to 'Tl and <p only are forced 

to zero, which allows adaptation of the CFO parameters and refinement of the channel. 

FinaUy, when the data phase begins, the gradient as computed in Appendix C is used. 

4.2.3 Timing Parameter Damping 

The receiver described in the previous section can be shown by simulation to have timing 

adjustments in the frequency domain that are too sensitive to the error used in the NL­

RLS update. This sensitivity results from the combination of having the IFFT in the 
~ 

non-linear description of the system, and using the same value of cp to perform SFO 

compensation for aU samples in the same OFDM symbol. The observable consequence 

of this sensitivity is that the estimate of the SFO parameters, although unbiased, varies 

widely around the actual value. In the receiver, this translates into an underdamped 

oscillation of each received subcarrier constellation. 

To reduce the amplitude of these oscillations, a damping mechanism was introduced 
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into the estimator. This mechanism was implemented using two modifications to the 

joint CFOSFOCE-C algorithm. Firstly, the estimator is made to track larger values 

of the timing parameters by modifying the gradient expressions so that the unknowns 

being estimated are rry and r;t;". This is described in Appcndix D. Sccondly, the change 

in rry computed by the NL-RLS at each iteration was reduced by dividing it by a factor 

of n. The values of rand n which produced the best damping over a wide range of 

SFO's was r = 1000 and n = 100. These values are used in the performance evaluation 

of the estimator. 

4.3 Performance Evaluation of the Estimator 

The CRLB is derived for the new signal model presented in this chapter that accounts 

for a SFO. In addition, the BER performance of a receiver based on this joint estimator 

is compared with another representative method to evaluate the impact of the two 

main contributions of the estimator, namely the joint estimation and the time domain 

modeling of aH synchronization and channel parameters. 

4.3.1 CRLB for the Joint Estimator 

The derivation of the elements of the FIM and the CRLB for the joint estimator is pre­

sented in Appendix E. Figures 4.4, 4.5 and 4.6 below show the variance of the estimators 

of the CFO, SFO and CIR respectively for an exponentially decaying Rayleigh fading 

channel with SNR of 35dB. The variance of each is compared to the CRLB. Both the 

CFO and SFO variance show oscillation since the estimates tend to be unbiased at these 

instances, owing to the introduction of () and 4> in tracking the CFO and SFO. The ap­

proximated compensation for the SFO, and the introduction of damping also contributes 

to making the variance of these quantities considerably higher than the CRLB. Despite 

oscillations in the frequency offset variance, the channel estimation remains very close 

to the CRLB throughout the duration of the packet. 
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4.3.2 Performance in a Practical System 

The CFO and SFO estimates from the CFOSFOCE-C method tend to have a large 

variance when compared to the CRLB due to the use of tracking. Use of tracking is 

required in order to use the NL-RLS to estimate the frequency offsets using a time 

domain model. Despite this large variance, the performance of the joint CFOSFOCE-C 

method remains superior to existing joint estimation methods which consider the effects 

of CFO and SFO in the frequency domain only. The CFOSFOCE-C also has the distinct 

advantage that it can inherently track drifts in the optimal position of the FFT window. 

The gain of utilizing a time domain model is evaluated by comparing the CFOSFOCE­

C method to a two-dimensional least squares joint estimate of the CFO and SFO pre­

sented in [7]. This method, referred to in the remainder of this thesis as Method 3, 

modcls the cffect of the CFO and SFO in frequency domain, but simplifies the modcl 

to ignore ICI in or der to make the estimation problem linear. Estimation is donc by 

assuming that the phase differenee between the kth tones of two adjacent symbols can 

be expressed as 

(4.16) 

Although frequency offset correction is not discussed in [7], sinee the model considers 

only the frequency domain compensation by rotation will be the method of correction 
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assumed. Finally, since [7J does not discuss channel estimation, and given the low 

variance of the channel estimates by the CFOSFOCE-C method observed in Section 

4.3.1, perfect channel knowledge is assumed when simulating Method 3. 

Figures 4.7 and 4.8 show the BER performance of the CFOSFOCE-C method and 

Method 3 described above for both AWGN and exponentially decaying Rayleigh fading 

channels with CFO of 3.2 x 10-3 and SFO of 5 x 10-5 . These values of the frequency 

offset represent approximately 3 times the allowable tolerance of the oscillator docks in 

an IEEE802.11 system as specified in [14J. The given SFO is also sufficient to pro duce a 

one sample drift in the FFT window so that the window tracking portion of the algorithm 

is also tested. 
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Even in the case where perfect channel knowledge is available to Method 3, the 

CFOSFOCE-C method shows a gain of at least 1.5 dB for BERs below 10-3 in an 

AWGN channel, where ICI is the dominant distortion. The gain increases for larger 

SNR as expected. A gain of at least 1.5 dB is maintained for an exponentially decaying 

Rayleigh fading channel as weIl. This gain shows the improvement of the CFOSFOCE-C 

algorithm despite ignoring initial samples of interference in the signal model derived in 

Section 4.1 as weIl as the approximate compensation scheme discussed in Section 4.2.2. 

4.4 Chapter Summary 

In this chapter, the CFOCE-C of Chapter 3 was modified in order to account for the 

effeds of SFO and dock drift. The resulting CFOSFOCE-C algorithm exhibits relatively 

low estimator variance for an FFT size of 64, considering the approximate compensation 

scheme used. The algorithm also shows a 1.5 dB gain in performance over the joint 

algorithm presented in [7] for both AWG N and exponentially decaying Rayleigh fading 

channels for practical values of CFO and SFO. 
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Chapter 5 

Conclusion 

The aim of this research was to develop a joint synchronization and channel estimation 

algorithm for burst mode OFDM. It was shown using analysis and simulation that a 

joint approach is superior to performing independent synchronization and channel esti­

mation, and that a time domain estimation algorithm is superior to a frequency domain 

estimation algorithm due to improved estimator performance and increased robustness 

to decision fccdback errors. 

This chapter provides a summary of this thesis and suggests topics for future research. 

5.1 Thesis Summary 

The topic of synchronization and channel estimation in OFDM is presented in Chapter 

1. The importance of synchronization in burst mode OFDM systems is outlined, and the 

problems related to performing synchronization and channel estimation separately are 

explained. The benefit of developing a joint algorithm for synchronization and channel 

estimation is given. The main objective and contributions of the thesis are also discussed. 

Given the objective in Chapter 1, the background required to understand the im­

portance of and difficulties in developing a joint synchronization and channel estimation 

algorithm for burst mode OFDM is present cd in Chapt cr 2. The relationship between 

orthogonality and frequency domain equalization is demonstrated to show the impact 

of inaccurate synchronization on channel estimation. Wen known mathematical expres­

sions for the effect of synchronization offsets are presented in order to explain traditional 

synchronization techniques in the literature. The NL-RLS is introduced as the tool for 

development of a joint synchronization and channel estimation scheme which addresses 

the shortcomings of traditional joint methods. 
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In Chapter 3, the NL-RLS is used in the derivation of the joint CFOCE-C algorithm. 

We see that such a technique can have several applications in burst mode systems. 

Simulation results show that the algorithm provides a low variance estimate of the CIR, 

as wen as a sufficicntly low variance estimate of the CFO when the tracking nature of 

the algorithm is taken into consideration. Simulation also shows the advantage of a joint 

approach to synchronization and channel estimation in the presence of only CFO. The 

timc domain approach utilized by the CFOCE-C is shown to be better that a frequency 

domain approach, primarily due to the reduced number of parameters estimated, and 

thc robustness to decision feedback errors. A method for obtaining the initial gucss for 

the CFOCE-C is presented, and the requirements on the preamble sequencc length, and 

the CFO supported are given. The CFOCE-C maintains a 2dB gain over the best of the 

two methods presented in this section for an initial CFO of up to 10-2 . 

In Chapter 4 the sensitivity of the CFOCE-C to SFO is addressed by derivation of 

the CFOSFOCE-C algorithm, which takes into account SFO as weIl as FFT window 

drift cause by SFO. Simulation results are obtained by using a simulation modcl for the 

effect of SFO that is also derived in this chapter. These results show a performance gain 

of at least 2dB over a joint estimation algorithm which uses a linear estimation model. 

The CFOSFOCE-C algorithm is also shown to have low CIR estimate variancc with 

respect to the CRLB, while the CFO and SFO variances are considerably low when the 

nature of the algorithm is considered. 

5.2 Future Research Work 

The joint synchronization and channel estimation schemes developed in this thesis are 

promising for use in burst mode OFDM systems. Some suggestions for future research 

in the context of the work presented in this thesis are listed below. 

• This thesis presents only a limited analysis of stability and steady state perfor­

mance due to the difficulty in deriving the correlation matrix of the weight er­

ror vector. This complexity arises due to the dependence of the input vector to 

the CRLS (which is the actually the gradient of the non-linear function) and the 

current estimate of the weight vector. Further work can be done to overcome 

this difficulty and characterize the convergence and steady state behavior of the 

CFOCE-C algorithm more precisely. An analysis of the convergence and steady 

state behavior of the CFOSFOCE-C can then also be performed . 

• The RLS algorithm is known to be unstable under finite precision arithmetic. A 
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study of the stability of the NL-RLS, and of the joint synchronization and channel 

estimation algorithms presented in this thesis under finite precision arithmetic 

would be beneficial in order to allow application of these algorithms in a practical 

system. For a software-based implementation of the NL-RLS, snch an analysis is 

not necessary and the resnlts obtained in this thesis are valid. 

• This thesis deals with burst mode systems, in which case the channel parameters 

and frcquency offscts are assumed fixcd for a single burst. The effccts on the 

presented algorithms of variations in the channel and frequency offsets during the 

bursts is beyond the scope of this thesis. However, this analysis could be beneficial 

in the development of joint synchronization and channel estimation techniques for 

continuons mode systems. 

• Along these lines, the feasibility of switching from NL-RLS to a non-linear version 

of the LMS once convergence is achieved can be evaluated. An LMS-type algorithm 

during the data phase of the burst may eqnip the CFOCE-C and CFOSFOCE-C 

algorithms with better tracking ability, as noted in [44]. Again, such an analysis 

would be beneficial in the study of synchronization and channel estimation for 

burst mode systems, but is unnecessary for analyzing burst mode systems. 

• Compensation for the SFO in Chapter 4 was done by assuming the same phase ro­

tation for all samples in the same OFDM symbol. In other words, while estimation 

considers the sample-by-samplc effcct of the SFO, SFO correction is pcrformed only 

on a symbol-by-symbol basis, not a sample-by-sample basis, thus ignoring the ef­

fect of SFO within one symbol. Although this compensation is acceptable for small 

FFT sizes which are typical of most burst mode systems currently being used, the 

ICI for larger FFT sizes could be considerable. A modification of CFOSFOCE-C 

which compensates for this effect without adding too much cornplexity is desirable. 

Such a modification could be desirable for future high data rate applications that 

may use a larger FFT size. 

• Both the CFOCE-C and CFOSFOCE-C algorithrns have been developed for single­

input, single-output (SISO) systems. Extension of these algorithms to a multi­

input, multi-output (MIMO) system would require future work. Particnlarly, if 

joint detection is performed in a MIMO system, each receive antenna would have 

a diffcrent CIR estimate, but the same frequency offsets estimates. An exten­

sion of these algorithm to MIMO systems would have immediate applications in 
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IEEE802.16 [45] which specifies the use of multiple input single output synchro­

nization and channel estimation using a single preamble. 



Appendix A 

Gradient Expressions for Joint 

CFOCE-C Method 

The non-linear function for estimating the received sample Yn at time n is 
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(A.l) 

The gradient vector consists of the vector of partial derivatives of the non-linear 

function with respect to each of the variables. The partial derivatives are given below. 

Vf( . ~) - [Df(œi'w) Df(œi,W) Df(œi,W) Df(œi,W) ] T 
X~,W - Dho' .. , Dhv-l' Dê ' aô (A.2) 

(A.3) 

(A.4) 

(A.5) 
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Appendix B 

CRLB Derivation for Joint 

CFOCE-C Method 

The data model for the received time domain samples (before removal of the cyclic 

prefix) used to derive the CRLB for the estimator is 

v-l 

Yi = ej(oo+2~' (Hl)) L hrXi-r + Wi; i = 0,1, ... ,M - 1 (B.1) 
r=O 

The noise sampI es Wi are complex independant Gaussian with variance 0'2 so the 

likelihood function is given by 

L = p (Yo, YI, ... ,YM-l 1 E, 00 , h) 

{ 
M-l v-l 2} 

= 1 exp _~ ~ y. _ ej(oo+2~«i+1)) ~ h x._ 
( 2)M 2 ~ ! ~ r ! r 
rra a i=O r=O 

(B.2) 

The second order partial derivatives of the log of the likelihood function in equation 

B.2 are given below. 

(B.3) 
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82ln(L) 2 M-l 
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q 0 a, x 2
-

q 
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82ln(L) 2 (21T) M-l 
8Re{h
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82ln(L) 2 M-l 
8lm{h
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2 1
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} 2 a '-0 q 2-
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8Re{hq}8lm{hq} 

82ln(L) 2 M-l 

-- q}8Re{hp} -/. = - a2 L Re {Xi-qX:_p} 
qrP i=O 

82ln(L) 2 M-l 
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(BA) 

(B.5) 

(B.6) 

(B.7) 

(B.8) 

(B.9) 

(B.10) 

(B.11) 

(B.12) 

(B.13) 

(B.14) 

(B.15) 

The elements of the FIM are obtained by taking expectation of the above second 

order partial derivatives. The entries the negatives of the expectations given below. 
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(B.l6) 

(B.l7) 

E {éJ2ln(L)} = _~ M-1 { v-1 2} 
885 a 2 L L h"Xi-r 

i=O r=O 

(B.l8) 

(B.l9) 

(B.20) 

(B.2l) 

(B.22) 

(B.23) 

(B.24) 

(B.25) 

(B.26) 

(B.27) 

(B.28) 



Appendix C 
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The non-linear function for estimating the received data samples (after removal of the 

cyclic prefix) is given by 

(C.l) 

where 

. - 1 LX j27rki j27rk(r,+/jJ) 

{ 

N-l } 
X = - kle N e N 

mn,l N ' 
k=O 'i=O,l, ... ,N-l 

(C.2) 

The gradient vector of the non-linear expression with respect to the coefficient vedor 

is given below. 

aJ(œm n ,I'Û1) 

aTto 
aJ(œm n ,l'Û1) 

8ft] 

aJ(œ:"n,l ,'ÛJ) 

ah,) __ l 
aJ(œmn,l ,'ÛJ) 

ai: 

aJ(almn,l'Û1) 

aô 
a/(alm n ,l'Û1) 

ar, 

aJ(almn,I'Û1) 

a/jJ 

(C.3) 
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(C.5) 

(C.6) 

Bj(Xmn,l,iiJ) j(ô+ 27r Ê) \{ 1 NL:-
1 

.27fkX j27rki j27rk(7J+</»} h-) (C 7) -----'--=e N - J- kle Ne N ® 
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Gradient Expressions for Joint 

CFOSFOCE-C Method with 

Damped Implentation 
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When damping descibed in section 4.2.3 is applied, the non-linear expression for esti­

mating the received samplcs is given by equation C.l with the modification given bclow: 

{ 

N-l } . 1 . 211:ki . 211: k fi 1!... 
x _ -" X k le.1 N el N (1' + r ) 

mn,l N~' 
k=O ·i=O,l, ... ,N-l 

where 

The coefficcnt vector bcing tracked in this case is 

(D.l) 

(D.2) 

(D.3) 

(D.4) 

The gradient vector of the non-linear expression with respect to this modified coef­

ficient vector is given below. 
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8f(œ~n,1 ,ÛI) 
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8i 

Df(œmn,l'ÛI) 

DÔ 
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D~' 

(D.5) 

(D.7) 

(D.8) 
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Appendix E 

CRLB Derivation for Joint 

CFOSFOCE-C Method 

The data model for the received data samples (after removal of the cyclic prefix) used 

to dcrive the CRLB for the cstimator is 

(E.l) 

where, for simplification purposes, the following symbol has been introduced to represent 

the sequence involved in the convolution with the channel. 

{ 

N-l } 1 ·2rrki ·2rrk . X _ - """ X eJtr eJ7r (r/(mo,I+·/.+l)+,po) 
mn,l N ~ k,l 

k=O i=O,l, ... ,N-l 

(E.2) 

The allowable values of mn,l in equations E.l and E.2 are given by the expression 

mn,l = {ml, m 2, ... , mM} = {ZN.s + Ng + n 1 nE [0, N - 1], ZEN}. (E.3) 

The following symbols related to the sequence Xmn,l will also be of use in simplifying 

future expressions. 
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-_.:.... = - J - rno 1 + 1, + 1 k le- N e N 0,1 0 
8Xmn,1 _ { 1 NL:-

1 
. (27rk) ( ')X j27rki j27rk(11(m +i+l)+t/»} 

8 N N' " 
Tl k=O i=O,l,,,.,N-l 

(E.4) 

8' {N-l ( k) } xmn,l _ l. L:' 27r' X l' 27rki J' 27rk (r](m +i+l)+A.) ----,-----'-'':'':' = - J - k le- N e N 0,1 '!JO 

8cpo N N " 
k=O i=O,l,,,.,N-l 

(E.5) 

Given that the noise samples wmn,l are complex, independant Gaussian samples with 

variance a2 , the likelihood of the received samples is 

(E.6) 

The second order partial derivatives of the log of the likelihood function in equation 

E.6 are given below. 

mM 

:2 L: l±inn ,112 
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82ln(L) = 0 
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(E.16) 

(E.17) 

(E.18) 
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(E.19) 

(E.20) 

(E.21) 
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(E.24) 

(E.25) 

(E.26) 
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The clements of the FIM are obtained by takillg expectation of the above second 

order partial derivatives. The entries the Ilegatives of the expectations givell below. 

(E.31) 

(E.32) 
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2 } mM E 8ln(L) 2 ''1.p * 
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(E.33) 
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