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" This thesi~ addre~ses the problems,of quantization and coding' rir discrete c()sine .. "'.,.. ... . 
, " . 

transform block coefflcient,S' •. Block quantizers subjectively adapted to the human 
, ' • 1 '. 

1 .. 

visual system a~e investigated, foll<?wed by CI, ~tu~y ofblock coders using a combi-
, ... ' 

nation of run length and Huffman coding techniques. Two and thtee-d.i~;nsionaI 

processing ~re investigated with, h~wev.e~, a str6n~ emphasis on two dimension al 

proces'sing. Quality _of the cJded images' is, given a",prior!ty over, b:andwidth corn":' . ~". ..... . . 
pression. A coder operating at the threshold of impairment perceptibility is sought ... , . . , 

- 1 1 • 

for n~tural images and ma~ ma4e objects making the bulk. of televi~ion programs. 

A verage)bit rates b~low 1.5 bits per pe!.are ac}lieved wit~ two-dime~sional discre.te.. \. 
• '" of .. _ , 0 

'cosine transfqrIl1: and '1.0 bit per pel for thre~dÎIpensio~al processing. 
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C~tt~ thèse est ·cdnsabé.e à J'étude de quantificateurs et.codeurs de blocs pOUf 
t.f CIo" , 
If: , . • ..• 

" 

1:1 

la transfor1né~ en'cosinus. Les quantificateurs de blocs sont è.daptés spécifiquement. , 
:_, f 

au caractéristiques du 'système visuel humain: Les codeurs de blocs subséquents font. 

appel aux ~é<:~'n,iqu~s de' codage lr pl~ge et de codage de Buffman. Le traitcIllf'ut 

bidt~ensi~rinel et tridimensionnel ~~nt étudiés avec toutefois une' nt'ttc émpl1aS(\ sur 

'le traitement bidimensionnel. La qualité de l'image a ici préséance sur la réduction -
, 

d,u-débit. La rec!Ierche porte plus spécifiquement SUr' un codeur opérant au SCllil d(; 
. ,: \ . 

perception de distorslon pour des images naturelles ou d'objets courant formant le 

gros, des progr!lnunes de télévision. Un débît moyen inférieur à 1.5 bit par pixel est 
,. .. 

atteint en codage bidimensionnel et 1.0 b.it par pixel en trait,f~ent tridiII.lensiom,(~l'. 
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Chapter 1 
, 

Irltroduction 
1 

Digital transmission and storage of images has gained consi'derabla importanc(' --
in the past decade .. Applications ~re varied: High Definition TV, teleconferencing, 

.J - . 
transmission of pictures from obsérvation satellites or over telephone lin('s, storagc 

of pictures in computer databases and many JR0t:,e. The reasons "for su~h an int"erest 
, , 

lie in the flexibility and ruggedness of digital transmission and processing as weIl as 

consistent picture ,quality. . \ . / . 

Th~ee steps are in'volv~d in the process ofi7nsmitting images?y digital mealÎs : 
• 0 

First, pictorial data is produced by sampling in space and time and then quantizing 

in brightness (or color) an analog and continuous scene. An appropriate sampling 

structure is chosen to minimize the number of pels required and avoid aliasing. 

~e majo;ity of ap~tions, h~wever, the sampling .• t;~cture i. dici.~d by 
. . 

the.available hardware or comp,tibility constraints, as for line interlace in televi-
, \ 

'"" sion. Secondly, the digital image is coded, transmitted or stQred, then received or . / 

retrieyed, and decoded. Thirdly, interpolation to ,a continuous and analog form is 
~ 

accomplished b~ projecting the image on a display and then low pass filtering by the 

eye and brai~ of the viewer. ~he choice of the sampling structure in the first step. 

should take into account specific..-prop~ties of the Ruman Visual System (HVS). 
o a 

In the second step, co ding can be further separated into source coding and t,.hannel 
J ... 1 J - 0 

- 1 -
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coding. Source coding removcs the redundant inforl!lation in the source~ the digital 

image, and produces a Dit st'ream. Channel coding converts this bit stream to a 
- . , -

format suitableJor transmission over the channel, be it an optic fiber, a telephone 

~_liIle, a' microwave link etc ... It may also add some red'undancy for erxor-contro!. 

From now OIl, coding will meal} source coding. 
/ 

Severar ~éthods are prësently used and many ar.e being investigatèd. The sim­

l'lest of aU, Pulse Code Modulation (PCM), consists of fixed length coding. The . - , 
, 

pictorial ~~ta is-directly channel coded. T~e tradeoff for such simplicity is bit rate 
, . ~~ 

or equivalently, bandwidth. For example a monochrome, 640x525 'pels/frame and 
~ 

30 frames/second digitatî'V wnere the luminance is quantized with 8 bits would 

require a bit rate of 80.6 Mbps r, For color, it would be even more. Transmitting 

at such high rates may-not be economically viable depending 'on the applications, . ~ 

Luckily, the pictorial d~ta is not tot. random since the color of adjacent pels 
• 0 , 

is highly correlated in space and time.~ In the fra,~w~~k of information and cod--. 

ing theory, the 'bit rate 1ean be reduced Slown to the en~ropy, allowing a saving of 

~bout 50% quit~ easily. However, the order of magnitude is still the same and going -

~_~b_elow the entropy would -resù1t in the alter&t1on of the pictorial data. B~t does 

such an alteration affect what the viewer sees ? ~t depends on the type an<f degree 
\ 

of alteration. The Human Visual System is a complex mechanism that is nQt very '-
f" (, CI , .. 

weIl understood. Psychovisual and neurophysiological experimentOspave led to sorne 
\ , 1 

" -
models of the RVS that closely describe certain phenomena but no general model 

- 0' o 
, c 

yet exists. Studies have shown that huge bandwidth compression can be achieved 
dl 

o 0 

by properly taking advantage of the properties of the HVS and trarismitting only 

what is actually perceived. A compression ratio of 100:1 with .. e'spect to P"CM is 

entisioned,' the p~oblem is in s.orting out the relevant information. 
o 

Image compression techniques vary greatly in complexity, quality"and efficlency. 

Simple ones such as DPCM are readily available for real time process}ng and achieve 

- e,-
1.... 

.. 
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a compression ratio of up to 2:h casily. Mor<, <,laborate t.edul1qu('s arhi(>ve lwU('r 

compression ratios but require cornplcx and expensive equipmellt. Th(' guality cri-
- , 

terion plays an important role in choosing a technique for a particular usc. White in ..... 

broadcast t~on' distortion can not be 'toler:ted, telec~nfere~cing requiremcllts " 

are less stringent. 

The w,ork presen;ed .. herc focuses on a partirular transform coding t.echnique, ~g 

namely the 'Discréte Cosine Transform (DdT) al?l>li('(l t.o IIlonochrOIIH' imN~('ry. . . " 
The pi~torial data, consis~ng of surcessiv<, fram('s of H x V· p"t'ls is dividcd illto 

N x M x K blocks of pels. For ~ still picture, K is equal to one. The peT is applied 

to the blocks yielding N X M x K real, less correlated coefficients, with m08t of 
• w .. ( 

the 'ene"rgy' concentrated into the lower 'frequency' coefficients. t The coefficient!:! 
. . 

are then quantized and coded for transmission. Two propcrties of the coefficients 

are exploita~le for bandwidt" r~duciion. Firstly, due to the energy co~IlPa~tio~l, 

many coefficients are often zero or have 8; small amplitude and may be efficicntly 
• • 1 

coded. Secondly, coefficients have different visu al significance dependin~ on 'their
f 

<! ,~ 

position within ,the tran·sf~rmed block and need not be qu~ntized with the !:!amc 

quantizer. There are.basicly two issues in neT corling: the pr~per quantization"f 
o 0 

• • . 
the block coefficients and their subsequent coding. l'he problem of quantization can 

U • 1:> 0 

be fUl'ther separated in two. T.ht selection .~f the best t~pe of .qUanti.zer to use, alld 

the assignment 'of a particular quantizer to each coefficient. They wiJ! he referred to 
<0 

as quantizer type and quantizer distribution. Both are closely ~lated to propertics ô 
• 

of the RVS. - . .. ,. 

o The goals in this thesis arE;! to deterrnine 8:' quantizer distrib~tiot;l for the nCT 
J • 

that. is weIl adapted to. the HVS, 'and find an efficient coding technique. 

Pr~vious wprk in this are~ is extensive. Notably Ericson [4], Griswold [5], Man-
_ ~ f... __ 

t Rigorously, the terms in quotes à.rë valid ~hly for the Fourier transfo!,;'a where energy and 
fr;quellcy are deûned, here they stll.Jfd ~iquivlI.lent tel'ms for th~ DCT. t 
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• . . 
nos and Sakrison [6] have used specifie models of the HVS to generatt) a weighting 

- . ~ ~ 

function. The coefficient are multiplied ?y the function and then quantizèd using a 
• , <1 

unique quantizer. The weighti'ng function is thijs eqpivalent to the quantizers distri-

bution. The results ~re.dfi!pendent on the accuracy.and completeness of the model.. 
t • 

Lohscheller [3] evaluated the visual effect o~ ea~h coefficient anô then g~nerated a 
b • 

- -

weighting function according 'to visual thresholds. The approach taken in thi~ thesis 
"" 1. ," 

is original in the sense that no model of the HVS is assumed. Visual experiments 

and subjective tests a~ ysed~tensh:ely to study the quantizer di~tributions that <. 

c , • ~, 

are best suited to 'the DCT. The quantizer distrlbutions are then model~d using 

pëtrametrical fu~ctions. Both .,three-di~ensional and tw~-dimensional DCT are in­

vestigated with a strong emphasis on the latter. Unifor~ quantizers were mostly"t 
-

used. A particular type of non uniform quantizet was also investigated. 

Concerning the subsequent blocR coding, the most reéent contributions are by 
, 

Chen and Pratt [7] who used a combinatioij. of Huffman and run length coding, and 
, 0 

by Saghri and Tescher [8] who usqd the concept of chain co ding to code clusters 
. 

of zero valued coefficients within a block. Variations,.on ·tJ:1e method orCnen and 
(J 

"ratt are investigated in this thesis. 

Chapter 2 presents the concepts of digital images and an introduction to image - . 
communication systems. A short survey of som~ coding method 1s then followed by 

~ 

a m~re d~tailed p'fesentation. of transform coding. Since the numan viewer is the 

last element in the chain, a review of the relevant properties of the human visual . . ' 

system conclu des the chaptet. ~ 

Çhapter 3 presents the work on the design of block qu~ntizers which are subjec-
o ' ~~ . . 

- tiv~ly adapted to the human visual-system. A function that automatic,ally generates 

& block quantizer from a given set of' parameters was obtained. Thfs function' allows 
... 0 > '] 

the quality of feproduce.d" images to be easily varied. A subjective" test witll a group 
• 0 () 

- ~ -
•• . "' 

, 
• 0 
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o 

... 
" .... 

of viewers was u~:[f to forl11aJlf assess the perfOr;llaIl('(' of this blork qURutizatioll 0 ' 

o 

me.thôd. 
, 

In "Chapter 4, efficient block coding techniques usipg Huffman and run length 
\ . ~ 0 

coding are investigated for specifie use on the DCT quantized blocks. Average bit 
... . 

rates of 1~5 bit" per pels for 'two-dhn€msional co ding and 1,0 bits pe.r pels for threc-
.. 

. , . 
dimensional processing were ,attained for images rated at around tht' ·thrt'sholct of . " 
perceptibility. 

17 • c 
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Chap.ter 2· Theoretical Context 

() 

• 
The purpolie of this chapt(ll' is' to present an overall view of the fields -related 

• C> 

to image tran;;mission s~tems, bandwidth' reduction techniques and vision. This 

will helv establish--a framewQrk upon whicn the
4 

more specific °topics relàted to 

quantization and co ding for Transform codinglcan be d~scussed. 

& The first section deals' with, digital co~~uni~i10n ~ystem~ ~n general. A nO'-

, tation and mathematical framework to characterize iII}ages is prèsented. Requh-e-
~ 0 

m~nts for transmission ortime v~ry~ng im~ges over ~ sin~le channe.l. an~ome tech-

niques for bandwidth reduction are presented. \:. , 
The second section foc uses on ~ansform coding in general and the discrete 

-cosine transform in particular. It introduces the problems arising from quantizing 
1 

Gand coding the transform coefficients. 
• 

! - Finally, section three reveâls the present sta~~ __ oLknowJedge_of the mechanism 
-~---~.~--~_-- - -'----- ..... g1J",' t 

of vision and emphasizes the' specifie properties of the Human Visuàl Syste~' that _ 
• 

are di(ectly" applicable to bandwidth reduction with the neT. 
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2.1 Digital Image Communication Systems 
o 

• 0 

The term 'image' has been used quite va~uely up to now. Before proceeding any 

further it is necessary· to better define what 'image'. means. In the context of this . . \ 

study, an' image ~epresents the distribution of light received on a limited portion 
, .. -. . r-

of a plane known as the receptor. This !ight may come from light emit.ting obj(~('ts 
-

like light bulbs, the sun -and LEDs or from ,the rcflect.ion OIl obj~('t.s and tlH' 

d·i sJ!rroun mgs. 
,0 

- Let C(x, y, t, A) represent the light re eived at the receptor in Watt/~2 / Il z. -It. 
- / 

is a spectrum of electromagnetic waves a d C(x,y,t, A).d..\ represcnt thetl>0wer pcr 

UI~it surface co~tained in~requency intervaI A,..\ +dA)-at position (x,y) and time t. 

In the case of the receptor being the eye,. ~' , t, A ~ is converted into a pcrc(~ption 

of color and intensity. In the, case of a camerà t be, it is converted into eledrical 

t\ ·signals. Restraining to monochrome imagery, the intensity of light, or luminaùc(!, 

may be de\ned as l 

L(x,y,t) = {CO V(A)C(x,y, Jo • (2.1) 

where V (A) Îs the lu minous sensitivity of the récepto t6 frequency A. For la still 

image, there is no motion and the luminance signal is i dependent of time (L (x, y) ) . 
. 

In general,the functione of an 'image communicat on system are 'to code the 
" 

signal L(x, y, t), transnijt it over a éhannel, and' decode it. This is s,mrnariz~d in 
\ 

Fig. 2.1. 

" 

C(z, y,t, Reeeptor Coder Decoder' ê(z,y,t, Â) 

Fig. 2.1 An Image Communication System 

l 
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"l,' ... THe m'ajor problem i,s to reduce the ,spatial and ternpor~ continuons analog iI!ten-

...' '" 
sity ~igl1a~ I(x, y~ t) into a one dimensknal sig~al, n,amely, a signal dependr-t on 

, • l ' r:i7 ~ 

tiIp.E1 onl,y. This 'requites 'sampling the intensity ~igpal in at least two dimensions. In 
, -

,bro~dcast television, the signal is"sampled in !the vertical and temporal dimensions 

(y and t) in a'line in~e~l~ce~ fashion. -A 'discrète image îm~lies' that sam'pling is' 
. , 

. pèrf~rmed in three di~ensions. A digital image is a discrete image in which the 
, \ .. , 

, ~m~~anèe srgn\al is al&o quantized.· 
;. 

2.1.1 Digital Images' 

. As seen in\\he ~re~ious 'sectio~, l!. digital image 'is a qu~tized sampled image, c-

, , 'l 
" The pr~~ent section explains t~e sampling a~d qu~ntizing~rocesses., , 

, 
Sampling 

• 
" , .f', 

A detai·Ied review 'of sa~pling of tlme varying imagery can beofound in [9]. 
, ~ 1 J 4 . . 

'·Basically, sampling,is the process of converting a_c~)fltinuous rJ'!presentation of the 

analog intensity sigI}al into a' discrete r~presentatio~. The resulting intensity sigllal 
/ ,"'". 

is thentdefined. as °a set (A) ôf discrete po~nts c'alled a.s~mplirig 1atlice. An element 
• • J 

" 
; • \ ~ \ 1 

of the lattice is called a pel (or pixel); meaning 'picture ele~nt'. The lattice can 
~ 

be formally represenned ~ , 
-

(2.2) 

, where VI: V2, vS ar~ the basis vect~~s ofthè·lattice ana Z ,the set ofinteger numbers. J 

'- ~ laUice i8 8: 'discrete additive abelian group. The basis' completely rcharacterizes . 

- . the sampling lattice. For praètical applications, only a portion of the lattice is'used, 

nt, n2, fi3 have a limited range. In order ta better understand this operation, the 

equivalent one-dimenslonal opexa~ion is puh;e m.odulation use~ in speech applica-. . 
, tion, telemetry, and in general f~r multiplexing se~era:I time ~ing signaIs OF the 

/ 
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same channel: The analog signal is s~lllpled at intcrvllls of T s('('onds, Fig. 2.2. nud 
~ , 

its ·samplin~ lattice may be expressed as: . , 

0 
~ 

f(t) 

--4. Sarrtple 

t , 
• 

0 

fs{t) . 

~ 
\ --l' 

'Fig. 2.2 Sampling of a unidimensional signal 

\ 

(2.3) 

In order to be able to exactly 'reconstrùct .the signal by interpol.ation.the sampling 

interval must be smaller than the inverse of twice the bandwidth of the signal 

(-Nyquist criterion). This is to avoid aliasing. 

1 

........... 
These limitations also hold for the sampling of images. The basis vectors of the 

~ 

fa:ttiè:e should satisfy certain const-raints in order1 to be able to reconstruct a contin~ 
~ ~ 51 

.uous image from the sampled one without distortion. The reconstruction process is 
~ J 

a three dimensional low pass filtering operation. When choosing 'a sampling struc-

ture, orie would l~e to minimize the number of pels THe main~aining an adequatc 

visual bandwidth. This means that the pels should be close enough to avoid aliasing 
, 

and the input signal should be low. pass filtered prior, to sampling.' Irowever, for 

many p.pplic~tions, compatibility with existing analog systems dictates the choice qf 

" the sampling structure. For example, television usesl ~ line inter lace scanning with 
\ ~ . 

defined vertical and temporal sampling rates. A frame at full vertical resolution . . 

consists of two fields sampled at twice the frame sa~pling rate. Field Hnes are alB~ 
, .-st • 

vertically displaced so as not to overlap. t The compatible sa1pple lattice sl10uld use 

t 525 lines/frame, 60 tfelds/second in 80me countries and 625 tines/frame, 50 fields/second in 
others. ' \ 

. " 
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the B8.md vertic~l and temporal scanning rate;;, Fig. 2.3. The hor\zontal sampling 

rate is çhosen by the de.«igner. 

" ...... _ ................................ -...... .. 
........ _-J-_ .... ~ __ ...... __ .... z .. .. 
........................ __ ....... 4_ .... .. ...................... --- .............. ","" 
.... -.... -.. -- .. ~---- ............ ~ .. ... 
:: ::::::::::::::: :::j::: __ '" __ ••••• ____ .A __ • _._ 

: ::: :::/~:: :::::::::: ;-::: 

................. ------ _ ...... -- ---

........... - - ~_ ............. - .... ~_.! .... _-- ........ -........................ .. 
el/en fidd: t = nT odd fidd: t == nT + i T • ellen fiW/: t = nT ( odd field: t = nT + }T . 

continuous line scanning dis~rete line scan,nÎng 

Fig. 2.3 Line lntèrlaced TV Frame ' . 
~ 

" 

/ , /' , 
~, 

\. 

1/ '1/ 
x x x • • • • • • . . - x x x 

x x x • • . , . · ' . 
" x x x, ... 

x x X 'II' • • .. • • 
1 Vl X x 1 ,J , 

v , . " 
Vs 1 t 1 x 

" x ie a horizontal Une 
, 

.' iB a pel 

... 
Fig~ 2.4 Projectio~ views 

" 

In the orthonormal reference system, the 'basis vectors fox: thls samplirtg lattice 
, . 

are (1,0,0) (0,1, i) and (0,0';1), Fig. 2.4. Tnese yeétors stand for-th~ horittontal 

sampling rate, te~poral even field s'ampling' ra,te, and 'the vertic~lly displaced odd 

field, respectively, AlI peTs are a Îinêar combinat ion of these ve~tors. Sin~e' this 
1 , , 

>sampllng lattice do~s not lend itsèlf to easy mathematical tractability, it 1s ,<?ften 

preferred to use a simpler iattice'with the ort~onormal basis vect~rs (1,0,0) (01,0) 
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'b.nd (0,0,.1) for mathematical processing.. Two solut.ions I\re us('d t,o <:(~lV(,l't t Ill' 

image sa,:Upled in the Hne i~terlaced fashion to an orthonormal sampling. Thr first 

soluÏion consists of merging the ~dd field ~nd the even field to g;t a fuU/rallw. This 

will he'called 'frame sampHng' in this t~sis, Fig. 2.5. In the second solution known .' . 
• < as 'field sampling', Fig. 2.6, the odd fields and even fields are vertically aUgncd. 

11 
x x 

x x 

, t ~ 

X i. a horizontal lin~ 

11 
x x 

x x 

x x • 

x x 

Frame ,ampling 

. . . 
Fig. J.5 Conversion to a F\ame $arÎl.pling Lattice 

11 
, . x 

t 
x i, a horizontal line 

. ,. 
11 

x x x x 

x x x x 

Field .ampling 

Fig. ~.6 Conversion to a Field sam:,\Lattice 

/1 

t 

t 

In both cases, digital processing of the images is much easJer. At display Ume, , .. . . 
the reverse operatioo is performed to return to line interlace scanning. The priee 

to pay isAhat, depending on the coding and processing done,· the quality of the 
- ~ 

recon~tructed image may he affected. , 

1 
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Quantization 

This section is about 8calar quantization of the original image so that further 
, , \ 

block quantizatton can be perfor~d by digital pr9cessing. Quantization i~he 

conversion.of an analog signal into 11 discrete representation. Quantization is a lossy 

operation sinee the analog signal ca?not pe converted back exactl~ from its d~screte 

reprcschtatioI).. Quantization thus introduces a distortion called quant~zation noise. 

(However this quantization I).oise may be imperceptible to the viewer.) .t\ quantiz~r 
, 0 

is fully described by its inp,ut-otitput relationship. For any real input value Xn $ 
< • 

x < Xn+l -the outp~t value xn is chosen so that the quantization noide is minimized. 

The set {x,J ~an be mapp~d into the set of integel's for conveniem:e. 

If ~he step s~e X~+l "- x~, (n ~ 1) is constant, the quantizer ~s caUed ~piform . 
. Otherwise it is a non-uniform quantizer. Prior to quantization, the luminance signal ~ 

1 _ 

goes through an exponential non linearity, z :::: yï, known as gamma correction in 

or der to compress its dynamic range. This is usually do ne by the camera itself. 

"'l'he resulting signal is then uniformly qûantized using 64 (6 bits) or 256 (8 bits) 
\ 

grey levels. The number of grey levels is a compromise between quality, storage afld 

transmission requirements. This method is subjectively near optimum [10]. 
\ . ./ 

To summarize, Fig. 2.7, a digital image is realized bY'sampling the luminanc~ 
'/); 

signal !lnd performing both ,gamma correction and unifor .. quantization. N ott.' that 

gamma correction may be done prior to sampliIlg. , 

Light .ft.eceptor 

• 

Dter S8.JD.ple Gamma 
,Correction 

Fig. 2.7 Digitalization of an Image 

- 1~-

Linear 
Quantbatlon 

.' 

pigital 
Image 
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From now on, if not othe.rwise stated, 'image' will actually mcan digitnl image 
., 9 -

sampléd with an orthonormallattice and will be denoted by I(i,j, k), WhCf<' f is 
~ a' 

the intensity of the signàl at the pel spatially located in (i,j), (i -= 0, .", N - 1), 
l r 

'. (j = 0, ... ,M -1), at time k . 

o / 
2.1.2 StatistiC'al Chara.cterization of Digital Images 

It is conv~nient to regar4 a real image as a sampl~ of a stochastic pro(·css. For 
• • ,,J 

continuous images, the function f(x, y,t) is assumed to he ~ memher of a continuom, 
- ~ 

th!'ee-d~mensional stocheastic process with spac'é vari~bles (x, y) and;imc variable 

~ (t). For digital images, f(i,j,k) is defined at discrete points-and has an integcr 

D. 

... 

". value. ) 

. - The mean, variance,·autocovariance and autocorrelation are widely used char-. 
,1 ... 

aqterizations of random processes and are defined below for discrete images. 

. ). 

r 
". 

. f' Mean. "'J' • 

JJ-J(i,j, k) = E [f(i,j,k)] 
,. 

, 
- ) 1 

Variance 
... 

} 

(2.4) 

... (72,(i, j, k) = E [(f(i,j"k»2J - (E' [f(i,i: k)Ü2 (2.5) -

A uiocovariance 
t, 

, 

K,(it,iJ' kt; i2,)2, k2) = E [f(it,it, kt} . !(i2,i2, k2)] , . . -\If (;1, Îl, kIl)· E If( j,d., k,lI (2.6) 

A utocorrelation 

(2.7) 

An image is said to be stationary in the strict sense if ail its moments lare 

unaffected ~hy shifts in the space and time origin. It is stationary in the wide sense 

- 19 -
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" 
(I<'bS stringent) if itb mean is constap.t and itl, autocorr~lation is dependent only on 

dl(' difference il.l the image'èoordinateb, (il - i2)'(jl - 12), (k l - k2) and not on their 
. 

individual values. 

For coflvenience, .images are orten modeled 4l.S samples of a 'first order Markov 
, ~ 

process. Arandon: process is fir~t order Markov if it is stationary and the correlation 
ego ... (L t) 

bctweeh points in the image frames is proportion al tg the distance between them. . ~ ., (] . , . 
, . 

WhiI(1 this approximation is close eno~gh to model certain natural scenes, it is Qot 
.- . 

weil suitad for' man made object.s whi~h exhibit patterns and high horizontal and ° 

vertical correlation. For example, a 'typical m~vle fr~me has a background that is out 

of focus put its objects or aét?rs of interest are in focus and u~ually exhibit details, 

sharp edges, patterns etc... ~ny global mathematical model, of imag~s 0 should be 

used with great caution. , 

It is subjectiveiy clear that sorne im'ages convey more 'information' than others. 

For example, a view of a chess board with the players in the middle{)f a gaine conveys 
, ,-

more info;mation than a View of sand dunes in the Sahara. The latter one oiers 

<:> uniformity, rew shades and few details while the former one ~ontains many more 

details to beOanalyzed (for example who is.winning the game, who are the players 
.é) - '. 

etc ... ). It w0111d be helpful to be able to Iheasure the amount'of information, but as 
'" co 0 .. 

usual, the hardest part is t6 define rigorously' what 'information' is. A generalized 

omeasure of inform'à.tion is the 'entropy H(S) defined as follows: , . 
o 

N· 
H(S) = -E P.(Si)10g2 P(Si) ~ - (2.8) 

° 
where S is a source with elements Si' (i = 1, ... , N) having the probability of oc­

currence p(si). This defines how manY}lits are necessary to c~de squrce elements 
'" 

on the average, and thus gives a quantitativec-vafue of the information contained in 
l) 

" the s,ource. It should lie. noted that this definition corresponds to the zer<?-,order 

entropy. It applies if the source is independent ana. identically distr.jbut~d (iidt and 

,.1./ ·f 
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IS a sample of a stationary randoIll process. h~mation canIlot he ('()dt'd lH'low 
o 

entropy without introducing distortion. For a digital image source, si stands for th(' 
o • 

integer grey s~ale value of the luminance f (i, i, k). In general, imagès. are Ilot i id 
o ,. \. .., 

processes and thus strictly speaking zero order entropy is not appropriatt' in this 
\ 

case. Higher order entropy definition should be used that takes into acco\ln~ the 
• 0 

pel statistics. However, for comparison purposes, this assumption may b(' mnd<, in 

o orcfer to determine the minimum number of bits per pel requircd for transIllittill~ 
\... ~' 

the digital image. o 

2.,1.3 Transmission of Digital Images 
o , 

~ , 

Given a digital image, consisting of a sequence of frames of N x M pela lincarly . " 
quantized with. b bits, the problem is to transmit it as efficiently as possible with 

the least p~rc~tible distortion. Figure 2.8 shows a typical communication system . 

Source 
Coder 

Original Image '--------' 

Channel 
Coder Channel 

.. 

Channel 
Decoder 

~------------~~-------------~ 
Digita~ Link 

Source 
Decoder 

r 

Fig. 2.8 Digital Image Communication System 

fi 

Reconstructed 

Image 

The source coder converts the digital image into a stream of bits. An efficient 

source coder will minimize the average number ~f bits per pels at its output. This 
) 

bit stream is transmitted over a digital lirik that is a8sumed to be errot freeuAt . ~ 

,the receiver, the .,Source decoder yields a\ reconstructed digital image Î w,hich can . 
then be displayed on a digital monitor. If the source coder does not introduce any 

distortion,! = Î, otherwise an error is introduced. 

\ - 15 -
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Therc exist methods to estimate the 'Ïmpact of such -errors. Objective measures 

give an exact value of the error while subjective measures rely on the perso:rral 

opinion of observers as to the ~ua1ity of the reconstrueted image or it~ d~gradation CI . ., . ' 
with respect to the original. The most common objective measure is the normalized 

omj:!an square er-rot N M SE and its derivative, the norJDali~ed signal-to-noise ratio 
, 1 

. NSN R given bY: 
f 
Ito 

L.~foL.~1 L.f=I[J(i,J,k) - Î(i,],k)J2 
NMSE = N M K • 2 

L.i=l L.i=1 L.k::=l[J(i,j"k)] " • 't ~ 

" 

• {2.9) '. " . 
>1 • 

NSNR = lOLOGlO(NMSE) ~ 

Although this mea:sure is mathematically tractable, it does not always corr~lat~,,~~.:,it çj:; 
",('1""~1 0 

weil V'ith subjective meas.!lres, ,A~ts have been ~ade to introduee Obje:t~~,Y.:,,~,; '" 
. " 

" measurf!s taking into account a model of the visual systE:m [6] [11] [12], (\4 " " 
• J 

, - f' '. 1 
The most appropriate measure of image distortion is the subjective measur~Jh-At \1 • 

'. ~ Q t-(1 
\." ' 

in volves the opinion of the the "viewer, The viewer is asked to express' his '~Î!i~Ï<'>n . 
.. Il ''il'' .. \ ... . ~/) 

re~arding the quality of the rec~nstructed im8;ge according to a 'di t~rtion ~·sti~le'. 
. . :s~ 

The CCIR has defined a few standard tests oriented toward parti lar needs' and 
'-- ' . 

,--..set _guidelines as to thE' manner these'tests should be conducted (r commendations . . 

450 and 500). The two.most often used distortion seales are the fiv :grade quality 

and' impair/iient seales in Table 2.1. 

5 
~ 

'4 

3 

2 

l' 

.,0 

Impairment Scale Quality Scaletl 

Imperceptible 5 . Excellent . 
Perceptible, but not annoying 4 Good 

'" '\. 

.. 

Sli~htly annoying 3 

)Annoying . 2 

Very annoying 1 

Table 2.1 Subjective Dist~rsion Scal~s , 
- 16 -
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. ,. 
, 'The qualit.y' scale is used to judge the overall quality of 1\11 imng(? without. lUI)' 

referen~e. The impairment scale is used to compare the quality of Il proç~ss('d (aud 

. presumably impaired) image with respect to the: origi~al, for example, to asseas the 

quality ~ !l coder. 

o 

2.1.4 Survey of Sorne Coding Methode 

Putting aside'.PCM (pulse .code modulation) which is not really a ('oIllpn'HsioIl 

techniquè~ four main classes of coding techniques exist, name(y, predictive coding, 
'Ill 

.. 0 

transform coding, interpolative coding, and nnally, miscellaneous techniques~ A 
o 

':l 
<> (.l t.,f.J 

brief description of each is given~below; a more comprehensive review can be found 
1) 0 , ' 

in [13] [14] [15~. 
, 

Predictive coding methods are spatiotemporal methods.· The image is scanned' 
" o 

and for each pel a value corresponding to a prediction error is tranSt;nittM. The 

prediction error is formed by the difference bEi~oween the<iam~;ance of the p~l and) 
. - , 

" 

prediction signal based on the lûminance of previously transmitted pels. This is in --. 

contrast with PCM wh~~e die luminance value is s~nt for cach pel. The error has a 

smaller range and variance th an the luminance signal. !ts quantized value may be ,.." 

coded for transmission using fixed or varja.ble length codeword~. The p~ediction m'Ry 

be one, two or three dimensional, with increasing_complexity and stQl'Rge (buffer) 

requirements. Adaptiv~antization and/or pledictors Cjl.n he used to enhance 

performances and ad~ to the image be~ng transmitted. Pr<!dictive coding can he 

implemented quite easily for real time use. 

" . fi transfoItn coding, the image is parsed into blocks and each block if! mapped 
\ 

to a transform block by a linear transformation. Seyeral transforma have ·nicc 0 

~Q • , 

1) • 

properties' that make them attractive for picture coding. They can decorrelate the 
\ . • ' f ' 

block to 'II: certain extent and pack energy into fewer coefficients. The coefficient~ 

- 17 -
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" 1 arc'·thus a more compact repvesentation of the image if adequately quantized and 

" coded. A more thorough review .will he presented in the next section. " 

ln interpolative co ding, a subset of pels are transmitted and the remaining 

on~s a~e interpol ted. For example ti'ed slihsampliIl;g may be either· horizo~tal, 

spatial, tempolial 

of transmiÙed 'el 

q a combination of them. ' In more complex sche~es, thè set ( 

. e~ts may d~pend on the im~ge itself in an a?aPtiv~ fashion:. • -

Temporal suhsampling with an algorithm that interpolate the ~kipped'frame using 

motion compensation techniques show promise. 

ln hyb~d codin~, a combination"ofthe above co~ling technique is used to further 
~ ,~ 

Il • 

reduèe the bit rate. For example spatial DPCM.and teomporal subsampl~ng ~ith 

motion compensation. 

2.2 Transform Coding , 
0< 

The transform co ding process ià indirect. A unitary lim;-ar transformation is 

, performed on the image data to produce a set of transform coefficients w hich are 
\ . 

, ..the1l' q~ahtized and coded for transmis;ion.. In praotical systems, the image is 

~ 

divided into smaller blocks and the transform i~ performed on the blocks rath~r 

t,han on the whole image. The receiver decodes the block and performs th.e inverse 
.r- b i "n ,0 , 

- 0 , 

transformation.- Fig. 2.9 portrays a communièatioil system based on transfrom 

( 
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Segmentation Block Block Block ••••• 

?~~;:al ,--_i_n_b_lo..;.c_k_s _ •••••••••• :==~:: ........ , .... ~:=:::=::: .............. ~:~~.~~ ...... : .. ...I 
i r •.••••.••.••••••••••••••••••.••.. : ..••••• } 

. l ••.•.• ~ •••.•.••.•••• ?~~.i.t.~~ .l.i.~~.......... .... • •• ""1 
••••• __ ... ____ ..................................... ~ •••••• ~ ........... _ •••••• J 

1 ._._ .... Blo<.lt 
DecodiI.g 

Inverse 
Trll,ilsform 

• Image 
Reconstruction .. 

/ 

Fig. 2.9 Ima'ge Communication by Transform Coding 

Reconatructed 
Image 

The concept' of transform 'coding for ,images emerged in the late sixties. The 

Fourier transform was the first to be inv~stîgated. !ts transform coefficients repre-
'. 

sent the n spatial ~pectral distribution. The basic concept behind the Fourier trans-

form is that for natu-ral images, most of the spe~tral energy is concentI'ated at low 

frequencies? a~d a small portion at the higher frequëncies. These latter terme can 

be coded with only a few number of code symbols or entirely discarded with only 
• U '. ~o 11 

negligible ~image distortion. Hence b~ndwidth reductio~ is accompliBh~d .. 

Other useful transforms are the Karhunen-Loeve, Walsh, Hadamard, Slant, ICo­
r 

sine and Sine transforms. The' Karhunen-Loeve 'transform is optimal whep some 
.. 

assumptions regardiI)g, image statistics are made and is often, used as a re~erence . 
\ 

, - , 
However, it is impractical due to the dependency on image content and computation 

lit'equirements. The choice of a particular transform depends on tlle specififdteeds. H 

processi~ speed 0 is a~ imp~tant factor '_ the Ha4amar~ansform is adequate, since 

.-1(J. II" 
• 

/ 
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1" 
o 

it Uf)CS only integcr arithmetic. However, other transforms m~y yield better quality 

images white achicving the same bit rate. 
\.!' ' L ~ 

The q>sine transform ras emerged as a favorite because' ît theoreticaUy ap-
- '\, . 

Jroaches the bandwidth reduction of the Karhunen-Loeve transform while having 
• # 

fast computational algorithms. 
" 

2.2.1 'The4 Karhunen Loeve~transflrm (KLT) 

Although the Karhunen-Loeve transform is seldom used in practice, it is a good 
o 

example to gain 'sorne insight to t~~ory behind transform coding. The material 

contained in this subsection com~ la;;-ely fr9m [16]. For transfor~ coding, the key 

to data comJ?ressio~igna; rep{es~ation, which,concerns the representatio~ of a 
o 1 

- ~ 

given cIass (or classes) of signal in an efficient manner. In a general framework, if a-

discrete signal is comprised of N sampled values (a block), th en it can be thought of 
, "'" <D 

as being a vector X in an N-diqlensîonal space. For a more efficient representation 

of the signal, an orthogonai transform To is applied to Jf yielding the vector Y. 

The objective' is te select a subset of M components ~f Y, wt~re M is substantially 

less than N .. Th~ remaining (N - M) components can be discarded without intro-
o 0 

ducing objectionable 'error wh en the signal is reconstructed using the retained M 
f , 

compenents. This achieves data compression. The most oftèn used error criterion 
o 

for judging or comparing orthogonal transforms is the mean square errQr. Simply 
o "1 0 l' 

stated, an orthogonal transform is a basis change (in particular, a rotatIon) for the 

represéntation of the vector ~ignal X in the N-dimensional space. It can be' shown 
t - ... 

~ .-.. c ' 

that the i>ptimal basis with respect to the mean square error criterion consists of 

the eigenvectors of the autocovariance matrix of X. In that basis, the autoC'OV'ari­

ft.!1ce matrix of Y is diagonal, meaning that the t~ans.form vector components Yi are 
_. J 

<> , 
uncorrelated. The M components that should be retained correspond simp~y to J;h~ 

- 20-
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highest M eig'envalues. An lalternative to disc<trdillg co('ftifi('llt~ would bt' t.u k('('p 

themaIl but use an optimal bit al~~tion as described in Segall 117]. 

The Karhunen-Loeve. t\sfo~m i~e trans~orm corresponding to thi~OPt~ nor 

basis., Two objectiop.s can be raised to its use for image coding. The first 0 ia that 

images are not a stationary process. This implies that the autocovariance\ 

the ilI!age blocks changes and must be constant)y updated. This' Rd(~' 1 ov('r}ll'Ild 

since the new matrix should be' transl1;\itted along with the cod(ld blocks. If it is .' . . 
upda.ted too often, the overhead offsets any gain. The second objeatioll (~OIlC:('rns 

the adequacy of the'mean square error criterion used to det,e!mine the optimality of 

the Karnunen-Loeve transform. Depending on the level and 'kind of impairmcnts, 
, , 

" ' 

the mean square error may not correlate weIl with subjective error measures. 
(1 / CF 

2~2.2 
"1 /" 

The Discrete Cosine Transform (DCT) 
; 

The Discrete Cosine Transform/(DCT) is a deterministic tra'hsform in the sense 

that its basis vectors are fixed. It has gained much intere~t in recent years due to its .. 
excelleIlt perf~rmanc.e regarding-comp!ession, quality of the reconstructed images 

and to a lesser exteht, the availabilit~ of fast algorithms. The DCT is an outgrowth 

ôf the Discrete Fourier Transform (DFT). Their <1efinitions for a N x Mx K block 

)s given below. 

o 

DCT 
N-IM-IK-l • 

F(u, v,~) = ~ ~ Ji ~ ];0 E C(u)C(v)C(~) . fin', m, k). 

.) .. ("'(2n+l)u) (d2m+1)v) (1I"(2k+I)W') 
cos 2N cos - 2M cos 2K (2.11 ) 

Inverse DCT 1 

o N-IM-IK-l' 

, fin, m, k) = ~ ~ Jg ~ ?E ~ C(i)C(j)C(k)· F(u, v, w). 

(
",(2u + l)n) ('II'(2v + l)m) (",(2w + l 1k)' 

cos 2N cos 2M COB 2K J2.12) 

.. 
with C(O) = 1 and 0(1) = v'2 for 1 t O. l • 

- e1 -
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DFT '1 
Q 

, :, . 1 l' 1 N-UJ-IK-l ' j 

F(u.,v,w) "" TNv'M..fK ~ fo ~ f(n,m,k)' 

( -2"'iun) (-2'11"ivm) (-21riwk) 
exp N exp M exp K ' (2. 13h 

Inverse DFT 
N-IM-l K-l -

f{i,j, k) = . ~ :.r ~ L L L F(u, v, w)· 
vNvMvK _ _ _ 

, ,,-0 tI-O w-O 

(+2'11"iun) (+211"ivm) (+2'11"iwk) 
exp N exp M exp K (2.14) 

-
wit~i= p. 

The problem wit~ the DET is that the periodic signal consisting of the shiftil1g 

of the block in three dimensions is not 'continuout in general. The DFT .produces 

non-negligibl~ high f~q.CY terms which produce t~e so called Gibbs phen~menon 
and causes visible block effects (the block boundaries are not srnooth). , , 

The i~e'a behind t~e neT is to build a 'superblock' by taking the symmetry of 

the N x M x oK block with respect to the planes x = -! y = -! t = .-! and 

apply the DFT to that block of 2N x ~M x ~K pels. IfK = 1 then only 2N x 2M 
o " 

is necessary.\ This removes 1 the ~rtificially high freque11cy content a~d the blocking 

l effect. Using the' fact that luminance values are real In nature and the symmetrical 
\ 

"'nature of the 'superblock' Yi,elds the forra ~fthe ~C~ the one of the 1?FT'. 

Fast algorithms exist to compute the 9CT ,these are either basf!d on. the fast DFT 

or are sW\.cific to the DCT' [18J [19] (20]. The formula given ab,ove corresponds to 
6 , \ \ 

the even nCT Binee ~ts block sizes are eve~. ,If the 'superblock' is constructed 1>y 
J , c ' 

t~king the symntetry with respect to the planes 3; = 0 y = 0 and t = 0, the block 

dimensions become 2N -1, 2M -1 and 2K -1 and the neT is sai~ to be odd. It 

is seldom used because it does not lend itself to fast com~utational algorith). ' 

• In general for aU transforms, energy compact ion approaches the KLT asymp­
.. ) 

totically with increasing block size. However, the DeT is best in the sense that it 

. performs very weIl for smaU block sizes. 
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2.2.3 Quantization ~:rransform Coeffic'ients 

The step following the mathematical transform lS the quantizatio'n of the geller­

al~y real valued transform coefficients. The purpose of this subsection l8 to formally 

define a few tenns and describe sorne often used block quantizers. , 

:{3lock quantizatio~ is the operation that con1'ists in mapping each renl valut'd 
0 9 ' 

transform coefficient to a code symbol bclonging to a fhlite set, usunlly an int(\g\lr. 

Tq.etutput of a block quantizer is a block of code sY]I1bols that wil! be callcd tht' 

quantized transform coefficients, Fig. 2.10. An N x M x K block quantizer COllsiRfa _ 

of,NMK individual quantizers Quvw (u:::: O, ... ,N - 1 v:::: O,· ... ,M -1 w:::: 

O, .. ,K -1). 

J 1 
. ........................ 

.... 1 Qo,o,o 1 .... ft(O,O,O) 
r--···· .. ····_··········· .. i F(O,O,O) I---~ 

J QO,I,O 1 ft(O,I,O) l 1 1 ~l,O) 
1 

1 J QI' L:'!.~:.~~=~~::'~_ ....--...;'~-I N -l,M -I,K -1 II---~~:.t:::-.~~:~!~:-.!L 

Relil Transform Coefficients ~uantizers Integer Transform Coefficients 

Fig. 2.10 Block Quantiiation of the Transform Coefficients 

, , 

, 
As previously' seen for the quantization qf the. luminance signal, a quantizer. 

ts totally defined by its i~p~t-output relationship.· A block quantizer will be said 

. to be spatially uniform t if Quvw is the same for aIl coefficients. In practice, this ' • .. 

irnplies that only one quantizer is needed hence reducing the system complexity. 

U niform and threshold quantizers are most often used. The uniform quantizer has , ~ 

t Not to confuse with an indiYidual uniform qua~ti!er which has .!l,constant step size 

'\ 

---'------'-- -- - ---
.\ 
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a uniform step 'size throughollt its input range, Fig. 2.11. The thresh91d qllantizer is 

a uniform quantizer with a different input step size corresponding to a null output. 

Other types of quailtizers will just be called non-uniform. 

Q{z) Q(z) 

'lO 

x ..... 

Unifor.m Quantizer Threshold Qu~tizer Non Uniform Quantizer 
6 • 

Fig. 2.,tl Different Quantizers 

The threshold quantizer is primarily usetl to select onfy those coefficients having 

an amplitude in absolute value greater than a certain threshold. A high value for . 
the threshold will augment the probability of·having zero valued outputs that are . 

, - . 
usually coded efficiently for transmission". The threshold may be controlled in a 

feedback loop by some parameters dependent on image const~t or system state 
/ . 

[7}. The choice and design of the quantizer depend upon the specifie transform . .. . 
. used, the co ding ~trategy a~ II!0st important, subjective experiments. It should be . 
n~ted that the quantization process is a lossy operation and may int'roduce visible 

" . 

distortion. 0, 

~ 
2.2.4 Source Coding of the Quantized ·Coefficients 

( 

Source coding is the process of producipg a bit stre&,1:D:from the blcn:k of quan--=' 

tized <;,oeffici~nts. The design of a coder is intima.tely dependent on thè quantization 

scheme and the specifie transform used. An efficient coder win mintmize the number 
. . 

of bits required to code a block. q'wo issu~s affect the complexity o~ a transfo~m 
/ 
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coder, namely, block quantizatioI.,l and block (or vector) coding. For block qUl\U­

tization, the designer has to choos~ the type of quantizer tô' use, such as MMSE, 
~, ~ ~ 

f,' 1 

unifC?rrn, threshold quantizer, and the quantizer distribution for the coefficiénts. 

Block coding is often sirnplified to scalar co ding of each coefficient using ffxed or 

variable length codewords. Sorne examples are given below. 

Zonal Coding 

t 
J- •• 

In this method, MMSE (or Max[21]) quantizers are used. The outputs of the:' 

. quantizers are coded with fixed length codewords. Lêt buvw be the numbfr of bit.s 

allocated to the coefficient F(u, v, w), and b' the number of bits uscd to cod(' the , 

luminance value of a pel f(i,j, k). ,The compr,f:!ssion ratio achieved is the given by: 
'",N-l"M-l"K-1b '~ 

C - ~u=O ~v=O ~w=o uvw, (2.15) 
- , NMKb 

.. . , 

The choic~ of the number of bits for the MMSE quantizers i8 left to the designer'and J' 

is a tradeolfbetwee1} visual.quality (more bits) and compression (less bits). However 
~ . 

the total nurnber of bits in a block is fixed by the channel bandwidth. The problem' 

" is thus 4to optimally allocate bits- to each coefficient. E~amples of algorithms are 

presented in [2], [22], [23] and [17]. An example with a 16 x 16 x 1 block is given 

below in Fig. 2.2. Zero bit means that the coefficient i8 discarded. 

This method is simple a~d yields a constant bit rate. A major' di8adv~tagc iH 

the fact that the bit allocation is fixed. The MMSE quantizers are designed with 

statistics\from a set of ilL :...ge8 and are optimum in the me an square eIJor sense fQr 

a that set of images. The objection is that if an image differs toounuch from the , " . 
dern set, its q~ality may degrade quickly. In particular,. if a set of coefficients i8 

allocated no bits, but is important for the given block, the distortion for that block 

will be high and visiblé and may attract the attention of the viewer. Also, d seen . . . \ 
before, the mean square error i8 'hot a good distortion measure. " ' 

. 
t Minimum Mean Square, Error 

- es -
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B 8 8 7 7 . 7 5 5 4, 4 4 4, 4 4 4 4 

8 8 7 6 5 5 3 3 3 
, 

3 3 2 2 2 2 2 

8 1-1L 4 4, 4, 3 3 '1 2 2 2 2 2 2 2 
.- 7 6 4, 3 2 2 2 ,2 1 1 1 1 0 0 0 0 

\ 

• 7 5 4 2 2 2 2 1 1 1 0 0 0 0 0 0 

7 5 4 2 2 2 1 1 0 0 0 0 0 0 0 0' 

S 3 3 2 2 1 1 0 0 0 0 0 0 0 0 0 , 

5 8 3 2 1 1 0 0 0 0 0 0 0 0 0 0 . 
4 ,3 2 1 1\ 0 0 0 0 Q 0 0 0 0 0 0 

4 3 2 .1 1 0 0 0 0 0 0 0 0 0 0 0 

\ " 4 3 2 1· 0 0 0 0 0 0 0 0 0 0 0 0 

4 3 2 1 0 0 0 0 0 0 0 0 0 0 0 0 
1 

4 '2 2 0 0 0 0 0 0 0 0 0 O. ()f 0 0 

4, 2 2 0 0 0 0 {) 0 0 0 0 0 0 0 0 

4 2 2 0 0 0 0 0 0 0 0 0 o '0 0 0 . 
4, 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 

/ 

o 

Table- 2.2 Typical bit assip;nment for transform zonal co ding in 
16 x 16 pel blocks at a rate of 1.5. bits per pel. (From 
{2] ~age 675) 

Threshold Sampling Methods 

These' methods .are meant to provide some adaptlvity in selecting the coefficients 

to.he transmitted,' 6nly 'relevant' coefficients containing a significant amouit of en­

ergy are chosen for transmission. They CM be selected by using threshold quantizers 

where only p.on-zero valued coetBcients are ~ransmitte~ along w1th their location. 
\ . 

A particular case consists of transmittlng only L highest valued coefficients . 

• 
The Method of Chen and Pratt 

'f 

. , 

-' The following is the method 'u&ed by Chen and Pratt {7] in their 'scene adaptive 
, . 

coder', The quantization is performed as follows. First, the coefficients with a.IIij?li-
/. ,,_: r, \ 

tude greater ·tllan a threshold value t "are scaleâ-by a sealing parameter 8. Second, 
il ~ 

thé quantization is performed by doingOa simple floating point to int'é'g~ roundoff 
c' 
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• 
~ conversion of the scaled coefficients. The parameters ~ and ,q dep<md llpon tlw st.n­

\ 
tus of an output buffer/and are l1sed to control the Lcoarseness' of the qU8.11tizat.ioll. 

, , 
, A good image quaHty resulting from a fine quantization tends t6 yield more output 

1 

bits hence filling up the buffer, and vice versa. This regulates the output obit rate 

going to the channel coder. The coder uses a cOffioination of Huffman coding and 

run length coding. The coefficient, are scanned sequentially following Il. zigzag pat.~ 

térn, Fig: 2.12. Only the coefficient' greater than the threshold t art' ~)tizcd. The 
. 

, output is coded with a Huffman coder. The co~fficients less than t, the zero valued .. 
ones, aré coded with a-Iun l~ngth codér followed by a Huffman coder. Once a zero is 

encountered in the scanning process, the number of succeeding zeros is counted up 

to the occurrence of the next non zero value. The length of the sequence of zeros is 

then coded using a separate Huffman coder. Both amplitude aud rUll length coder 
\ , 

are then integrated into a unique coder. A similar coding method is used in this 
t 

"thesis (chapter" 5). • 

" 

CI 
horlloDtal 

1 

Fig. 2.12 Zigzag scanning pattern for the transform 
coefficjents. The upper left corner represents F(O, 0) 
and is the starting point. 

/ 

/ 

, 
The use o,f a variable length cod~word coder and adaptive processing makes 
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aut OPIallÎc and dynamical bit allocation posr,ible to better .usê the channel bandwidth 

o : 

availabl(·. Saghri and Tesher [8] applied the concept of chain coding oto code tHe 

clusters of zero valued ç.oeffic~nts. 

Î J 

... 
2.3 The Human Visual System (l{VS) 

~ . \ 0 

• 
. . A good knowledge of the psychovisual properties of the huma, vi~ual system 

i~ helpful to d<'sign effi~ient coders. S}lecificall~ knowing what kind of distortion 'is 

introdllc('d by a coder and its subjective effeçts on the viewer permit one to define 

thr<,sholcJs/or perception. If the distortion magnitude is below the threshold, it is 

IlOt. visible or bothersome:"When its magnijude is above th'e threshold the distortion 
J 

becomeh visible or annoying .. Thresholds are not Hbsolute valuès but depend on the 

~}Jedfic applications and l'ubjective test criteria. 

a 

2.3.1 General Description 
- -

This ~ubsection is meant to pr~vide a very csimplÜied desc~ion of the HV.S. 

A more tliorough review can be found in [24]. Since vision i~ a complex'proce~'s 
, . 

that involves both physical interaction of the visual sensors and thought, it is not ~ . 
~ 

, <t 

always easy to point out the boundaries between matter ;Îld abstraction. Fig. 2.13 
, c 

attempts to present a representati~n of the HVS that can De loosery bro~en into 
. 

the .optical ~ystem, the retina which p,erforms low level processing and the~rain 

whi,ch performs high level processing. Thê separations here are not reâlly physical 

"4' " 
but rather conceptual. For example, the eye comprises both the optical system and 

d 

the retina. The retina is separated from the bl!ain by the optic nerve which can also 
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be considered as part cif the brain. 

Optical 
System 

Retina, 
Low Level Processing 

Bra.in, 
High Level Pro~eÎlsmg 

Visual 
Sl'IIN/lI,iOll , 

.. 
Fig. 2.13 The HumaIl,Visual S'ystrIll 

The optieal system is responsible for foeusing light on the retina and eOJlt.rolling 

the timount of light projeet.ed 'On the retina. 

The retina compri~es a layer of ce Ils called photoreceptors and a fcw lay<,rs 
o 

between the photoreeeptors and the optieal ner-xe responsible for Low Level proces8iny 
~ 

of the received image. The photoreeeptors eonvert thc·light encrgy intp eleet.rical 
\) 

• 
signaIs There exist two kinds of photoreeeptors; the rf1ds and the cones. The 

rods (about 130 milllon on the retina) are sensitive ta the overall shape of objectH 

and low level of lig.ht. They are responsible fgr 'night vision'"called Bcotopic vision. 

The cones al'e responsible for photopic vision. There are about"'6.5 million coneH 

mostly concentrated in a small region in the- foeusing are a called the lovea. 'They , . 
, . 

are sensitive to color and details and aceount for most of the day vision. There are 

around 120 cones per degree in the fovea resulting in a visual resolution better than 

IÔo of a degree. The low level proeessing is resPonsible for 'multiplexing' the huge 
\ 

amount, of visual information received for trànsmission to the brain via tHe optie 
, 0 

nerve. Fo~ exarrtple, local operators recognize edges ~nd certain shap'es. 
, ;. 

"'-

. The ?rain is r~sponsibl~ for the sensaÎ1\n of visu al perception. It is ... not yet wcll 

understood how it works. '> ' 
'" 

, . 

o 0 

'" o 

.~ - f!(} -
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WhCIl analyzing a scene, the eyes scan quickly the Image and fixes parts of 

the imagc on the fovea in a rapid succession of fixations. The 'Scanning p~tiern . 
- \ 

is controlled by the brain with a, complex feedback zttechanism dependent on the 

image content, the memory of the viewer etc. 

\ . 
2.3.2 Properties of the J.Iuman Visual System \ 

Listeq hérc ar~ sorne general properties of the human visu al system that are -

relevant to imag~ing. Since l:lO~t are experimental results, it is probably helpful 

to dcscribe both the ~perimental setting and the outcome . 
• 

C,ontrast Sensitivity 

o 
Depending on the brightnE!ss of the background, variation ln brightness are 

perceived differently. The experime_nt consjsts of displaying a uniform background 

with luminance L and' a circle with luminance L + AL and asking the viewer to 

adjust l:!.L 110 that the circle be at the threshold of perceptibility, Fig. 2.14. It was 
o 1> • 

", 

found that the ratio ~ was constant in a large range, Fig. 2.14. This suggests 

-that the dynamic range of the input light is compressed by a logarithmic function. 

The ~ontràst sensitivity is defined as ft. 
) 

L 

o 
(L+ Ât) 1 

, 
• INTENS)TY. L 

Fig. 2~14 çontrast. Sensitivity , Exp~riment and Results 
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Edge Enhancemellt 

The perception of edges "aIld clet aih. i:-. l'nhilIll'ed: Tl\(' ~ladl band p}l('n~mH'n()Jl.is 

aog<;>od example~ In aIl image C'ollsisting of adjuc('nt r('ct nngulnr bllll<L" of diff(\r(\ut. 

" 
gray levels, Fig 2.15, the p(>rceived gray l(>v(\l. Ilear tlH' ('dg<ls is diff<'f('Ht thnll in 

the middle of the r~ctangles. Edge enTianCeffiE'nt may b;' vi('w('d ilS (\quivnlcllt. t.o 
J 

highpass filtering in the spatial domain. 

1 

\ 

~ ~ ~ 
Fig. 2.15 Mach Bands -

o 

o , 
Frequency ·Re~pon8e 1 

A sinusoidal grating 9f amplitude tl.L and horizontal frequency f i!l added to, 
, 

a uniform background of luminanc'e L. The vie~er is asked tQ adju!lt !l.L at the 

t~reshold of percep~ibility. It waj round that tt (J) had the charaeteristics ~f a 

lowpas's filter, Fig 2.~6. Mor~r, repl~cing the sine ~rating by a square grating, 
. ' • c.? 

" 
thus addin~ harmonies, did not h~y significant effects. In the t~mp'oral domain, 

o 
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the human visu al system is a lowpass filter with a cuf?ff frequency around 70Hz. 

o 

, 

0.3 
SPATlA\. FREQUENCY 1<)< ... 1 ...... ' 

o , 

F.,. 1. Spa" •• frequcncy rcsponlC func:t.on of human VISU •• system. 

, 
" 

- G 

) 

Fig. 2.16 Response to sine gratings (Fro~Han and Hall[l] ) 
\ 

" 
o 0 

,fi 

Masking Properties 

Ani image. or region of an image will, be called active if it is highly detailed, 

with many edges, 'patt.erns ek ... and/o.) changes rapidly in time. For ex~ple, in 

a scene of a tree with .many branches and leaves in a field on a windy day, the 

region of the tree may be considered as activ~. In active regions, the visibility of 

impairments is drastically reduced. This' is a manifestation of masking, which in 
) 

psychophysics is defined as the reduction in visibility of a stimulus by spatial or 

temporal non-uniformity in its surrollI1tdings [11] . .. 

Conclusion 

These results combined wi~h other experiments have led to models of the huméin . 

visu al system. A simple one is presented in Fig.2.17 and uses the following obser-

vations. Th~ contrast sensitivity experiment-implies a logarithmic dynamÎC'range 

compression. The edge awareness--effect implies a spatial highpass filtering. The sine 
o 0;;.> 
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Light 

o 

grati~g. eX~eri\nt impli~s a lowpass, filterÏIlg .. AIsh; ~I1 uPlwr limit on t ht' "iS.U~tl 

resolutlOn 15 due to the dlscrete nature of the photoreceptoriil. Lukas and Budnkls 

[11] have developed a model of the 'RVS that is more a~curate to de,scribt' propt'r- ' 

ties of the thr~shold ~ision. It is aimëd. at facilitating' the estimation !>f impairmt'nt 

for black-and-white television pictures. This model is aècept.ablc for 'monochrome 
e 

vision'. For color visi~n, a simpar multichannel model exists. Mor(' SOPhist.ic\'d . 

models include banks of parallel band,pass filters Rrting OB non-ovcrlapping fr(\-. . 
quency ranges. 

Log non­
linearlty 

Spatial Low­
Pass Filter 

Spatial High­
Pass Filter 

Tem poral Low­
Pass Filter 

MaskUig Signal tu 
Property thr Brain 

Fig. 2.17 A Simple Model for Monochrome' Vision (AdRptcd 
from [2]) p 

.. 
2.3.3 The Human Vieual System and the neT 

• Q' 

Asopreviously seen, the DOT allows c~ding to'be made in ~ frequency ske. 

The transform coefficients in a block thus represent the amplitude of frequency 

• components rather the luminance amplitudes. By taking advantage of the faet that 

the frequency response of the HVS is not fiat, the transform ,coefficients are not .. 
'perceived equally and need not be quantized usin~ the aame quantizer, I~ other 

.. ' 
words, the tolefance to the qU8.l\tization error is not uniform. The experiments 

.. - ---<:)-"--

conducted with sine gratings give sorne hints in that higher frequency coefficients 

c~n 'he quantized more coarsely (or less finely) than lower frequency terms. However, 

no meaningful quantitative 'information as to the specifie quantizers to use can be 
" . 

exttacted from these experiments. 
o 

\ 
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For the &implidty of its design, the first neT coderll. used uniform block quan-

tizers. The'l3tep size was usually dictated by the most sensitive coefficients and was 
, 1 

usually too fine for the majority. This yields an unneéessarily high bit rate since 
/ 

imperè~ptib'le information is transmitted. Several researchers have tried to ,use the 

prope~ties-(1)the RVS to design better coders basing their work on specific models. ~ 
r -

Erirsson[4] working with 8 x 8 x 1 blocks introduced a weighting function 'derived 

from detection threshold~ for circular gratings and taking into account blocking éf­

fects. The transform coefticients are ïnultipl~ed by th~ir respective 'eights prior to-

quanti~ation. This approach was inspired from the work of Mannos, al}d Sakrison .tA 

f6], Lohscheller 0 {3] measured the visibility thr~shold for each transform c~efficien~ 
against a uniform'background for still pictures, Fig 2.18. The ,inverse of the visi-

bility threshold was used as a weighting function. _This approach, like Mannos and 
. 

Sakrison's, does not take into account the combined effect when ail the coefficients 

are quantizedr 

• ,....,...c tl"" 
Il.Mot\ • '.00 
II ft101 • _.00 

.... 01'1. 'lllJ 
l "'CIII • _,00 
'V"I ",on' 12,10 

Yllt-a.' '14,00 

Fi, 7. lilpeclld vuuu oIlhe ~ ~ "(., rot Ihe spectral 
coetrlCienll of. OCT (bIock .IU' )( a pell) 

D •• 0 • ,-,-
Il ..... " • '.00 

k_ • 1,00 

1 •• " .. t.Ut 
1 .... t.oo 1._ .. H.2" 
....... JO,t.-

Fil 8 lma~ 0I'lCIIIed vqibdllY _ .P 

Fig. 2.18 Results of Lohscheller [3} 

Gris~old [5] defined a cosine energy (unction fro~ a model of the HVS and used 

~t tO generate a bit alIoca:tion map for the coefficients. Bit allocation implicitly 

chyacterizes a quantizer ~ in zonal coding. Nill [25] incorporated a model of 

the RVS in a refined version of the mean square error quaJity assessment that 

o • 

" . 



\ 

.. 

0 

~'f. 
. ~ 

o , 

g,., 

helped him find a weighting function. for tht' transform coéffidcut.$. Tht, t,rend ~u _ 

far ha~ been to use weighting functions derived from specifie models of the HVS, or 

.ffi?re, aecurately, general models obtaine~ from specifie psychovi~ual experiments. 

~ Lohscheller aehieved·the most by using thresholds specifie to the hCT. / 

o 

The . origi~ality of t~e work ~rese~ted. in tf"Jesis is to take the re~e~~c ap­

proacfi.. Although keeping in mind the PTopcrties of t1t: 'RVS, no specific I1lodd 
.~ is assumed. The w~ighting distribution is determined c111pirically through ext(lu-} 

Etive exp~riments and viewing sessions on a set of i~ages. Tilis tak(!s into aCCOUllt. 
f' \ , 

the eombined effect of aU coefficients. Once a satisfactory distribution is rcac1l<'d, 

a parametrical function is sought that closely approximates the distribution. The 

function ean be viewed as a specifie model of the visual pereeptibiliW of the RVS 

for the DCT., Moreover, it permits a cert'ain fiextbility in the specification of t.he 

block quantizer that may be usef'}l in adaptivf' 4.uantization. 
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Chapter 3 Design .of Quantizers for the DCT 
/ 

• 
The goal of this chapter is to study ~ome quantization schemes for the DCT .. 

coefficients that are subjectively adaptedo to the hurnan visual system . .An empirical 

approach is taken. Through subjective testing experirnents'with DCT coded image!;>, 
o 

a model of the HVS 's sensitivity to the kind of distortion introduced by the DCT is 
~ . 

sought. The term 'model' being quite ambitïous, the study focuses rather on finding . '-

parametrical functions to generate block quantizers &ppropriat.e to neT coding. ~ 

. This is carried out in three steps: The first step consil!jts of preliminary experi-

rne~ts On still pictures w~th N x N two-dimensional nCT. Uniform quatltizers are 

used. The quantizer distributi~n is zonal: the block is divided into zones in which .. . . 
coefficients use quantizers with the same step ~ize. Zones and step sizes are adjusted 

,t~ produco images with distortion ,at the threshold of p~r<e~ibilitY for experienced 

Vlewers. 
Ij 

The second step consists of approximating the previously found zonal distri-

bution with a,parametrical function. The quantizer step size for a coefficient is a 

function of its position within the block and a humber of parameters. The function 

and the pararneters should allow an easy specification of a block quantizer and per­

mit a range of distortions around the threshold of perceptibili y to be obtained by 

varying the pararneters. Ultimately the number of paramete should be reduced 

,to one. 
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The third step consists in extending the experimcnts to t,iIll(' vnrying imngt's nnd 

evaluating the performance of the ,quantizatioll scheme through formaI subj(,cÙv(' 

tests. 

~ased on the results obtained, non-uniform quantizers are investigated. The • 
o 

• 
stuüy is th~n extended to !" x N x K (three-dimen~ional) neT . 

... 
o 

-, 

'3.1' Transforl11 Coding Syste~ 
) .. 

3.1.1 Block Quantizer 

. As seen in S.ect. 2.2.3, a block quantizer is specified by a-ssigning a particular 

quantizer Qu v w to each 'or'thi N x M x K coefficients of the block. IIi this study, , , 
• 

,a particular type of non-uniform quantizer is \ sed which is deBcribed by a Bet of six .. " 

parameters: Qu v w(minimumu v w, maximumu v w, starting stepu v w, 
, , J J J J , t 

thresholdu,v,w, slopeu,v,w, saturationu,v,w). These parameters are ilIustrated in • . , 

Fig.~.l 

The parameters are used to 'customize' the quantizer for a particular coefficient . 
and are defined as follows: 

1 minimumu 'v w is the minimum input value ,..... , , .. 
.. 

2, maximumu v w is the maximum input val e , , 
l , 

3 8 8 (1). h t' t' 
u v w = u v .11 lB t e quan lza Ion , , , ,.,.., the threshold. 

o 

4 ~ x < 

5,6 slopeu v w and tionu v w are defined by: .:" , , , , Jtr 

S(n+l) . (1 n . • \)S(l) h s(n+l). h ( l)th 
u" w = mIn 8 opeu v w, saturatlonu v w uv w w ere uv w 18 t f! n+ Jlft , , , , J , , , 

quantization step. ' 
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Minimum and maximum depend on the measured dynamic range of the coeffi-
/ 

cÎent according to statistics generiited with a s~t of test images. The other pa,rame-
" -

ters are ailsigned by the designer,and are used to controrthe 'shape' of the quàntizer. 

Unif~m quantizers will be U!~ed mostly, in which case thrèshold~ v w = Su2',w and 
1 1 ~ 

slopeu v w = 1. l , 

, 
output . 

6 .... 9.1~ . , 1 

~ 

5 .... 7.12 
, 
- . 

4 4- 5.25 " . , , ... 
34-3.67 

, .. • 

th, ~'IP' .S~).I;' .S'·) 
0) 

(/ 
\, 

,at.SII ) 'at.S II ) 

, 
, 2 .... 2.35 

1 .... 1.25 . 
o +- O.QO 

0.75 1.75 2.95 4.39 6.12 ,8.12 10.12 mput 

Fig. S.l) A.n e_xample of <iu;antizer, thrt:shold =-0.75, ;(1) = 1, 
slope = 1.2, saturation = 2.0 
(symmetrical negative side) ! 

) 

The represent:tive levels of the quantizer' are real values Zn defined ~ .... . 

'r n~l 

n=O 
n ~-l 

The output of the quantizer.is given by' Q(x) = zJtifx E in whe~e 

{ [x.,z'+11 n>l , 

in = [X-l, xl1 n=O 
) 

{Xn-l, xn1 n ~;-l 
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To make the coding process.'asier, th(·s(' real valu('s aJ;c mapped iuto tl~' !:l't't of 

-
integers, xn 1-+ Yn = n. From now on, a quantized coefficient will actually refer t.o , ~ 

'. 
the ir1teger value. .. 

~ The ctefinition of the nCT' given earlier haS beeJl slightly modified so that the-
, .' 

dynamic range of the,transform coefficients be of the same order of magnitude 11S the 

dlnamic range of the }~minance value. of the pels. &or example, using this d<,finiti<m, 
., . ~ l' " 

the .value of the coefficient F(O, 0, 0) is the actual a't'erage luminance vahl<' of tlH' 

pels in the block. This only represénts a scaling of the.. transform co<,fficients. 

neT 
1 1 1 N-IM-IK-f (' 1 

F(u, v, w) = N.M je L L L C(~)C(v)C(w) '/(n, m, k)· 
'Ù. " '}~o m=O k=O 

'(7r(2n+l1u) (7r(2m+l)v) (7r(2k+l)w) 
... "co.s\ zN' cos 2M cos 2K (3.1) 

Inverse DCT 
, '~-lM-IK-l~ 

I(n, m, k) = L L 2: yli)C(j)C(k). F(u, v, w}: 
u;rO tI=O w=O , 

,. 

" (7r(2u+l)n) (7I.:(2v+l)m) (7r(2w+l)k) 
.cos . 2N cos 2M ("08 2K (S.2) 

with 0(0) = 1 and C(l) = ..fi for l :f; O. 

The evaluation of a block quantizer is carried out in three steps: - The first . .. 
step involves the specification of the quantizer for each coefficient in terInS of the 

relevant parameters. The second step consists of performing the DCT, quantization' 
\ 

and inverse DCT for a set of test images. The final step consists 9f evaluating the 

processed image based on a number of criteria. Subjective evaluation is the pr~?cipal 
\ '" . ' ~ . 

criterion used. 

3.1.2 Framé Ot Field Proces~ing and Illock Size Considerations 

tJ , "FJ. ~ 

For the DCT cOGing !Jf line interlac-ed îmaas, two major decisions must be takcn. . . , 
l'he first one concerns the block Bize ~o be used. The second one is whëther tb u'Se 

1 

field or fram~ processipg, or in other' words convert the line interlaced sampling 

. 
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) 
latti~e to a frame sampling i;ttice or a field sampling lattice. The terms intraframe 

processing will apply to bidimÉmsional processing (N X M xl) using a frame sampling 

latti~e while inter/rame pr~~essing will apply to three-dimensional- pr~cèssing. T4e 
~ , -. . 

terms, intrafi,eld and interfield have the same meaning when using a field sampling 

lattice. The inconvenience with frame processing is that the Hne inter lace pro~~ces 

images with jagged edges where there is motion due' tQ the supèrposition of the .... 
. " 1-

two displaced fields. This increases the energy ·contained in vertical high frequency . 
coefficients, thus reducing the energy compaction. Th~ inconvenience with field 

'" \ -' 
prdcessing is thcf th~ correlation with vertically adjacent pels is reduced sinc,e the 

distance betwe~n~em is actually doubled. This also makes energy compaction l~ss 
effettive. 

, 

In this study, frame processing _ was chosen for the following reMons. When 

th~re is little or no motion and not too many edges and details, the effects of the 
"t-

!ine interlace ,are not significant. Moreover, even th9ugh the high freqt1ency content 

of the fr.j!.me is inçreased wheIl: there is motion~ there is no need to accur~tely; 

reproduce the jagged edges. Their perceptibility is reduc'ed since ,they are in a 'r 
t' . 

région of temporal activity. 
\ 

Larger block sizes better exploit the energy compaction property of the neT. 

As mentio~ earlier, due ~ the non:stationar~ n;ture of images, adap~ive sys-' 
. . \ . 

tems outperform non-adapti:ve ones. Adaptivity is better achieved with smaller 

block sizes. Smaller block sizes alS'o' allow faster computation which is ~extremely 
• 0 

important for real time processing. A spatial block size of 16 X 16 was chosen since 
r ~~ l 

, it, offers a good compromise and ls used extensively by other researchers. For a 
.. . 

three-dimensional n'CT,' a temporal dimension of four was çhos~n to yield bloc~ 
• " <, 1 ~ 

of 16 X 16 X 4. This small value also reduces memory requirements for èomputer 
Ji " , 

simulation and proceSsin~ an acceptable level. 
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3.2 Experiment~l Setting 

<. 

3.2.1 Test Images 

A set of six images was used foJhe experime'nts, namely, ElA, QUILT: OSCAn, . 
TOYS, YVON - and ALBERT. The first frame of these images cR'~ he fcmnd in Ap-

pendix A. ElA is ~ test pattern that is used in thE' TV industry. It. is mcant t.u 

present critical areas< wnere distortion, if any, is easy to dE'tect. Thcrc is. trans­

lational and rotaiional motion. QUILT presents' diverse and strong pattt!rns with 

mu ch high frequency content. It is a difficult imagE' to code with transform metll-
J 

'. ôds. There i.s horizontal motion. OSCAR is a furry puppc:t on a turntable in which 

rotational motiçm Js present. TOYS comprises ~ cube with letters on it, a few toys 

on, a piece of wood. ALBERT and YVON are head and shoulder scenes typical of 

telecoilferencing. 
J 

. These images are meant to present txpic~characteri~tics of television and tele-

conferencing scenes where the distortion introduced by the quantization of the DCT 
/ 

coefficients can be studied. For the experiments on still images, only the first frame 

was used. For experiments on time varying images, a sequence of 12 frames was 
\ 

used and displayed in a palindromic fashion. 
, 

The HDVS system of the BNR/INRS'lahoratory was used. The HDVS permits . 

real time recording and reproduction of digital high resolution color imag.esJ In}he 

display mQd~, up to eight image sequences stored on disks are accessible and one 
.' -

may switch' to any sequence instantly. Any frame or field can be displayed and 
.(> 

values of individual pels are available. Due to hardware limitations, only a window 

of 256 x 212 pels/frame can be displayed in real time, Fig 3.2. In monochrome 
• • ( a 

" . . 
mode, the images are quantized with e'ight bits (256 grey levels): 

OÇI 
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Active window 
256 x 212 ~els 
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Fig. 3.2 View of the monitor and the display window. 
Here PH = O.35m 

l' 

3.2.2 Sorne Statistics on the Real Transform Coefficients 

The minimum , maximum, average and standard deviations . for the real coeffi-, ' 

cients (before quantization) were compULed fol' a 16 x 16 x 1 block using the test 
• 0 ) > 

images mentioned earlier and other ones as weIl. Results are given in Appendix D. 

The standard dev,iation gives an idea: ~f the energy contltined in a coefficÎent. The 

standard deviatihn table clearly shows the enérgy' compaction property of the DeT. 

The probability dénsity funétion of the coefficients lS aiso of interest. Except for 

, F(G, 0,0), the probability density function resembles ~a depaying' exponential. JAn 

example is given in Fig. 3.3. 'Depending on the value of threshold for the particular 

coefficient, a fair percent age of the quantized values can have the value zero. 
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Fig. 3.3 Probability density function of F(2, 2,0)/ The 
sequence used to generate it is LONG-SEQUENCE 

(described in appéhdix A) processed'with a ' 
16 X 16 x 1 DCT c§ 

/ 

3,.3 ~ Thresholds of :perception for Still-I-mages (2D-DCT) 

o 

Experimenting with still images has two advantages. First, it is easier to study 

the distortion in the coded image. Secondly, there are no temporal masking effeds. 
,1 

As a starting point for this study, uniform quantizers will be used. In that case, 

only one parameter is required to characterize a quantizer, namely, its step size 

SUVW' , , 

Assume it is possible ta assess the effect of each individual coefficient on the 

reconstr~ted image. The vaite of the quantization step size Stu,IJ,W su~h that if 
~ 

Su v W > Stu v w, distortion becomes visible will be said to be at the thrcshold of , , , , " 
perception for the coefficient F(u, v, w). Thé block quantizcr with Buch quantization 

steps is what is sought in this chapter and defines an upper limit on the valucs of 

the quantization steps for the transform coefficients. 

.. ... ~ " 
Needless ta say, it is virtually impossible to find such a block quantizer ainee. 
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iV\h 0 1 2 3 4 6 6 7 8 Il 10 11 I:l 13 14 16 

0 01 o 1 01 01 01 01 01 01 01 o 1 01 o 1 01 01 01 01 

1 0.1 01 01 01 o J 01 -01 01 o 1 o J 01 o 1 DI o 1 01 01 

2 01 01 01 01 01 01 o 1 01 o 1 0.1 01 o 1 01 o 1 0.1 o 1 

S 01 01 01 o 1 01 o 1 o 1 01 o 1 o 1 0.1 o 1 o 1 o 1 01 01 

4 01 o 1 01 o 1 01 01 o 1 01 01 01 01 o 1 01 o 1 01 o 1 
0 

5 01 01 01 o 1 01 01 01 01 01 01 01 01 01 o 1 0.1 0.1 
0 

e 01 o 1 o 1 o 1 0'1 01 01 01 01 0.1 01 01 01 o 1 01 0.1 i<' 
o.i 

.. 
01 o 1 o 1 01 01 7 01 01 01 01 01 o 1 01 01 01 0.1 

• 01 o 1 o 1 o 1 01 o 1 01 01 o 1 o 1 01 o 1 0.1 o 1 01 o 1 

Il 01 01 01 01 01 0.1 01 o l 01 o J 01 01 01 o 1 o 1 o 1 

lit 01 01 01 01 01 01 01 01 01 o 1 01 o 1 o 1 01 o 1 0.1 

11 01 o 1 01 01 01 01 01 01 o 1 o 1 01 01 0.1 o J o 1 01 

Il 01 01 01 01 01 01 01 01 01 o 1 ·0 1 o 1 o 1 o 1 01 01 

13 01 01 o 1 01 01 o 1 01 01 01 o J 01 01 o 1 01 o 1 01 

14 01 01 01 o 1 01 o 1 o 1 01 o 1 o 1 01 01 01 01 o 1 o 1 

Ii 01 01 01 01 01 01 01 01 01 01 01 0,1 o 1 01 01 01 --
" 

Table 3.1 Exampfe 'lof the step ~ize distributionr~f a block 
quantizer. Spatially uniform step size of 0.1 

o • 

" ' 

it ls difficult (if not impossible) to assess the perceptibility of a single coefficient 
~ , 

and the threshold will depend on the viewing distance, the viewer and the image 

itself. Therefore, a conservative method to evaluate the outcome of the e'Kperiments 

is used. The viewing distance is less than the one used for subjective tests later 

on. A distortion wifl be considered visible if it :s vi~ible on any of the test images.
,t 

Typical dis-tortions introduced by quantizing the trhflsform c,efficients are: 

Block effects: The effect of seg:menting the image into smaller blocks is visi-,. 
ble. This is usually due to a coarse quantization of low frequency coefficients. 

Artifact.!i~ Intiodu~tion or modification of patterns and in general small 
changes in areas with details. 

L08s of resolution: GeneraflY introduced by discarding high frequency coef­.. 
ficients. • 

ed by the additi~e effQct pf quantizing the coefficients. It is 
. For images already noisy, it may be not distinguishable from 

t . 
The types of distortion are listed ln decreasing order of annoyance level. In 

• ~ '" 1 

general, block em~cts ~e quite 8J'înoying ~hile noise may be more easily tolerated. 

1 

-
o 



.' 

o 

L 

il' f ~ ~ 

( 

Experiments 

First, the màXimurn step size for a spatially uniform. block quantizcr was de-. . 
termined. This value is dictated by the low frequency coefficients that need to he 

fine1x quantized 'to avo~ock effects and artifacts, Secondly, quantizing ail th(' 

coefficients wi'th the above mentioned step size, a zone (or a set) of coefficients is 

more coarsely quantized. The maximum step sizt' introducing dist.ortion is sought. 
'\. (1) 

This operation is repeated until the zones rov('r tlw w holp block. Thirdly, the eu-. . 
efficients are quantized vyith the step size found for t.he zone they belong to, If 

distortion .becornes visible, sorne 'tuning' is applied. TheVo'ne~ are first ChOSCIl t.o 

be large and as experience and 'feeling' is gained, tltey arc ruade srnaller. 

This constitutes a IÈmgthy procedure that comprises over 150 experimen tH. t 
1 
" Sorne interrnediate results ar.e given in Table 3.1, 3.2 ànd 3.3. 

v h 0 a 3 4 li e 7 a g 10 11 13 13 14 I6 

0 01 0.1 0.1 01 o 1 o 1 01 o 1 01 o 1 01 o 1 O.t 0,1 o 1 

o 1 01 01 01 o 1 4 

2 01 o.r o 1 01 

3 o 1 01 04 

4 01 01 04 0" 

6 0.1 04 0.4 o. 
e ° 4 04 04 04 

7 Il 1 04 

l~ 
04 04 

a 01 04 04 04 04 0'4 

g 01 04 0" ° 4 
04 04 

10 04 ° 4 
04 04 04 04 O' 

11 01 04 0,4 0" 04 ° 4 
04 04 O. 

12 01 04 O' 04 04 04 04 04 04 0.4 04 

13 01 0" 04 ° 4 
04 04 04 04 04 O' 04 04 

14, 01 04 04 04 04 04 04 04 04 ~4 D 4 O' 
Iii 01 04 04 04 04 04 04 ° ~_~.!'_'!.:~~-.-!l.~_~ 

Q ••• 

) 

Table 3.2 Example 2 of the step size distribution of a block 
... ,quantizer .. Interrnecl-iate experiment. 

t An experimén~: a.ssessing and analyzing the effect of a block quantizer on the test ,mages. 
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v h 0 2 3 4 5 e 7 Il Il 10 11 12 13 14 15 

0 01 0.1 01 01 o 1 o 1 0.1 01 01 01 01 

1 01 01 01 0.1 02 02 0.2 02 02 -02 

2 0.1 o 1 01 

3 01 01 

• 01 

5 01 

e 01 

7 01 04 

01 02 04 5 05 05 05 05 01) 

9 01 02 1) 05 01) 05 OS 01) 05 

10 01 02 05 05 05 0& 05 05 05 

Il 01 02 05 05 05 OS 01) 01) 05 

12 01 02 05 05 05 05 05 05, 05 05 

13 01 02 05 05 05 05 05 05 OS 06 

14 01 0.2 05 0.5 06 0.5 OS 05 05 05 05 0.5 

15 01 02 05 05 05 o Il 05 05 05 05 05 05 05 

"" 
Table 3.3 Example 3 of the step size distribution of a block 

quantizer. One of the final experiments. 

o 

• 
The first distribution in Table. 3.1 correspohd§ to the starting point, spatially 

uniform·and having a quantization step of 0.1. The second in Table. 3.2 corresponds 

to a tentativE:, zonal distribution. The third one in Table. 3.3 is the last result after 

some 'turiing'. The symmetry was kept on purpose tor the sake of simplicity. Theo 

last distribution does not represent the ultimate threshold distribution. In fact, it 
- .... , 

is a eonservative distribution that will serve as a referenee for future experiments. , . , 

~n increase in the quantization step of a few low fl'equency coefficients will 

generally be-1nuch ~ore perc.eptible than for higher !requencies. In general for high 

frequency coefficients (u, V j > 7), the effect is quite :,hard to pinpoint and, for a 

non-experienced viewer is not. ~erceptible at a first gl8JlC"e. The. creseent .shaï>1! is 

" due to the faet that the eye is more s~nsitive to horizontal and vertical pat.terns 

than diagonal ones. Whilé experimenting, the author has gained a knowledge of the 

o possibl$ distortions on the test images and his judg~!Dent has. sometimes becomè 

overcritical. For the lâst experiments, a small level of distor'tion, assumed gener-
1 ~ , 

Il 

-' 
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aUy imperceptible to ~ Ilon-experienced viewcr, was t.ol(\raf,('d. Fr(\qUE'Ilt. informnl . ~ . 
viewing sessions with other viewers were held. 

The zonal approach to finding a Q-step distribution at the threshold of percep-

tibility presents several drawbacks. The distribution is discontinuous at the ZOne 

boundaries. The zones have to' be seleated,in a more or less arbitrary fashioh. Tht, 

l quantization step assignment is not very precise and is very tcdious. TIl(' USf' of , . 
a parametrical function to assign values to th(' quantization steps dimiI18.t.($ th('!w 

problems. In that case, a Q-step is given by 8 u,v,w::: s(u,V,W,PllP2"",Pllt and 
, ~ 

the distribution is totally charact~rized .br the parameters Pi, i ::: 1, ... , n. Sncll n 

function should satisfy the following re?uirements: 

Approa~h the empirical zonal distribution as closely as possible for a cert.ain 
set of the parame~ers. 

The parameters should ~~low an easy control over the distribution . ... 

The idea behind these requirements are twofold: ease in t.he speeificat.ion and 

adaptivity considerations. :Varying the parameters should have a direct impact 
, -

on the entropy"'Of the coefficients (and thus the compression ratio) and the iUlagc 
o 

quality. It should be possible to select the parameters to get the best quality for a 

given entropy. 

Parametrical Fonction 

Different type~ offunctions, varying in complexity, were investigated. The major l 

goal is not ~o fit perfectl)' the zonal distribution but rathef1:o-.find a function that 
o 

fits reaSonàbly well the low and medium coefficients, and that 811ow8 one to alter. 

the shape of the distribution in ,an easily controllable way. The following function 

satisfied these requireD?-ents: 
" . ,-

for u ~ 0, ..• , 15, v = 0, ... , 15. (3.3) 

.\ 
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c 

In orcler to :eep a symmetrical dis~ribut;~n, b, ,,-' 62 ~2 "- c, This finaUy 

glves ~ 

, -
for u=O, ... ,15,v=O, ... ,15. 

o 

Depending on the values 9f a, band c, a reasonableJit' of the zonal distribution is 

achieved in the Iow and medium frequ~ncies. Most important, the crescent shape 
\ 

is preserved. The exponent c con troIs the shape in the Iow arid medium range. A 
. 

one-dimensionaI example is given beIow to show what can be achieved b~ adjusting 

the parameters. Let Su = a + b(u + l)c. ExampIes of Su are shown in Fig. 3.4. 

,..-.. 
• • 

• • • • 
••• ••• 

• • 
0.5 • • • • 
0.2 • • • 

• • 
• • • . . 

0.7 

0.5 

0.2 
• •• 

• • 
• • • 

• • • • • 

• • 

0.0 0 3 7 Il 1 u 0.0 0 3 7 11 1 tt 0.0 0 3 7 11 1 tJ 

a = -0.2; b = 0.3, c = 0 5 a = 0.04, b = 0.06, c = 1.0 a = 0.096, b = 0.0035, c = 2.0 
o , 

Fig. 8.4 Examples of one-dimensionaI distributions, 80 and 815 

are fixed:\ 

From -a practical viewpoin!. the value of iJ1.0 cannot be ,.ised ."'ithopt intro­

ducing perceptible block effects. On the other hand, the value of 815150 and. , , 

o high fréquency coefficients are not of critical importance. Substituting the set 
'4 

{ 80,0,0, S15,15,0 } for { a, b } t yields a set of three parameters that are more 
, 

meaningful, namely, { So 0 0, 815150, c: }. ,These- can be thought of as the lower 
~ , , " 

botind, upper .bound and 'curvature' of the Q-step di~tribution respectively. By 

fixing the value of the upper and lower bounds, the distribution becomes a function . 
of only one parameter. If needed, it is always possible to override certain values .., , 

generated by the function. An example is giveJl 'below. The contour plot of Fig. 3.5 

and (1 = 80,0,0 - 62 

- .(8 -
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t. 

gives a general idea on the shape of the distribution and the ord(\l' of mRr,nit.ud(' of 

the quantization step distribution .. It lS useful wh{'~ompari~ two distributions. 

The quantization stèp size table in Table 3.4 gives the exact values of the st~p sizcs. 

It is more precise. 

Fig. 3.5 Contour plot of a block quantizer step size 
distribution. The values of the parameters are: 
8000 = 0.1, 815 150 = 3.0 and c . 1.0 , , , , .. 

Havin~ a function of only one parameter is interesting because it permits an 
. 

easy specification of a block quantizer. ~ubjective tests can be conducted to flnd 

the value of! c at the threshold of perception. 
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c 

v\h 0 1 2 3 4 5 6 7 8 9 10 III 12 13 14 

a 0.10 0.11 0.12 0.13 0.15 0.16 0.17 0.18 0.19 0.20 0.21 0.23 0.24 0.25 0.26 

~ 1 0.11 0.13 0.16 0.18 0.20 0.23 0.25 0.27 0.29 0.32 0.34 0.36 0.38 0.41 0.43 

~ 2 0.12 0.16 0.19 0.23 0.26 0.29 0.33 0.36 0.40 0.43 0.46 0.50 il.53 0.57 0.60 

3 0.13 0.18 0.23 0.27 0.32 0.36 0."1 0.45 0.$0 0.54 0.59 0.63 0.68 0.73 0.77 

4 0.15 0.20 0.26 0.32 0.37 '0.43 0."9 0.54 0.60 (0.66 0.71 0.77 0.83 0.88 0.94 

5 0.16 0.23 0.29 0.36 0."3 0.50 057 0.63 0.70 0.77 0.84 0.91 0.98 1.04 1.11 

6 0.17 0.25 0.33 0.41 0.49 0.57 0.65 0.7-3 0.81 088 0.96 1.04 1.12 120 1.28 

7 0.18 0.27 036 0.45 0.54 0.63 0.73 0.82 0.91 1.00 1.09 1 18 1.27 1.36 1.45 

8 0.19 0.29 0.40 0.50 0.60 0.70 0.81 0.91 1 Dl III 1.21 1.32 1 42 152 1.62 

9 0.20 032 0.43 0.54 0.66 0.77 0.88 1.00 1 11 1.23 1 34 1.45 1 57 1.68 1.79 

10 0.21 0.34 0.46 059 0.71 0.84 096 1.09 121 1.34 1.46 159 171 1.84 1.97 

11 0.23 0.36 d.50 0.6~ 0.77 0.91 1.0 .. 1.18 1.32 1.45 1.59 1.73 1.86 2.00 .2.14 

12 024 0.38 0.53 0.68 0.83 0.98 1.12 1.27 1.42 1.57 171 1.86 2.01 2.16 2.31 

13 025 041 0.57 073 0.88 1.04 1.20 1.36 1.52 1.68 1 84 2.00 2.16 232 2.48 
14 <) D.26 043 0.60 077 0.94 1.11 1.28 1.45 1.62 1.79 1.97 2.14 2.31 248 2.61i 

, 15 0.27 0.45 0.63 0.82 1.00 1.18 1.36 1.54 1.73 1 91 2.09 227 2.45 264 2.82 

Table 3.4 Table of a block quantizer step size q.istribution. The 
values of the parameters are: 8000 = 0.1, ) , , 
r;:'5150 = 3.0 and c = 1.0 ...,., , 

3.4 Thresholds' for TiDle Varying Images(2D-DCT) 
,.. 

3.4.1 Extension of the Results Obt~;"ed with Still ~ 

15 

0.27 

0.45 

0.63 

0.82 

1.00 

1.18 

1.36 

154 

1.73 

1.91 

2.09 

2.27 

2.45 

2.64 

2.82 

3.00 

For time varying image,s, t~e previous study gives a good starting point sirice 

at· the limit, a still image may be considtered as the repetition of the SaIne frame. 

However, when viewing a sequence, the subjective p~rceptibi1ity of the added quan­

tization ~oise is different and temporal masking plays an 'important role. Because 

experime~ts on time varying images are more time consuming and involve more com­

puter resources (CPU time and storage), a subset of four sequences was used.These 

sequences are ElA, QUILT, OSCAR and ALBERT. 

Preliminary studies indicated that the ranges 0.1 $ 80,0,0 < 0.15 and 
. 

S15 150 < 6 were adequate. The values So 00 = 0.1 and 815 150 = 3 were'chosen. , » - , , " 0 
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bpp 
8.00 

700 * QUILT 

<> OSCAR 
6,00 <l EIA-CHART 

~ o ALBERT 
0 • SHORT-SEQUENCE ~5.00 * ,::: 

Ç;.;l 

4 00 

* '* 3.00 * 
* .. 

* .. 
~ <> 

200 * ... .. pO 

* .. 0 0 
0 

* ~ 
<> 0 

* 0 
• 100 ~ 0 

~ ~ 0 
0 

0 0 

1)0 
01 0.25 05 0.75 1.0 1.25 15 1.75 20 um!, {, = 0.1 

parameter c 

Fig •. 3.~ EIttropy vs c for the se9uences ALBERT, ElA, OSCAR, 

Q~T, SHORT-SEQUENCE. -

'In that case, vary:ing c from 2.0 tp 0.1 gives a coded images ranking from 'no dis­

tortion perèeptible' to 'annoying distortion'. When c 1s lowered, the degradation Îs 
o ' 

smooth and graceful and the entropy decreases substantially. Fig. 3.fl shows the . « . 
variation 'of the èntropy for the four test sequences and RT-SEQUÉNCE which 

~ 

is composed of eleven frames from diffe~nt images (Appendix ). The entropy is 

defined~by 

- 1 N~lM-IK-l 0 

HatJg = NMK L L L H(u,v,w) 
u=O tJ=O w=O 

(3.5) 

wherè 

H(u, v, w) = - L Ptlog2(P!l "(3.6) 
IEL .. ,tJ,w 

Pl is the relative frequency of element 1 and Lu tJ w is the set of, possible values for , , .," 

the eCfivaleI1t in~eger of,F(u, u,.w) 'Il 
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3.4.2 Subjective Tests 

In the previous section, it was ~hown that a block quantizer can be completely 
, l' 

specified by a single parameter c. Varying chas both an effect on the compression 
, . 

- . / 

ratio and the level of distortion introduced by the coder. It is nQt claimed that the 
~ 

parametrical f~ction or the paramèter chosen are the best ones. Howev~r they 8.l'e 

simple and giVe good result!>. 

The objc'ctive in this section is to study the effect of varying c on the subjective 

judgement of a group of viewers eoncernlPg the quality of the coding. Procedures 
1 

for subjective tests are outlined in report 405-4 [26] and recommendation 500 [27] 

of the CCIR and also by SaIIio & Kretz [28] and Allnatt [29]. The ~BU t me~od 

using the 5-grade impairment se ale is best suited. 

Setup 

~,~ ~ " 
A population of 15 viewers participated in the tests; of whom 10 were experi-. ~ 

enced and 5 were inexperienced viewers. They were aIl male between 24 and ~ 
• 1 . 

years of age. Although not tested for visu al acuity, they aIl claimed to have a good 

vision. The population was divided into 5 groups of 3. Each group attended two 
, ( 

viewing "'essions of approximately' 30 minutes oeach. The viewing distance waA four 

. times the screen height (about l.10m). Three images were chosen for the tests, , . 

namely, AL~ERT, ElA and QUILT. Due to" the limitation in the duration time of a 

session, only eight levels of distortion can b~. tested. One level must corréspond 
, 
~ . -

to the original (n,o distortion) for anchoring the results. The seven others must be 

chosen to range between a level corresf>nding to 5 in the impairment scale to a 

. level correspondingfto 1. The. average" level ~ust be close to 3. 

1 

t European Broadcasting Union 
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A sequence is.- twelve frames of an image. A presentation is the test. of a particula,r \ 

image and consists of the: 

, D 

display of the original sequed'ce for 10 seconds, 

display of a neutral grey fosi> seconds, 

display of the coded sequence for 10 seconds, 

~ ;isplay of a neutra~ ~r::or 10 seconds (voting per~d). 
T!J.e total time of a presentation 'is t~us 35 seconds. A session consists of 18 

p:esentatï'ons of the three test. images fqr a t~ time of 31 '10". T.hVrst two 

presentations are just examples and not accounted for. Th~~\next 16 presentations 
~, 

correspond to the actual test. Each level of distortion (including 'no distortioIl')~ 

is presented twice. The order of presentation is different for each image and each 
1 4 

session. A pseudo-random or der, is necessary to eliminate adaptation effects. Details" 
1 r d 

, 

ean be found in Appendix C. The following levels of distortion were selected: , 

dl correspond to no 'distortIon at aIl 
C> 

d2 correspond to a block quantizer with c = 2.0 

d3 correspond to a block quantizer with c = 1.5 

d4 correspond to a block quantizer with c = 1.0 -

d5 correspond t~ a block quantizer with c = 0.75 o 

~ 

de 
4 

correspond to a block quantizer with c = 0.50 

d7 correspond to à block quantize~ with c = 0.25 ~ 

dB correspond to a bad coding, 80,0,0 = '80,1,0- = 81,0,0 = 0.1, 8u.,v~0 :: '3.0 
elsewhere ". 0 

. Appendix B gives th~ contour plots c~rresponding to these levels of distortion 

and the first frame of eaeh coded image. 
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Results . 

_ p 0 

Table 3.5 gives the mean rating and the standard deviation fof ea~h image. 

These results h'ave been filtered according to the CCIR ,procedure ([26] (27]) 'to 
, D 

, eliminate inconsistent opinions or incons,istent viewer~. \ 

" 

'~ 

2.00 

1.00 

Test 

dl 

d2 

ds 
d4 

d5 
d6 
d7 
dB 

--
ElA ALBERT QUILT 

mean st dev mean st dev mean 'st ,dey 

4.8 004 4.8- 0.4 ''4.9 ,0.3 

4.8 0.4 4.9. 0.3 4.9 0.2 , 

4.7 0.5 4.6 ii 0 . .4 4.9 '-n.3 
" 

4.4 0.5 4.8' O.'" 4.6 0.5 

4.0 - 0.6 4.7 DA 4.4 0.5 , 

3.3 . O.fj 4.3 0.6 3'.9 0.5 
, 

' 2.6 0.6 3.3~ 0.9 3.1 0.6 

1.0 0.1 1.1 0.3 1.2 0.5 

.. 
. Ta,ble 3.5 Subjective opinion rating o 

" 

, 

. . 

* QUILT 
<1 EIA-CHART 
o ALBERT 

1 )0 

l' 

0.~5 0.5 0.75 1.0 2.0 • . • no diatortion 

/ 

r Fig. 3. '1 ~~bjective rating vs c 
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3.4.3 Discussion 

As exp,ected, the lev~l of perceptible distortion depends much on the image itsdf . 

..The more critical the image,'the higher is the value of the parameter c corresponding 
/ . 

. \ 

to the threshold of perception. The threshold is defined as the point wherc t.he 
\' ~~ <0 

distortion is imperceptible for 50% of the viewers and corresponds approximately 
, 0 

to a mean"'subjèctive rating of 4.5 on th<, impairment seale. 

For ALBERT, the thr~~ is around c,= 0.7 whcreas ~or QUILT it is n litt.l(\ 
• 

more than c = 1.0. For ElA, the threshold is a little less than c = 1.0. For brondcast 
'. ','-, "" 

television, 'the complexit~\ of the bulk of the irnâges lies between the complcxity 
~. ~ 

" of ALBERT and the c,omplexity of QUI~T and hence, 'te thresholcl will be betwecn 

c = 1.0 and c = 0.75, For the rest of the study, it will be safely assumed that. the 
o • 

thrçshold corresponds to c = 1.0. 
." .., , 

-An interesti~g observation cOllcerns the rating of the origin~l -image with no 
• . , 

distortio"n. Within the error interval repreented by the standard deviation, it has 
, @ 

thelsame rating as thç levéls of aistortion corresponding to c =: 2.0 and C,. = 1.5. 

This suggest that sorne (or all) viewers are very critical in ,the!r ratings. In general, 

ratings depend on the particular image but only to a limited extent. The graphs 
-II 

, ~ 

for the- three images are pretty close. d 

1 • 

There are no ob"vi~us correlation between the subjective ratings and the NSNR 

for the set of images ~sed, For simple images with .not rnuch activity such as . , . 
. ALBERT~ only a low level of RMS error ean be tolerat.ed before distortion beeornes 

\j 

perceptible. For QUILT, distortion becomes perceptible at rnuch higher values of 
~ 

- " 
the RMS error. This ts proba~Iy due t() the specifie -manner in which t~e error iB 

introduced qy the neT. Other studies with d~fferent kinds of distO);,tion {30] have 
" '" . . 
fo~nd a logis tic function that linked p~rcep~ual ratings to the RMS error. 
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Fig. 3.8 Subjective ratin~R 

Non Uniform Quantization 

* QUILT 

<0 EIA-CHART 

0. ALBERT 

,> 
no d18tortion 

A particular class. of non-uniform quantizers is studied here, their main eharac­

tcristic is that the step size is an increasing function of the input value. The idea . 

behind this requirement is that a large value for a eoeffiei!t generally indieates a 

block with activity, Activity implies that the masking property of the eye tolerates 

more distortlon. More quantization noise is introdueed 'with wider step sizes for 
< 

large input v.alues, It is hoped that this will inerease the compression ratio . .. 
A l' S(n+l) . (l n )S 1 th s seen ear 1er, uv w = mtn s opeu tJ w, satural:'lonu v w uv W' n 0 er J , , , , , , , 

" ' . 
words, until the saturation level is reached, the step size is S~nv+~) = slopeu v w X , , , , 

S~~J,W' As a starting basis, the block quantizer with c = 1.0 was chosen sinee it 

corresponds to the threshold of péreeption for uniform quantizers. In the first set 

of experiments, the saturation le-vel was set to be very. high corresponding in faet to 

, no saturation at aIl. The ~lope was varied from 1.0 (unifo;m quantize.r) to 2.0 for aIl 

quantizers except Qo 0 0 whieh stayed uniform. It appeared that quality degraded , , \ 

very fast with an inereasing s~ope without a substantial decrease in entropy. This 
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suggests that w en a fe\\' 111gh yalu('d coefficim1s arC' \,pry ('oarsdy qURuthwd. llllWh 

distortion 1S introduced. A saturation levcl of around 3 S('(:'Ill('d to cUft' this prohlt'lll. , 

Varying the slope .between 1.0 and 1.5 did not introducp additional distortion. How-

ever the gain in entropy was very Jow, on average less than 5%. For a slope highcr 

than, 1.5, distortion began to appear iraduallY witho.~t much gain in compression 
. , 

ratio. A higher .saturâtion level brings le~_ ) % d('cr('ase in C'lltropy. 
~ .. - .. 

The conclusion is that non-uniforrn quarlt',izatioll do('s IlOt. permit. IIP}>l'<'('illbl(' 

bandwidth compression for the added .romplexity. 

3.6 Extension to 3D-DCT 

G 
It was found in the preceding study"that appr('ciable bandwidth compression 

can be achieved with a 2-D DCT. At the threshold of perc('ption, according to 
~ 

the entropy and depending on the images, compression ratios from 3:1 (QUILT) 

to 10:1 (ALBERT) were achieved. By taking -advantage of the temporal correlation, 

higher compression ratios tan be expectéd. An extensive study of block qunntizerH 

for the 3-D DCT ~ould take too much time to conduct in the framework of this 

thesis. Also it is unlikely that a simple function of one parameter can ~e found 

that will fit a large class of images and most importantly, types of motions. For the 

above mentioned flaso~s, the study of the 3-D DCT is not as thorôugh as for the 

2-D DCT and is mainly done to get an idea of the gain ~ver 2-D DCT that can be~ 

achieved. 

--....._ 3.6.1 Advantage over Two-Dimensional Processing 
... 

Let the block size be _N X M X K. For the particular case of ima.ges· witlÎ: 
, 

absolutely no motion, the~first transform frame is given by: 
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F(u, v, 0)'; ~~ L L L C(u)C:(v)C(O). J(n, m, 0). 
n::o-O ffl;;;:O k=O ..... 

'(1r(2n+l)u) ((2m+l)tJ)'- (0) " 
cos 2N. COB 2M cos, (~ 7) 

. . 
with C(O) = J and C(l) == J2 for l =1=0 o. 

ThiA is the ~am(' as the 2-D DCT of one fram~ since f (n, m, k) := f( 1?;, m~ 0). 

and 

F(u,v,w) =0. for w>o (3.8) 

sine-<' th(lre is no temporal energy. 

The averageJ!IJ.tropy per çoefficient is thus H3 = -kH2' where H3 is the average 

entropy when the ima,ge is processed with a 3-D DCT and H2 with a 2-D DCT~ 

For K = 2, the bandwidth is halved while the'image qualit;v remains unchanged. 

Higher values for K yield even more savings. 

On the other hand, if thé temporal correlation is null (successive frames are 

totally different and uncorrelated), -then no savings are achieved by 3-D DCT pro-
,1' 

cessing over, the 2-D DCT. In real<1life, the gain lies somewhere between these two 

extremes and depends to a great extent on the types of images processed. However 

it suffices to scan a few television channels to notice that a fair part of the ma.terial ' 
. - [ 

-è consists of scenes with fixed or slowly moving backgrounas. 

~ 
3.6.2 Experimenta 

A block size of 16 x 16 x 4 was chosen and statistjcs on the real valued transform 

coefficients were gathered. The goaf is to find a block quantizer th~t yield!, images 
. 

(orup~able to those obta\ned at the threshold of pe:r.:cept~on with ~wo-dimensional 

processing. A transform block can be se~n as four frames~of 16x 16 coefficients. Each 

fraIJl"! is specified in?ependently of others. _ The parametric~l function developed 
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earlier is used to g~nerat(' the qUaI}tizatioll sh'J> distributioJl for n l'nUl1\'. A hl()('k 

quantizer is thus ~ompletely specifif'd by t.he values ('(h (' 1, ('2 and ('s that art' 1.h(' 

parameters for the frames. 

In addition to the distortion present with two-dimensional processing, thrçe-

" ' dimensionàl processing introdu~es 'temporal' distortion. If temporal foefficicnts art' 

too coarsely quantized, motion is ilOt. weil reconstrud,{'d in the 8('118(' thut Illovinv; 

object may be displaced with respect to t}w original frame. This phf'IlOllWllOll i~ 

easily perceptible wh en viewing the images framf' by frame. In real tiul<' displny, th<' 

temporal masking property of the human visual system hides much of th(' distortion. . ~ 

Since thorough experiments with many types of motion are limitNl by th(' fom-

puter resources (and time also), the values of Co, Ch c2" and cs choscIl arl' npprox-
, ' 

imate. They give results comparable to the threshold of perception and a margill 

was allowed to aC,count for faster types of motion (temporal coefficients are guite 

finely quanti~ed). It should bE),stressed that these eXperiment are really meant to 

sec if the gain with respect to 2D neT is significant or not. The values choscn are: 

Co = 2.0 and Cl = C2 = Cg = 1.0~ 

. , 

, , 

o 
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Chapter 4 Ca ding of the DCT C0efficients 

In the previous chapter, it wa!3 shown that appreciable bandwidth compression 

can be achieved by the use of 1) CT coding and proper desig~ of the block quantizer, 
. ' 

An approximation to the lower bound of the average number of bits per pels (~r 

bits per coefficient) was given by the entropy Havg." It was found that the entropy 

depended both on the image' itself and on the particular block quantizer used. In 
• 0 

practice however, the compression ratio will depend on the technique used to code 

the quantized coefficients. To design an efficient block coder, a thorough knowledge 

of the ~ource t statistics is needed. 

The coders used here are inspired by that, of Chen and Pratt [7] ," namely: they , 

use H uffman co ding for co ding no~ zero c~efficients and a combinat ion of r~n-length 

and Huffman coding for coding zero valued coefficients.' 
. ' 

The concepts of Huffman coding and run-Iength coding are introduced and' 

'Cf . followed by" a brief look at the qua~tized block characteristics. Different c~ders are 
• 

then simulated and the performances compared. The chapter concludes with ,a look 

at sorne 'post. fiJtering' thât can be embedded in the coders. , . 

t The source consista of the' blocks of coefficients. 
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4.1 A Brief Review of Co ding Theory, Huffman and 
Run-Length Coding , 

In a general context, let S be a source of cardinality M with source symbols 

Si, i = l; ... ,M having probabilities Pi' It is assu'med to be stationary. Let A 
'.-) 

be a code alphabet of cardinality D ani, source synibols ai' The source emits ~ 

sequence {SJOSj} ",sin"}' A .coder is a ~appillg from a S(,(}U<'./1<·(, ci sou~('c symhols 

to a sequence of code symbols. A first order-coder is a mapping of'each oft.lH' sour('(' 

symbO'I St into a sequence Ct of code lettel'!> called a code word 

~ 

( 4.1) 

J 
w here lt is the length of the codeword CI' In a vector coder, codcwords are assigned . " 

to vectors which are a fini te Jength sequence of source symbols. 

(4.2) 

There is no indication in the code symbol sequence where a codeword begins and 

ends. 'This information must.be determined from the structure of the c()d~ itself, 

assuming howe~er that the st~rt of the code sequence is kno~n. _ 
" 

. ~ practice, the cardi~a}ity 01 the' code alphabet is two , {O~ 1}. The efficiellcy 

of a coder is measured by ~ts average word length l = '"L-~l Pi!" 1 has the, ~am(l 

dimension as tne entropy and is measur~d in bits per symbol. Among first order 

coder~, two cl8:Sses are widely used, namely, fixed length coders and~ prefix variable 

length c~ders. Fixed length coders are simple but give poor rcsults when source 

pro,babilities are not uniform. Prefix co~es (also called tree codes) are less 8im~le 

but pe~forni better. These coders will always have a code length of at least one 

bit per Bource symb61. For sourees' with lower e~tropy, vector coding should be' 

conside~ed[31JI.) 
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4.1.1 Huffman Coding 

For a given sourcé, 'it is not always possible to find a first order coder whose . 
average word length equals the source entl'opy. However the Huffman code is opti-

, . 

-mum in the sense' that no other first order coder èau (jutperform it. Thé Huifman 

code ifo tree like , or prefix code. Each codeword is rE presented by a leaf in the tree 

and is 'uniquely decodable. The code is built from the source ~ymbol probabilities. " 

The length..of,a codeword is given by the number of nodes betwe,en the leaf .and 

. --
,the root of the tree. Short codewords are assigned to most probable clements. An 

, 
exarnple is given below for a five elements source. The value of the entropy is 2.1855 

" . 
while the aver~ge codeword length is 2.2. 

6 1 ... 
sy'mbol probability codeword 

81 03 00 0 

0 
'1 

82' ,0.25 0.1 
1 

0 83 0.25 10 
0 

1 

8. 0.1 110 '0 

1 

85 0.1 111· t ' 
o , ' .. '. 

, . 

4.1.2 Run-;:Length Coding 

. 
Run-Iength coding is primarily used for the transmission of binary images., "The 

d~cwnent is sca"nned horizo~t~ny oresulting in alterntting sequences of black ~nd ' 

w~ite pels. Compr~ss,ion is achieved by transmitting the values of the len~th of. the 

alternating sequences rather than the values of the pels themselves. Thé sourCe then 
" -

,becomes the possible values for the sequence lengths. A first order coder càn fur~~~e'r 

be used for corling the elements of this new source. This técqnique is efficient when 
~ 

sequences are long, as is usually the' case for-typed documents. 

- , 
- 62 ... 



;'\, 
iJ 

--

, 
4.1.3 Discussion on the Estill}ation of ijIe Entropy of Quantized 

Blocks. 

In section 3.4.1, the average entropy was defined as the mean of the t'Ilt,ropy of 

the individual coefficients (Eq. 3.5, 3.6). In other words, li block was considert'd as 

N M K different sources. However in the context of OCT coding, li block should ht' 

considered as a unique entity. The entropy of a block would hE' H lJ defillf'd 1\8 

(4.3) 

wher~ Bis the set of ail possible blocks. An example of a block is giV('I1 in Tabl(' 4.1. 

From a practical viewpoint, the set B would be so large that. any computat.ion of 

H B would be virtually impossible. In the rest of t.he thesis, 'entropy' will art.ually 

me an H~vg, which is more tractable. It. should ~owever be nott'd that. it. is only 

an approximation 'and Havg 2: mHB' The equality is achieved if the transform 

coefficients are independent. 
{ . . , 

4.2" Some.Observations' on the Quantized Coefficients . " 

Table 4.1 shows a typical block. It is taken 'from the first. frame of image AI:.BERT 

and covers about two thirds of his right eye. 
. 

/ A striking obsprvation is that nearly"half of the coefficients are zero v8.1u~d_ 

Moreover, 'they form a ra+.her'unjform big cluster. Since ALBERT moves his h(!a<l 

while talking, 'vertical' coefficients have quite large values compared to 'horizont.al' 
/ j 

ones. This is due to the line interlace effect of frame coding. Other sample blocks 

from different parts of the image, and different image~, reveal the' same structure, 

namely, many zeros. ln the uniform background in ALBERT only a few coefficients 

are not zerol3. On the other hand, there are .lcss zeros in QUILT bec aUBe of th.e 

important high frequency content. u 
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v\h 110 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

0 r'r68 112 9 4 1 1 5 0 5 -1 1 0 0 0 0 0 

1 94 -1 -2 2 -4 1 -2 ·1 -3 1 -2 0 0 0 0 0 

2 127 18 ·12 -6 -2 -1 0 0 1 0 0 0 0 0 0 0 

3 -17 -27 9 0 4 0 Q -1 0 0 0 0 0 0 0 0 

4 95 -7 -7' -7 -7 -1 -1 0 -1 0 0 0 0 0 0 0 

5 -56 -11 ·1 7 3 2 1 0 1, 0 0 0 0 9 0 0 

6 27 16 2 -5 -3 ·1 -1 0 -1 0 0 0 0 0 0. 0 

7 -4 -9 -5 2 2 1 0 0 0 0 0 0 0 0 0 0 

8 .} 1 2 0 0 0 0 0 0 0 0 0 0 0 0 0 

9 6 3 1 -1 ·2 ·1 0 0 0 0 0 0 0 0 0 0 

10 -11 -5 0 2 1 0 0 0 0 0 0 0 0 0 0 0 

1.1 12 3 0 -2 -1 ·1 o , 0 0 0 0 0 0 0 0 0 

1 2 ·11 -1 1 1 1 0 0 0 0 0 0 0_0 0 0 0 

1 3 1 2 0 -1 0 0 0 0 0 0 0 0 0 0 0 0 

14 ·6 0 0 0 0 0 0 0 0 0 0 
. 

0 0 0 0 0 

1 5 ·3 -1 ... 1 0 0 0 0 0 0 0 0 0 0 (j 0 '0 

\ 
Table 4.1 A typical quantized transform coefficient bloc. Taken 

from ALBERT in the region of his right eye. 
Parameter c = 1.0. • 

The second noteworthy observation concerns the probability density function 
-

(PDF) of individual coefficients. Figs 4.1 'and 4.2 show that the shâpe of the PDF 

. " 

diff~rs depending on the position of the. coefficient within a block. 'r1:te distribu-

tion gets narrower with increasing spatial frequency. Also the probability that the 
~ 

coefficient is zero increases quickly, from around 20% for F(2,~, 0) to nearly 90% 

for F(7, 7,0). This explains the large "numbE;r of zeros in a block. Looking at the 

PDF without taking into account the value zero shows that the symbols have very 

different probabilities. Note that the coeffic!ent F(O, 0, O~"..'~ing the average lu-

minance value of the pels in a block, hàs a more uniform PDF (npt shown here). 

These statistics are from LONG-SEQUENCE quantized with a block quantizer at tlie 

threshold ot' perceptibility (c = 1.0). Since this image rea.lly consists of a Yariety of 

images, these results are quîte genëral and robust. 
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Fig. 4.1 Probability distribution functions for F(2, 2, 0) 
quantized, with, and without, the zero value. Different 
vertical Seales used. 
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Fig. 4.2 Probability distribution func;tions for F(7,7,0) 
quantized, with, and without, the zero value. Different 
vertical sc ales u8ed~ 

4.3 Dual Huffman and Run .. Length Coders 
o • 

, ê 

The design of a 8traight'blo~k coder, namely, a mapping of every p088ible block 
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to a codeworeJ, is very imprattical due to the high cardinality of the source. An 

efficient alte~natjve using Huffm~n and rl}n-Iength coding is preseted. 

The block is mapped into a one-dimensional vector by the use of a scanning 

pattern. The vector thus consists of NM ~ eoefficients in a known order. Taking 

- the example of Table 4.1 and using a zigzag scanning.-pattern starting from F(O, 0, 0) 

would result in: 
i 

( 168 112 94 121 -1 9 4 -2 18 -17 95 
J 

1 1 0 -2 0 0 0 1 -1 2 0 1 0 . 

" . 00100. . 00000 

The first coefficients have a rather large variance and are rarely zero. Gradually, 

the variance decreases and long successions of zeros start to appear. The 1ast third 

of the vector consists of zeros only. 
:) . . 

To code the non-zero amplitudes, a H uffman code H Camp is used. Another 

HufI'man code HCrûn is used to code the .runs of consecutive zer<?s. The following 

sequence: 
, 

3 4 0 0 2 0 000 0 0 0 -1 0 000 0 5 0 . .000 would be.coded HCamp (3) 
\ '. 

HCamp (4) HCrun(2) HCamp(2) HCrun(7) HCamp(-l) HCrun(5) HCamptS) EOB. 

Knowlng th~ length of a run of zeros permit one to compute the position of the next 

non-zero, coefficient. A special codeword, EOB (End Of Block), is used to say that 

aIl of the remaining coefficients are' zero. EOB reduces the occurrence_of long runs. 

The statistics used to desIgn the two previous coders are gathered as follows: A 
oïl. 

histogram of non·zero amplitudes is generated with two additional source symbols, 
, , 

EOB and prefiz. Prefix designates the start of a run of zeros. T~e HCdmp code, 
" ' 

is ge_n~rated aècordi~g to th~se statistics. HCrun is generated,from the histogram 

of the length of zero sequences, excluding the one going io- the end of block. In 
.,t' 1 ( 

the actual coder bC~un is a subcode of HCamp with the prefix code prefix (ie, the 
, , 

~refix Iea! designates that wh~t follows represent the code of a run of zeros) . 
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Amplitude symbols Prefix EOB 

, . o 

This coder will be called a separated dual coder sinee HCam11 and Herun Itr(' 
~ 

really two separate Huffman codes. It follows the ide.a of Chen and Pratt. in thcir 

'scene adaptive coder'[ 7]. 

Another methQd consists of having an ~ntegrated dual coder. In this case, the 

source consists of the non-zero amplitudes, the runs of zeros and the EOn symbols. 

{ ... - 3, -2, -1, 1, 2, 3 ..... 1z , 2z , 3Zf ..... EOB} where lz designates a run of 1 z(!ros. 

The two previously mentioned histograms are merged to pro duce a single one th~t 

. is used to generate an i~tegrated oH uffman code. This method was alao llsecl by-

Dubois andoMoncet for the coding of NTSC pictures[32j. 

Note that in both the separated and int~grated cod~rs,1 the F(O,O,O) coefficient' 
.... 

is treated differently. ls is always the first element in the-'Scannin'g pattern and i!t 

~signed a fixed length cod~word of twelve bits. It is not takcll into account ~hcn 

generating the histograms. 

The choice of the scanning pattern is important. One would want to ha.ve long 
~ - ' 

runs of zeros. Since zeros are coded in ,groups, ait is possible in theory to get bit 

rates less than one bit per coefficient. 

Block Coding With N M K Coders 

This represents an extension of the ideas presented above. Each coefficient h88 

its own set of amplitude and run-Iength histograms. The amplitude histogram is 

computed from the values taken only by that particular coefficient. The runs are 
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thObC starting at the coefficient in the scan~ing process. Both separate or integrateq 
"-'i -

codes can pe specified for each coefficient except for F(O, 0, 0). In this coder, the 
. . ., 

codes are adaptE!d to each coefficient. This arrangement will hopefully yield lower 
; 

bit rates at the 'cost of a huge illcrease in .meinory 'requirements and to a lesser 

extent, complexity. It was however.found that the gain was negligible for'the effort 

deployed. 

4.4 Results 

In this section, three factors affecting the efficiency of a dual Huffman-coder are 

studied: 

The tYl?e of coder, namely, integrated or separated. 
: . 

Tpe scanning pattern: . -
The,robustness of the coder. 

Robustness 

As seen previously, a coder is generated from histograms generated for a partic­

ular image. This coder 'will then l'>e optimal (or a-dapted) to that image and may be 

'poor for another image. The robustness is a measure of the sensitivity of a coder to , . 

different source images. It shows how a particular coder performs with 'respect to 

one that i~ specifically adapted-to the source image. In or der to test the robustness 

of the dual Huffman coder, two coders ~esigned from different statîstÎcs are tried·. 
- \ ' J" 

on, a "'set of images, Table 4.2. The 'general' coder draws its.statistics from LONG-

SEQUENC~" F~r each image, an 'individual' coder is generated froz;n the statistics 

of the particular image only. The general coder will be said robust if it performs 
1 

relatively close to the individual coders on average. 
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Scanning Patter~, 

Due to' the faet that the energy is conéentrated in low frequency coefficients, the 
If 

• t" 

zigzag scanning pattern. performs well. A more general method would be to scan 

the cQefficients in a decreasing order of weighted variance. The weighted variance 
- ,q 

bei~g the variance 9f th"e
o 

éoefficient divided by the step-size of its quantizer. The 

f idea is that it would ~low for less runs of zeros .,and a mort' effici('nt US(' of t.he Eon 
" 

codeword. 

Results 

~1l experiments ~ere conducted using a block quantirr }Vith the parameter 

C ,= 1.0 corresponding to the thres~ld 'Of p~rêeption. Tabl(~ 4.2 summarizcs the 
'. . 

results . . ~ 

~ 

Image 

LONG-SEQ 
-

ALBERT 

ElA CHART 

FLOWERS 

TOyS 

LETTERS 

MEISEL 

OSCAR
Q 

QUILT . 
'WAGONS 

YVON ., 

Entropy. Individual . Zigzag scanning Variance scanning 

, Havg 

1.541 

' 0.987 

1.607 

L410 

1.627 

1.407 

1.124 

1.433 

2.455 

1.338 
, ' 

0.814 

Coders integrated separated integrated separate,d 

1.618 ~69~" 1.641 
" 

L058 1.056 1. ~92 1.072 

1.771 1.767 1 S52 1.804 

1.576 1.573 .642 1.602 1 
, 

, 1.777 '1.791 1.882 1:841 

1.630 1.635 1.703 1:662 . . . 
1.'396 1.395. 1.462 1.388 

. 1.595 1.592 1.663 1.634 
- ., 

2.948 "'Il' 

" 
2.962 3.111 2.928 

1.576 '" 1.58.0 1.6'46 1.601 - ; 

0.843 0.843 , 0.875 0.875 
0 

Bit rates obta~ned in bit8 per pels for different coders. 
The individ ual coders are ~integrated' and use a . ' 
zigzag scanning pattern. . " . 
1 

1.702 

1.099 

1.870 

1.658 

1.917' 

1.710 

lA50 

1.600 

~.087 

1.647 

0.8oo 

'0 

/ 

~ 
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As expected, the integrated coder perform better than the separated one yield-

ing a gain of about 4.5% for the zigzag scanning pattern. - The zigzag scanning . 
, pattern is quite good since it actually outperforms the ,weighted variance scalmi~g 

pattern by about 1.5%, which i& not significant. The rohustness of the coders seem 

adequate for most images. Except for TOYS which gav~ a dJfference of 0.78%, the 

difference was less than 0.3 % which can he considered negligible. Compared to the 
. 

;lV('rage entropy, the bit rate ohtained are acceptable. The pet:formance depends 

IIluch on the image. YVON yielded a bit rate only 3.4% higher than its entropy . . 
while MEISEL was 19.5% above entropy for integrated coders. On a~erage, the bit 

rate is around 10% higher than the entropy. Appendix E gives table -of entropies 
T 

for the coefficients and the average number of bits taken to code each coefficient 

for the different coders. The âverâge number of bits is soleîy based' on the non-zero . 
values .taken by th~ coeffiCie~t. ' In other words, the share of bits to, code its zero 

values is not taken into account For that reason, the average number of bit for a 
)0 

coefficient cannot direct-ly-b compared to its entropy. . \ 

4.5 Post Ffitering' . 

Within the clusters of zeros in a block of quantized coefficients, }here are often 

isolated coefficients wit~ non-zero amplitude. Most of the time their amplitude is 

• ±1 or ±2. These coefficients are usually medium or high frequency ones and are not 

important in the viewpoint of percepti.bility. Forcing these isolated coefficients to 

zero will yield fewer and longer runs of zeros, thus lowerirtg the bit rate. Formally, 
- . 

lJ- coefficient will be said/to be isolated if in the scanning pattern, the preceding and 
~ ~ . 

t~e following coefficients are both zero valued. 

Furthermore, experiments showed that skipping the isolated ±1 

troduce any additional distortion if any was present. In faet no di . . . 
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perceptible exc~pt that the filtered illlag{' app<'JU'<'d v<,ry slight ly l('s~ Noi!->y t}um it s 

• 
non filtered counterpart. A noticeable feduction in the bit raf,(' f('slfIt,ed how{'\'{'I' . 

. Skipping aiso t}te ±2 isolated coefficients had" no effect and a ll('gligibl(~ bit. rnf,(' 

saving. This suggest that t.he majority of isolated coefficient have an amplitude of 
<l 

'±l. Post filterïng can be viewed as a type of quantization with DU.'lllOry. In thnt. 

case, the threshold is dependent. on the valut' ,of adjacent. pds. Tl\(' ~'sult.s oht.llilH'd 

are s).l):runarized in Table 4.3. 

Entropy No post filtering _ 'Yit!~~()s_t. fi~~~ri!lg 
-- ---

Image Havg 
.. Zigzag Varianc(> ZigZhg VariIUlC(\ 

scannmg scanning scanning sCltnIlmg 

LONG-SEQ 1.541 1.618 \ 1.641 1.416 1.394 

ALBERT 0.987 1.056 1.072 0.859 0.838 

ElA CHART 1.607 1.767 \ 1.804 1.552 1.548 

FLOW ERS 1.410 1.573 1.602 1.353 1.318 

TOYS -1.627 1.791 1.841 1.606 1.616 

LETTERS 1~ 1.635 1.662 1.454 1.431 

MEISEL 1.124 1.395 1.388 1.220 . 1.190 

OSCAR 1.433 1.592 1.635 1.356 1.330 

QUILT. 2.455 2.952 '2.928 2.t69 2.617 

WAGONS 1.338 ,1.580 1.601 1.383 1.353 

YVON 0.814 0.843 0.875 0.706 0.697 

Table 4.3 Influence of skipping isolated (± 1 fcoefficients on the 
bit rate. Comparison ef scanning patterns for the 
coders with post-filtering. 

" 

A zigzag scanning pattern and an integrated coder were uséd as the reference. 

A coder with post filtering is not an entropy"coder since the reconstruc~d block 

bf coefficients at the receiver may be different from the one at the transmitter .. 
. 

This explains that bit rates are sometime below entropy. The gain with respect 

to coders with no post-filtering is appreciable. ~omparing integrated coders with 
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~izgag scanning pattern show a reduction in the bit rate ranging from 9.6% for 

QUILT to 18.6% foi ALBERT. The LONG-SEQUENCE gave à gain of 12.5%. In, 

the case of post-filtering coders, the variance sèanning pattern seçms to give slightly 

better results than the zigzag pattern. The difference is however quite small. Since 
_ 0 

they do not seem to affect J,he image quality, coder.s with post-filtering are thus 

considered best. For LONG-SEQUENCE, the bit rate obtained of 1.394 bpp using 

a varlance scanning pattern is equivalent to a compression ratio of 5.7. 
o • 

Extension to 3D DeT 

In this section, the block quantizer described in Section 3.6 is used. The quality 

of the images obtained is sim.ilar with those obtained in the preceding study. How-

ever since two-dimensional and thr-e(!-dimensionai DCT do not produce exactly the 

same impairments' in the viewpoint of quatity, results cannot be directIyeompared. 

, 
Image 2D"DCT 3D DCT Jll. 

'No post F. With post F~ , No post F .. Witli post F. -

LONG-SEQ 1.618 1.416 Ll0t 0.8,91 

ALBERT 1.056 0.859 0.647 0.466 

EIACHART 1.767 1.552 1.245 1.004 

FLOWF-RS 1.573 1.353 1.170 0 0.926 

T:JYS 1.791 1.606 0.935 0.752 

LETTERS 1.635 ·1.454 1.450 -1.257 

MEISEL 1.395 1.220 0 __ 914 0.718 -
OSCAR 1.592 

~ 
1.356 0.976 0.734 

QUILT 2.952 2.669 2.013 1.683 

WAGONS: 
. 

1.580 1.383 1.242 1.030 . 
YVON 0.843 0.706 0.479 0.344 

Table 4.4 Comparison of 2D coding and 3D co ding for images 
of approximately same quality. 
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An integrated coder with a weightcd variullc('/scanllfllg pnU('ru il' UM:l. lt is 

compa~ed to its 'post filtering' counterpart a~ well as to th(' two-dimellSioll8.1 ('odt'r. 

The ~ain over two dimensional precessing is importan_~ as e~p~ted dCPCllds 

on the motion. For example TOYS ~hich is mainly a still plcture shows an impressivc 
. , 

gam. ALBERT and YVON which exhibit a fixed background al su benefit from thrt'(.'-

dimensional processing reaching bit rates below 0.5 bits per pc\. On aVt>rag<' wit.h 

LONG-SEQUENCEt the bit rate is close to 1.1 bits pet pel and post filtcring allows Il 
:t' 

further, gain of 20% yielding a bit ra~e of 0.9 bits per pels . 

• 

/ 

o 

/ 

". .-
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Chapter 5 Conclusion 

--

o & 

This study was aimed at investigating a block quantization method for dis crete 

cosi~e transform image coding that is adapted to t~e pro~er~ies of the human visual 

system. In the method developed, a black quantt4er is generated by a function·of 
,.~/ 

a' smaU set of parameters. lndividual quantizers have a uniform step size. The 

parametric function allo,ws, for a given distortion level, to determine a step size for. 

each coefficient based on its overall subjec.tive importance. 
". , , 

'" 
A subjective test demonstrated the validity of this approach. Overall image 

distortion was successfully cont:olled by one parameter for a set of three imag~s 
r ' , 

exhibiting various features. The opinion of the viewers correlated well'with the pa-
0, . 

1 

rameter value. The value of the parameter at which the distortion is at the threshold 

Qf'perceptibility depends on the particular image and its 'activity'. Howevei' the 

vftlues for the three test images were close. 
. '\ 

The variable rate block coder used here is similar the one developed by Chen and 

Pratt. Two enhancements have been added, namely, the use of an i~tegrated. Huff­

man· coder and post-filtering. These two enhancement p~rmit a further reduction ~ 

of the bit rate of about 20% with respect t~ the original method. 

For intraframe coding, an average bit rate of 1.4 bits per pel was obtained. 
{ 

However the bit rate depends on the particular image and vatied from a high of 2.6 

bits pet pel for QUILT to a low of 0.7 bits per pel for YVON. 
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The use of non-uniform quantiu"rs, for whlch tIlt' st<'p si~(, ilH'rN\S(\S with t,h<' 

value of the transform coefficient, was investigatcd to dt'termiu(' the furt her r('d\}('­

tion in bit rate possible over uniform quantization. However,' the gain achiev('d 

was not significant enough to justify the added complexity. This is because most 
, 

coefficients are low."valued and 0* a few'are affected by non-uniform quantïzat.ioll. 
. . 

A better bandWidth compression was obtained with intcrframc thr(l('-dimCIlsioual 

OCT coding. However in that case; the gain over intr.aframe coding d('l)(,Ilds on tll(' 

motion present in the image or more generally its tempor!t1 activity. :An a,verag(\ h~t 

rate of 0.9 bits per pel was achieved,with a low of 0.35 bits per pd for a htad and 
;' 

shoulder scene typicaJ of teleconferencjng. r:r:he choice of the sc~nning pattern ili 

more delicate since th~ energy distribution among the coefficients depends greatly 
, '1 

upon the motion present in the image. Further psychovisual experiments are ccr-. ' . 

tainly neede~. _to optimize the three-dimensional block quantizers and to study the' 

effect of both the Ifiotion present ~n ,the images and the temporal size of the blocks. 

Adaptive block quantization can be implemented with two potential uses.' One 

may want to adapt the output bit rate to a certain channel bandwidth, or in other 

w9rds regulate the outpu~ bit rate .. In that case a simple feedback mechaniRm de-, 
" , 

rived from sorne buffer status can be used to control the block quantizer,(increruw 

or decrease the parameter 'c' in Eq. 3.~). Another possible use would be to min­

imize the bit rate while keeping the quality of the image ab ove the ttlresh~ld of 

perception. In, that case, one will need to do an extensive study to separate images 

into perceptuai classes and, according to sorne measure of activity, select the most 

appropriate hlock quantizer. The overhead added by adaptivity would be minimal 

in terrns of transmission since only one or two descriptive values of the block quan­

tizer should be sent. Computational complexity however would increase sinee t'hé 

quantizers should be constantly updated. A simple method would be to have a 

bank of block quantizers in memory and switch to th~ appropriate one as' needed. 
,# ,,(l,.'~ \ 

,'. 
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W;th decrea.~ing hardware cost, this would lower processing overheàd. 
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Appendix A. Test Images 

This appendix'present the first frame of the various sequences used _for the test. 

A sequence comprises usually twelve frames of the same scene e:xcépt for SHORT-

SEQUENCE and LONG-SEQUENCE. 

SHORT-SEQUENCE comprises eleven frames: ElA CHART, YVON, FLOWERS, OSCAR 

MVT, GASTON, TOYS, QUILT, WAGONS, OSCAR, ANNABEL 'LE ALBERT, 

LONG-SEQUENCE comprises 144 frames, twelve each from the scenes: YVON, ElA 

CHART, ALBERT, WAGONS, FLOWERS, QUILT, OSCAR, MEISEL, LETTERS, TOYS, 

ANNABELLE, O~CAR MVT, 

The actual size of an image on the display screen is 136mm X 124mm. For 

the subjective test, images are viewed From a distance of appro~i;nately one meter 

W hicll corresponds to four times the p~ciure height of the_ display !;,~reen. 

f 

1 
1 

ALBERT 
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Appendix B . Subj(tctive Tests, picturet and contour plots 

• 
S' :-- 08 

S> 0.1\ 

S> 0.4 
4 

S> 0.3 

~ 

" 

Fig. B.I e;ponding to c = 2.0 

0 

( 

., 

• Fig. B.2 Levèl of distortion ds corresponding to c ;:::.-1.5 
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Fig. B.S L~vel or"distortion d4 corresponding to c == 1.0 , 

( 

.. 

c . Fig. B.4 Level of distortion ds corresponding to c = 0.75 . \ 

1 
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Fig. B.S Level of distortion d6 corresj>onding to c = 0,5 

.~ 

Il 

. , 

.. 

. . 

fi 

Fig. B.6 Level of distQl"tion 'd7 corresponding to c = 0.25 

, 
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AJ:fpendix C. / .. 
The subjéctive tests are comprised of two sessions of half an hour each. In . . ..... 

order t~ elimin~te aAy bias, : pseudo ralldom o;der of ~rese~tation is ·nec~s~~ry. . .:. ' ' 

The \fir~t two presentations are' ~xaniples chosen to show the kind of impainnents 
• .. '1 • 

, 6. 

l)('ing tested. The next "16 presentations are actual tests an can be separated into 

four (!uadrt,nts, "namely 3 to 6, 7 to 10, 11 to 14 aiià 1& to ,18 .• Sin~e -each level of 

distortion is presented four times, it should be spread over the four quadrants. AIsn" 
Z.I J 

, # _/ , lJ 

in a 'presentation, EIA_CHART, ALBERT and QUILT should display different levels of 
, " 0 . 

distortion. Levels of distortion were first assigned in a TaI}-dom order a:nd reordered 
. , 

to mee~ the above méntioned res~rictions. Table C.I and 0'.2 giv~ tlie order \lsed , 

. for the first and second sessiü-n respectively. 

.' 

PRESENTA'.(IdN CHART ALBERT QUILT 

1 d7 • d5 dT 
2 d5 d7 ds 

3 d6 d5 ds 
. 

4 . ; :lr. 
d" ds 

d
2 

_ 

, 
5 ds dl 1 

dg 
... 

6 dl dB dT 
o 

7 d5 df)' d. 
8 • dB d7 'dl) 
9 ds d2 dl 
10 d2 d" d6 . 11 d7 "dg· d5 

12 d6 d7 dl 
13 d" ds di 
14 d2 dl. . d4.. 

0 , dl " d • .... d2 15 () , 

16 . dB dt. à6 .. , , 

17 'dT d2 dB 
(>' 

q 18 d5 d6 dT - ... 
Table C.I First session order of pres~nt~tion. 
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PRESENTATION CHART ALBERT QUIbT . 
1 

2 

li 

4 

5' 

6 

7 

8 

9 

10 

II . 
12 . 
13 

14 

15 

16 (' 

11 
.' 
18 

Table C.2 

'----
da d6 eta -
d6 dB do 
dT> d, ' dl 

. 
~ 

d2 d6 d. --
d1 " d!i , dr. 

-r-----

da d7 do • 
---- ------- .. ----- -~~~~ ... 

d6 da . d7 ------- ---,,-~_ ...... -
~l dT> _ 

-----.-~-~-----~---------
~7 

. dl ds ' 
--~--~ -------

d4 ds ds 
. 

l-

- ds dé} ....... d2 
, 

~ -- -- ~;-=-=~ dl d4 
-~-

1 ds d2 dfl -----
do. d6 

. dg --1--------r-

d4 ds dl 

ds ds dl) 
----r- ~ 

d6 dl d7 
u 

d2 d1 d. 

. ., 
Sec~nd session order of presentation 

1 

Viewers were given a blank table to' fillap and the following explicative note: 
.... " , i 

.. 

'. 

. , 

, t. 
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SUBJECTIVE TEST 

~ 

" , 
, ' . , SESSION ~1 

, , 

,Impairment Seale 

5 Imperceptible 

4 Perceptible, b'lt not -annoYÎIlg 

3 Slightly ~nnoying . 
2 +A • nnoymg , 

1 Very annoying 

SEQUENCE CHART A~~ERT 
0 

l " 
1 .. 

~ 

2 . i! 

3 r ..... ~ 

~ ..... . 1 . ' 
';" . 

4 . . 
~ . 

~ 5 . 
6 "' - . 

, 
'" 7 w , 
" 

8 , 

" g. D '. 

":~ " 10 - :J; 

-, 

Il . . -
12 . -

• - . 
13 -

14 . 
" 

_V 15 , . 
16 , 

17 . . 
18 -

~ 

. 
/" , ~ 

,\-

your N AME please : 

, 
Q 

. \ . ..., 

." 

o 

. 
- . , 

~ 

-
QUI.LT 

\ 
1 \ --

• . 
. 

-

,\ 
, 

. 
"" -. 

, . 
\ , . 

• 
'r " 

-/ 
0 

! 
/ 

l' . 
," - 1 • 

.: 1 . 
1 

/ .. 
/ 

'"". 1 ~. 

.. 

, \' 

J' 

o 

" 

.. 
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SUBJECTIVE TEST 

DESCRIPTION 
;,J-

, .' 
l ~ • 

~ yve have asked you to come along to help us assess the effects of impnipl1('nts" 
that cau occur in.digi~al coding of TV: The complete tC'st will cOnHist of two' s('pnrn.k 
sessions of which this is the first. ' . . 

We are going to show a series of presentations, each of which consists of: 
011 '" 0 • • ,/ 

,-"the original TV sequence for 10 seconds. 

- a neutral grey for about 5 seconds. 

- the coded TV sequencé for 10 seconds . 

- a neutral grey for 10 seconds, voting period. 
r 

, We wouid like youi opinion of the overall impairrnent level of the r..oded' TV 
sequence with respect to the original. Your opiI\Îon sb.oulcl be expressed in terms' 
of· the 5-grade impair}llent sèale ranging frorn 5, impercepUble, to 1, v.ery annoying, 
which is shown at the top of the report form provided. _ 

/,/ . 
~ / \ " "'L 

You do flot need '\0 u~e aIl the grades and you may use' a given grade' aB often u 

as yoù wish. Please record y~ur opinion in the report form during the 10 s(~cond 
voting'period. At the beginning of a sequence, ihe HDVS system rriay display fo~ a 
fractio~ of a second sorne frameS' that do not l>elong to the seqlleJ)le , please ignore 

• them. . . • 

i 

1 

First, we are going to show you six examplés of the irnpairments we are tésting. 
We woul.d like you to record your opinion of these in the filst two rowa, but thesc 
r.esults will not he included in the main analysis. . . 

. " 

The session will last for about 'half an hour., RemernherJ a11 tnltt is required ie 
your persbflal opinion. ~':I • . , _ 

Any questio1\s ? 

.h ,., 

I!a 
,tfank you.. , 

1 . 

, 

" • 1) ..... 
l, , 

~ 
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Appendix/ Il Statistics on th'e': transform coefficients 
.' . l" '. 

-, • "1 ' 

The mean, standard devÎation, minimum'" nd maximum values of aIl coefficients '\ 
- • 1 

were computed for both 16 X 16 X 1 and 16 x 16 x 4 blocks. Tables of the resuits 

'. for' the s'tandard deviation are ~iven below.I{\AS for the mean. value~, except for . 
F(O, 0, 0), they are aIl zero an,d thu~ ar; Rot itluded. The image ,used to geD;erate 

thcses statistics is 'LONG-SEQUENCE. The standard devi'ation tables gi~e an idea of . . . 
l • 

the cncrgy distribution among the coefficients. \ _ 

" 

/ 

. 
12JJ!'3 v\h 0 1 2 3 . 4 5 6 7 8 9 1 0 1 1 1 4 1 5 

0 27.41 6 13 " 3.38' 2.53 2.67 2.39 2.27 1.94 160 1.13 0.61 049 041 0.38 0.20 0.14 

1 8.60 3.62 2.36 1.90 1.62 1.54 1.81 1.55 0.99 0.77 0.45 0.36 0:29 0.23 0.17 O.ll 

2 5.02 2.83 2.27 1.90 1.44 1.23 1.49 135 094 070 0.45 0.37 0.29 0.22 016 0.10 

3 3.56. :t.25 2.29 2.21 1.52 1.02 0.98 0."l7 0.66 058 0.44 0.32 0.26 0.21 0.16 0.09 
, 4 3.48 2.01 2.03 1.98 1.31 0.89 0.75 0.58 0.58 0.46 0.36 028 0.23 0.19 014 0.09 

5 293 1.73 1.34 1.17 089 0.69 a.57 0.53 0.45 0.34 0.27 0.23 0.20 017 0.13 0.09 . 
6 2.36 1.43 1.08 0.'92 0.72 0.60 0.48 0.39 035 0.27 0.22 022 0.20 0.15 0.11 0.07 

7 2.25 1.21 0.92 0.74 0.58 0.54 0.46 0.36 0.29 0.23 0.20 0.23 0.22 0.16 0.10 0.06 

8 1.53 0.98 0.80 0.58 0.44 0.38 0.37 0.31 0.23 0.20 0.16 0.21 0.24 0.17 0.10 0.07 

9 0.92 0'.75 0.70 0.53- 0.38 0.33 0.31 0.27 0.24 9.21 0.19 Q.21 0.21 0.16 O.ll 0.07 

10 0.78 0.60 0.63 0.54 0.40 0.31 0.27 0.23 ·0.24 0.23 0.20 0.21 0.19 015 'O.ll 0.07 

Ù b.63 0.53 0.52 "0.48 0.40 
. 

0.34 0.33 0.29 0.28 0.27 0.24 0.21 0.19 0.16 0.12 0.08 " 

1 2 0.59 0.54 0.57 0.57 0.44 033 0.31 0.28 0.31 0.34 0.29 0.2:1' 0.20 0.18 0.14 0.09 . 
&'.49 0.37 '0.36 13 0.~1 0.60 0;60 0.58 0.47 .0.44 0.42 0.29 0.26 0.24 0.20 0.16 0.09 

14 o.\n .0.65 0.57 0.51' 0.44 0.49"" 0.6,4 0.53 0.37 
' , 

0.33 0.27 0.26 0.25 0.20 0.14 0.09 

l 5 0.92 0.98 0.83 0.7l b.78 0.81 0.84 0.63 0.46 0.42 0.33 0.35 0.40 0.32 0.22 0.11 

, o 

,Table D.l Standard deviation of 2D-DCT coefficients, the test 
• , image is LONG· SEQUENCE. 
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v\h 
0 

1 • 

2 

3 

;,. 4 

5 

6 .. 7 , 
... 8 

9 

10 
/1 1 

1 2 

13 

14 

15 .. 

r--
v\h 

0 

1 

2 

3 

4 

5 

6 

7 

8 

'9 

10 

1 1 

12 
o}'3 

14 

o 15 

0 
l 

Co 

,. 

.. 

. .. 
o 

---~- ~ ... -- / 
0 1 2 3 4 5 6 7 8 9 1 0 1 1 1 :1 1 ;{ 4 l " 1 {) 

--------~ .. - ... -- -----
'26.85 5.79- 3.02 1:94 . 1.80 1.28 1.21 1.46 1.42 0.93 0.42 0.30 0.20 0.16 0.11 0.09 

8.20 3~4 2.04 1.52 1.2.2 0.96 0.87 0.94 0.77 ;0.60 . 
• 4.73 l'52 1.89 1.47 1.14 0.80 0.71 0.82 0.70 0.49 

0.30 o..i2 0.16 0.12 0.09 0.07 
1 

0.2!4 0.24 0.17 0.13 0.10 0.06 \ 

3.25 1.94 1.67 1.70 1.05 073 0.66 0.50 0.43 0.35 0.28 0.19 0.15 0.11 0.09 0.06 
3.20 1.73 1.47 1.45 0.85 0.66 0.57 0.43. 0.41 0.26 0.21 0.17 0.12 0.10 0.08 0.06 
2.71 1.50 1.05 0.84 0.56 0.48 0.43 0.43 0.35 0.~2 0.16 0.1.2 0.11 0.09 0.07 0.06' "' 218 1.21 0.86 0.67 , 0.47 0.40 0.31 0.27 0.26 0.18 0.12 0.10 0.09 0.08 0.06 0.04 
2.10 1.02 ' 0.72 0.57 0.42 0.38 028 p.23 .0.20 o 12 0.11 0.09 0.09 0.07 0.06 0.04 

140 0 ... 9 0.61 0.44 0~31 Q 25 023 021 0.15 0,,] 2 O.OC) o (J9 (l.0!) o OR 0.00 0.1104 
0.78 0.51 0.47 0.35 0.24 o lit o 15 G.13 013 Il Hl (l.O9 (J.OS O.OS O.OS (l.OG (l.04 

0.66 0.41 0.40 035 025 017 0.15 o Il 011 010 0.09 O.OS O.OI! 0.07 (),()ü 0.0-1 

0.49 0.33 0.30' 0.2~ 021 0'16 o 14 0.13 011 0,10 0.0.9 {) OS 0.08 0.07 U.OG 0.0" 
0.43 0.28 034 0.31 025 0.16 0.14 0.12 011 0.11 009 O.U9· (J.OI) 007 0.06 0.04 

0.38 0.29 034 o B2 0' 23 0.17 0.15 0.1~ 0.12 0.11 0.10 0.10 0.10 0.08 0.07 0.004 

0.39 0.31 . 0.31 0.26 0.21 0.17 0.16 0.15 0.12 on 010 0.10 0.11 0.09 (J.06 0.06 
0.54 042 0.42 037 032 0.24 0.22 0.17 

. 
015- 0.13 O'U o la 016 0.12 0.1l7 O.OS 

D 

Table D.2 Shridard deviation ç>f ;D-DCT c~efficients, fr-~mc 0,· 
the test image is LONG-SEQÙENCE. . 

. , 

-
O. 1 . 2 3 , 4 5 6 7 8 9 1 0 1 1 1 2 1 3 14 15 

4.29 .1.57 1.24 1.30 1.53 1.42 1.37 0.72 0.36 0.30 0.19 0.16 0.14 0 14 0.09 0.06 

.1.81 1.10 0.99 0.93 0.86 0.90 1.18 0.'6'7 0.38 0.28 0.17 'O.H 0.11 O. JO 0.08 0.06 /' 

1.39 1.04 1.05 1.00 0.71 0.71 0.97 0.75 

1.22 0.95 1.38 1.15 0.94 0.53 0.53 0.39 

1 10 0.S2 1.24 1.13 0.85 0.46 0.35 0.23 

0.91, 0.68 0.69 0.68 0.57 0.38 0.26 0.20 

0.70 0.59 0.53 0.51 0.43 0.33 0.23 0.17 

0.64 0.51 0.47 0.36 031 0.27 0.23 .0.16 

0.46 0.44 0.41 0.29 0.23 0.20 0.19 0.13 . 
0.35 0.39 0.40 0.30 .0.22 O.lS 0.16 0.12 

0.29 0.29 9:38 0.33 0.23 0.17 0.13 0.10 

0.126 0.25 0.28 0.29 0.25 0.20 0.17 0.14 

0.26 0,25 0.31 0.38 0.26 0.19 0.16 0.13 

0.31 0.28 0.32 0.36 0.28 0.27 0.28 0.24 

0.29 0.30 0.29 e·2
9> 

0.25 0.31 0.41 0.32 

0.44 0.45 Q.4'l 0.42 0.049 0.51 0.46 ,0.34 

0.38 0.26 0.19 O.H 
0.27 0..21 0.16 012 

0.21 0.17 0.14 0.11 

0.16 0.13 0.10 0.09 

0.13 0.10 0.08 0.08 

0.10 0.09 0.07 0.0l! 

·"tE 0.07 0.07 

o.a'1 0.0 . 8 0.07 
1 

O. 9 O.OS 0 .. 07 0.07 . 
0.11 0'.10 0.08 0.08 

0.12 0.12 0.10 0.09 

0.16 0.14 0.10 0.09 

o.n 0.14 0.11 0.10 

0.19 0.16 0.12 &.12 

0.11 0 09 0.07 0.06 

0.11 0 09 0.07 0.0" 

0.09 O. 0.04 

0.08 O. 0.04 

o.oB 0 O.O:l 

0.08 o. o.oa 
0.08 0 0.03 

0.07 O. 0.03 
1 

0.07 O. 0.03 

0.07 o ( 0.03 

0.08 0 0.04 

o.oLO. 

08 0.06 

07 0.06 

06 O.OCi 

07 O.Or. 

06 0.05 

07 0.05 

06 Cl.OG 

)7 0.05 

07 (J 07 

08 (J.07 

08 0.07 

~Cl.IO 

O.O~ 
0.09 O. 0.06 

0.13 O. 0.05 

Tabl~ D.S Standard deviation of 3D-DéT coefficients" fr~mc 1, 
the test image is LONG-SEQUENCE . 
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Ii\h 0 1 2 3 4 S 6 7 8 9 10 1 1 1 2' 1 3 1 4 1 5 

0 3.01 1.06 {) 74 0.86 1.17 1.33 1.15 0.94 e.51 0.42 0.25 0.20 0.18 0.13 0.09 0.05 

1 LIS 0.70 0.58 0.60 0.57 0.75 0.98 0.80 0.42 0.30 0.20 0.16 0.13 0.10 0.07 0.05 

- ,2" 0.83 0.66 0.59 0.60 0.47 0.56 0.83 0.10 0.41 0.33 0.21 0.16 0.12 0.10 0.01 0.05 

3 0.14 0.55 0.68 0.18 '0.52 '0.42 0.44 0.39 0.33 0.29 0.22 0,13 0.11 0.U9 0.07 0.04 

4 0.13 0.52 0.61 O.lI9 0.49 0.34 0.30 0:25 
. 

0.27 • 0.24 0.17 0.12 D,ID 0.08 0:06 0.04 
QS' 1 

0.51 0.45 0.42 0.42 0.37 0. 30 • 0.24 0.20 0.18 0.15 0:12 0.10 0.09 0.07 0.06 0.04 
~ 

6 0.49 ~40 0.33' 033 030 0.21 0.24 018 0.15 0.12 0.10 0.09 0.09 0.01 0.05 0.03 , 
7 0.44 0'34 027 0.26 0.23 024 0.26 0.19 013 0.10 0.09 0.09 010 0.01 0.04 0.03 

8 0.35 0.29 '026 {J.20 0.17 0,18 0.19 0.15 o Il'. 0,Q9 0.08 0.10, 010 0·08 0.05 003 . 
.Q 0.2c} O,2lJ 0.27 () 22 0.18 017 0.19 015 o 13 0.11 0.09 010 009 007 0.05 0.03 

1 

JO 0.24 o 25 00 24 022 o 18 016 0.15 .(j13~013 Q.13 009 010 0.08 007 005 0.03 . 
f~5 1 1 024 0.24 0..23 '021 020 0.18 0.21 () 17 0.16 0.16 0.J.2 0'10 0.08, 0.07 0.04 . 

1 2 0.23 0.25 0.25 025 0.21 0.18 0.18 0.17 o 18 0.20 0.1~ 012 0.09 0.08 O. 6 0.04 

1 3 0.28 030 028 026 0.24 0.24 0.32 0.26 0.23 0.21. 0.15 0.13 0.11 0.10 0.01 0.05 . 
1 4 0.27 033 026 025 023 0.28 ,0.41 0.33 0.22 0.19 0.14 0.12 0.11 ,(J.I0 0.07 0.04 

1 5 0.44 0.50 0.41 0.38 0.42 0.48 060 0.41 027 023 0.11 0.16 0.16 0.19 0.09 0.06 

,< - Table D.4 Standard deviation of 3D-DCT coefficients, frame 2, 
, " ", the test image is LONG-SEQUENèE. , 

4 

.\ 
.. . , 

" 

. 
. . . 

\ , 
v\h 0 1 2 3 1 4 ·5 6 l' 8 9 '1 0 1 1 1 2, 1 3 1 i Il 

0 1.65 1.68 0.48 0 .• 2 0.46 0.54 0.71 0.49 0.41 0.38 0.30 0.29 0.27 0.28 0.12 0.0~\ 
1 0.63 0.46 0.33 0.29 0.27 0.30 0.41 0.3. 0.27 0.25 o.~ 0.19 0.18 0.13 0.09 0.05 ' . 

O.lf '2 0 .• 6 0.38 0.31 0.25 0.24 0.25 0.32 0.30 0.27 0.25 , O. 0.18 0.16 0.08 0.05 
i 

, 
3 0.38 0.3. 0.29 0.30 0.22 0.20 0.22 0.23 0.26 0.29 0.21 0.18 . 0.15 0.12 0.09 0.05 

4 0.36 0.33 0.27 0.26 0.21 0.17 0.16 0.18 0.23 0.25 0.20 0.16 -0.14 Q.ll 0.09 0.05 

5 0.33 0.28 0.24 0.19 0.16 0.16 0.14 0.13 0.16 0.17 0.15 0.15 0.12 0.09 0.07 0.04 
" 

0.i3 't,.13 0~06 6 0.27 0.27 0.20 0.16 0.15 o.n 0.14 O.NI 0.12 0.15 0.14 0.09 0.04 

1 0.26 0.23 0.1~ 0.14 0.13 0.14 0.14 0.13 0.12 0.13 0.11 016 0.16 0.10 0.06 0.03 .. 
8 0:24 0.22 0.18 0.12 0.11 0.11 0.1.2 0.10 0.10 ,0.11 0.09 0.14 0.18 0.11 0.06 0.04 

9 0.20 0.24 0.19 0.14 0.12 0.12 0.12 0.12 0.13 0.13 0.12 0.15 0.16 0.10 0.06 0.04 

10 0.17 0.24 0.18 0.1.f 0.12 0.11 0.11 0.11 0.13 0.14 11.13 0.\'5 
. 
0.14 0.09 0.06 0.04 

1 1 0.21 0.24 0.21 0.14 0.13 0.13 0.13 0.13 0.17 0.17 0.16 0.14 0.13 0.10' 0.07 0.04 

1 2 '0.20 0.28 0.23 0.15 0.14 0.13 0.13 O.U' 0.20 0.22 0.23 0.15 0.13 0.12 0.09 ~.Q.05 

0.23 0.33 0.20 0.17 0.18 
~ 

0.17 0.05 13 0.25 0.17 0.19 0,22 0..22 0.21 0.}!7 0.13 0.10 

0:26 
.. 

lot 0.37 0.26 0.21 0.18 0.19 0.21 0.21 0.20 0.20 0.18 0.18 0.17 0.13 0.09 0.05 

1 5 ' 0.42 0.58 ((,.0 0.31 0.30 • 0.31 < 0.31 0.30 0.29 0.28 0.24 0.26 0.30 0.20 0.16-- 0.06 

• , 
" , 

Table D.6 ~ Stan.dard deviation of 3D-DCr. coefficients, frame- 3, 
the t~st image is LONG-SEQUENCE. . ' 
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,) Appendix E. Entropy and Bit Rates for IndivWual 
·C.oefficients '. ' 

J 1 
This appendix presents results cORcerning the coeffici~nts individuàlly. Tapie . '.... ,. ~.. , 

E.l coiltairis their entropy computed from the LONG-SEQUENCE image and coded 
~ ~ , 

with a quantization step distribution generated witli the parametrical fUIlctioIl de-· 

fined in Chapter 3 and parameter value c = 1.0. The bit. rates of Table E.2 art' those 

resul.ting of t.he integrated coder using a zigzag scarining pat.t<'rn, l~() post. filt.cring, 
, -. 

and the'same block quantizc'r as above. 

The bit rates of Table E.3 to É.6 resu\t. &lso of a thrf;'e-dimensional intcgrat(~d 

coder and the' block quantiz~r as defined in Sect. 3.5.t 
. ' 

As mentionned in Chapter 3, bit rates really account for the-itOIl;.zero values of . , . 
'th~ coefficients. The amount of bit coded with run length codffig is not considered. . - .. . . 

vll} 
0 

1 

2 

3 . 
4 

5 

6 

7 . 
8 

9 

la 
1 1 

1 2 

13 

14 

15 

, v 

0 1 2 3 • 4 5 6 7 

10.61 7.32 611 .5.49 4.95 4.61 4.24 3,88 

7.69 6.28 5.44 4.79 4.27 3.81 3.49 3.13 

6.72 5.67 4.97 4.33 3.78 3.26 2.95 2.59 

6.16 5.14 4.54 3.91 3.37 2.78 2.44 2Jt06 
5.78 4.78 4.14 3.50 2.92 2.34 1.95 1.66 

5.33 4.34 3.65 3.02 2.45 1.94 154 1.19 

4.94 3.96 3.22 2.63 2:{)4 1.60 1.20 0.90 

4.56 3.59 2.86 225 qi6 1.30 1.00 0.74 , 
4.14 3.11 2.46 1.86 1.30 0.96 0.74 0.-52 

3.62 2.72 2.16 1.64 1.11 0.80 0.60 1M3 

3.29 2.41 1.92 1.46 103 0.68 0.46 0.31 

uS 2.20 1.70 1.35 0.94 0.68 0.53 0.38 

2.-74 a.01 1.61 1.30 0.90 0.60 ,0.45 0.31 

2.67 1.9~ 1.56 1.25 0.90 (l.71. 0.60 0.47 

2.53" 187 142 1.12 • 0.82 0.71 0.61 0.49 

2.87 2.01 1.49 1.25 0.91 0.85 0.74 Q.58 
~ 

8 9 1 0 1 1 1 2 

3.44 3.16 2.66 2.39 2 12 

2.74 2.39 1.92 1.62 1.36 

2.22 1.90 1.49 1.21 0.98 

1.75' 1.49 1.16 0.86 0.69 

1.35 1.05'" 0.82 0.62 0.45 

0.99 '0.73 0.5ot 0.39 0.26 

073 0.51 0.33 - 0.26 020 

051 0.34 0.22 0.19 0.15 

0.33 0.22 011 014 0.13 

0.30 0.20 0.13 0.13 0.11 

0.26 0.19 0.12 O.ffi 007 

0.28 0:22' 0.15 0.10 0.06 

0.30 0.26 {J.17 0.09 O.Oot 

0.33 0.26 "0.16 0.11 0.0'1 

0.32 0:23 0.13 0.09 0.07 

0.34 0.26 0.18 0.16 • 0.-16 

--
1 3 1 .. 

1.88 1.36 

1.07 0.68 

0.72 0·40 

0.45 024 

0.29 0.13 

0.17 007 

0.08 0.03 

0.07 0.01 

0.06 0.00 

0.05 0.00 

0.02 0.00 

0.02 0.00 

0.03 bOl 

0.03 0.01 

0.03 0.00 

0.09 0.05 

1 6 

~~ O. 

O. 13 

07 

03 

03 

01 

00 

00 

00 

00 

00 

00 

00 

00 
(JO 

O. 

O. 

o . 
O. 

0 

O. 

o. 
O. 

O. 

O. 

O. 
O. 

0 

'"' Table E.l· Entropy table for the coefficients qùantized with the 
par~eter c = 1.0 (2D nèT) and generated from 
the image ~ONG-SEQUENCE. 

Q 
~ • 

.. 
- 94 - , 

" .)À 

" ,-
<Ç\ 

" 

Ir 

/ 



.( 

( 

c f 

" 
----~-----"-._------

II\h 0 1 2 3 4 li 6 7 8 9 1 0 1 1 1 2 . 1 3 1 4 1 li 
-+--

o 12.00 8.99 6.69 568 .4.80 4.29 3.71 3.33 2.83 2.50 1.98 166 - Î.o41 1.19 0.76 0.37 

-.. 

2 

3 

4 

5 

6 
7 

8 

9 

10 

1 l­

I 2 '. 13 

14 

1 5 

v\h. 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

1 1 

1 2 

13 

I.e 

15 

. 
9.68 7.04 5.67 4.63 3.88 3.23 2.84 1.43 2.02 1,66 1.22 0.96 0.75 0.55 0.30 009 

7.74 6.07 4.93 3.95 3.24 2.59 2.21 1.83 1.48 1.19 0.85 0.64 0.48 0.33 0.15 0.04 

6.79 5.23 4.25 336 2.72 2.05 1.70 1.33 1.07 084 060· 0.40 0'.31 0.18 0.08 0.02 

6.11 4.66 3.71 2.84 2.19 1.61 1.23 0.90 0.74 0.53 0.38 0.27 0.18 0.10 0.04 0,01 

5.41 4.04 3.12 2.33 1.72 1.23 0.89 0.62 0.48 0.33 0.22 0.14 0.09 0.05 0.02 0.01. -
4.80 3.52 2.60 1.92 1.32 0.93 0.63, 0.43 0.32 0.21 0.12 0.09 0.06 0.02 0.01 0.00 

a , 
4.26 3.03 219 1 54 0.99 071 0.49 0.34 0.21 013 0.07 0.06 004 0.02 0.00 ,0.00 

372 2.45 172 1.17 0.71 0.47 0.33 0.21 012 008 0.03 Ô 04 004 002 0.00 0.00 

~ III 2.05 1.46 .D 91) 0.58 037 0.25 0.16 010 0.06 0.04 0.04 0.03 001 0.00 0.00 

2.67 1.71 1.22 0.83 0.52 0.31 0\19 0.11 009 006 0.04 003 0.02 0.00 0.00 0.00 

2.29 1.50 1.04 0.74 0.46 - 0.30 0.22 0.14 010 007 004 0.03 '001 000 0.00 0.00 

2.0.1 31 0.95 070 043 0.26 0.18 0.11 0.11' 0.09 0.05 003 0.01 0.01 0.00 0.00 

1.96 1 25 0.91 '0.67 0.43· 0.32 0.26 0.19 0.12 0.09 0.05 0.03 0.02 0.01 0.00 0.00 
, ~ 

1 80 116 0.79 0.58 0.38 032 0.26 0.19 0.11 0.08 0.04 0.02 0.02 0.01 0.00 000 

2.18 1.28 0.84 0.66 0.43 0.40 0.33 0.24 0.12 0.09 006 0.05 0.04 0.03 001 0.00 1 , 
../ . 

Table,E.2 Average bit rate for the ooefficients quantized ~ith 
the paramê~er c ,1.0 (2D neT) and generated 
from the image LONG-SEQUENCE. 

~ ~ 

~1, 

0 1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 13 14 

noo 9.53 7.03 5.99 4.99 440 3.74 3.35 2.88 2.53 2,09 1.83 1.60 1.38 0.96 

10.49 J 7.83 6.d 5.47 4.61 3.84 3.33 2.92 2.53 2.10 1.71 136 1.13 0.88 0.60 

.8.58 7.05 6.00 5.10 4.31 3.53 2.98 2.52 2.14 1.74 1.35 1.04' 0.85 0.60 0.34 
1 

7.70 6.35 5.54 4.69 3.94 3.03 2.57 2.02 1.68 1.35 103 0.69 051 0.33 0.16 

7.08 5.95 5.07 4.28 3.39 2.57 2.06 1.69 1.30 0.90 0.62 043 0.29 0.15 0.07 

6.36 5.37 4.51 3.69 2.91 . 2.10 158 1.11 0.86. 0.55 0.36 0.22 0.14 0.09 0.03 , 
0.12 "0.07 5.81 4.85 4.00 3.24 2.36 1.65 1.14 0.74 055 034 0.20 0.04 0.01 

5.23 4.33 346 2.76 1.8~ 1.23 0.81 0.54 0.36 0.19 0.11 0.06 003 0.02 0.01 

4.52 3.71 2.98 2.24 1.44 0.87 0.57 0.35 O.~ 012 0.06 0.04 0.03 0.01 000 

3.89 3.10 2.55 1.8& 1.14 061 0.37 0.21 0.1 0.06 0.03 0.02 0.02 0.01 0.00 

3.45 2.72 2.18 1.55 0.98 0.49 0.25 0.14 0.09 0.04 0.02 0.01 0.00 0.00 000 

3.03 2.<C0 1.89 1.34 0.82 043 0.23 0.11 0.06 0.03 0.01 0.00 0.00 0.00 0.00 

2.7<C °2.15 1.73 1.26 0.76 0.34 0.19 0.07 0.05 '0.03 0.01 0.00 0.00 0,.00 0.00 
-2.81 2,08 1.67 1.13 0.63 0.32 0.18' 0.07 0.04 0.02 0.00 0.00 / 0.00 0.00 0.00 

6.07 • 2.59 2.01 1.48 0.96 0.54 0.27 0.17 0.03 0.01 0.00 0.00 000 0.00 0.00 

3.36 2.21 1.54 1.00 0.54 0.32 0.18 0.08 0.04 0.01 0.00 0.00 O~(f(r 0.00 0.00 

<G:> 

1 5 

0.66 

0.24 

0.11 

0.05 

0.03 

O.OZ 

~0.00 

0.00 

0.00 

O.~ 
o 0 

0.00 

000 

0.00 

0.00 

0.00 

Tabl~ E.8 Average bit ratk ~er coefficients, 3D DCT, frame O,~ .. 
~d generated from thè image LONG-SEQUENCE. , 
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v\h 0 1 2 3 4 5 6 7 -~--~9-·-1-0-~1··_~~2 -î ~i _ -ï~.i-~"j.i 

o 6.34 A.95 4.03 3.52 2.98 2.64 2.31 1.85 1.41 1.20 0.77 0.62" 0."9 0.41 0.20 0.07 

1 4.98. 4.15 3.42 2.83 1.41 1.99 1.66 1.27 0.88 0.65 0.38 0.28 0.18 0.13 0.06 0.0:1 

2· 4.34 3.6l! 2.92 2.43 1.93 1.51 1.22 0.87 0.62 0."1' 0.25 0.15 0.10 0.05 0.02 0.01 

3 3.85 3.10 3.56 2.05 1.56 1.16 0.88 0.60 0.37' 0.26 0.14 0.07 O.().f 0.02 0.01 0.00 

4 3.55 p4 2.23 1.65 I.25 0.81 0.58 0.32 0.24 0.14 0.08 0.04 0.01 0.01 0.00 D.OO 

5 3.05 2.29 1.78 1.29 _ 0.9!! 0.58 0.35 0.21 0.12 0.06 0.02' 0.01 0.00 0.00 0.00 0.00 

6 2.66 1.91 1.38.0.97 063 0.41 0.24 0.13 0.06 0.02 0.00 0.00 0.00 0.00 0.00 0.00 

7 2.24 1.55 1 12 0.73 0.46 0.31 017 0.07 0.02 0.01 0.00 0.00 0.00 0,00 0.00 0.00 

8 1.86 1.21 085 0.49 .0.27 0.17 0.11, 0.04 0.01 000 000 000 0.00 0.00 {) 00 n.oo 

.9 149' 098· 071 043 0.22·'0.13 007 0.03 O.O! 0.00 0.00 0.01' 0.00 0;00 0.00 1100 

1.0
u 

1 25 0.81 0.60 0.39 022 0.09 0.04 0.01 0.00 0.00 0.00 .0.00 0.00 O.OU 0.00 O.OI~ 

1 1 ~ 10 073 0.51 0.36 0 20 0.11 0.07 0.03_ 0 00 0.00 0.00 O.OU 0.00 ri:OO .(J.OO 0.00 

1 2 1 05 066 0.50 0.37 0.19 009. 0.04 0.02 0.01 0.00 0.00 0.00 0.00 (J.OO 0.00 0.00 

13 1.03 0.67 0.48 0.36 0.20 0.15 0.10 0.07 0.0.2 0.01 0.00 0.00 0.00 0.00 0.00 0.00 

14 0.97 0:63 0.42 0.30 0 18 0.16 0.13 0.08 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 , 
15 1.09 0.74 0.50 0.39 0.23 0.23 0.17 0.11 0.02 0.01 000 000 0.00 0.00 0.00 0.00 

v\h 
O· 
1 
2 

3 

4 

5 

6 

7 

8 . 
• 

9 

10 

1 1 

12 

13 

14 

15 

0 

Table E.4, Average bit rate per coefficieltts, 3D' nCT, frame 1, 
and generated from the image LONQ..SEQUENCE. 

'" 

1 2 3 4 .,. 5 6 7 8 !\ 1 0 1 1 1 2 1 3 
l " 

-
1_~ 

4.07 3.4:0 2.87 2.62 2.31 2.20 1.95 1.73 t.34 1.19 0.81 0.67 0.51 040 0.20 0.08 

3.28 

2.85 

2.59 

2.38 

2.(}6 

1.80 

1.53 

1.22 

1.1'0 

'0.97 

0.87 

0.83 

0.82 

0.70 

0.87 

2.84 2.37 2.03 1.76 1.5~.\l.J35 1.15 0.86 

2.44 2.03 1.71 1.38 1.15. 0.96 0.81 0.58 

2.1!t.76 1.44 1.)3 0.86 0.71 0.55 0.40 

1.8 1.41 1.20 0.87 0.61 0.46 0.32 0.25 

1.55 Ù9 0.90 n.62 0.43 0.31 0.20 0.14 

1.27' 0.90 0.64 0.47 0.33 0.23 0.12 0.08 

LOg 0.72 0.48 0.31 0.26 0.18 0.10 0.04 

0.81 0.52 0.33 0.18 0.14 0.10 'Ô.07 0.02 

0.72 0.47 0.28 0.16 0.13 0.09 0.05 0.03 

0.61 0.40 0.26 0.15 0.09 0.05 0.03 0.02 . 
0.57 0.39 0.24 0.14 0.09 0.09 0.01\ 0.03 

0.53 0.39 0.24. 0.15- 0.08 005 0.04 .0.04 

0.56 0.38 0.27 0.16 0.14 0.14 0.09 0.05 

0.50 0.32 0.23 '0.14 0.14 0.15 0.10 0.04 

0,65 0.43 0.33 o.io 0.22 0,21 0.13 0.05 

'0.65 0.43 0.32 

0.44 0.27 0.20 

0.31 0.21 0.09 

0.18 0.10 0.05 

0.08 0.04 0.02 

0.04 0.02 001 

0.02 0.01 0.00 

001 0.00 001 

0.01 0.00 0.01 

0.02 0.00 0.00 

0.03 0.01 0.00 

0.04. 0.01 0.00 

0.03 0.Q1 0.01 

0:02 0.00 0.00 

0.0" 0.01 0.01 

~ , 

0.22 0.13 

0.11 0.06 

0.06 002 

0.02 Dm 
0.01 0.00 

0.01 0.00 

0.01 0.00 

0.01 000 

0.00 0.00 

0.00 0.00 

0.00 fl·OO 
0.00 0.00 

0.00 0.00 

0.00 o.o~ 
0.01 0-:01 

\ 
\ 

0.04 

~ 
0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.01 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 . 

Table ~.5 A verag: bit'~ rate per coefficients, 3D nCT, frame ~, 
and generatednfrom the image LONG:SEQUENCE. ~/ 

-'-1 

08 • 
<\.' 

1 

-----------~---, 



1 
1 

rl 

( -- ----------
r ~\!, 

r 
0 2 " 3 4 5 6 7 8 9 1 0 1 1 1 2 1-3 1 4 1 5 ._- -- -

0 :~.03 236 1.90 166 1.49 1.45 1.45 1.24 108 1.02 078 0.67 0.61 0.49 0.24 008 

1 2 16 1.83 1.41 1 17 0.99 0.92 089 078 062 0.54 040 0.33 0.27 018 0.09 0.02 

2 1 79 148 1 14 0.88 073 0.64 060 051 0.42 036 029 0.21 0.18 0.10 0.03 0.01 

3 1.59 !.24 0.93 0.71 0.54 0.43 0.40 0.33 0.29 0.27 020 0.14 0.12 0.06 002 q-.OO 

4 1 of 1 1.05 0.76 0.53 0.40 0.29 0.22 0.18 0.17 0.18 0.14 0.10 0.07 0.03 0.01 0.00 

Ci 6 1.26 0.88 069 0.37" 026 0.22 0.13 0.10 0.11 0.10 j 0.07 0.06 0.03 0.01 0.00 000 

6 1 Il 074 0.46 027 018 0.16 010 007 0.07 0.06 004 0.04 o.M 0.01' 0.00 0.00 

7 1 06 066 0.36 020 012 011 0.08 0.06 0.04 0.04 002 003 0.02 0.01 0.00 0.00 

8 J 24 052 o ~O o J;{ 006 005 004 003 -001 002 001 002 0.03 001 000 0.00 

!I Cl 70 052 027 014 007 005 003 003 002 003 001 0.02 002 000 000 000 

J Il 064 044 0.24 011 006 oœ 002 002 002 002 001 0.02 001 000 0.00 000 

Il 0.60 041 0.25 810 006 005 003 003 ,004 0.03 002 001 001 000 000 0.00 

1 2 057,041 0.25 o 10 007 003 002 0.02 004 005 003 001 000 0.00 000 0.00 

13 057 045 026 o 13 0.07 0.06 0.05 004 004 0.04 003 0.02 001 0.00 0.00 0.00 

- _ 1 4 057 042 025 o 13 007 006 0.06 004 003 003 002 0.01 001 0.00 0.00 0.00 

1 5 o 7:i 055 035 021 0.12 011 011 008 005 004 003 003 003 0.01 001 000 -----

~ 

Table E.6 A,verage bit rate per coefficients, 3D neT, frame 3, 
and generated from the image LONG-SÉQUENCE. 
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