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ABSTRACT 
A thermoforming process consists of three major phases: heating, forming, and cooling. During 

the heating phase, the sheet is heated to a certain forming temperature, where it will start to 

experience sagging. Proper forming could only occur if the plastic sheet has reached the precise 

temperature set-point (profile) at which it is flexible enough to be molded. Moreover, often, 

because of the complexity of the shape of the final product, uneven temperature set-points or 

non-uniform temperature profiles are required across the plastic sheet. Therefore, it is crucial to 

systematically control the heaters’ temperatures so that the exact temperature profile is achieved 

across and through the depth of the plastic sheet. There have been several advancements in the 

modeling and closed-loop control of the thermoforming heating phase. However, there are still a 

number of problems yet to be accounted for, which pose a barrier on the efficiency, precision, 

productivity, and autonomy of the process. 

In the first part of this thesis, advanced temperature measurement algorithms are 

developed, namely model-based virtual sensors (MBVS) and core-temperature observers. The 

need to develop virtual measurement techniques arises from the fact the thermoforming control 

process requires a large number of feedback measurements in order to accurately control the 

temperature profile across the plastic sheet, and this is costly to implement using only infrared 

sensors. The concept of MBVSs allows for additional surface-temperature measurement points in 

addition to the existing infrared sensors. This leads to improved observability of the plastic sheet 

temperature and increased accuracy in achieving uneven temperature profiles, thus eliminating 

the use of extra infrared sensors and significantly reducing the cost of the control system. 

Additionally, core-temperature observers are developed in order to precisely monitor the core-

temperature of the plastic sheet since it is crucial for the center-plane of the sheet to be within the 

forming temperature window at the end of the cycle. Virtual core-temperature observers are 

introduced since insertion of temperature measurement tools, such as thermocouples, in the 

plastic sheet is not permitted, and it is not possible to establish any kind of physical contact with 

the plastic sheet during the heating phase. 

In the second part of this thesis, the application of the Watanabe-modified Smith 

predictor control technique (an internal-model control technique) is developed for the 

thermoforming heating phase in order to reduce the heating-cycle time of the process. The 
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performance of the system involving the new method was compared with existing control 

methods, and a significantly faster response was observed. 

The third part of the thesis addresses the control of multilayered plastic sheets in the 

heating phase. Thermoforming of multilayered sheets has proven to be quite challenging due to 

the fact that different plastic materials have different rheological properties and distinctive 

forming temperatures. In this thesis, a dynamical temperature evolution model of multilayered 

plastic sheets is presented, followed by a proposed discrete-time model predictive control 

(DTMPC) algorithm to solve, for the first time, the non-uniform temperature tracking problem of 

all the layers, while incorporating the nonlinear dynamics of the actuators in the design. The 

DTMPC method is shown to provide superior tracking performance as well as lower energy 

consumption compared to classical control methods. 

Finally, the last part of this thesis covers the important problem of parameter variations in 

thermoforming. During the thermoforming heating phase, temperature evolution models of 

plastic sheets consist of nonlinear temperature-dependent parameters, which have yet to be 

accounted for when solving the temperature tracking problem. These equations are subsequently 

modeled in the hybrid systems framework based on the segmentization of the parameter varying 

elements. Employing a proposed constrained hybrid optimal control (HOC) algorithm based on 

the Hybrid Minimum Principle (HMP), which contains the nonlinear actuator constraints of the 

heating phase, the temperature tracking problem is solved for this parameter varying system, for 

the first time. The HOC algorithm is also designed to minimize the energy consumption of the 

heaters during the heating phase. Moreover, a closed-loop hybrid controller (CLHC) is 

developed, based on the proposed HOC, to provide robustness against perturbations. Successful 

application of the proposed HOC algorithm also serves as a proof of concept to show that HMP 

based HOCs can be implemented on large-scaled nonlinear industrial processes, containing 

parameter variations and nonlinear actuator constraints. 
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RÉSUMÉ 
Un procédé de thermoformage se compose de trois grandes phases: le chauffage, le formage, et 

le refroidissement. Pendant la phase de chauffage, la feuille est chauffée à une température de 

formage prédéterminée, où elle commence à subir de l'affaissement. Un formage approprié ne 

peut s’effectuer que si la feuille de plastique a atteint le point de consigne de température précise 

(profil) à laquelle elle devient suffisamment souple pour être moulée. En outre, souvent en raison 

de la complexité de la forme du produit final, un profil de température de consigne inégal ou non 

uniforme est nécessaire selon la position sur la feuille de plastique. Par conséquent, il est crucial 

de contrôler systématiquement les températures des éléments de chauffage de telle sorte que le 

profil de température exact puisse être obtenu à différentes positions et profondeurs de la feuille 

de plastique. Il y a eu plusieurs avancées dans la modélisation et le contrôle en boucle fermée de 

la phase de chauffage du thermoformage. Cependant, il y a encore un certain nombre de 

problèmes à prendre en compte, qui constituent une barrière pour l'efficacité, la précision, la 

productivité et l'autonomie du processus. 

Dans la première partie de cette thèse, des algorithmes de mesure de température de 

pointe sont développés, à savoir des capteurs virtuels basés sur des modèles (MBVS) et des 

observateurs de température interne. La nécessité de développer des techniques de mesure 

virtuelles se pose du fait que le processus de contrôle de thermoformage nécessite un grand 

nombre de mesures de rétroaction afin de contrôler avec précision le profil de température sur 

toute la surface de la feuille de plastique, ce qui est coûteux à mettre en œuvre en utilisant 

uniquement des capteurs infrarouges. Le concept de MBVS permet d’obtenir des points 

supplémentaires de mesure de température en surface, en plus des capteurs infrarouges existants. 

Cela conduit à l'amélioration de la gouvernabilité de la température de la feuille de matière 

plastique et une plus grande précision dans la réalisation de profils de température inégaux, ce 

qui évite aussi l'utilisation de capteurs infrarouges d'appoint et réduit considérablement le coût du 

système de commande. En outre, les observateurs de température interne sont conçus pour 

contrôler précisément la température interne de la feuille de matière plastique, ce qui est essentiel 

pour le plan médian à l'intérieur de la feuille qui doit être dans la fenêtre de température de 

formage à la fin du cycle. Les observateurs de température interne sont introduits puisque les 

capteurs de température physiques devant être insérés dans la feuille de plastique, tels que des 
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thermocouples, sont interdits, et il est impossible d'établir le moindre contact physique avec la 

feuille de plastique au cours de la phase de chauffage. 

Dans la deuxième partie de cette thèse, l'application de la technique de contrôle 

prédicteur de Smith modifiée selon la technique de Watanabe (une technique de contrôle à 

modèle interne) est élaborée pour la phase de chauffage de thermoformage afin de réduire le 

temps de cycle  de chauffage du processus. La performance du système comportant la nouvelle 

méthode a été comparée à des méthodes de contrôle existantes, et une réponse beaucoup plus 

rapide a été observée.  

La troisième partie de la thèse porte sur le contrôle des feuilles de plastique multicouches 

dans la phase de chauffage. Le thermoformage de feuilles multicouches s’est révélé être très 

difficile en raison du fait que différentes matières plastiques ont des propriétés rhéologiques et 

des températures distinctes de formage. Dans cette thèse, un modèle dynamique de l'évolution de 

la température des feuilles de plastique multi-couches est présenté, suivi d'un algorithme de 

commande prédictive en temps discret (DTMPC) pour résoudre, pour la première fois, le 

problème d’asservissement de températures non uniformes de toutes les couches de la feuille, 

tout en intégrant la dynamique non-linéaire des actionneurs dans la conception. On démontre que 

la méthode DTMPC présente une performance d’asservissement supérieure ainsi qu’une 

consommation d'énergie inférieure par rapport aux méthodes de contrôle classiques.  

Enfin, la dernière partie de cette thèse traite du problème important de variation de 

paramètres dans le thermoformage. Pendant la phase de chauffage de thermoformage, les 

modèles d'évolution de la température de feuilles de plastique se composent de paramètres non-

linéaires dépendant de la température, qui doivent être pris en compte lors de la résolution du 

problème de suivi de la température. Ces équations sont ensuite modélisées dans le cadre des 

systèmes hybrides sur la base de la segmentation des paramètres variables. L'utilisation d'un 

algorithme de commande hybride optimale (HOC) basé sur le principe minimum hybride 

(HMP), qui contient les contraintes d'actionneurs non-linéaires de la phase de chauffage, le 

problème d’asservissement de la température est résolu pour ce système à paramètres variables, 

et ceci pour la première fois. L'algorithme de HOC est également conçu pour minimiser la 

consommation d'énergie des éléments de chauffage pendant la phase de chauffage. En outre, un 

contrôleur hybride en boucle fermée (CLHC) est développé, sur la base du HOC proposé, pour 

donner une robustesse contre les perturbations. L'application réussie de l'algorithme de HOC 
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proposé sert aussi de démonstration de faisabilité de la HMP HOC qui peut être mise en œuvre 

sur des procédés industriels non linéaires à grande échelle, ayant des variations de paramètres et 

des contraintes d'actionneurs non-linéaires. 
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1 Introduction 

1.1 Literature Review and Motivation 
The plastics industry is one of the largest manufacturing industries in the world, 

employing more than 4 million and generating global annual revenues of $ 800 billion [1]. The 

plastics industry is also one of the fastest growing, with an annual growth rate of 2.5% from 

2010 to 2015 [1]. In the United States alone, this industry is considered as the third largest 

manufacturing industry, generating more than $380 billion in annual shipments, having grown 

2.4% per year from 1980 to 2011 [2]. The productivity growth rate of 2.4% in the United States 

is better than the 1.7% per year productivity growth for manufacturing as a whole, signifying the 

importance of this industry in the United States’ economy [2]. The plastics industry is also an 

important part of the Canadian economy, generating annual shipments valued at $29.2 billion, 

with over 3000 companies employing 95,000 workers [3].  

The underlying cause of the increase in plastic production is due to the fact that plastic 

parts are gradually replacing the more traditional types of materials, such as wood, glass, 

aluminum, and other metal products. Plastic products are more cost effective and durable, and 

they are also recyclable as some plastics can be recycled without losing any chemical properties. 

In the automotive industry, automakers are now using plastics and polymer-based components 

for lightweighting to optimize fuel efficiency [4]. In 1970, plastics only accounted for 6% of the 

average vehicle weight. In 2010, plastics accounted for 16% of the vehicle weight, and this 

number is expected to increase to 18% in 2020 [4].  

Overall, annual plastic consumption in North America has reached approximately 45 

billion kilograms (100 billion pounds), which is approximately a third of the world consumption 

[5]. The increased use of plastic products, however, has resulted in concerns with (1) the 

increased consumption of natural resources such as oil, (2) the toxicity associated with their 

manufacture and use, and (3) the environmental impact arising from discarded plastics [6]. 

Therefore, it is crucial for researchers to optimize all plastic production methods in order to 

improve efficiency and productivity while simultaneously reducing manufacturing costs. 

Thermoforming is one of the oldest and most important methods in producing plastic 

parts. In 2007, the North American thermoforming industry produced more than 2.7 billion 
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kilograms (6 billion pounds) of thermoformed products, with an estimated value of  $ 13 billion 

[5]. By 2019, the global plastic thermoformed product market is expected to grow to 4.25 billion 

kilograms (9.4 billion pounds), with a five-year compound annual growth rate (CAGR) of 4.3% 

[7]. In fact today, in comparison with injection molding and other plastic processes, 

thermoformed plastics are competing more favourably in several key applications, namely in the 

automotive, building products, appliances, and a wide range of other consumer and industrial 

products [7]. Thus, in order for this process to keep up with the market demand, it is imperative 

to develop more efficient and cost effective techniques to ensure productivity improvement. 

Improved technologies will more importantly result in waste reduction, reducing the negative 

environmental impacts of the plastic processing industries. 

In order to become more familiar with the existing challenges of the thermoforming 

process, a brief overview of this particular plastic manufacturing process along with a detailed 

literature survey of the associated technological advancements is presented. 

The thermoforming process consists of three phases: heating, forming, and cooling. In the 

heating phase, a plastic sheet is inserted in a thermoforming machine (oven) and is heated to a 

precise temperature profile (set-point) without mechanical manipulation. The heating phase of 

thermoforming is the most important stage of the process since successful completion of the 

remaining phases largely depends on the outcome of this phase. Once the required temperature 

profile is achieved, the plastic sheet starts to sag, indicating that it is flexible enough and ready 

for the forming process. This is when the sheet is draped on a mold to take a certain 

predetermined shape. In the final phase of the process, the sheet is cooled and excess material 

around the actual product is trimmed. Fig. 1.1 graphically describes the different elements 

involved in the heating and forming phase.  

 
Figure 1.1.  The thermoforming heating and forming phase [8] 

 Heating elements Radiation heating 

Sheet after 
Sag 

Initial Shape 
Of Sheet 

Transfer to 
Forming Station 
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The thermoforming process is often categorized according to the thickness or gauge of 

the plastic sheet. If the sheet thickness is less than 1.5 mm, the process is called thin-gauge or 

light-gauge thermoforming, and if the sheet thickness is more than 3 mm, the process is called 

thick-gauge or heavy-gauge thermoforming [5]. Another way of classifying the thermoforming 

process is by the type and form of the plastic sheet. If the sheet is thin, it is usually initially 

extruded into rolls and fed continuously into certain types of thermoforming machines called 

roll-fed machines. On the other hand, if the sheet is too thick to be rolled, it is cut into discrete 

pieces and fed, either manually or automatically, into cut-sheet machines.  

Today, there are two main types of plastic sheets being regularly used in thermoforming 

applications: monolayer and multilayer plastic sheets. Monolayer plastic sheets consist of only 

one type of plastic material, whereas multilayer plastic sheets are made of different layers of 

plastic materials (between 2 to 9 layers), each with different material (rheological) properties [9]. 

The popularity of multilayer plastic sheets is ever growing in thermoforming since these sheets 

provide certain characteristics, which are not attainable when using monolayer plastic sheet. For 

example, in order to achieve the characteristics of stiffness, moisture barrier, and oil resistance in 

a plastic part, polystyrene (PS) may be laminated with polyolefin (PO) [9]. Today, thermoformed 

multilayer plastic parts are being used as vehicular components, construction products, and 

sanitary products. 

As it was previously alluded to, proper forming could only occur if the precise 

temperature set-point (profile) is achieved across and through the depth of the plastic sheet, at 

which point it is flexible enough to be molded. Often in thermoforming, because of the shape 

complexity of the desired product, uneven temperature (zoned temperature) set-points or non-

uniform temperature profiles are desired across and through the depth of the plastic sheet. 

Therefore, it is imperative to systematically control the heaters temperatures in order to achieve 

the exact temperature profile required for any particular type of sheet.  

Research in process modeling and control of plastic manufacturing processes first started 

with the extrusion blow molding and injection molding processes. With regards to extrusion 

blow molding, Diraddo et al. first introduced an adaptive closed-loop control scheme to control 

the parison thickness profile in 1991 [10]. Diraddo and Garcia-Rejon then presented in-cycle 

deterministic and stochastic models of extrusion blow molding and demonstrated the 

effectiveness of in-cycle control by performing a series of control simulations [11]. Later, 
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advanced numerical modeling became the topic of interest in this field, as the focus was turned 

in developing accurate industrial simulators to predict and optimize the parison thickness and 

other related performance parameters. In [12], Laroche et al. used advance numerical modeling 

techniques to predict part thickness and conducted an optimization analysis to minimize the part 

weight in blow molding. Currently, accurate simulators have been developed in this field and 

studies for specific parts are being conducted. In one of the more control related developments, a 

study was published in 2007 by Huang et al., in which a hybrid combination of Finite element 

method, artificial neural network, and genetic algorithm were utilized to optimize the parison 

thickness distribution of a blow molded part [13]. 

Modeling and application of sophisticated control techniques in the injection molding 

process has also been extensively studied. Research in this area was first started by Kamal et al. 

and Gomes et al. in a two part study, presented in [14] and [15]. In [14], Kamal et al. presented a 

preliminary understanding of the effect of a step input in heating power on melt and barrel 

temperatures, and deterministic and stochastic models were derived. Subsequently, in [15] 

Gomes et al. used different control strategies in injection molding, namely PID control of barrel 

temperature, Dahlin control, and Smith predictor control of melt temperature. Later in [16], 

Dubay et al. presented “single-input single-output” (SISO) and “multi-input multi-output” 

(MIMO) model predictive control (MPC) strategies to control the temperature of the plastic melt 

in an injection molding machine and showed improved results compared to conventional control 

methods. This was followed by another study in [17], where Dubay et al. investigated the model 

predictive control of plastic melt temperature on an insulated injection molding machine barrel. 

In 2004, a comprehensive two part study of temperature control in injection molding was 

presented by Diduch et al. in [18] and Dubay et al. in [19]. In the first part of this study, a more 

comprehensive mathematical model of the temperature dynamics of a plastic injection molding 

machine, to be used as a basis for control system design, was presented [18]. This model 

included the effects of zone interaction and backpressure, as opposed to lumping them into a 

disturbance signal. In [19], as the second part of the study, Dubay et al. developed and 

implemented a model predictive controller for the improved mathematical model presented in 

[18]. In related studies, Gerber et al. used transient CFD simulations to develop a dynamic 

process model and used MPC to control the set-point changes in melt temperature [20]. Also in 

[21], Anbarasan et al. applied fuzzy tuned PI-PD controllers to reduce the overshoot and settling 
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time in the control of the melt temperature in the barrel. Alternatively in [22], Tao et al. applied 

an IMC method to control the barrel temperature of an injection molding machine. Finally, in 

addition to developing model-based techniques to control the process model, the control of the 

actuators of an injection molding machine, which include the screw position and velocity, was 

also studied by Dubay et al. in [23], where two MPCs were implemented in real-time to control 

the screw injection velocity and position. It should be noted that in this thesis, the models and 

methods used to control the thermoforming heating phase exhibited closer similarities to the 

injection molding process in comparison with the blow molding process.  

While the research efforts were well underway to automate the blow molding injection 

molding process, less attention was paid to the control of the thermoforming process until early 

in 2000s. The application of advanced model-based control methods in thermal processes, 

comprising of similar attributes to the thermoforming process, were well documented, and the 

results of which were used as a starting point for the control of the thermoforming heating phase. 

For instance, Rapid thermal processing (RTP) of semiconductor materials is one of the most 

studied thermal processes while being comparable to the thermoforming heating phase. In RTP, 

semiconductor wafers are heated using high temperature radiation heating lamps, and it is 

necessary to precisely control the wafer temperature in order to achieve the desired material 

properties. Modeling and model-based control strategies for temperature tracking in RTP were 

first introduced by Park et al. in [24], followed by Schaper et al. in [25] and [26], who utilized 

internal-model control based techniques to control the wafer temperature. Later in this field, 

nonlinear system identification techniques and adaptive model-based control were presented by 

Tian et al. in [27], while Cho et al. used nonlinear model identification and nonlinear predictive 

controllers to control the wafer temperature [28]. Recently, robust control of rapid thermal 

processes applied to vapor deposition processes, which are widely used in semi conductor 

production, has also been investigated by Aranovsky et al. in [29]. Finally in the most recent 

study, Junghwan et al. investigated the modeling and optimal design of a glass RTP, where an 

iterative learning control technique was used to solve the temperature tracking problem [30].  

Therefore, with regards to the thermoforming process, the goal was to employ the ideas 

utilized in the disciplines of rapid thermal processing and the injection molding process 

(presented in all the abovementioned studies) in order to develop a model and a control structure 

for the thermoforming heating phase. 
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The process of automating the heating phase started with modeling the temperature 

evolution of plastic sheets during the heating stage. In this front, Moore et al. first developed the 

heating phase model of a thick plastic sheet by discretizing the layers across the thickness of the 

plastic into a finite number of nodes [31, 32]. Moore also developed H-infinity and model 

predictive in-cycle controllers in a simulation environment using the already developed model in 

[31]. In [33], Yousefi et al. further improved the FEM modeling, performed by Moore in [31], by 

the uncertainty treatment of several thermoforming machine parameters. 

The first real-time in-cycle closed-loop control study to control the temperature of a 

plastic sheet in thermoforming was conducted by Ajersch in [34]. Ajersch controlled the surface 

of a plastic sheet using empirical models of the heating phase, and subsequently tuned several PI 

controllers for these models. The PI controllers were then utilized in real-time in a feedback 

setup, where infrared sensors were placed above and below the plastic sheet to provide feedback 

measurements. The block diagram of this setup is shown in Fig. 1.2. Ajersch also validated the 

model introduced by Moore in [31], and concluded that the finite-element heating phase model 

accurately represents the actual dynamics of a plastic sheet during the heating phase.  

Several studies have also suggested improvements to the heating phase model of the 

plastic sheet by considering the radiation absorption properties of transparent sheets (see [35] 

and [34]), yet for the more opaque plastic sheets, the model developed by Moore in [31] is 

deemed to be accurate enough. Moreover in [36] and [37], Thomson et al., and subsequently 

Khan et al., presented and experimentally validated an improved heat transfer model of the 

heating phase, which considered temperature dependent properties, radiation transmission 

through the depth of the sheet, sheet color, and operating conditions. 

Analysis later established that the use of feedback control in thermoforming would result 

in productivity improvement, especially in reducing scrap rates, improving the heating cycle 

time, reducing energy consumption, and maximizing heater life [38]. Chy et al. continued the 

efforts to produce more efficient results by introducing a model predictive control (MPC) 

technique for monolayer plastic sheets [39]. Chy et al. also attempted to increase the number of 

feedback measurements by introducing Fast Fourier Transform (FFT) based interpolation 

methods to estimate the surface temperature across the plastic sheet in [40] and [41]. 

In addition to the development of in-cycle controllers for the heating phase, cycle-to-

cycle controllers were also developed in order to further increase the productivity and autonomy 
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of the heating phase control problem. Gauthier first introduced terminal iterative learning control 

(TILC) as a cycle-to-cycle controller in thermoforming in [42], and subsequently presented 

robust design of TILC with H-infinity mixed-sensitivity approach for a thermoforming oven in 

[43]. A study by Girard et al. in [8] also investigated the implementation of an on-line adaptive 

controller for in-cycle and cycle-to-cycle control of large thermoplastic sheets. The cycle-to-

cycle approach provides an additional avenue in increasing the throughput of the thermoforming 

process while simultaneously reducing the scrap rates in the process. 

 
Figure 1.2.  Block diagram of the closed-loop system containing the heating phase 

The above summary describes all the control-related advancements in the heating phase 

of the thermoforming process. Although much progress has been made towards automating the 

cut-sheet thermoforming process through in-cycle and cycle-to-cycle control methods, there are 

still a key number of questions yet to be answered.  

The first question to be answered is: how can the number of feedback measurement 

points be increased to improve the precision, observability, and productivity of the process 

in a way that uneven temperature profiles can be achieved across the surface and through 

the depth of the plastic sheet?  

The second question to be addressed is: can the heating time (cycle time) be further 

improved using new control methods in thermoforming?  

The third question to be answered is: can a control method be developed to control 

the temperatures of all the layers of multilayer plastic sheets, considering all the 

nonlinearities associated with the heating phase of the thermoforming process?  

Finally, the fourth question to be answered is: Can the heating phase model be 

further improved by incorporating the temperature-dependent material properties of the 
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plastic sheet? More importantly can a novel Hybrid Minimum Principle (HMP) based 

hybrid optimal control method be applied for the first time to a large-scale nonlinear 

industrial process, namely thermoforming, to solve the temperature tracking problem of a 

plastic sheet under the presence of temperature-variant material properties?  

The answers to the above questions constitute the contents of this thesis as they will be 

briefly introduced and discussed in the following subsections. 

1.2 New Surface and Core-Temperature Estimation Methods 

In thermoforming, a plastic sheet is inserted into a thermoforming oven, which contains a 

number of heaters above and below the plastic sheet, as shown in Fig. 1.3. In most cases, the 

number of heaters placed above and below the sheet is equal. The number of heaters used in a 

thermoforming oven is dependent on the size of the thermoforming machine. Medium scale 

thermoforming ovens usually consist of 30 heating banks  (15 placed on top and 15 on the 

bottom of the oven), while the larger scale ovens contain more than 100 heaters in total.  

As it was previously discussed, in the feedback control setup shown in Fig. 1.2, IR 

sensors are also placed above and below the plastic sheet, pointing towards areas on the sheet 

called measurement zones. This is shown in Fig. 1.3, and the temperature of these measurement 

zones is then compared to the sheet temperature set-points and a control signal is produced to act 

on the actuators of the process, which are indeed the heaters.  

Theoretically, to be able to achieve total control of the temperature set-points across the 

plastic sheet, there needs to be an equal number of infrared sensors relative to the number of 

heaters in the oven, which is difficult to have in practice due to the high cost of IR sensors. 

Therefore, the number of IR sensors used should be limited to maintain the cost efficiency of the 

overall control system. On the other hand, in order to achieve accurate temperature profiles, there 

is a need to have extra measurement points in addition to the actual infrared sensors readings. 

This is particularly the case when non-uniform temperature profiles are desired across the plastic 

sheet. There have been two interpolation methods developed to estimate the surface temperature 

of the plastic sheet. First one is the work done by Chy et al. in [40], which estimates the surface 

temperature at different points using a Fast-Fourier Transform (FFT) approach. In order for this 

method to be effective, the heaters and the IR sensors have to be equally spaced to be able to 

apply Fourier Transform to obtain an estimation of the temperature profile across the sheet. Later 

in a second study, Chy et al. proposed a surface temperature estimation method using Non-
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Uniform Fast Fourier Transform (NUFFT) for non-equidistant temperature sensors (see [41]) 

although the non-equidistant placement of heaters were still not considered in the study. 

In Chapter 2 of this thesis, the concept of model-based virtual sensors (MBVSs) 

introduces a new proposed measurement method. The method of temperature measurement in 

MBVSs is based on the heat transfer model of the heating phase presented in [35]. Similar to IR 

sensors, the proposed virtual sensors are considered to have the freedom of being virtually placed 

anywhere above or below the sheet. For these sensors, it is assumed that the actual heating 

process is taking place with respect to their position in the oven; however, the measurements are 

actually generated online using the mathematical model of the heating process. The control 

system then acts on these measurements, as if they were actual IR sensor readings, adjusting the 

heaters’ temperatures according to the virtual sensor estimations. 

The MBVS does not require the condition of evenly distributed heaters or sensors. 

Heaters and IR sensors can be placed in the oven with any type of geometrical attributes, 

independent of where the virtual sensors are placed, since the heat transfer model used in the 

MVBSs algorithm is not dependent on the particular distribution of the elements. Thus, the 

proposed method allows for non-equidistant placement of the heaters or any other geometric 

distribution thereof. Finally, the significant advantage of MBVSs is that their algorithm does not 

rely on prediction and interpolation techniques as this is the case in [40] and [41]. Rather, these 

sensors utilize the actual model-based dynamics of the process, which are validated to be within 

2% accuracy of the physical system in [34]. 

The second estimation problem that has to be addressed to improve the efficiency and 

productivity of the process is monitoring the center-plane or core temperature of the plastic sheet 

during the heating phase. As mentioned before, in thermoforming, at the moment when the 

heating phase is completed and the sheet is ready to be draped on a mold, it is very important to 

achieve the desired temperature profile across and through the entire depth of the plastic sheet 

for the sheet to mold correctly, especially when dealing with thick gauge plastic sheets. 

Naturally, the core temperature is always cooler than the surface temperature, and if it is not the 

case that the core of the polymer is within the same forming temperature window as the surface, 

the interior of the plastic sheet will crack during the molding phase, resulting in the part being 

scrapped and rejected. Therefore, there needs to be a mechanism to measure the core temperature 

during the heating phase. Conventionally, the direct method to measure the center-plane 
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temperature of a plastic sheet is to insert thermocouple pins into the sheet. However, in 

thermoforming, mechanical manipulation is prohibited since inserting thermocouple pins will 

result in the surface quality degradation and introduction of holes in the plastic sheet (discussed 

in the later sections). Thus, an estimation technique is required to estimate the core temperature. 

In Chapter 2 of this thesis, the implementation of a closed-loop Luenberger core-

temperature observer is proposed to accurately estimate the core temperature of a plastic sheet 

during the heating phase. Using this method, the core temperature can be actively and accurately 

estimated during the heating phase based on the IR and MVBS readings. It should be noted that 

the estimation methods proposed in [40] and [41] do not take into account the core-temperature 

estimation of the plastic sheet.  

The two proposed methods of MBVS and core-temperature observers are then included 

in the control system setup to form a new observer-based control system for the thermoforming 

heating phase. The two proposed estimation methods improve the observability and cost 

efficiency of the system as non-uniform temperature profiles can be easily achieved using a 

minimum number of IR sensors and a high number of MBVSs. The only cost associated to the 

MBVSs is a computer device to perform the online model-based temperature estimation. The 

core-temperature observers are also beneficial in terms of reducing the scrap rates and improving 

the productivity of the process. During the heating phase, the center-plane of the plastic sheet can 

be monitored and the process could be accordingly adjusted so that core temperature can reach 

the required temperature forming window by the end of the cycle. This will solve the potential 

problems posed during the forming stage, resulting in scrap rate reduction. 

In order to test the performance and robustness of the new control system containing the 

MVBSs and the core-temperature estimators, the overall system is tested on an industrial 

thermoforming machine simulator. First, temperature tracking is tested for zoned temperature 

profiles using ramp-shaped inputs, followed by the robustness examination of the new system in 

the presence of perturbation in material properties. As previously mentioned, unlike IR sensors, 

virtual sensors do not directly measure the surface temperature as they utilize the model of the 

heating process, in which the material properties of any type of plastic sheet has to be included 

and quantified. The material property specifications for certain types of plastic sheets (HDPE for 

example) are often temperature dependent, as it has been shown in [36] by Thomson et al. and in 

[37] by Khan et al., and may lie within a 20% range or more according to [36], [37], [5] and 
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[116]. In addition to the temperature variability factor, the data sheets provided by different 

companies, often contain different values for the same type of plastic sheet. This has been 

discussed by Sepe in [117], in which it is argued that values of the material properties are not 

generated under equivalent test conditions as there currently exist a variety set of standard test 

conditions (such as ASTM, DIN and JIS) that are regionally specific, and each one produces a 

unique set of numbers. The interested reader can refer to [117] for a more detailed analysis. 

Therefore, since virtual sensors deal with material properties in the estimation of the surface 

temperature, and since these quantified values can be 20% inaccurate, it is important for the 

virtual sensors to be tested under perturbation to make sure they can still provide acceptable 

estimations. 

The industrial thermoforming machine simulator is described in detail in Appendix A. 

 

 
Figure 1.3.  The thermoforming oven, exhibiting the heaters, the plastic sheet, and the measurement zones  

 

1.3 A Control Method to Reduce the Heating Cycle Time 
One of the problems addressed in this thesis is to investigate the application of a control 

method, which can reduce the in-cycle heating time (sheet temperature tracking time) when 

compared to the PI controllers used in the process. Reducing the temperature tracking time 

results in improved throughput of the thermoforming process since more plastic parts can be 

produced within a fixed time frame, and so it is important to introduce a control technique for 

this purpose. 

In thermoforming, it has been observed that the temperature response of a plastic sheet 

exhibits an input delay type of behavior due to the heaters’ dynamics and other environmental 

factors. In general, the reason that the temperature response of the plastic sheet experiences an 

top heater banks 

bottom heater banks 
Plastic sheet 

Plastic sheet measurement zone 
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input delay is due to the slow rate of change in the heaters’ temperatures as it takes a 

considerable amount of time for the ceramic heaters to exhibit an increase or decrease in their 

temperatures from a particular set-point to another. Therefore, since the heaters are not fast 

enough to immediately provide desired temperature set-points, the plastic sheet would not 

receive the required amount of heat in time, displaying a delay-like attribute in increasing the 

surface temperature. More detailed analysis is given in Chapter 3. 

Another reason for the existence of the input delay is due to the energy of the heater 

banks not being entirely concentrated in raising the temperature of the plastic sheet at the 

beginning of the heating phase. Certain types of thermoforming machines are placed in an open 

environment, allowing for the ambient air to circulate in and out of the machine. Thus, the 

ambient air temperature is always considerably lower than the heater banks’ temperatures when 

the heating phase begins. This difference in temperatures requires the heaters to dedicate some of 

their energy to in order to increase the temperature of the ambient air, at the beginning of the 

heating phase.  

Combining the above factors, it can be observed that the step response of the surface 

temperature of the plastic sheet exhibits an input delay-like behavior at the beginning of its 

temperature rise. Therefore, a delay compensation control technique is suggested to improve the 

performance of the closed-loop system. 

In Chapter 3 of this thesis, a special type of internal-model controller called the Smith 

predictor control scheme is proposed to compensate for the input delay while improving the 

performance, robustness, and tunability of the system. The Smith predictor technique, introduced 

by Smith in 1957, is aimed at improving the performance and robustness of systems containing 

time delays [44]. In the literature, the application of the Smith predictor control scheme has been 

studied for a number of thermal systems. In [45], the Smith predictor controller is utilized to 

control the temperature of a solar collector field. Similarly, the temperature control in solar air 

conditioning plants has been studied using the Smith predictive techniques in [46] while a similar 

internal-model control technique has also been applied to heat exchangers (based on an artificial 

neural networks driven model) to solve the air temperature control problem in [47]. 

The Smith predictor method has been the subject of much modification since it was first 

introduced in order to accommodate specific properties of certain systems. For instance in [48], 

Watanabe et al. improved the performance of a system with an integrator and long dead-time. 
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Astrom et al. further developed Watanabe’s method such that the tracking performance and 

disturbance rejection are independently improved [49]. Subsequently, based on the works of 

Watanabe and Astrom, Zhang et al. proposed a modified Smith predictor to deal with first-order 

plus time-delay processes [50]. In this thesis, the method of interest is derived from the work of 

Watanabe et al. since only the tracking performance is of interest, and disturbance rejection is 

not considered. 

In Chapter 3, the Watanabe-modified Smith predictor technique is introduced and applied 

to the control block diagram of the heating phase (updated in Chapter 2), which contains all the 

nonlinear heat transfer equations of the process, and tested on an industrial thermoforming 

machine simulator. In the simulation study, the performance of the system and robustness to 

variations in material properties are investigated, and results from the Watanabe-modified Smith 

predictor method are compared to existing control methods. 

1.4 Thermoforming of Multilayer Plastic Sheets 
Another question answered in this thesis is: can the forming process of multilayered 

plastic sheets be automatically controlled?  

 Multilayer plastic sheets are made of different types of plastic materials with different 

rheological properties. The popularity of multilayer sheets is ever growing in thermoforming as 

they are especially used in vehicular components, construction products, and sanitary products 

[9]. As it was stated in the previous subsections, it is crucial for all the layers of a plastic sheet to 

be within the temperature forming window at the end of the cycle. It is however a complex task 

to form multilayer plastic sheets since for each particular layer, the forming temperature and the 

associated heating time may be different. Failure to achieve the right temperature set-point for 

each layer results in fractures when the plastic is being molded. As a consequence, the part fails 

to pass the quality-control phase in production. 

At the moment and to the best of our knowledge, there has been no research in designing 

a systematic control method, which can take the type and forming temperature of each layer into 

account. There has however been some research conducted in numerical modeling of 

multilayered plastic sheets in thermoforming, in [51] and [52], yet no control method is 

discussed. Moreover, because of their specific numerical nature and complexity, the models and 

analysis presented in [51] and [52] are not suitable to be used in a control algorithm. 
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In Chapter 4 of this thesis, a practical model of the heating phase of multilayer plastic 

sheets, which can easily be linearized and used in various control schemes, is presented. This 

model is a generalized model in the sense that it can account for any number or combination of 

plastic materials in a multilayer sheet. Additionally, a new discrete-time model predictive 

controller (DTMPC) is presented to solve, for the first time, the temperature tracking problem of 

multilayer plastic sheets in thermoforming. 

MPC methods have been studied in various thermal processes, namely in rapid thermal 

processing [53, 54], building Heating Ventilation and Air Conditioning systems (HVAC) [55, 

56], and in plastic injection molding [17, 20, 23]. Also, in the thermoforming literature, Chy et 

al. developed an MPC method in [39] to control the temperature of monolayer plastic sheets. 

In this thesis, the proposed DTMPC method takes all the different plastic layers along 

with their respective rheological properties into account and solves the tracking problem for all 

the layers of multilayer plastic sheets. Apart from the novelty in its application, the new DTMPC 

method is quite different from the monolayer MPC controller proposed by Chy et al. in [39] 

since it considers the complete model of the system in each step of the optimization while taking 

the nonlinear dynamics of heaters completely into consideration, and it is more importantly able 

to provide non-uniform temperature profile tracking. The differences between the proposed 

DTMPC method and the monolayer MPC are further discussed in Chapter 4, in which the 

superior and comprehensive capabilities of the proposed DTMPC are showcased. 

The DTMPC is finally added to the updated closed-loop thermoforming block diagram 

(developed in Chapter 2) and tested on an industrial thermoforming machine simulator, which 

includes all the nonlinear dynamics and geometrical attributes associated with the thermoforming 

process. In the simulation study, the tracking performance and the energy efficiency of the 

proposed control method are compared to classical PI controllers to show the superiority of the 

new method to these alternatives. Finally, it is to be noted that energy efficiency analysis is being 

conducted for the first time in thermoforming. 

1.5 Temperature-Dependent Material Properties and Hybrid Control 
So far in thermoforming, all the control methods discussed in the literature have been 

based on linearized temperature evolution models of the heating phase presented in [34] and 

[42], in which the rheological (material) properties of the plastic materials are held constant in 

order to represent the actual process. However in reality, certain material properties, most 
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notable of which being the specific heat capacity (Cp) of the plastic sheet, are dependent on the 

temperature of the sheet and may vary up to 9 times their starting value [57].  In all the previous 

works, the value of Cp had to be tuned in order to represent the actual process. This indeed limits 

the autonomy of the system, as each temperature profile requires a set of distinctively tuned 

values of material properties. Thus, it is desired to incorporate the temperature varying material 

properties into the models of the heating phase in order to increase the autonomy, accuracy, and 

reliability of the entire system. 

As it was previously alluded to, the heaters, used as actuators in the process, contain 

nonlinear dynamics in the forms of saturation limits and rate-saturation limits, which have to be 

considered. In addition, the heating phase of the thermoforming process is a large-scale system 

because of the high number of heaters (used as actuators) placed in the thermoforming oven, and 

the large number of measurement zones, which are treated as the states of the system. Therefore, 

a new control algorithm has to be developed to take all the abovementioned factors into account. 

The control of parameter-varying models has been addressed in the literature using a 

number of well-known methods. One of these methods is to linearize the system around several 

operating points and use the method of robust gain scheduling for linear parameter varying 

(LPV) systems, as described in [58-63]. Alternatively, the nonlinear model predictive control 

(NMPC) technique has been used in [64] in controlling heat pump systems. A study of a neural 

network based hybrid controller in wind induction generation applications has also been 

conducted in [65]. Additionally, in related studies, Karer et al. in [66] solve temperature control 

problem in a batch reactor using hybrid fuzzy modeling and an MPC control algorithm. Hybrid 

fuzzy logic controllers are also employed in multiphase industrial processes, namely in gas phase 

propylene copolymerization, where these controllers are used to control the reactor temperature 

[67]. 

In Chapter 5 of this thesis, an optimal class of hybrid controllers is the subject of interest. 

In this chapter, a hybrid systems formulation of the thermoforming heating phase problem is 

introduced, based on linearization around several operating points with autonomous switchings 

associated with the change of operating points. The minimization of the power consumption of 

the heaters and the sheet temperature tracking cost is considered in the hybrid optimal control 

framework, which is gaining popularity in applied control studies as hybrid controllers improve 
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performance measures [68]. Examples are in the areas of automotive industry and in the 

aerospace industry to obtain optimal flight path trajectories [69-72]. 

The majority of research on the optimal control of hybrid systems is focused on the 

Hybrid Minimum Principle (HMP), presented in [73-78], which is the generalization of the 

Pontryagin Minimum Principle. The results of the HMP for the hybrid system formulation in 

study provide the necessary conditions for the optimality of the control inputs and the optimal 

state trajectories. In order to solve for the optimal solutions, several HMP based control 

algorithms have been proposed (see, e.g., [76, 77, 79]). These algorithms have been applied to 

some unconstrained low-dimensional systems in [72, 80] and [81-83] in order to obtain optimal 

state and control solutions. However, the application of these HMP control algorithms has not 

yet been reported for large-scale systems with mixed state and control constraints. Therefore, a 

constrained HMP based HOC algorithm is presented in this thesis to solve the large-scale and 

constrained problem of temperature tracking in thermoforming. Successful application of the 

proposed HOC algorithm would provide a proof of concept, showing that these HMP-based 

hybrid optimal controllers could actually be implemented on complex industrial processes, which 

are large-scale and comprise nonlinear constraints, and parameter variations. 

In Chapter 5, in addition to the design of the HOC, a closed-loop hybrid control (CLHC) 

setup is presented, based on the results obtained using the HOC algorithm, to provide robustness 

against perturbations. Industrial applicability is a major concern when HMP-based HOC 

algorithms are being utilized, as these are open-loop controllers by nature. In this thesis, a CLHC 

setup is proposed to overcome the industrial applicability barrier of HOC algorithms. Similar to 

the HOC, the CLHC produces optimal control inputs under nominal conditions. Under perturbed 

conditions, the CLHC produces feedback control inputs, added to the optimal control inputs, so 

that the system can track optimal temperature path trajectories. 

The performance, efficiency, and robustness of the HOC and the CLHC are tested on an 

industrial thermoforming machine simulator, which includes all the nonlinear dynamics, 

temperature-varying properties, and geometrical attributes of the thermoforming process. 

1.6 Thesis Organization 
This organization of this manuscript-based thesis is as follows: 

In Chapter 2, the notion of model-based virtual sensors (MBVSs) and virtual core-

temperature observers are presented. These two concepts are then combined to form an overall 
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observer-based closed-loop system. The functionality, performance, and robustness of the new 

system are investigated through a simulation study of an industrial thermoforming machine. 

In Chapter 3, the application of Watanabe-modified Smith predictor control technique in 

the thermoforming heating phase is presented. The Watanabe-modified Smith predictor control 

technique is included in the control diagram of the system, tuned, and tested on an industrial 

thermoforming machine simulator. The performance and robustness of the new control technique 

is then compared to the existing PI controllers in simulation. 

In Chapter 4, a dynamical temperature evolution model of multilayered plastic sheets in 

the thermoforming heating phase is presented, followed by a proposed discrete-time model 

predictive control algorithm (DTMPC) to control the surface and core temperatures of 

multilayered sheets. This control method is then implemented and tested on an industrial 

thermoforming machine simulator, where the tracking performance and energy efficiency of the 

proposed DTMPC is tested against conventional PI controllers.  

In Chapter 5, the temperature-dependent material properties of polymer sheets are 

incorporated in the temperature evolution equations of the heating phase. These equations are 

subsequently modeled in the hybrid optimal control framework based on the segmentation of the 

parameter-varying elements. A hybrid optimal control (HOC) algorithm based on the Hybrid 

Minimum Principle (HMP) is then presented, which takes into account the nonlinear actuator 

constraints of the thermoforming process and solves the temperature tracking problem for the 

parameter-varying system. A closed-loop hybrid controller (CLHC) is also developed, based on 

the proposed HOC, to provide robustness against perturbations. The HOC and the CLHC are 

then tested on an industrial thermoforming machine simulator to evaluate the tracking 

performance and robustness of the system. 

In Chapter 6, the conclusion of the research is given, and possible future work in 

thermoforming and other thermal applications is discussed. 

Finally in Appendix A of this thesis, the industrial thermoforming machine simulator is 

described in detail, and the various block diagrams used in each of the above Chapters are 

presented. 

It has to be noted again that this thesis is a manuscript-based thesis, and so the flow of 

this kind of thesis does not necessarily follow a linear progression in terms of the development of 

analysis of the models, design techniques, and results. 
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2 Model-Based Virtual Sensors and Core-Temperature Observers 

in Thermoforming 
 

How can the number of feedback measurement points be increased to improve the accuracy, 

observability, and productivity of the process in a way that even non-uniform temperature 

profiles can be achieved across the surface and depth of the plastic sheet? 

 

In this chapter, advanced temperature measurement methods are developed for the 

thermoforming heating phase. The notion of model-based virtual sensors (MBVSs) is presented, 

followed by the development of virtual core-temperature observers. These concepts are then 

combined and a new control system block diagram is proposed. The new block diagram is 

simulated on a thermoforming machine simulator and the results are discussed. The proposed 

control block diagram of the thermoforming heating phase will be utilized in the subsequent 

chapters, as well. 

 

This chapter has been adapted from: R. Modirnia and B. Boulet, "Model-Based Virtual 

Sensors and Core-Temperature Observers in Thermoforming Applications," IEEE Transactions 

on Industry Applications, vol. 49, no. 2, pp. 721-730, Mar. 2013. 

Ø Authors contributions: 

1) Rahi Modirnia: the author of the thesis is responsible for the development of the 

sensing algorithms, implementation and interpretation of the results. The thesis 

author is also responsible for writing the manuscript. 

2) Benoit Boulet: supervised the work and edited the manuscript. 
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2.1 Abstract  
 In this chapter, we present the notion of model-based virtual sensors and virtual core 

temperature observers in a thermoforming process. The concept of model-based virtual sensors 

allows for additional surface temperature measurement points in addition to the already existing 

infrared sensors. This leads to improved observability of the plastic sheet temperature as well as 

increased accuracy in temperature zoning, thus eliminating the use of extra infrared sensors, 

which significantly reduces the cost of the control system. The problem of core sheet 

temperature measurement is also addressed through the application of a closed-loop Luenberger 

core temperature observer to estimate the center-plane temperature of the plastic sheet since it is 

not practical to have any kind of actual core temperature measurement during the heating 

process. The two concepts of virtual sensors and virtual core temperature observers are then 

combined to form an overall observer based closed-loop control system. Finally, the 

functionality, performance, and robustness of the new system is investigated through simulation 

of an industrial-type thermoforming machine. 

2.2 Introduction 
Thermoforming is a generic term describing many techniques for producing useful plastic 

parts from a flat sheet. In the process of thermoforming, a plastic sheet is heated to a certain 

temperature, and then is formed on an open mold. This process is used in automotive, aerospace, 

refrigeration, and packaging industries. Because plastic products are gradually replacing 

traditional materials, such as aluminum, glass, wood, and paper, the plastic manufacturing 

industry occupies a strategic place and is considered among the rising manufacturing sectors. 

This encourages researchers to develop more efficient and cost-effective techniques for the 

thermoforming process, which carries a significant weight in the plastic manufacturing sector 

[40]. 

A thermoforming process is divided into three major phases: heating, forming, and 

cooling [34]. The first part of this process is the heating phase, in which the sheet is heated to be 

brought up into a softening temperature. This phase of the thermoforming process is the most 

important one since the remaining phases depend largely on its outcome. By the end of the 

heating phase, it is very important to obtain a specified temperature profile (set-points) over the 

whole sheet because the rheological properties of the polymer, such as fluid behavior index, and 
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fluid viscosity, largely depend on the temperature of the sheet [84-87]. The second phase of the 

thermoforming process is the forming phase, where because of the rheological properties, the 

plastic sheet is deformed over the mould to take on a desired shape [84-87]. Most often, uneven 

temperature profiles or zoned temperature profiles are required to influence the mechanical 

formability of the plastic based on the desired shape of the plastic object. Therefore, it is very 

important to control the heaters of a thermoforming machine to ensure that the required sheet 

temperature profile is achieved. 

Previously, the heater temperature adjustments were based on trial and error, obviously 

not an efficient way to obtain desired sheet temperature set-points. Thus, the concept of closed-

loop control is deemed useful for a thermoforming process as it will automate the changes in 

heater temperatures to obtain desired temperature profiles. This was first proposed by Mark 

Ajersch in [34], who acquired an empirical model of the thermoforming heating process and 

used PI controllers to control the sheet’s surface temperature. In this setup, the control loop is 

closed by placing a number of infrared (IR) sensors between the heaters. Theoretically, to be able 

to perfectly control the temperature set-points across the plastic sheet, there needs to be an equal 

number of infrared sensors relative to the number of heaters in every oven, which is difficult to 

have in practice due to the high cost of IR sensors. Therefore, the number of IR sensors used 

should be limited to maintain the cost efficiency of the overall control system. On the other hand, 

to achieve accurate temperature profiles, there is a need to have extra measurement points in 

addition to the actual infrared sensors readings. Several methods have been proposed in the past, 

one involving a weighted average method of measurement, and the other one involving a DFT 

estimation method [40].  

The concept of model-based virtual sensors leads to a new method proposed in this 

chapter. Just like the real IR sensors, the proposed virtual sensors are considered to have the 

freedom of being virtually placed anywhere above the sheet, and their method of measurement is 

based on the developed heat transfer model of the heating phase in [35]. In other words, for these 

sensors, it is assumed that that the actual heating process is taking place with respect to their 

position in the oven, however, the measurements are actually generated online using the 

mathematical model of the heating process. The control system then acts on these measurements, 

as if they were real IR sensor readings, adjusting the heater temperatures according to the virtual 

sensor estimations. 
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In this chapter, through simulation on an industrial thermoforming machine, the 

functionality of the new algorithm is put to the test. It will be shown that using virtual model-

based sensors, accurate estimations of the surface temperature are obtained, and the temperature 

zoning control problem will also be solved. Also, by showing the accuracy of the new method, it 

will be concluded that the number of real IR sensors can be kept at a minimum. 

In addition to simulation under idle conditions, the virtual sensors are also tested in the 

presence of perturbations in material properties. Virtual sensors, unlike real IR sensors, do not 

directly measure the surface temperature, dealing with the model of the heating process, in which 

the material properties of any type of plastic sheet has to be included and quantified. However, 

the material property specifications for certain types of plastic sheets (HDPE for example) are 

often temperature dependent, as it has been shown in [36] by Thomson et al. and in [37] by Khan 

et al., and may lie within a 20% range or more according to [36], [37], [5] and [116]. In addition 

to the temperature variability factor, the data sheets provided by different companies often 

contain different values for the same type of plastic sheet. This has been discussed by Sepe in 

[117], where it is stated that the values of these properties are not generated under equivalent test 

conditions since a variety of standard test conditions (such as ASTM, DIN and JIS) that are 

regionally specific are being used, and everyone one of these standards produces a unique set of 

numbers. The interested reader can refer to [117] for a more detailed analysis. Therefore, since 

virtual sensors deal with material properties in the estimation of the surface temperature and 

since these quantified values can approximately in a 20% range above or below their nominal 

values, it is important for the system to undergo simulation with the presence of perturbations to 

make sure that they can still provide acceptable estimations.  

It will also be shown that the proposed algorithm, compared to the aforementioned 

estimation methods, will provide more flexibility in terms of temperature zoning, observability, 

and also in terms of freedom of application on different types of thermoforming machines with 

different heater configurations. 

The second problem addressed in this chapter is monitoring the center-plane or core 

temperature of the plastic sheet, during the heating phase, as the temperature of the sheet is 

rising. In thermoforming, when the heating phase is completed and the sheet is to be draped on a 

mold, it is very important to achieve the desired temperature profile across the entire depth of the 

plastic sheet for the sheet to mold correctly, especially when dealing with thick gauge plastic 
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sheets. Naturally, the core temperature is always cooler than the surface temperature, so if it is 

not the case that the core of the plastic has the same forming temperature as the surface, the 

interior of the plastic sheet will crack during the molding phases, resulting in scrap parts and 

rejection of the material. Therefore, there needs to be a mechanism to measure the core 

temperature during the heating phase. Conventionally, the direct method to measure the center-

plane temperature of a plastic sheet is to insert thermocouple pins deep into the sheet. However, 

in thermoforming, this may not be possible during the heating phase since inserting 

thermocouple pins will result in the surface quality degradation and introduction of holes in the 

plastic sheet (discussed in the later sections), thus requiring some kind of core-temperature 

estimation method. 

In this chapter, the implementation of a closed-loop Luenberger state observer is 

proposed to accurately estimate the core temperature of the plastic sheet. Using this method, the 

core temperature can be actively and accurately estimated during the heating phase based on the 

real IR and virtual sensor readings. The two proposed methods of virtual model-based sensors 

and core temperature observers are then included in the control system setup to form a new 

observer-based control system.  

Finally, to verify the validity of the results, and to test the performance and robustness of 

the new control system, the overall system is tested on an industrial thermoforming machine 

simulator. First, tracking of temperature is tested for zoned temperature profiles using a ramp 

shaped input. Then, the robustness of the new system is tested in the presence of perturbation in 

material properties for the reasons described before. 

2.3 Modeling of The Heating Phase in Thermoforming 
The heating phase model used in this chapter has been developed by several researchers, 

the most recent of which is presented in [34] by Ajersch and by Gauthier et al. in [35]. The 

model has also been further developed by Thomson et al. in [36] and by Khan et al. in [37], 

where temperature dependent properties, sheet color, and other operating conditions have been 

experimentally investigated. The model used in the implementation of virtual sensors and core 

temperature observers is based on the heat transfer model developed by Gauthier et al. in [35]. A 

brief presentation of the method is provided in this section. In this model, the thermoforming 

machine consists of 2H heaters, H on top and H on the bottom, and the plastic sheet is placed in-

between with an equal distance from the top and bottom heaters. There are also a total of 2S 



 23 

sensors, with S sensors on top, and S on the bottom. It is important to note that the top and 

bottom heaters and the sensors are respectively placed to be directly facing each other in the 

oven. The sensors read the surface temperature of the plastic sheet. The plastic sheet is divided 

into 2S measurement zones, each zone corresponding to the area around which a sensor is 

pointing. The thickness of the plastic sheet is divided into N equally spaced layers with a 

corresponding node for each layer.  

In this model, it is determined that there are three methods by which heat is transferred to 

a plastic sheet: radiation, conduction, and convection. It is also assumed that within the sheet, 

heat transfer only occurs vertically, between the layers of the plastic, and that there is no energy 

interaction between adjacent measurement zones. Moreover, it is assumed that the heat radiated 

from the heaters gets transmitted through all the layers of the plastic depending on the 

transmissivity factor of the plastic sheet while convection only has an effect on the surface of the 

sheet because of the interaction of the oven’s ambient air with the surface of the plastic. 

Combining the aforementioned modes of heat transfer, for 2H number of heaters, 2S 

number of measurements zones, and N number of layer nodes for each zone, the heat transfer 

model for the top and bottom surface nodes of the k-th zone is 

  

dTk ,1

dt
= 2
ρVCp

kA
Δz

Tk ,2 −Tk ,1{ }+ h T∞ −Tk ,1{ }+ β1QRTk
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⎫
⎬
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⎧
⎨
⎩

⎫
⎬
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,                (2)  

where ρ  the density of the plastic sheet,  
Cp  is the specific heat capacity of the sheet, k is the heat 

conduction constant,  Δz  is the layer thickness, A is the zone area, V is the volume of the layer, h 

is the convection coefficient,  T∞  is the ambient air temperature, QRTn is the total radiant energy 

from the top heaters affecting kth measurement zone, QRBn is the total radiant energy from the 

bottom heaters affecting the nth measurement zone, 1β is the absorbed fraction of radiant energy 

for the top and bottom surface layers, and 2β is the absorbed fraction of radiant energy for the 

internal layers. QRTn , QRBn , 1β , 2β  are defined in (6). 

It should be noted that in (1) and (2), the first term corresponds to conduction, the second 

term corresponds to convection, and the third term corresponds to radiation. 
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In this chapter, we define five layers for the plastic sheet (N=5); therefore, the heat 

transfer model for the three internal zones is 

 
  

dTk ,2

dt
= 1
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where 

  

β1 := 1− e− AavΔz 2

β2 := 1− e− AavΔz

QRTk
=σεeff Ah Fkj θ j

4 −Tk ,1
4{ }

j=1

H

∑

QRBk
=σεeff Ah Fkj θ j

4 −Tk ,N
4{ }

j=H+1

2 H

∑

,                                                     (6) 

where  Aav  is the average absorptivity, and it is defined by taking the average absorption of the 

plastic sheet over the spectrum range (for example  2 − 4  µm ) at which the heaters are operating. 

The (Fourier transform infrared spectroscopy) FTIR spectroscopy of the plastic in study would 

provide the transmission or absorption percentages across the spectrum of interest, and the 

average absorptivity can be calculated accordingly. σ  is the Stefan Boltzmann constant,  
εeff  is 

the effective emissivity, hA  is the area of the heater bank,  
Fkj  is the view factor between the jth 

heater bank and the kth measurement  zone,  
θ j  is the jth heater bank temperature. Note that in the 

right-hand side of (3), (4), and (5), the first term represents conduction between nodes while the 

second term represents radiation through the layers. Details of the above equations and methods 

for obtaining the effective emissivity and view factors can be found in [42] and [34]. Finally, it 

needs to be mentioned that the developed model of the heating phase has been shown to be 

accurate and close to the actual process in the thermoforming machine during the heating phase 

[42].  
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2.4 Description of the Existing Control System 
In this section, the original setup of the closed-loop block diagram is discussed. The 

control diagram is shown in Fig. 1.1 The set-points of this control diagram are defined as the 

desired sheet temperature profile, or in other words, the desired sensor measurements at all the 

zones of the plastic sheet. In this setup, the heaters are treated as actuators while the heating 

phase is considered as the plant. The sensors then measure the surface temperatures, feeding 

them back to the controller. Each of these sensors measures a certain area on the surface of the 

sheet, and as it was mentioned, we consider the zone that the sensor directly points to as a 

measurement zone on the sheet. The controller part consists of individual controllers 

corresponding to each sensor measurement zone, and also of a coupling matrix with a dimension 

of   2H × 2S , which transforms measurement-zone heat fluxes to heater temperatures since there 

are fewer measurement zones than there are heaters.  

The coupling matrix consists of view-factor elements, which are useful parameters to 

determine the fraction of the radiant energy exchanged between two surfaces having different 

areas and orientations [42]. The view factors provide a method to convert the energy needed to 

heat each measurement zone on the sheet to the amount of radiation needed for each heater in the 

thermoforming machine. The evaluation of the view factor from a measurement zone to each 

heater is derived by considering of having two parallel surface areas   A1  and   A2 , with the 

perpendicular distance between the two being z. The mathematical and geometrical details on 

how to obtain the view-factor are extensively covered in [42]. In order to calculate all the view-

factor entries of the coupling matrix, the location of all the heater banks and sensors (IR or 

virtual) has to be mapped on a Cartesian plot. Therefore, all the heaters and sensors zones are 

placed on a two-dimensional grid, and appropriate coordinates are defined for all. The vertical 

distance z between the sensor measurement zones and the heaters has also been taken into 

account, but considering that this value is constant for all the heater banks and sensors, the grid 

will be two dimensional for simplicity. Fig. 2.7 shows an example of a two dimensional grid 

with 54 heaters and 22 sensors. 
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Figure 2.1.  Block diagram of the closed-loop system 

 

2.5 Implementation of MVBSs 
In this section, implementation of MVBSs is discussed and comparisons are made with 

other measurements methods. As it was mentioned, the usage of real IR sensors is costly, thus 

requiring limited usage in order to keep the control system cost efficient. However, if the number 

of these sensors is kept at a minimum, there will be inaccuracy in measuring the surface 

temperature throughout the sheet’s surface, resulting in the ineffectiveness of the feedback, and 

eventually poor controllability and observability. The use of a limited number of sensors also 

reduces the possibility of controlling zoned temperature profiles accurately. To solve the IR 

sensor limitation problem, the method of MVBSs is proposed, adding many more measurement 

points of the surface temperature at virtually no cost. 

In the implementation of MVBSs, each virtual sensor is placed on the aforementioned 

grid of sensors with total freedom of placement, generating virtual sensor measurement zones on 

the plastic sheet. Therefore, just like real IR sensors, coordinates are generated on the Cartesian 

grid for each of the virtual sensors, thus requiring a set of view-factors from all the heaters to 

each virtual sensor on the sheet so that the heaters can use the virtual sensor reading to adjust 

their temperature in the control environment. 

The algorithm of a MBVS can be summarized as follows: 

1) Define Cartesian coordinates for   2V  virtual sensors and   2Z  real IR sensors on the grid, 

and obtain the view-factors from all the heaters to each of the virtual sensors. 
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2) Use the model’s surface measurement formulas (1) and (2) to measure actively the 

surface temperature of each virtual measurement zone in parallel; the actual heating 

phase is taking place. 

3) Define and tune a number of virtual zone controllers   2V  equal to the number of virtual 

sensor zones, and combine the output of the virtual zone controllers with the output of the 

  2Z real zone controllers calling the overall vector  Cout . 

4) Generate the coupling matrix  G  by combining the virtual sensor view-factor matrix with 

the real sensor view-factor matrix. 

5) Feed the overall controller output  Cout  to the coupling matrix  G  in order to obtain the 

heater temperature set-points with respect to all the sensor zones as shown in Fig. 2.2. 

The method proves to provide an accurate estimation of the surface temperature and 

increase observability since a virtual sensor uses the actual heater values, then utilizes the surface 

heat transfer equations (1) and (2), which are already proven to be accurate, to determine the 

temperature at that particular zone on the sheet relative to where it is located on the grid. In 

addition, since the virtual sensors increase the number of measurement points, thus providing the 

controller with more information, the controller can provide more accurate heater set-points for 

the heaters resulting in improved observability, accurate temperature zoning, and providing a 

faster trend to reach the desired set-points.  
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Figure 2.2.  Updated controller block in the presence of MBVSs 
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The virtual model-based sensor is added to the existing control block diagram and is 

shown in Fig. 2.3. The performance and robustness of the proposed method will be investigated 

in the simulation section, in detail, through implementation of the algorithm on an industrial 

thermoforming machine simulator. 

Recently, there have been two other methods developed to estimate the surface 

temperature of the plastic sheet. First one is the work done by Chy et al. in [40], which estimates 

the surface temperature at different points using a Fast-Fourier Transform approach. However, in 

order for this method to be effective, the heaters and the real IR sensors have to be equally 

spaced to be able to apply the Fourier Transform to obtain an estimation of the temperature 

profile across the sheet. The virtual model-based sensor, however, does not require the condition 

of evenly distributed heaters and sensors. Heaters and real IR sensors can be placed anywhere on 

the grid independent of where the virtual sensors are placed because the heat transfer model used 

in the algorithm is not dependent on the particular distribution of the elements. The only position 

dependent parameter is the view-factor, which does not pose any limitation on the particular 

arrangement of heaters and sensors. Therefore, comparing the proposed method to the FFT 

algorithm in [41], virtual model-based sensors remove the existing practical limitations in the 

application of an estimation algorithm. 

Later, Chy et al. proposed a surface temperature estimation method for non-equidistant 

temperature sensors in [41]. Comparing the methods proposed in [41] with the one proposed in 

this chapter, it should be noted that the placement of heaters are still not considered while in the 

proposed method of this chapter allows for non-equidistant placement of the heaters or any other 

geometric distribution. Moreover, the methods proposed in [41] uses advanced interpolators and 

predictors whereas the virtual sensors proposed in this chapter are model-based and deal with the 

actual dynamics of the system. Lastly, the estimation methods proposed in [41] are only limited 

to surface temperature estimations while core temperature measurements are not considered. 

This chapter, on the other hand, introduces a novel core-temperature estimation method for the 

first time, which will be presented in the next section. 



 29 

 
Figure 2.3.  Closed-loop block diagram of the system containing the virtual sensors 

2.6 Application of the Luenberger Core Temperature Observer 

In thermoforming, one of the most important aspects during the heating phase is to 

monitor the core temperature of the plastic sheet. It was stated before that if the center-plane 

temperature is not correctly monitored and equal to the surface temperature, the plastic sheet can 

break during the molding phase. 

Typically, to measure the center-plane temperature of a plastic sheet, pin thermocouples 

have to be inserted in the plastic sheet. However, during the heating phase in a thermoforming 

process, inserting thermocouples will degrade the surface quality of the sheet, and introduce 

holes in it resulting in creation of bubbles and small cracks after the sheet is formed. Most often, 

a formed plastic part exhibiting these conditions would be rejected, and so there can be no 

physical interaction with the plastic sheet to determine the core temperature during the heating 

phase. This only leaves estimation or predictive methods as available tools to measure the center-

plane temperature of the plastic sheet. 

To accurately estimate the core temperature, the method of closed-loop Luenberger state 

observer is implemented since an accurate state-space model of the heating phase exists. The 

concept of Luenberger state estimator is extensively described in [88]. A brief presentation is 

given here, and the block diagram is shown in Fig. 2.4. 

2.6.1 Closed-Loop Luenberger State Observer 

Suppose that the state space system describing the dynamics of the system is described as 
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!x = Ax + Bu + w
y = Cx + v

.                                                      (7) 

The Luenberger observer with gain L is used to produce an estimate of the state 

characterized as ˆ( )x t . The state-space system describing the dynamics of the observer is as 

follows: 

   

!̂x = A− LC( ) x̂ + Ly + Bu

ŷ = Cx̂
.                                                     (8) 

The goal is design L such that the state estimate will track the state. This can be expressed 

in terms of the state-space system governing the evolution of the error  e(t) = x(t)− x̂(t) , and 

  !e = A− LC( )e+ w+ lv . Therefore, it suffices to find a matrix L such that all eigenvalues of A-LC 

(the poles of the observer) are in the open left-half plane to ensure that the error will tend to zero 

when the noises are zero. 

 

 

Figure 2.4.  Block diagram of a closed-loop Luenberger state estimator 
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2.6.2 Application of the Luenberger Observer in a Thermoforming Process 

As aforementioned, the state-space equations of the heating process of the polymer are 

developed. If those can be reformed to resemble the block diagram structure in Fig. 2.4, then a 

Luenberger observer can be applied to estimate the core temperature of the plastic sheet.  

Equations (1)-(5) can be combined to form a state space model of the system, for which 

the standard arrangement is described in (7). Looking at the model equations (1)-(5), for the kth 

measurement zone, the state-space representation of this system is 

  
!Xk = AXk + B∞T∞ + BRk

QRk
                                               (9) 

where  Xk  is the vector representing the surface temperatures of the N layers in the kth 

measurement zone,  B∞  is the matrix which introduces the ambient air as an input to the system, 

 T∞ is the ambient temperature vector,
 
BRk

is the matrix representing the radiation effect in the 

model, and 
 
QRk

is the total radiation input for the kth zone. 

Expanding 
 
QRk

, we have 

   

!Xk = AXk + B∞T∞ + BRk
θ − BRk

xk ,1

xk ,5

⎡

⎣

⎢
⎢

⎤

⎦

⎥
⎥

                                         (10) 

where θ  is the vector of all the heater temperatures, 
  
xk ,1 , and 

  
xk ,5  are the surface temperatures of 

the kth zone. 

It should be noted that the C matrix can be chosen depending on the available readings of 

the states. In this case, since only the top and bottom surface temperature readings are available, 

for the kth measurement zone, we have 

   
Yk = 1 0 0 0 1⎡

⎣
⎤
⎦
!Xk .                                                 (11) 

Finally, (10) and (11) are linearized around an operating point. The reader can refer to 

[34] and [42] for the linearized state-space representation of the system. In addition, to apply the 
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Luenberger observer, it has to be ensured that the system is observable. The observability matrix

 Q  of this system has full rank, ensuring that the overall system is observable.  

In the implementation of the observer, since there  now exist two types of sensors, the 

observer is divided into: 1) a real zone observer, which corresponds to the estimation of the core 

temperature for real sensor zones of the sheet; and 2) a virtual zone observer dealing with the 

estimation of the core temperature for virtual zones of the sheet. 

To estimate the core temperature of the plastic sheet, the linearized state-space model of 

(10) and (11) are used, and we are interested in the temperature of the third layer, i.e., the third 

state in each sensor measurement zone, as the core temperature of the plastic sheet.  Next, the 

input U, output Y, and the matrices A, B, C, and D are identified.  

• The inputs are chosen as: 

1) The actual surface temperature readings from the real sensors, in case of the 

real zone observer, and the virtual sensors, in case of the virtual zone 

observer. 

2) The heater temperature, which will later be multiplied by the inverse view 

factor matrix to decouple the system for each sensor measurement zone. 

3) The ambient temperature inside the thermoforming machine. 

• Matrices A and B are stated in (10) and the matrix C is chosen so that the outputs are 

the surface temperatures of the plastic sheet since they are the only measurable and 

visible states shown in (11), and Matrix D is set to zero. 

In this arrangement, the gain matrix L is chosen so that the eigenvalues of  A− LC  have 

all negative real parts, so that the error will approach zero, guarantying that all estimated states 

will converge to the actual states. Therefore, it can be ensured that the third state in each zone, 

which is the center-plane temperature, will provide an accurate estimate of the actual core 

temperature of the plastic. 

Once the two observers are designed, they will be added to the block diagram of the system 

updated in the last section (Fig. 2.3). Fig. 2.5 shows the new block diagram of the system that 

has the MVBSs and the observers incorporated. Observing Fig. 2.5, it is important to notice that 

the second feedback, previously being generated from the virtual sensor block, will now be 

replaced with the surface temperature estimate from the virtual observer creating an observer 

based control setup for the virtual environment. The observer is actively trying to reduce the 
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error between the model estimate and its own generated estimate making the end estimated result 

more reliable. Therefore, the surface-temperature reading from the virtual observer is preferred 

since it also has a corrective action on the model inaccuracies existing in the heating-phase 

model block meanwhile not affecting the overall transfer function between the set-points and the 

output [88]. 

 
Figure 2.5.  Complete block diagram of the system containing the MBVSs and the observers 

2.7 Simulation Results 

In this section, the updated control setup shown in Fig. 2.5, which includes the MVBSs 

and the core-temperature observers, is simulated in real-time, on a standard industrial rotary 

thermoforming machine simulator.  This machine is configured with the exact specifications of 

an industrial machine used in production lines, which contains 108 heating zones (54 on top and 

54 on the bottom), uses ceramic-type heaters, and can fit sheets with dimensions of 1.5mX2m. 

The sheet used in this simulation is a commonly used black high-density polyethylene (HDPE) 

sheet with 1.5mX2m dimensions and 8mm thickness, which fits in the thick-gauge 

thermoforming category. Black HDPE plastics are widely used to produce parts in a variety of 

industries and applications, including automotive, roadside equipment, household products, and 
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many others [120]. For instance, in the automotive industry, black HDPE plastics are widely 

used in producing plastic fuel tanks for cars and recreational vehicles as stated in [120] and 

[121], while they are also used in producing inner fender panels [122]. The black HDPE sheet, 

according to [36] and [37], has a dynamically more accurate heat transfer model if it is 

considered to be opaque to the transmittance of the radiant energy. Therefore, we consider  β1 = 1 

and  β2 = 1, implying that the radiation energy is only absorbed by the top and bottom surface 

layers of the plastic sheet. It is important to note that the algorithms of MVBSs and the core-

temperature observers can incorporate any types of plastic sheets, with or without radiation 

transmission, since the nature of the model does not affect the methodologies used in developing 

the MVBSs and core-temperature observers. 

In total, considering top and bottom levels, there are 20 real IR sensors (10 on top and 10 

below the plastic sheet) and 24 MVBSs (12 on top and 12 below the plastic sheet), creating 44 

sensor measurement zones on the sheet for temperature measurement. 

The 2D position grid of the real IR sensors and the virtual sensors relative to the heaters 

is shown in Fig. 2.7. Note that the real IR sensors are not equally distanced from each other. 

Also, there are a total of 44 identical PI controllers used relative to the number of sensor zones 

(20 for real IR sensor zones, and 24 for virtual IR sensor zones).  

The simulation is conducted in two parts: simulation under ideal conditions, and 

simulation in the presence of uncertainty in material properties. Also, the type of input used in 

this simulation is a ramp-type input to address the needs of the industry. In thermoforming, the 

goal is to reach the forming temperature as soon as possible and to rapidly start the forming 

process, eliminating the need to monitor both the overshoot and the settling time. Therefore, the 

ramp-type input is introduced to rapidly bring the sheet’s temperature to the forming window. To 

achieve an appropriate ramp-type input, the system was operated in open-loop, and the heater 

temperatures were changed from their initial temperature to 100°C higher in order to monitor the 

rate of temperature increase in the plastic sheet. The ramp-type input is then chosen as a slightly 

more conservative version of the temperature-increase curve obtained in open-loop testing. The 

ramp input is chosen in this manner to account for limiting factors, such as the physical 

limitation of the heaters, and the delay of the plastic sheet in reacting to the heat. 
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Figure 2.6.  Desired zoned temperature setpoints (profile) 

 

 
Figure 2.7.  2-D position grid of the real IR sensors and the virtual sensors relative to the heaters 

 

2.7.1 Simulation Under Ordinary Conditions 

The simulation is conducted for zoned temperature set-points shown in Fig. 2.6. In 

thermoforming, it is often needed to have one area of the sheet in a certain temperature, and the 

other area at lower temperature with a difference of 20°C to 30°C. Here, the set-point 
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temperature profile requires one area of the sheet to have a temperature of 210°C, and the other 

area to be at 180°C. As shown in Fig. 2.7, in terms of sensor zone set-points, real sensors 1-5 

(top and bottom) along with virtual sensors 1-6 (top and bottom) will have 210°C set-points 

while real sensors 6-10 (top and bottom) and virtual sensors 7-12 (top and bottom) are required 

to have 180°C set-points. During the heating process, the sheet temperature should never exceed 

the set-point temperature by more than 10°C since the plastic starts to melt, resulting into a 

rejected part. 

The ramp-shaped input is then applied containing the temperature set-point profile in Fig. 

2.6. The simulation results for the ramp-type input are shown in Fig. 2.8. Observing Fig. 2.8(a)-

(d) the virtual sensors are behaving like the real sensors trying to track the ramp input to get to 

the desired set-points, meaning that the virtual measurement zones are being accurately 

controlled. Moreover, Fig. 2.8(c) shows that the estimated center-plane temperatures are tracking 

their surface temperature set-points, indicating the functionality of the observers. Using the ramp 

input, the sheet reaches its forming temperature in 235 s while never going over the 10°C 

overshoot window. In addition, when applying the ramp input, if the surface temperature is at its 

forming temperature (e.g. 210°C), the core temperature, since it is lagging the surface 

temperature, has to be no less than 10°C cooler than the surface temperature. Otherwise, the 

center-plane temperature is not in the temperature forming window, and the sheet cannot be 

formed. Observing Fig. 2.8(c), it can be seen that the core temperature of the plastic sheet is, in 

fact, within the 10°C window, and so the sheet can be successfully formed. 
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  (d) 

Figure 2.8.  (a) Ramp response of the real sensors to the zoned ramp inputs shown in red dotted lines. (b) Ramp 
response of the MVBSs to the zoned ramp inputs. (c) Estimated core-temperature response to the zones ramp inputs. 
(d) Final surface temperatures of the measurement zones. 

 

2.7.2 Simulation Under Uncertainty in Material Properties 

As aforementioned, material properties could be 20% uncertain in practice. This 

uncertainty could affect the MVBSs since those parameters are used in estimation of the surface 

temperature. Therefore, the robustness of the virtual sensors and the entire control system is 

investigated under an existing 20% perturbation in material property values, namely the specific 

heat capacity, the density, the effective emissivity, the conduction coefficient, and the convection 

coefficient, for an HDPE plastic sheet. 

The ramp-type input is applied to the system with perturbed virtual sensors. Fig. 2.9 

shows the simulation results, and it can be seen from Fig. 2.9 (a)-(d) that the real sensors final 

temperature along with the virtual sensors and the center-plane final temperatures are all in the 

10°C temperature forming window. In addition, the tracking pattern is similar to the case of 

“simulation under ordinary conditions” with the virtual sensors and the core-temperature 

estimator tracking the ramp input just like the real sensors are. Moreover, the system is still able 

to bring the plastic sheet temperature to the forming window in 235 s, similar to the perturbation-

free conditions. Therefore, it is established that the virtual sensors along with the core 

temperature observers are robust to uncertainties in material properties as they are still delivering 

accurate estimations. 
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  (d) 

Figure 2.9.  In the presence of 20% material uncertainty: (a) Ramp response of the real sensors to the zoned ramp 
inputs shown in red dotted lines. (b) Ramp response of the MBVSs to the zoned ramp inputs. (c) Estimated core-
temperature response to the zones ramp inputs. (d) Final surface temperatures of the measurement zones. 

2.8 Conclusion 
MVBSs were proposed as a new estimation method of the surface temperature, and 

controllers were developed for the virtual sensors. Also, closed-loop Luenberger observers were 

applied to estimate the core temperature of the plastic sheet. The two methods were then 

combined, creating a new closed-loop control diagram for a thermoforming process. The 

performance and robustness of the new system, containing the MVBSs and the core-temperature 

observers, is verified through simulation. 

The proposed closed-loop control diagram is utilized in Chapter 3, where the Watanabe-modified 

Smith predictor is implemented to improve the heating cycle time of the thermoforming heating 

phase.  
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3 Application of the Watanabe-Modified Smith Predictor 

Technique in Thermoforming 
 

Can the heating time (cycle time) be further improved using new control methods in 

thermoforming? 

 

In this chapter, the application of the Watanabe-modified Smith predictor technique is 

presented in order to improve the cycle time of the heating phase. This chapter describes the 

motivation behind the application of this control scheme, followed by the controller design 

study. The proposed control scheme is then implemented on the updated block diagram of the 

control system containing the MVBSs and core-temperature observers, which was presented in 

Chapter 2. A simulation study is also conducted to compare the performance and robustness of 

the proposed control scheme with conventional controllers. 

 

This chapter has been adapted from:  R. Modirnia and B. Boulet, "Application of the 

Watanabe-modified Smith predictor control technique in thermoforming, " in American Control 

Conf. (ACC), Montreal, Canada, 2012, pp. 6448-6454. 

Ø Authors contributions: 

1) Rahi Modirnia: the author of the thesis is responsible for the design and 

development of the control technique, implementation, and interpretation of the 

results. The thesis author is also responsible for writing the manuscript. 

2) Benoit Boulet: supervised the work and edited the manuscript. 
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3.1 Abstract 
 In this chapter, the application of the Watanabe-modified Smith predictor control 

technique in a thermoforming heating process is presented. It has been observed that the 

temperature rise of a plastic sheet exhibits an input delay-like behavior due to heater lags and 

other environmental parameters. Therefore, the modified Smith predictor technique is applied to 

compensate for this delay, allowing for improved tunability, performance, and robustness to 

parameter variations in the system, compared to the existing controllers. The Watanabe-modified 

Smith predictor control technique is then included in the control diagram of the system, tuned, 

and tested on an industrial thermoforming machine simulator. The performance and robustness 

of the new control technique is then compared to the existing PI controllers in simulation. 

3.2 Introduction 
Thermoforming is an industrial process in which plastic sheets are heated and then 

formed into useful parts, mainly utilized in the automotive, aerospace, refrigeration, medical and 

packaging industries [5, 89-91]. Today, the extensive growth of the plastic manufacturing 

industry worldwide is faster than any other manufacturing industries, stressing the ever important 

presence of the plastics industry in the world’s economy. An example of this trend lies in the 

automotive industry, where the percentage of plastic materials used per vehicle has increase by 

75% between 1977 and 2007 while the percentage of ferrous materials used has been decreased 

by 20%. Looking ahead to 2020, the world’s plastic industries will more than double their 

production, indicating that polymer processing will play increasingly important roles in the 

future [91]. Thermoforming is one of the most important plastic forming processes; therefore it is 

important to develop more efficient and cost-effective techniques for this process to ensure 

productivity improvement. 

A thermoforming process consists of three major phases: heating, forming, and cooling 

[34]. During the heating phase, the sheet is heated to a certain forming temperature, where it will 

start to experience sagging. Once the forming temperature is reached, the sheet is placed on a 

mold to take on the required shape. It is important to reach the forming temperature or the set-

point temperature profile during the heating phase in order to achieve the right rheological 

properties of the polymer so the sheet can be formed properly [84-87]. Moreover, in order for the 

plastic to take on different shapes, uneven temperature profiles or zoned temperature profiles are 
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often required across the plastic sheet. Therefore, it becomes crucial to systematically control the 

heaters temperatures in a thermoforming machine to ensure that the required sheet temperature 

profile is attained. 

This was previously done in an open-loop mode, where the heaters temperatures were 

manually adjusted throughout the heating phase so that the plastic sheet would reach its desired 

temperature profile. This method was based on trial and error and, naturally, was also not an 

efficient way to obtain the set-point profile on the plastic sheet. Later, closed-loop control 

methods were proposed in order to generate some type of feedback measurement and to 

automate the system. This was first proposed by Mark Ajersch in [34], who controlled the plastic 

sheet’s surface temperature through an empirical model of the thermoforming process and PI 

controllers while infrared (IR) sensors were used in the feedback to measure the surface 

temperature of the plastic sheet at various locations. It was then shown in later studies that a 

closed-loop control system will result in productivity improvement, in particular, reducing part 

reject rates, cutting the heating phase time, reducing energy costs and maximizing heater life 

[38]. 

In this chapter, a new type of internal control technique for the thermoforming heating 

process is proposed to improve performance, robustness, and tunability of the system. This 

internal control method is based on the Smith predictor technique, introduced by Smith in 1957, 

and is aimed at improving the performance and robustness of systems containing time delays 

[44]. The Smith predictor method was later modified by Watanabe et al. to improve the 

performance of a system with an integrator and long dead-time [48]. Astrom et al. further 

developed Watanabe’s method such that the tracking performance and disturbance rejection are 

independently improved [49]. Subsequently, based on the works of Watanabe and Astrom, 

Zhang et al. proposed a modified Smith predictor to deal with first-order plus time-delay 

processes [50]. The method used in this chapter is derived from the work of Watanabe et al. 

since only tracking performance is of interest while disturbance rejection is not considered here. 

The Smith predictor delay compensation technique is of interest because during the 

heating phase, the sheet temperature output is initially delayed. This is mainly because of the 

delay in the heaters, which are sluggish in changing their temperature to a higher and lower set-

point, as well as other environmental factors [34]. This was verified in simulation and 

experimentally, and it was determined that the value of this delay is substantial, requiring the use 
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of a time-delay compensation method. In this chapter, the applicability of the Smith predictor 

technique in a thermoforming process is presented, and tuning formulas are also discussed. The 

Watanabe-modified Smith predictor technique is then applied to the existing control block 

diagram of the heating phase, which contains all the complex heat transfer equations of the 

process, and tested on an industrial thermoforming machine simulator. In the simulation section, 

the performance of the system and robustness to variations in material properties are 

investigated, and results from the Watanabe-modified Smith predictor method are compared to 

existing control methods. 

3.3 Description of the Existing Control System 
In this section, the existing block diagram of the heating phase, introduced by Modirnia et 

al. in [92], is briefly presented. The block diagram of this control system is shown in Fig. 3.1. 

The set-points of this control system are defined as the desired sheet temperature profile, or in 

other words, the desired temperature of the measurement zones on the plastic sheet which are 

discussed later in this section. In this setup, heaters are treated as actuators, and the heating phase 

of the plastic sheet is considered as the plant. There are two types of sensors measuring and 

feeding the surface temperatures back to the control side: real IR and virtual model-based 

sensors. The real IR sensors are placed in the thermoforming machine, measuring the surface 

temperature of the sheet during the actual heating process, while the virtual model-based sensors 

use the model of the heating phase in thermoforming, developed in [34] and [35], to actively 

estimate the surface temperature, in parallel with the actual process taking place. In Fig. 3.1, this 

operation is being performed in the “heating phase model” block, where the entire complex heat 

transfer equations, developed in [34] and [35], are present. Therefore, we consider the zone on 

the plastic sheet over which each of the real or virtual sensors directly point to as a sensor 

measurement zone, thus having two sets of inputs: real sensor and virtual sensor set-points.  

A thermoforming machine generally consists of 2H heaters, H being placed on top and H 

on the bottom, with the plastic sheet being placed in-between with an equal distance from the top 

and bottom heater banks. There are also a total 2Z IR and 2V virtual sensors for a total of 

  2 Z +V( )  sensors,  Z +V( )  sensors placed on top, and  Z +V( )  on the bottom. It is important to 

note that the top and bottom heaters and the sensors are respectively placed to be directly facing 

each other in the thermoforming oven.  
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The controller part consists of   2 Z +V( ) individual controllers corresponding to each 

sensor measurement zone, 2Z of which are designed for the real IR sensor measurement zones 

and 2V controllers for the virtual sensor measurement zones. In the controller block, a 

decoupling matrix is also defined after the controllers with the dimension   2H × 2(Z +V ) , which 

transforms the measurement zones temperatures to heater banks temperatures since there are 

more heater banks than there are measurement zones. The decoupling matrix contains view-

factor elements, which are defined to determine the fraction of the radiant energy exchanged 

between two surfaces having different areas and orientations [42]. The inversion of the view-

factors indeed plays a decoupling role, converting the energy needed to heat each of the 

measurement zones to the amount of radiation needed for each of the heater banks during the 

heating phase. 

The evaluation of the view-factor from a measurement zone to each heater is obtained by 

considering having two parallel surface areas   A1  and   A2 , with the perpendicular distance 

between them being z. The mathematical and geometrical details on how to obtain the view-

factor are extensively covered in [42]. In order to calculate all the view-factor entries of the 

decoupling matrix, the location of all the heater banks and sensors (IR or virtual) has to be 

mapped on a Cartesian plot. Therefore, the heater banks, the real IR sensors, and the virtual 

model-based sensors are placed on a two-dimensional grid, and appropriate coordinates are 

defined for each of these elements while the vertical distance z is also taken into account. 

However, the reason for which a two-dimensional grid is chosen instead of a three-dimensional 

one is due to the fact that the distance z between the sensors measurement zones and the heater 

banks is always constant. Therefore, the two dimensional grid is chosen for simplicity. 

The control system shown in Fig. 3.1 also contains two core-temperature estimator 

blocks: one designed for real sensor measurement zones, and the other aimed to deal with the 

virtual sensor measurement zones. These observer blocks contain closed-loop Luenberger state 

observers, using the state-space model of the heating phase developed in [42] and [34], in order 

to accurately estimate the core-temperature of the plastic sheet. It should be noted that the 

feedback designated for the virtual sensor set-points is taken from the virtual observer block 

since it takes corrective action on the model uncertainties in the “heating-phase model” block, 

producing more accurate surface temperature estimates of the virtual sensor measurement zones. 
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Figure 3.1.  Block diagram of the closed-loop control system 

3.4 The Smith Predictor Control Technique: an Overview 
As mentioned before, the Smith predictor technique is a control strategy developed to 

deal with systems containing time delays. Details of this method can be found in [44], and a brief 

presentation of this method is given here. 

Suppose that a model for the process  GP s( )  (s being the Laplace varianble is available, 

and described by 

   
!Gp s( ) = !G* s( )e! !"s .                                                            (1) 

The process model is divided into two parts: the part without the time delay,   
!G* s( )  and 

the time-delay term of the process,   e!
!"s , when  !!  is the delay time. In the Smith predictor control 

scheme, the model of the process without the time delay
   
!G* s( )( )  is used to predict the effect of 

control actions on the non-delayed output. In other words, in case of perfect modeling, the 

controller responds to the error signal that would occur if no time delays were present. 
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Assuming that there is no model error 
  
Gp s( ) = !Gp s( )( ) , it can be shown that the closed-

loop transfer function of a system containing the Smith predictor controller   Gc(s)  is given by 

   

Y
Ysp

=
Gc
!G*e− !θs

1+Gc
!G* ,                                                                (2) 

in contrast to conventional feedback control 

   

Y
Ysp

=
Gc
!G*e− !θs

1+Gc
!G*e− !θs

.                                                              (3) 

Comparison of (2) and (3) indicates that the Smith predictor has the advantage of 

eliminating the time delay from the characteristic equation, thus greatly improving the 

performance over a conventional system. In case of the process model not being perfect, the 

Smith predictor can still provide improvement over conventional feedback control if the model 

parameters are within about ±30% of the actual values [93]. Therefore, if a certain type of 

controller is included into a Smith predictor loop, the performance and robustness of the closed-

loop system will be superior to the one that has the controller used without the Smith predictor 

setup.  

Watanabe et al. later improved the performance of the system using a modified version of 

the Smith predictor setup, shown in Fig. 3.2. 
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Figure 3.2.  Watanabe-modified Smith predictor 

In this method, a low-pass filter  
G f s( )  is introduced in the feedback of the controller, 

which helps improve the tracking performance of the system, and in some cases helps reject the 

load disturbance [48].  
G f s( )  is often chosen as:  
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G f s( ) = 1

1+ sL
,                                                              (4) 

where the time constant L is chosen depending on the aggressiveness of the design. 

3.5 Application of the Watanabe-Modified Smith Predictor to the Thermoforming 

Heating Phase  

In this section, an application of the Watanabe-modified Smith predictor to the heating 

phase of the thermoforming process is discussed. First, it will be shown that the temperature 

response of the plastic sheet contains a significant delay to justify the use of the Smith predictor, 

and then the controller design and the application of the Smith predictor technique will be 

presented. 

3.5.1 Justifying the Use of the Smith Predictor Technique 

In order for the Smith predictor to provide useful results, it has to be first determined if 

the open-loop output temperature response exhibits a certain amount of delay compared to the 

input. In general, the reason for which the temperature response of the plastic sheet experiences 

an input delay is due to the fact that the heaters are sluggish in temperature change, taking a 

considerable amount of time to increase or decrease their temperature from a particular set-point 

to another [34]. Different types of heaters may have different heating and cooling rates, but in the 

case of ceramic heaters, which are one of the most commonly used heaters in the thermoforming 

industry, it takes nearly 50 s for the heater temperature to have a 100°C increment in temperature 

and nearly 100 s to have a 100°C decrement in temperature. Therefore, since the heaters are not 

fast enough to immediately provide desired temperature set-points, the plastic sheet would not 

receive the required amount of heat in time, thus exhibiting a delay in increasing the surface 

temperature. Another reason for the existence of the delay is due to the energy of the heater 

banks not being entirely concentrated in raising the temperature of the plastic sheet at the 

beginning of the heating phase, instead having to dedicate some of their energy to heat the 

temperature of the ambient air. This is because certain types of thermoforming machines are 

placed in an open environment, allowing for the ambient air to circulate in and out of the 

machine. Thus, the ambient air temperature is always considerably lower than the heater banks 

temperatures when the heating phase begins. Combining the above factors, the step response of 

the surface temperature output of the plastic sheet exhibits a delay like behavior at the beginning 
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of its temperature rise, justifying the use of the Smith predictor control technique. Fig. 3.3 shows 

a high-density polyethylene (HDPE) plastic sheet simulated on an industrial thermoforming 

machine simulator in open-loop, exhibiting 50 s of delay at the beginning of its temperature 

response. 

 
Figure 3.3.  The open-loop surface temperature response of an HDPE plastic 

3.5.2 Controller Design 

As mentioned before, there are a total of   2 Z +V( )  measurement zones corresponding to 

the number of the real IR and virtual model-based sensors. Since the open-loop temperature 

response of all the measurement zones are approximately similar, having only minor differences, 

the goal is to design   2 Z +V( )  identical controllers for the measurement zones in order to keep 

the design process time efficient. 

The first step is to represent the open-loop dynamics of the heating process of all the 

measurement zones by a single fitted open-loop response. Fig. 3.5 shows the open-loop 

temperature response of all the measurement zones with respect to a set-point change in all the 

heater banks, demonstrating that the heating process has first order dynamics plus an initial time 

delay. In Fig. 3.5, the fitted response representing the dynamics of all the measurement zones is 

also shown. 

Assume that the dynamics of the fitted step response can also be represented using a 

“first order plus time delay” (FOPTD) response 

  
Gp =

K p

τ ps+1
e−θ ps  ,                                                           (5) 
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where, 
K p is the DC gain of the process,  

τ p is the time constant and , 
θ p is the delay of the 

process. 

Therefore, a controller will be designed for the fitted response and will be replicated to be 

used for all the measurement zones. To design the controller in the Smith predictor technique, 

the Direct Synthesis approach is used. In this approach, the desired closed-loop transfer function 

will be predetermined.  

Assume that we are interested in having a desired FOPTD response with the following 

transfer function 

  

Y
Ysp

⎛

⎝⎜
⎞

⎠⎟ desired

=
e
−θ ps

τ cs + 1
,                                                             (6) 

where, τ c is the desired time constant of the closed-loop system, and  
θ p , is the desired closed-

loop time delay. 

Also, as it was mentioned in (2), assuming that a perfect model is available

   
Gp s( ) = !Gp s( ), with G f s( ) = 1( ) , the closed-loop transfer function for set-point changes is 

   

Y
Ysp

=
Gc
!G*e−θPs

1+Gc
!G* .                                                               (7) 

Equating (6) and (7) 

   

e−θ ps

τ cs+1
=

Gc
!G*e−θ ps

1+Gc
!G* ,                                                             (8) 

the controller present in the Smith predictor structure can be obtained from (8) as 

   
Gc s( ) = 1

!G*

1
τ cs

,                                                                   (9) 

where    !G*  is the non-delayed part of the process in (5), represented as 

   

!G* s( ) = K p

τ ps+1
 .                                                                 (10) 

Substituting (10) in (9),  Gc  is then given by  

  
Gc s( ) = τ p

K pτ c

1+ 1
τ ps

⎛

⎝
⎜

⎞

⎠
⎟ .         (11) 
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It can be seen from (11) that the structure of  Gc  represents a PI controller, which has the 

form 

 
GPI s( ) = P + I

s
.                (12) 

Comparing (11) and (12), the P and I tunings for Gc are 

  
P =

τ p

K pτ c

, I = 1
K pτ c

 .                  (13) 

This also demonstrates that, in the case of a first-order process, if a first-order closed-loop 

response is desired, the controller in the Smith predictor setup will be a PI controller. Thus, the 

performance and robustness that this PI controller along with the Smith predictor setup can 

achieve is definitely superior to the performance and robustness that a PI controller without a 

Smith predictor setup can achieve since the Smith predictor eliminates the effect of the time 

delay from the characteristic equation of the closed-loop transfer function. 

The Smith predictor method also allows for improved tunability. The range of tunings for the 

Smith predictor control parameters, while obtaining an overshoot of less than 10°C, is 

significantly larger than the other methods since the controller has an internal feedback loop, 

preventing the more unstable controller outputs to get fed to the heater banks. 

Finally,  
G f s( )  will be chosen as shown in (4) in order to provoke a faster step response 

in the system while making sure that the overshoot does not exceed the design requirements. 

Once the controller is designed for the fitted process, the next step is to replicate this for 

all the measurement zones for a total of   2 Z +V( )  controllers. These controllers will be then 

included in the “controller” block shown in Fig. 3.1 and will be applied to the heating phase 

process which contains the actual heat-transfer dynamical equations, thus completing the 

application of the Watanabe-modified Smith predictor technique on the thermoforming heating 

phase. 

3.6 Simulation Results 
In this section, the Watanabe-modified Smith predictor applied to the control setup in 

Fig. 3.1 is tested on an industrial thermoforming machine simulator, and its performance and 

robustness to perturbations is compared to the PI control method. The goal is to design a 
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Watanabe-modified Smith predictor such that the step response of the closed-loop system has the 

fastest settling time while exhibiting an overshoot of less than 10°C.   

The thermoforming machine simulator contains 108 heating zones or heater banks (54 on 

top and 54 on the bottom), uses ceramic-type heaters, and can fit sheets with dimensions of up to 

1.5mX2m. In this simulation, we used a common black HDPE sheet of dimension 1.5mX2m and 

8mm thickness, which fits in the thick-gauge thermoforming category. Black HDPE plastics are 

widely used to produce parts in a variety of industries and applications, including automotive, 

roadside equipment, household products, and many others [120]. More specifically, in the 

automotive domain, black HDPE plastics are widely used in producing plastic fuel tanks for cars 

and recreational vehicles as stated in [120] and [121], while they are also used in producing inner 

fender parts [122]. The black HDPE sheet, according to [36] and [37], has a more accurate heat 

transfer model if it is considered to be opaque to the transmittance of radiant energy. Therefore, 

we consider the radiation energy to be absorbed only by the top and bottom surface layers of the 

plastic sheet. It should be noted that the control algorithm designed in this chapter is universal 

for all types of plastic sheets containing different absorption coefficients since the heat transfer 

dynamics of the plastic sheet, with or without the absorption coefficients, can always be modeled 

using first-order dynamics with a time delay. 

In total, considering top and bottom levels, there are 20 IR sensors (10 on top and 10 

below the plastic sheet) and 24 model-based virtual sensors (12 on top and 12 below the plastic 

sheet), creating 44 sensor measurement zones on the sheet for temperature measurement. The 2D 

position grid of the real IR sensors and the virtual sensors relative to the heaters is shown in Fig. 

3.4, noting that the sensors placed on top and bottom of the sheet are directly facing each other, 

thus having similar coordinates on the grid. Finally, there are a total of 44 identical controllers 

used relative to the number of sensors (20 for real IR sensor zones, and 24 for virtual IR sensor 

zones).  
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Figure 3.4.  The 2D position grid of the real IR sensors and the virtual sensors relative to the heaters 

The simulation is conducted in two phases: under ideal conditions and under the presence 

of uncertainties in material properties. Virtual sensors, unlike real IR sensors, do not directly 

measure the surface temperature. Instead, they deal with the model of the heating process, in 

which the material properties of any type of plastic sheet, such as the density of the plastic sheet 

ρ , the specific heat capacity of the sheet 
 
Cp

, the thermal conduction  k  , and the emissivity  
εeff  

are included and quantified, thus having an important effect on the dynamics of the system. 

However, the material property specifications for certain types of plastic sheets (HDPE for 

example) are often temperature dependent, as it has been shown in [36] by Thomson et al. and in 

[37] by Khan et al., and may lie within a 30% range (or more in the case of 
 
Cp

) according to 

[36], [37], [5] and [116]. Additionally, for every identical type of plastic sheet (HDPE for 

example), the data sheets provided by different companies often contain different values. This 

has been discussed by Sepe in [117], stating that the material properties are not generated under 

equivalent test conditions due to the existence of a variety of standard test conditions such as 

(ASTM, DIN and JIS), which are regionally specific. Different companies use different standard 

test conditions, and this leads to nonidentical values of material properties for the same material. 

The interested reader can refer to [117] for more detailed discussion and analysis. Therefore, 

since virtual sensors deal with material properties in the estimation of the surface temperature 
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and since these quantified values can approximately vary in a 30% range above or below their 

nominal values, it is important for the system to undergo simulation with the presence of material 

properties perturbations in the “heating phase model” and the “virtual observer” blocks in Fig. 

3.1 to make sure that the overall closed-loop system will maintain an acceptable performance. 

These parametric perturbations are used as a method to represent the variations of the material 

properties mentioned above, along with the convection coefficient  h , being applied to the test 

robustness of the system.  

Finally, we use a step input used in this simulation to facilitate the comparison of the 

Watanabe-modified Smith predictor technique with the existing PI method. To design the 

Watanabe-modified Smith predictor PI controller, the procedure described in the previous 

section is utilized. The system is first simulated under the open-loop condition with a step change 

in the heater banks temperatures from their initial value to 50°C higher.  Fig. 3.5 shows the open-

loop response of the measurement zones along with the fitted FOPTD response described by the 

following transfer function 

  
Gp =

K p

τ ps+1
e−θ ps = 1

220s+1
e−90s .                      (14) 

Note that the gain has been chosen as
  
K p = 1  because a 50°C step change in the heaters 

results into nearly a respective 53°C temperature increase in the plastic sheet’s temperature 

response, thus the ratio of the two changes is approximately
  
K p =

53
50

≈1 . 

Using the direct synthesis method, the desired closed-loop transfer function is chosen as 

  

Y
Ysp

⎛

⎝⎜
⎞

⎠⎟ desired

= e
−θ ps

τ cs + 1
=

e−90s

54s+1
.                    (15) 

Therefore, having determined the values of 
K p , 

τ p , and  τ c , the PI controller used in the 

Watanabe-modified Smith predictor technique has the P and I tunings of 
  
P =

τ p

K pτ c

= 4.07  and 

  
I = 1

K pτ c

= 0.0185  according to (13). Finally, 
G f s( )  is chosen as 

  
G f s( ) = 1

1+ 6.5s
, so that the 

settling time of the system can be the fastest while the overshoot is less than the 10°C limit. The 
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Watanabe-modified Smith predictor is compared with existing PI controllers, which are also 

designed for the fastest settling time while achieving an overshoot of less than 10°C. The P and I 

tunings for these controllers are:   P = 1.867 and   I = 6.67 ×10−3 . 

 
Figure 3.5.  Open-loop response of the measurement zones on a plastic sheet in simulation shown in gray, along 
with the fitted response shown in red 

3.6.1 Simulation under ideal conditions 

The simulation is conducted for zoned temperature set-points, shown in Fig. 3.6. In 

thermoforming, it is often needed to have one end of the sheet at a certain forming temperature, 

and the other end at a lower forming temperature. Here, the set-point temperature profile requires 

one half of the sheet to have a temperature of 210°C, and the other half to reach 180°C. As 

shown in Fig. 3.4, in terms of sensor zone set-points, real sensors 1-5 (top and bottom) along 

with virtual sensors 1-6 (top and bottom) will have 210°C set-points while real sensors 6-10 (top 

and bottom) and virtual sensors 7-12 (top and bottom) are required to have 180°C set-points. 

During the heating phase, the sheet temperature should never exceed the set-point temperatures 

by more than 10°C since the plastic may start melting, resulting in a rejected part. Fig. 3.7 shows 

the step response of the system using the Watanabe-modified Smith predictor technique and the 

system using PI controllers alone, designed for the fastest settling time while keeping the 

overshoot under 10°C. Observing Fig. 3.7(a)-(c), it can be seen that the system with the 

Watanabe-modified Smith predictor technique has a faster performance with an average 5% 

settling time of 340 s, while never going over the 10°C overshoot bound, as opposed to the 
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system with the PI controllers, which has an average 5% settling time of 435 s. This is true for 

the real IR measurement zones, the virtual measurement zones, and the core temperature 

estimation of the measurement zones. Therefore, the Smith predictor technique will deliver an 

improved performance compared to the existing PI controller method. 

 
Figure 3.6.  Desired zoned temperature set-points (profile) 
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  (a) 

 
  (b) 

 

            
           (c) 

Figure 3.7.  (a) Averaged  closed-loop step response of all the IR measurement zones to the zoned set-points using 
the Smith predictor method, shown in blue, and using PI controllers, shown in red (dotted plot). (b) Averaged step 
response of all the virtual measurement zones to the zoned set-points points using the Smith predictor method, 
shown in blue, and using PI controllers, shown in red (dotted plot). (c) Averaged estimated core-temperature 
response to the zoned set-points points using the Smith predictor method, shown in blue, and using PI controllers, 
shown in red (dotted plot). 
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3.6.2 Simulation under uncertainty in material properties  

As it was discussed before, material properties of plastic sheets can be up to 30% 

uncertain in practice. Therefore, the robustness and tracking performance of the entire control 

system is investigated under a 30% perturbation in the “heating phase model” and the “virtual 

observer” blocks of the system. Fig. 3.8 shows the step response of the system, for zoned 

temperature set-points shown in Fig. 3.6, using the Watanabe-modified Smith predictor 

technique and using the existing PI controllers. Fig. 3.8(b) indicates accurate estimations by 

virtual sensor measurement zones in the presence of 30% perturbation in material properties, 

while the overshoot not exceeding the 10°C window, using any of the two control methods. 

Nevertheless, in the presence of this perturbation, the performance of the system containing the 

Smith predictor has been improved over the PI controller method with an average 5% settling 

time of 360 s for the Smith predictor method as opposed to an average 470 s when using the PI 

control method. Thus, it can be concluded that the Smith predictor technique is maintaining 

robustness when the material properties of the plastic sheet are uncertain while also improving 

the tracking performance, compared to the existing PI controllers. 
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 (a) 

 
 (b) 

 
(c) 

Figure 3.8.  In the presence of 30% material uncertainty:  (a) Averaged closed-loop step response of all the IR 
measurement zones to the zoned set-points using the Smith predictor method, shown in blue, and using PI 
controllers, shown in red (dotted plot).  (b) Averaged step response of all the virtual measurement zones to the zoned 
set-points points using the Smith predictor method, shown in blue, and using PI controllers, shown in red  (dotted 
plot). (c) Averaged estimated core-temperature response to the zoned set-points points using the Smith predictor 
method, shown in blue, and using PI controllers, shown in red (dotted plot). 
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3.7 Conclusion 
The Watanabe-modified Smith predictor has been applied to the heating phase of the 

thermoforming process to compensate for the time delay in the temperature response of the 

plastic sheet, improve the tracking performance under nominal and perturbed conditions, and to 

increase the tunability of the controllers. Direct Synthesis control design method was used to 

tune the controller parameters of the Smith predictor. The control setup, containing the Smith 

predictor controllers, was then simulated on an industrial thermoforming machine simulator, 

where it was shown that the Smith Predictor control technique provides improved performance 

and robustness to parameter variations compared to the PI control method. 

In Chapter 4, modeling and control of multilayered plastic sheets is discussed. 
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4 Modeling and Model Predictive Control of Multilayered Plastic 

Sheets in Thermoforming 
 

Can a control method be developed to control the temperatures of all the layers of multilayer 

plastic sheets during the heating phase, considering all the nonlinearities associated with the 

heating phase of the thermoforming process? 

 

In this chapter, a control-oriented heat transfer model of the heating phase of multilayer 

plastic sheets is presented. A discrete-time model predictive control (DTMPC) algorithm is 

presented to solve the temperature tracking problem of all the layers in a multilayer plastic sheet. 

The DTMPC algorithm takes the nonlinearities of the heaters into account and solves the 

tracking problem for zoned temperature profiles. This control scheme is then incorporated in the 

block diagram of the control system containing the MVBSs and core-temperature observers, 

presented in Chapter 2. A simulation study is conducted to compare the tracking performance 

and the energy efficiency of the proposed control setup compared with conventional controllers. 

 

This chapter has been adopted from: R. Modirnia, M. Abdolhosseini, and B. Boulet, " 

Modeling and Model Predictive Control of Multilayered Plastic Sheets in Thermoforming," 

IEEE Transactions on Control System Technology, submitted and under review (Submission 

number: TCST-2015-0664). 
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4.1 Abstract 
In this chapter, we present a dynamical temperature evolution model of multilayered 

plastic sheets in the thermoforming heating phase, followed by a proposed discrete-time model 

predictive control algorithm (DTMPC) to control the surface and core temperatures of 

multilayered sheets. Multilayered plastic sheets are often used in vehicular components, 

construction, and sanitary products. However, thermoforming of these sheets has proven to be 

quite challenging due to the fact that different plastic materials have different rheological 

properties and different forming temperatures. Therefore, we propose a model predictive 

controller, designed based on newly developed models of multilayered plastic sheets in 

thermoforming, in order to solve the temperature tracking problem of such sheets. This control 

method is then implemented and tested on an industrial thermoforming machine simulator, 

where the tracking performance and energy efficiency of the proposed DTMPC is tested against 

conventional PI controllers. Energy efficiency analysis is conducted for the first time in 

thermoforming. 

4.2 Introduction 
Thermoforming is a plastic manufacturing process, in which a plastic sheet is heated to a 

precise temperature profile and formed into a useful part [89]. This process is used in 

automotive, appliance, construction, aerospace, and many other industries [5]. Today, in the 

United States, the plastic manufacturing industry is the third largest manufacturing industry as its 

productivity has grown 2.4% per year, which is better than the 1.7% per year productivity growth 

for manufacturing as a whole [2]. By the year 2020, the production of plastic materials is 

estimated to double the current amount, stressing the importance of polymer processing in the 

world’s economy [94]. Thermoforming, being the oldest of plastic manufacturing processes, has 

had a rapid growth in recent years, attracting the interest of many plastic product manufacturers. 

According to a market study in 2007, the value of the world thermoforming market was 

estimated at US$ 30,000 million, highlighting the important role of thermoforming in the growth 

of the plastic manufacturing industry [5]. With all the aforementioned facts and the promises of 

this particular plastic manufacturing process, it is imperative to develop more efficient and cost 

effective techniques to improve the productivity of the thermoforming process.  
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The thermoforming process is divided into three major phases: heating, forming, and 

cooling. In the heating phase of this process, the plastic sheet is inserted into a thermoforming 

machine and is heated to a precise forming temperature, which is indeed when the plastic sheet 

sags, indicating that it is ready for the forming phase of the process. In the forming phase, the 

sheet is draped on a mold to take a certain predetermined shape, subsequently being cooled in the 

final phase of the process. It should be noted that proper forming could only occur if the plastic 

sheet has reached the precise temperature set-point (profile) at which the sheet is flexible enough 

to be molded. Moreover, often, because of the complexity of the shape of the final product, 

uneven temperature set-points or non-uniform temperature profiles are required across the plastic 

sheet. Therefore, it is crucial to systematically control the heaters temperatures so that the exact 

temperature profile is achieved across the plastic sheet. 

Previously, the heating phase of the process has been conducted in open-loop, inferring 

that the human operator would manually adjust the heaters’ temperatures throughout the heating 

phase so that the plastic sheet would reach its required temperature profile. Indeed, this method 

is not an overall efficient method since it involves a heavy amount of trial and error. Later, 

closed-loop control was introduced by Ajersch in [34], where the surface temperature of the 

plastic sheet was controlled using an empirical model of the heating phase and classical PI 

controllers. The feedback of the control loop was provided by Infrared (IR) sensors, which were 

placed at various locations on top and bottom of the plastic sheet.  

Analysis later confirmed that the use of feedback control in thermoforming would result 

in productivity improvement, especially in reducing scrap rates, improving the heating phase 

time, reducing energy consumption, and maximizing heater life [38]. In subsequent studies, 

Modirnia et al. introduced model-based virtual sensors in order to increase the number of 

feedback measurements for a more precise control effort and to achieve non-uniform temperature 

profiles across the plastic sheet [95]. Core temperature observers were also developed to provide 

an accurate real-time prediction of the core temperature during the process since it is also crucial 

for the core temperature of the sheet to be kept within the forming temperature range [95] . There 

have also been more sophisticated control efforts developed for the heating phase of monolayer 

plastic sheets (sheets consisting of only one type of plastic material) in order to improve the 

performance of the system, especially the heating time (tracking time). In [96], Modirnia et al. 

applied an internal-model control concept to the heating phase process, in the form of the Smith 
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predictor controller, considerably improving the heating time over the cycle. Chy et al. also 

applied model predictive control in [39] and have compared the MPC method with the more 

traditional controllers. MPC methods have also been used in controlling other plastic 

manufacturing processes such as injection molding. In [16] and [20], Dubay et al. and Gerber et 

al. discuss the application of MPC methods to control the temperature of the plastic melt in 

injection molding. Controlling the actuators of the process, which are the screw position and the 

velocity on an injection molding machine, is also discussed in [23] using MPC techniques. This 

signifies the increasing interest and favorability towards using the MPC method in various areas 

of the plastic manufacturing industry. 

With regards to the thermoforming process, as it was mentioned above, although 

significant progress has been made towards improving the performance and efficiency of the 

thermoforming heating phase using monolayer sheets, there has been very limited research 

involving the thermoforming of multilayer plastics. Multilayer plastic sheets are made of 

different types of plastic materials with different rheological properties, the popularity of which 

is ever growing in thermoforming, being especially used in vehicular components, construction 

products, and sanitary products [9]. It is however a complex task to form multilayer plastic 

sheets since for each particular layer, the forming temperature and the heating time may be 

different. At the moment and to the best of our knowledge, there has been no research in 

designing a systematic control method, which can take the type and forming temperature of each 

layer into account. There has however been some research conducted in numerical modeling of 

multilayered plastic sheets in thermoforming, in [51] and [52], yet no control method is 

discussed. Moreover, because of their specific numerical nature and complexity, the models and 

analysis presented in [51] and [52] are not suitable to be used in a control algorithm. 

In this chapter however, we present a practical model of the heating phase of multilayer 

plastic sheets, which can easily be linearized and used in various control schemes. This model is 

a generalized model in the sense that it can account for any number or combination of plastic 

materials in a multilayer sheet. We also present a new discrete-time model predictive controller 

(DTMPC) to solve, for the first time, the temperature tracking problem of multilayer plastic 

sheets in thermoforming. This method takes all the different plastic layers along with their 

respective rheological properties into account and solves the tracking problem for all the layers 

of the multilayer plastic sheet. Apart from the novelty in its application, the new DTMPC 
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method is quite different form the monolayer MPC controller proposed by Chy et al. in [39] 

since it considers the complete model of the system in each step of the optimization while taking 

the nonlinear dynamics of heaters completely into consideration, and it is more importantly able 

to provide non-uniform temperature profile tracking. These abovementioned differences are 

further discussed in the subsequent sections. 

The organization of this chapter is as follows: In the first part, the modeling of the heating 

phase of a multilayer plastic sheet in thermoforming is discussed. The design and 

implementation of the DTMPC method to solve the temperature-tracking problem is the subject 

of the subsequent sections. Finally, the controller’s performance and efficiency is tested on an 

industrial thermoforming machine simulator, which includes all the nonlinear dynamics and 

geometrical attributes of the thermoforming process and is tested to be within 2°C accuracy of an 

actual thermoforming machine [34]. Finally, the tracking performance and the energy efficiency 

of the proposed control method are compared to classical PI controllers to show the superiority 

of the new method to potential alternatives. It is to be noted that energy efficiency analysis is 

being conducted for the first time in thermoforming. 

4.3 Modeling of the Heating Phase of Thermoforming in the Presence of 

Multilayer Plastic Sheets 
Before introducing the heating phase model of multilayer plastic sheets, the existing 

block diagram of the heating phase, introduced by Modirnia et al. in [95], is discussed since it 

will be the studied block diagram in this chapter, as well. The block diagram of this control 

system is shown in Fig. 4.1, where the set-points are defined as the desired sheet temperature 

profile, or in other words, the desired temperature of the measurement zones on the plastic sheet 

(discussed later in this section). In this setup, heaters are treated as actuators, and the heating 

phase of the plastic sheet is considered as the plant. For cost reasons, there are two types of 

sensors measuring and feeding the surface temperatures back to the control side: real IR and 

model-based virtual sensors (MBVSs). The real IR sensors are placed in the thermoforming 

machine, measuring the surface temperature of the sheet during the actual heating process, while 

the MBVSs use the model of the heating phase in thermoforming, developed in this section, to 

actively estimate the surface temperature, in parallel with the actual process taking place. In Fig. 

4.1, this operation is being performed in the “heating phase model” block, where all the complex 
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heat transfer equations developed in this chapter, are dynamically present. Therefore, we 

consider the zone on the plastic sheet over which each of the real or virtual sensors directly point 

to as a sensor measurement zone, thus having two sets of inputs: real sensor and virtual sensor 

set-points.  

 
Figure 4.1.  Block diagram of the closed-loop system 

The thermoforming machine consists of 2H heaters, i.e., H on top and H on the bottom, 

and plastic sheet is placed in-between with an equal distance between the top and bottom sets of 

heaters. There are also a total of 2S (real and virtual) sensors, with S sensors placed on top, and S 

placed on the bottom. It is important to note that the top and bottom heaters and the sensors are 

respectively placed to be directly facing each other in the oven. The sensors read the surface 

temperature of the plastic sheet. The plastic sheet is divided into 2S measurement zones, each 

zone corresponding to the area around which a sensor is pointing. The thickness of the plastic 

sheet is divided into L equally spaced layers with a corresponding node for each layer. 

In this section, the heating phase model of a multilayer plastic sheet is discussed. This 

model is based on the ideas used in developing the heating phase of the monolayer sheet, which 

was developed by several researchers, the most recent of which being presented in [34] and [35]. 

The model has also been further developed by Thomson et al. in [36] and by Khan et al. in [37], 
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where the effects of temperature dependent properties, sheet color, and other operating 

conditions have been experimentally investigated.  

The monolayer heat transfer model has proven to be (on average) within 2% accuracy of 

the actual process, signifying its accuracy and reliability [34]. As it can be seen in [34] and [35], 

the model takes all the methods of heat transfer acting on the sheet into account and produces 

practical dynamical equations to be used in a state-space setup. Therefore, the foundation of the 

model used in [34] and [35] is utilized to develop a multilayer heat transfer model. As it was 

mentioned before, the multilayer models introduced in [51] and [52] are numerically developed 

for a special type of plastic, which are not suitable to use in a control scheme. 

In the multilayer heating phase model, it is determined that there are three methods by 

which heat is transferred to a plastic sheet: radiation, conduction, and convection. Analysis also 

determined that within the sheet, heat transfer only occurs vertically, between the layers of the 

plastic, and that there is no energy interaction between adjacent measurement zones. This will be 

discussed in the next subsection. 

Radiation occurs between the heaters and the surface layers and is also transmitted 

through the internal layers. This has been established by Thomson et al. in [36] and Khan et al. 

in [37], where the importance of radiation absorption coefficients for the internal layers of the 

plastic sheet was empirically demonstrated, particularly when the sheet color is not black. 

Therefore, since multilayer plastic sheets can be made of different combinations of plastic 

materials, we will consider radiation transmission for interior layers in order to avoid loss of 

generality. Conduction occurs between all the layers of the plastic sheet. However, Convection 

only occurs between the air in-between the heaters and the surface layers.  

Realistically, for a multilayer plastic sheet, there could be many different combinations of 

plastic materials, but the heat transfer methods and the basic principles of the model remain 

unchanged. In this work, a multilayer plastic sheet with two different plastic types is studied. The 

sheet in study is made of layers of ABS (Acrylonitrile butadiene styrene) and acrylic, used 

actively in the automotive industry, with a thickness of 7.5mm, shown in Fig. 4.2 [9]. The acrylic 

layer is used as a cap layer with a thickness of 1.5mm, and the rest of the sheet is composed of 

ABS material that is 6mm thick. In order to obtain an exact temperature measurement from the 

entire depth of this sheet, we divide the sheet into five layers (L=5), i.e., one acrylic layer and 

four ABS layers, each being 1.5mm thick, as shown in Fig. 4.2. In the model’s equations, the top 
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surface temperature of the nth measurement zone (the acrylic layer) is shown as 
  
Tn,1 , and the 

temperature of the four ABS layers are represented by 
  
Tn,2 , 

  
Tn,3 , 

  
Tn,4 , and 

  
Tn,5 , respectively, 

where 
  
Tn,5  is the bottom surface temperature of the plastic sheet. On the same note, the thickness 

of the top surface acrylic layer is denoted as   l1 , and the thickness of the four ABS layers, the 

fourth layer being the bottom surface layer, are represented by   l2 ,   l3  ,   l4 , and   l5 , respectively. It 

has to be noted that the four layers of the ABS material have been fictitiously defined in order to 

obtain accurate temperature estimates from the entire depth of the ABS layer. 

 
Figure 4.2.  The multilayer plastic sheet composed of acrylic and ABS layers 

In terms of radiation absorption, the fraction of the radiant energy absorbed by the acrylic 

layer is presented as 

  !1 := !(l1) = 1" eAav1
l1 , 

where 
  
Aav1

 represents the average absorptivity of the acrylic material across its spectrum, the 

value for which can be found in [119]. In [119], The (Fourier transform infrared spectroscopy) 

FTIR spectroscopy of the acrylic suggests that within the wavelength over which the heaters are 

operational, i.e.  2 ! 4  µm , the percentage transmittance is 70%, resulting in an average 

absorptivity of
  
Aav1

= 300 m-1 and  !1 = 0.37 . 

With regards to the ABS layer, since the thickness of the four layers are set to be equal at 

  l2 = l3 = l4 = l5 , the fractions of the absorbed radiant energy will also be equal for all these layers, 

meaning that 
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  β2 := β(l2 ) = β(l3) = β(l4 ) = β(l5) = 1− eAav2
l2 , 

where 
  
Aav2

 represents the average absorptivity of the ABS material across its spectrum, the value 

for which can be found in [118]. In [118], The FTIR spectroscopy of the ABS suggests that 

within the wavelength over which the heaters will be operational, i.e.  2 − 4  µm , the percentage 

transmittance is 70%, resulting in an average absorptivity of 
  
Aav2

= 300 m-1 and  β2 = 0.37 . 

The heat equation for the top-surface node is: 

  

dTn,1

dt
= 1
ρ1VCp1

×

           A
l1
k1

+
l2

k2

⎡

⎣
⎢

⎤

⎦
⎥

Tn,2 −Tn,1{ }+ h T∞,top −Tn,1{ }+ β1QRTn
+ β1 1− β2( )4

QRBn

⎧

⎨
⎪
⎪

⎩
⎪
⎪

⎫

⎬
⎪
⎪

⎭
⎪
⎪

      (1) 

where QRTn is the total radiant energy from the top heaters affecting nth measurement zone and is 

presented as, 

QRTn
=σεeff Ah Fnj θ j

4 −Tn,1
4{ }

j=1

H

∑ ,                                      (2) 

 and where QRBn  is the total radiant energy from the bottom heaters affecting the nth 

measurement zone and is defined in (7).  ρ1  is the density of acrylic, 
  
Cp1

  is the specific heat 

capacity of acrylic,   k1  is the heat conduction constant of acrylic,   k2  is the heat conduction 

constant of ABS,  A is the area of the measurement zone, V is the volume of the layer, h his the 

convection coefficient, 
  
T∞,top  is the ambient air temperature trapped between the top placed 

heaters and the top surface of the plastic sheet, σ  is the Stefan Boltzmann constant,  
εeff  is the 

effective emissivity,  AH  is the area of the heater bank,  
Fnj  is the view factor between the jth 

heater bank and the nth measurement  zone,  
θ j  is the jth heater bank temperature. 
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It should be noted that in (1), the first term corresponds to conduction between the acrylic 

and the ABS layer, the second term corresponds to convection, the third and fourth terms 

correspond to radiation. 

The heat equation of the first ABS layer in direct contact with the acrylic surface is 

presented as, 

   

  

dTn,2

dt
= 1
ρ2VCp2

×

           A
l1
k1

+
l2

k2

⎡

⎣
⎢

⎤

⎦
⎥

Tn,1 −Tn,2{ }+ k2 A
l2

Tn,3 −Tn,2{ }+ β2 1− β1( )QRTn
+ β2 1− β2( )3

QRBn

⎧

⎨
⎪
⎪

⎩
⎪
⎪

⎫

⎬
⎪
⎪

⎭
⎪
⎪

   (3) 

where  ρ2  is the density of ABS, and 
  
Cp2

 is the specific heat capacity of ABS. In (3), the first 

term relates to conduction between the surface acrylic layer and the first ABS layer, the second 

term relates to conduction between the first and second ABS layers, while the third and fourth 

terms represent transmitted radiation from the top heaters and bottom heaters.  

The heat equations of the interior layers of the same ABS material is presented as, 

  
  

dTn,3

dt
= 1
ρ2VCp2

×
k2 A
l3

Tn,2 − 2Tn,3 +Tn,4{ }+ β2 1− β1( ) 1− β2( )QRTn
+ β2 1− β2( )2

QRBn

⎧
⎨
⎩

⎫
⎬
⎭

           (4) 

    
  

dTn,4

dt
= 1
ρ2VCp2

×
k2 A
l4

Tn,3 − 2Tn,4 +Tn,5{ }+ β2 1− β1( ) 1− β2( )2
QRTn

+ β2 1− β2( )QRBn

⎧
⎨
⎩

⎫
⎬
⎭

           (5) 

Finally, the bottom surface equation of the ABS layer is shown as, 

  
  

dTn,5

dt
= 1
ρ2VCp2

×  
k2 A
l5

Tn,4 −Tn,5{ }+ h T∞,bot −Tn,5{ }+ β2 1− β1( ) 1− β2( )3
QRTn

+ β2QRBn

⎧
⎨
⎩

⎫
⎬
⎭

            (6) 

where 
  
T∞,bot  is the ambient air temperature trapped between the bottom placed heaters and the 

bottom surface of the plastic sheet, and QRBn is the total radiant energy from the bottom heaters 

affecting the nth measurement zone 
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QRBn
=σεeff Ah Fnj θ j

4 −Tn,5
4{ }

j=H+1

2H

∑ .                                                  (7) 

In order to form a linear state-space model, the above equations will be linearized. Also, 

since the goal is to use the model in the design process of the DTMPC, it is desired to only use 

the heaters’ temperature as inputs in the state-space model, indicating that the top and bottom 

ambient air temperatures should be treated as states. Therefore, the heat equations for the top and 

bottom ambient air is developed as, 

,                                       (8) 

 ,                                       (9) 

where  ρair  is the air density, 
  
Cp,air  is the specific heat capacity of air,  Δz  is the distance between 

the heaters and the plastic sheet where the ambient air lies, ε  is the effective emissivity that 

combines the emissivity of air and ceramic heaters, and  ε1  is the effective emissivity that 

combines the emissivity of air and the plastic sheet. Also, θav, top , θav, bot , Tav, top , and Tav, bot  are 

defined as, 

 

θav, top =
θ1, top +θ2, top +!+θH , top

H

θav, bot =
θ1, bot +θ2, bot +!+θH , bot

H

Tav, top =
T1,1 +T2,1 +!+TS ,1

S

Tav, bot =
T1,5 +T2,5 +!+TS ,5

S

,                                              (10) 

where  θ1, top ,θ2, top ,!,θH , top  are the top heaters’ temperatures,  θ1, bot ,θ2, bot ,!,θH , bot  are the bottom 

heaters’ temperatures while H is the number of heaters on top or bottom of the sheet. Also, 

 T1,1,T2,1,!,TS ,1  are the top surface temperatures of the measurement zones,  T1,5 ,T2,5 ,!,TS ,5  are 

the bottom surface temperatures of the measurement zones while S is the number of the 

( ) ( ){ }

,

,

4 4 4 4
, , 1 , ,

2top

air p air

av top top av top top

dT
dt C z

T T T

σ
ρ

ε θ ε

∞

∞ ∞

= ×
Δ

− + −

( ) ( ){ }

,

,

4 4 4 4
, , 1 , ,

2bot

air p air

av bot bot av bot bot

dT
dt C z

T T T

σ
ρ

ε θ ε

∞

∞ ∞

= ×
Δ

− + −
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measurement zones on top or bottom of the sheet. Therefore θav, top  and θav, bot  are respectively 

the average of temperatures of the top and bottom heaters, and Tav, top  and Tav, bot  are the average 

top and bottom surface temperatures of the multilayer plastic sheet, respectively.  

In (8) and (9), the first term of each equation corresponds to radiation between the heaters 

and the ambient air while the second term reflects the radiation between the ambient air and the 

plastic sheet.  

4.3.1 Horizontal Conduction 

In this part, the reason for which horizontal conduction is not incorporated into the model 

is explained. Consider two measurement zones, which are adjacent as shown in Fig. 4.3, each 

consisting of two layers. The heat transfer equation for the surface layer of the first measurement 

zone, when adding horizontal conduction as a heating method, is 

,                                    (11) 

where   V = A1 ⋅ l ,   A1 = d ⋅d ,   A2 = d ⋅ l ,  Qambient  is the convection heat, and  Qheater  is the radiation 

heat. In this analysis, the convection and radiation terms are irrelevant since cross conduction 

with adjacent layers does not influence their values. Examining (11), it can be the deduced that 

the first two terms are the determining factors on the importance of cross conduction. 

Substituting  V ,   A1 , and   A2  into (11), we get the following for the vertical conduction term: 

  
  

k
ρCpl

2 T1,1 −T2,1{ } ,                                                           (12) 

and the following for the horizontal conduction term:  

  

k
ρCpd 2 T1,1 −T2,1{ } ,                                                           (13) 

Examining (12) and (13), it can be deduced that the horizontal conduction coefficient is 

highly dependent on the space between measurement zones. Thus, as this space is typically 

between 20cm to 40cm in a realistic thermoforming configuration, the coefficient corresponding 

{ } { }

1,1

1 2
1,1 1,2 1,1 2,1

1

p

ambient heater

dT
dt VC

kA kAT T T T Q Q
l d

ρ
= ×

⎧ ⎫− + − + +⎨ ⎬
⎩ ⎭
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to the horizontal conduction term becomes too small compared to the vertical conduction term, 

where the depth of the plastic sheet in thick-gauge thermoforming is 1cm at its maximum. In 

other words, 

   
1
l2 ≫

1
d 2  . 

Therefore, in this type of model, the effect of horizontal conduction is negligible 

compared to vertical conduction; consequently this term can be dropped from the model 

equations. 

 
Figure 4.3.  A two-layer, two-zone plastic sheet 

4.4 Model Predictive Control: an Overview 

Model Predictive Control (MPC) is one of the most widely used controllers in the process 

control industry. MPC uses the dynamical model of the system to predict the output of the 

system over a certain horizon, called the prediction horizon, and produces a control effort 

minimizing the error between the predicted output and the set-point. The capability of routinely 

dealing with operational constraints, as well as the straightforwardness of the concept behind has 

rendered MPC as a versatile and favoured control technique among control system design 

engineers, next to PID. MPC is able to consider saturation limits of actuators involved in a 

control system. It can also take into account the maximum rate at which an actuator can respond 

to a change in the drive signal, and that there exists no instantaneous change of position, 

temperature, current, etc. Furthermore, there are circumstances under which the output of a 

control system should always stay within a predefined range disregarding how satisfactory or 

unsatisfactory performance of the control system is [97]. Therefore, MPC is capable of 

systematic handling of operational constraints existing on: a) Amplitude of the control signals, b) 

Rate of change of the control signals, and c) System's output/state variables, and generating a 

ld
d

d

Zone 2Zone 1
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control signal that drives the plant towards the desired status while being cautious with 

constraints prevalent in that control system. 

In this chapter, the focus is on discrete-time model-predictive controllers (DTMPC), 

which are used for tracking problems, and a brief presentation is given. For a more detailed 

description of this control scheme, the reader can refer to [97] and [98]. 

Assuming that the process is dynamically modeled as a state-space representation and 

described by:  

  

xm(k +1) = Amxm(k)+ Bmu(k)
y(k) = Cmxm(k)

 ,                                                 (14) 

where   u ∈! p  is the control signal or input variable,   y ∈!
q is the process output,   xm ∈!n  is the 

state variable vector with assumed dimension n, and the subscript m is used to represent the plant 

model. 

To meet the offset-free tracking requirement, it is desired to rewrite the state-space 

equations in the form of difference state-variables. The model has also been rewritten so that an 

integral action is embedded into the structure of the model in order to achieve the design purpose 

of offset-free tracking. Taking a difference operation on both sides of (14) yields: 

.                                     (15) 

Also by denoting the difference of the state variable and the control variable by: 

 ,                                             (16) 

respectively, as the increments of the variables xm(k) and u(k), the finite difference representation 

of the state-space equation is given by: 

  Δxm(k +1) = AmΔxm(k)− BmΔu(k) ,                                             (17) 

where the input to the state-space model is ∆u(k). The next step is to connect ∆xm(k) to the output 

y(k). To this end, a new state variable vector is introduced as: 

( ) ( ) ( )
TT

mx k x k y k⎡ ⎤= Δ⎣ ⎦ . 

( )
( )

( 1) ( ) ( ) ( 1)

( ) ( 1)
m m m m m

m

x k x k A x k x k

B u k u k

+ − = − −

+ − −

( ) ( ) ( 1)
( ) ( ) ( 1)

m m m

m

x k x k x k
u k u k u k

Δ = − −
Δ = − −
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Following the same procedure as before yields: 

.                                      (18) 

Putting together (16) with (18) leads to the following   augmented state-space model:  

.                                  (19) 

The characteristic polynomial equation of the augmented model in (19) is: 

,                                                   (20) 

where q is the number of outputs of the original model prior to augmentation, described in (14). 

Equation (20) is obtained using the property in which the determinant of a block lower triangular 

matrix equals the product of the determinants of the matrices on the diagonal. Obtaining the 

eigenvalues from (20), it is shown that the eigenvalues of the augmented model are the union of 

the eigenvalues of the plant model and the q eigenvalues of  λ = 1. This shows that there are q 

integrators embedded into the augmented design model, which is indicative of how the integral 

action is incorporated into an MPC system [99]. 

Upon formation of the new state-space model, the next step is to calculate the predicted 

plant output as being driven by the calculated future control signal acting as the adjustable 

variable. Here, it is assumed that the current time is labeled ki and the length of the optimization 

window is Np number of samples. It has been assumed that at the sampling instant ki, ki > 0, the 

state variable vector x(ki) is available through direct measurement or estimation; this provides the 

current plant information necessary for prediction of future state and output trajectories. The 

future control trajectory is denoted by: 

  Δu(ki ),Δu(ki +1),Δu(ki + 2),…,Δu(ki + Nc -1) , 

( )( 1) ( ) ( 1) ( )
( 1)
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1 1
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( 1) ( )

( )
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( )

m n q mm m
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n q
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×
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Δ + Δ⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤
= + Δ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥+⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦

Δ⎡ ⎤⎡ ⎤= ⎢ ⎥⎣ ⎦ ⎣ ⎦
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λI − Am om

T

−CmAm (λ −1)Iq×q

⎡

⎣
⎢
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⎦
⎥
⎥
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where Nc is called the control horizon, indicating the number of parameters used to build the 

future control trajectory. With the given information x(ki) as the current measurement of the 

process, the future state variables are predicted for Np number of samples, where Np is called the 

prediction horizon. The control horizon Nc is chosen to be less than (or equal to) the prediction 

horizon Np. 

Having computed the future control trajectory, only the first element of the trajectory will 

be applied as the input control signal to the plant while the rest are discarded. The entire 

sequence of events, which encompasses output measurement, prediction, and control trajectory 

computation, is then repeated on the next sampling interval. 

Denoting the future state-vector by x(ki+l|ki) which contains predicted state-variables at 

ki+l with the given current plant information x(ki) provided by measurement, based on the 

augmented state-space model (A,B,C), the future state vectors are calculated sequentially using 

the set of future control parameters as: 

. 

The predicted output variables are obtained from the predicted state variables, by 

substitution of corresponding state variables as: 

.                              (21) 

Also, by defining vectors Y and ∆U as: 

   

     x(ki +1| ki ) = Ax(ki )+ BΔu(ki )
    x(ki + 2 | ki ) = Ax(ki +1| ki )+ BΔu(ki +1)

                      = A2x(ki )+ ABΔu(ki )+ BΔu(ki +1)
                      !

 x(ki + N p | ki ) = AN p x(ki )+ AN p−1BΔu(ki )

                      + AN p−2BΔu(ki +1)+…

                      + AN p−Nc BΔu(ki + Nc −1)

   

y(ki +1| ki ) = CAx(ki )+CBΔu(ki )

y(ki + 2 | ki ) = CA2x(ki )+CABΔu(ki )+CBΔu(ki +1)

y(ki + 3| ki ) = CA3x(ki )+CA2BΔu(ki )+CABΔu(ki +1)
+CBΔu(ki + 2)
!

y(ki + N p | ki ) = CAN p x(ki )+CAN p-1BΔu(ki )

+CAN p-2BΔu(ki +1)+…

+CAN p-Nc BΔu(ki + Nc -1)
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, 

(21) can be rewritten in a compact matrix form as: 

( )iY Fx k U= +ΦΔ ,                                                          (22) 

where 

   

F =

CA
CA2

CA3

!

CAN p

⎡

⎣

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥

Φ =

CB 0 0 … 0
CAB CB 0 … 0
CA2B CAB CB … 0
! ! ! ! !

CAN p−1B CAN p−2B CAN p−3B … CAN p−Nc B

⎡

⎣

⎢
⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥
⎥
.

 

 
Upon forming the predicted plant output and having defined a set-point signal or a 

desired output r(ki), the objective of the MPC at sample time ki is to bring the predicted output as 

close as possible to the set-point signal. It is assumed that the set-point signal is frozen to its 

value at sample time ki over the prediction horizon or the optimization window. This objective is 

then mathematically translated into finding a control signal vector ∆U such that a cost function 

containing an error indicating the discrepancy between the set-point signal and the predicted 

output, is minimized. That is to say: 

  min J = (Rs −Y )T (Rs −Y )+ ΔU T RΔU , 

where J denotes the cost function in which the first term is linked to the objective of minimizing 

the discrepancy mentioned, whereas the second term refers to reducing the control effort while 

achieving this objective, and 
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⎢
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⎢
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( . ) 1[11 1] · ( )
ps q N iR r k×= … , 

is the data vector that contains information regarding the set-point signal. Also, in this expression 

 R  is a diagonal matrix in the form of 

( . ( .) ) ( 0)
c cw p N p N wR r I r×= ≥ , 

where rw is used as a tuning parameter acting on the control effort for the desired closed-loop 

performance. By substitution of the predicted output expressed by (22), the cost function J is 

expanded as: 

( ( )) ( ( ))

2 ( ( )) ( )

T
s i s i

T T T T
s i

J R Fx k R Fx k
U R Fx k U R U

= − −

− Δ Φ − +Δ Φ Φ+ Δ
.                                 (23) 

The first term, though constant, explains how the optimal solution of the control signal is 

tightly linked to the set-point signal r(ki) and the state variables x(ki), which are fed back from 

the most recent measurements taken, leading to a closed-loop optimal control system. 

Next is the consideration of operational constraints that are frequently encountered in the design 

of control systems. This is where MPC lends itself to the systematic handling of operational 

constraints. Such constraints are usually presented as linear equalities and inequalities of the 

control and plant variables. In practice, there are three major types of constraints frequently 

encountered: 

• Constraints on the Control Variables Incremental Variation 

• Constraints on the Amplitudes of the Control Variables 

• Constraints on the Outputs or State Variables 

from which the  first two deal with the constraints imposed on the control variables u(k), and the 

third deals with those on the outputs y(k) or state variables x(k). Having expressed operational 

constraints prevalent in a control system in terms of linear inequalities, it is required to relate 

them to the original MPC problem. To this end, the set of equalities and inequalities reflecting 

constraints should be parameterized using the same parameter vector ∆U appearing in the cost 

function in the design of MPC. 

For the case of constraints on the Control Variables Incremental Variation, this will be 

expressed by two inequalities as follows: 
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. 

In the matrix form, this becomes: 

min

max

I U
U

I U
− ⎡ ⎤−Δ⎡ ⎤

Δ ≤ ⎢ ⎥⎢ ⎥ Δ⎣ ⎦ ⎣ ⎦
. 

Also, for the case of constraints on the Amplitudes of the Control Variables, since 

( ) ( ) ( 1)u k u k u kΔ = − − , 

and the control trajectory 
   
u(ki )i=1,2,…,Nc−1  can be expressed in terms of u as: 

 .                                        (24)  

Rewriting (24) in a compact matrix form, with C1 and C2 corresponding to the 

appropriate matrices, the constraints on the Amplitudes of the Control Variables is imposed as: 

. 

The same procedure applies to constraints on the Outputs, yielding: 

. 

As the optimal solution will be obtained using quadratic programming, the constraints 

needed to be decomposed into two parts to indicate the lower limit and the upper limit with 

opposite signs. Finally, in the presence of hard constraints, the MPC controller is proposed as 

finding the parameter vector ∆U that minimizes: 

min

max

U U
U U
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J = (Rs − Fx(ki ))
T (Rs − Fx(ki ))

−2ΔU TΦT (Rs − Fx(ki ))+ ΔU T (ΦTΦ + R)ΔU
 ,                              (25) 

subject to the inequality constraints: 

1 1

2 2

3 3

M N
M U N
M N

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥Δ ≤⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

                                                         (26) 

where the data matrices are: 

. 

The optimization cost, defined in (25), provides set-point tracking, as the first and second 

terms of (25) are indicatives of set-point tracking, as well resulting in the minimization of the 

energy of the control outputs as the term   ΔU T (ΦTΦ + R)ΔU forces the minimization of the 

control effort. 

4.5 Heating Phase Control Problem: Proposed DTMPC 
Having briefly discussed the optimization performed in the DTMPC and the constraints 

that can be incorporated in the design of the controller, we address the problems encountered in 

the set-point temperature tracking of multilayer plastic sheets during the thermoforming heating-

phase.  

As mentioned before, because we are dealing with a multilayer plastic sheet, all the 

different layers should reach a precise forming temperature profile to achieve successful 

molding. During the forming phase, if the temperature of one of the layers is not at the precise 

forming temperature, particularly one of the middle layers, fractures will occur when the plastic 

is being molded. This results in the part failing to pass the quality-control phase in production. 

This is especially difficult to achieve when dealing with multilayer plastic sheets since each layer 

2 1
1 1

2 1

2 2

3 3

( 1)
; ;

( 1)

; ;

( )
;

( )

min
i

max
i
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= = ⎢ ⎥⎢ ⎥ − −⎣ ⎦ ⎣ ⎦
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81 

has a different forming temperature. Therefore, one of the objectives of the new control law is 

controlling the temperatures of all the layers of the plastic sheet. 

The second issue to be considered during the heating phase of a multilayer sheet is non-

uniform or zoned control. As mentioned before, the required temperature profile of a plastic 

sheet is very often non-uniform across the sheet as some areas of the sheet need to be at higher or 

lower temperatures depending on the desired shape of the final product. Therefore, it is crucial 

for the DTMPC to produce control signals, which will result in precisely achieving uneven 

temperature profiles across the sheet. It is also important for the DTMPC algorithm to consider 

the entire model of the system, not just a localized part of which, in order to be able to produce 

those kinds of control signals.  

Lastly, ceramic heaters, which are the actuators of this process, are extremely nonlinear 

because of two important sets of limitations. The first aspect of nonlinearity is the upper and 

lower saturation limits as ceramic heaters’ temperatures cannot exceed 450 °C, and they indeed 

cannot fall below room temperature. In addition to upper and lower temperature saturation limits, 

there is also rate saturation limits. In other words, the rate of temperature rise and fall of the 

heaters varies over time according to the current temperature of the heaters, which means that the 

heaters’ temperatures can only be increased or decreased by a limited margin at any given time. 

As these limitations pose significant concerns in achieving a high performance tracking solution, 

the nonlinear dynamics of the heaters need to be recognized by the controller and be respected as 

operational constraints in order to achieve success in the implementation of the developed 

control system. 

Prior to starting the design process of the proposed DTMPC for multilayer plastic sheets, 

the MPC controller developed in [39] by Chy et al. for monolayer sheets was reviewed for 

potential applicability, but the following issues were encountered: 

1) The controller is not designed for the system as a whole. In other words, for each pair of 

heaters, a different MPC is designed. Therefore, if there exist 2H heaters in the 

thermoforming machine, there will be H controllers. In [39], it is considered that for each 

zone, for which the controller is designed,, only the two closest (top and bottom) heaters are 

considered to have an effect on the temperature evolution of that zone, which may be an 

unrealistic assumption. Although it is mentioned in the study that each heater can only have 

its temperature varied 3°C at every sample, the collection of all the heaters which are not 
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being considered may play an important role in determining the temperature of each zone on 

the plastic sheet. Moreover, as it can be seen in Fig. 4.6, the heaters are very closely placed 

next to each other, making it systematically and practically difficult not to consider the effect 

of the adjacent heaters on each measurement zone. 

2) The design becomes extremely machine dependent. In the design of the MPC in [39], 

because we are dealing with a number of MPC controllers, a weight matrix has to be 

designed for the controllers. This will be difficult to consider in a practical mass industrial 

application for different thermoforming machines since the geometry and placement of 

heaters is different in each brand of machine. Therefore, there needs to be manual tuning 

with respect to the geometry of every single machine to achieve the right type of weight 

matrix. 

3) Non-uniform temperature tracking is not possible. Again, since there is a specific controller 

designed for each zone and due to the fact that the system is not considered as a whole, non-

uniform profiles may be impossible to achieve. It might be misleading to think that since 

there exist multiple controllers, then designing for zoned temperature profiles becomes an 

easier task. However, because the controllers designed for each zone do not consider all the 

heater inputs affecting that particular zone, and due to the close proximity of all the heaters, it 

is very difficult to separate and designate different tracking set-points to each zone. This is 

why in [39], only uniform tracking simulations are discussed and presented. 

4) In [39], the dynamics of the heaters are not actively varied with temperature over time. 

Instead, the entire operating range of the heaters is divided into different sub-ranges and 

different maximum heating and cooling rate constraints are incorporated. In practice, this 

type of approximation may result in the heaters not following the actual control command at 

certain instances. 

Thus, having described the issues to be considered in the design of the multilayer MPC 

controller and the shortcomings of the monolayer controller in [39], a new DTMPC controller 

will be designed in the next section that will address all the above issues. In other words, a 

DTMPC will be designed to achieve uneven temperature tracking for all the layers of a 

multilayer plastic sheet while fully accounting for all the actuator nonlinearities. 
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Finally, The design of the DTMPC is universal, meaning that it can account for any types of 

multilayer plastic sheets. The only essential requirement is a heat transfer model of the plastic 

sheet. 

4.5.1 Linear State-Space Model 

First, the state-space model of the system has to be developed. This state-space model is 

generated from the nonlinear heat-transfer equations of a multilayer plastic sheet, developed 

earlier. Indeed, there is a need for linearization of the previously developed equations, first. 

Examining (1), (3), (4), (5), (6), (8), and (9), it can be determined that the top surface, bottom 

surface, top ambient, and bottom ambient heat equations are nonlinear due to the radiation terms 

present in these equations. The heat equations of the middle layers however remain linear since 

conduction is the only governing factor in these equations. Therefore, (1), (6), (8), and (9) are to 

be linearized around the operating point of the existing nonlinear parameters, which are indeed T, 

θ, and T∞ due to their presence in the radiation terms. 

The operating points are defined as follows:   To = 200 °C ,   θo = 200 °C , and 
  
T∞o

= 200 °C . 

These operating points are chosen as θo = T∞o
= To  since it has been shown in [42] that control 

structures, applied to models containing this linearization condition, result in promising 

experimental results. Next, the nonlinear parameters are linearized using the following linear 

approximations: 

, 

      , and 

     . 

This approximation has been shown to be accurate in the case of monolayer plastic sheets 

as the percentage error corresponding to the above linear approximations is less than 2% in 

comparison with the nonlinear model [34]. 
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Once the nonlinear parameters in (1), (3), (4), (5), (6) are replaced by their 

abovementioned linear approximations, the linear state-space model of a single measurement 

zone is produced. Stacking the state-space model of all the measurement zones, followed by the 

linearized ambient-air heat equations obtained from (8) and (9), the linear state-state space model 

for the heating phase of the entirety of the multilayer plastic sheet is produced. This model is 

then sampled to get the following: 

,                                                      (31) 

where  Am = !
(2S×N+2)×(2S×N+2) ,  Bm ∈! (2S×N+2 )×2H ,  Cm ∈!

2S×2H , and D = 0 .

 
Xm (k) = X1 X2 ! X2S T∞,top T∞,bot

⎡
⎣⎢

⎤
⎦⎥
T

 , in which
 
Xn = Tn,1 Tn,2 ! Tn,N⎡

⎣
⎤
⎦
T

.

 
Yn = Y1 Y2 ! Y2S

⎡
⎣

⎤
⎦
T

, in which
 
Yn = Tn,1 Tn,2 ! Tn,N⎡

⎣
⎤
⎦
T

, and 

 
ui (k) = θ1 θ2 ! θ2H

⎡
⎣

⎤
⎦
T

. 

In (31): 

• The states are the temperatures of all the layers of the measurement zones, plus the two top 

and bottom level ambient temperatures. 

• The inputs are the heater temperatures 

• The outputs are the temperatures of all the layers. The temperatures of surface layers are 

measured by infrared and virtual sensors while the temperatures of mid-layers are measured 

by core-temperature estimators developed in [8]. 

Finally, the controllability matrix R  of this system has full rank, ensuring that the overall 

system is controllable. 

4.5.2 Incorporating the Actuator Constraints 

After the state-space model is developed and identified, the next step is to incorporate the 

actuator constraints. As mentioned before, there are two sets of constraints in this problem: 

1) A ceramic heater, along with all other sorts of heaters, has lower and upper temperature 

saturation limits, meaning that the heater’s temperature cannot be lower than room 

( 1) ( ) ( )
( ) ( ) ( )
m m m m

m m m m

X k A X k B U k
Y k C X k D U k

+ = +
= +
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temperature and cannot be higher than a certain maximum temperature. In a typical ceramic 

heater, The upper and lower temperature saturation limits are: 

.                                                            (32) 

The above constraint has to be transformed into a constraint in the form of (26), which is the 

set of constraints used to solve the DTMPC optimization problem. As mentioned before, the 

heater temperatures are considered as the inputs to the system, implying that   θ (k) = u(k) . 

Now, if (32) is transformed into a constraint in terms of   Δu(k) = u(k)− u(k −1) , the following 

is achieved: 

.                                               (33) 

2) Heating and cooling rate saturation limits. In fact, the heating and cooling rates of a heater 

are dynamically varying with the current temperature of the heater, over time.  In the case of 

the ceramic heaters used in this setup, Fig. 4.4 shows the heating/cooling rate curve. This 

curve is achieved by setting the heaters’ temperature to maximum power until saturation is 

reached, and subsequently shutting them off until they reach room temperature. Thus, this 

curve shows the maximum and minimum rates of increase and decrease in the temperature of 

the heaters, at each instant. After a close observation of Fig. 4.4, it was deduced that the 

variation in the heating and cooling rate is significant at different heater temperatures. The 

heating rate is decreasing as the temperature of heaters are increased (the slope of the heating 

curve is decreasing) whereas the cooling rate is decreasing as the temperature of the heaters 

are decreased (the slope of the cooling curve is decreasing). The slopes of the heating and 

cooling curves have been characterized by the following equations: 

 

!θh_ rise = −0.005θ(t)+ 3
!θh_ fall = −0.0018θ(t)+ 0.06

,                                                         (34) 

which are obtained from Fig. 4.4 to determine the rate of change in the temperature of each 

heater with respect to the current temperature of the heater at each instant. Consequently, the 

dynamic heating and cooling rates depicted in (34) should be considered as the second set of 

min

max
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θ
θ

=
=
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constraints. Just as in the previous set of constraints, (34) has to be discretized, transformed 

in the form of (26), and be presented as: 

,                                                    (35) 

where  Ts  is the fundamental sampling period. 

 
Figure 4.4.  The heating and cooling curves of a ceramic heater with the heaters operating at 100% during the 
heating period, and turned off during the cooling period 

4.5.3 Establishing the DTMPC Optimization  

After the linearized and discretized state-space model is developed and presented in (31), 

and the abovementioned constraints are considered in the form of (33) and (35), the formulation 

of the DTMPC optimization presented in (25) and (26) can be completed. This optimization 

problem is solved using Hildreths Quadratic Programming (QP) procedure (discussed in [97-

99]), which proves to be computationally effective, and control efforts are subsequently 

produced. 

4.6 Simulation Results 
In this section, the proposed DTMPC, applied to the control setup shown in Fig. 4.1, is 

simulated on an industrial thermoforming machine simulator, which contains all the 

  

Δu(k) < Ts −0.005⋅u(k −1)+ 3( )
Δu(k) > Ts −0.0018 ⋅u(k −1)+ 0.06( )
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nonlinearities of the actual process, along with all the specific geometric configurations. As 

mentioned before, this simulator is tested to be within 2°C accuracy of the actual thermoforming 

machine [34]. 

The thermoforming machine simulator contains 108 heating zones or heater banks (54 on 

top and 54 on the bottom), uses ceramic-type heaters, and can fit sheets with dimensions of up to 

1.5mX2m. The multilayer sheet used in this simulation is the 7.5mm thick acrylic/ABS 

multilayer sheet, shown in Fig. 4.2, with a dimension of 1.5mX2m. In total, considering top and 

bottom levels, there are 20 IR sensors (10 on top and 10 below the plastic sheet) and 24 model-

based virtual sensors (12 on top and 12 below the plastic sheet), creating 44 sensor measurement 

zones on the sheet for temperature measurement. The 2D position grid of the real IR sensors and 

the virtual sensors relative to the heaters is shown in Fig. 4.6, noting that the sensors placed on 

top and bottom of the sheet are directly facing each other, thus having similar coordinates on the 

grid. 

This simulation is also conducted using conventional PI controllers as a measure of 

comparison. There are a total of 44 identical controllers used relative to the number of sensors 

(20 for real IR sensor zones, and 24 for virtual IR sensor zones) along with a coupling matrix as 

discussed in [95]. 

The goal of this simulation is to: 1) determine the fastest response time of the closed-loop 

system, and 2) to determine the least amount of energy consumed by the machine’s heaters. The 

tracking performance and energy consumption results obtained using the DTMPC method are 

compared to results attained using PI controllers to determine the feasibility of the DTMPC 

method. 

As for the input of the process, a step input is used in this simulation to facilitate the 

comparison of the DTMPC technique with the PI method. The criterion is to track the uneven 

temperature profile, shown in Fig. 4.5, while not exceeding the maximum top and bottom surface 

temperature set-points by more than 10°C. In this study, as shown in Fig. 4.5, the maximum top 

surface temperature set-point (acrylic material) is 180°C (thus should not exceed 190°C), 

whereas the maximum bottom surface temperature set-point (ABS material) is 170°C (thus 

should not exceed 180°C). This is to avoid damage to the quality of plastic as we look to prevent 

surface degradation. The core temperature should also follow the criterion that is set for the 

bottom surface temperature since it consists of the same type of material (ABS). 
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Finally, the simulation results are compared when all the top and bottom surface 

temperatures have settled to within ±2% of their corresponding set-points. This is used as a 

tracking performance measure to systematically compare the tracking performances of the two 

methods. We consider the system’s overall settling time to be the slowest settling time of all of 

the measurement zones since the end of the cycle has to be marked by all of the measurement 

zones settling to within ±2% of their corresponding temperature set-points. Another reason for 

using the ±2% criteria is to be as precise as possible in simulation so that the results could also 

be admissible in practice. 

 
Figure 4.5.  Desired zoned temperature set-points (profile) 

 
Figure 4.6.  2-D position grid of IR and virtual sensors relative to the heaters 

4.6.1 Tracking Performance Simulation 

 In this part of the simulation process, the goal is to determine the fastest response time of 

the closed-loop system, in terms of the ±2% settling time, using the proposed DTMPC method 

180ºC 160ºC

Top Surface (Acrylic)

170ºC 150ºC

Bottom Surface and Core (ABS)
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and the PI controllers while the above mentioned simulation criteria are in effect. Fig. 4.7 shows 

the step responses of the system using the PI and DTMPC methods, as Fig. 4.7 (a)-(c) show the 

temperature tracking responses for the 180°C and 170°C set-points at the left side of the sheet, 

whereas Fig. 4.7 (d)-(f) show the temperature tracking responses for the 160°C and 150°C set-

points at the right side of the sheet. As we closely examine the top and bottom surface tracking 

responses in Fig. 4.7 (a), (b), (d), and (e), the 2% settling times of the system using the PI 

controllers for the 180 °C, 170 °C, 160 °C, and 150°C set-points are respectively at 580 s, 950 s, 

750 s, and 1086 s, indicating that it takes a total of time 1086 s for all the top and bottom surface 

zones to settle within ±2% of the set-points. On the other hand, as we observe the top and bottom 

surface tracking responses in Fig. 4.7 (a), (b), (d), and (e), the 2% settling times of the system 

using the DTMPC algorithm for the 180°C, 170°C, 160°C, and 150°C set-points are respectively 

at 610 s, 520 s, 615s, and 430s, indicating that it takes a total time of 615 s for all the top and 

bottom surface zones to settle within 2% of the set-points. This suggests that the 2% settling time 

of the system will be improved by 471 s when employing the DTMPC algorithm instead of PI 

controllers, which is quite significant. The reason for this significant improvement can be found 

in two of the most important characteristics of the DTMPC algorithm: the prediction horizon and 

the incorporation of the heater dynamics in terms of optimization constraints. As it was shown in 

Section 4.4 and in (22), the algorithm comprises of a prediction horizon  N p  and a control 

horizon  Nc . If the prediction and control horizons are set to large numbers, in our case 70 for  N p  

and 12 for Nc , then the optimization cost in (23) will produce a more precise and efficient control 

effort since it is taking the future behavior of the states into account. Moreover, the optimization 

cost in the DTMPC will also consider the sluggish heating and cooling dynamics of the heaters 

in producing the control outputs. This can be well observed in Fig. 4.8 as the DTMPC does not 

dramatically increase the heaters’ temperatures from their initial temperatures. The DTMPC is 

predicting that if at the beginning of the cycle, the heaters are taken to high temperatures (past 

350°C for example), then later in the cycle, it will take a considerably longer amount of time to 

decrease the heaters temperatures to lower values, which could potentially result in an overshoot 

in the sheet’s temperature response and could eventually result in a slower performance, which is 

exactly what happens when the PI controllers are controlling the system. Fig. 4.9 shows that 

initially, PI controllers increase the heaters temperatures to values higher than those produced by 
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the DTMPC method, thus taking the heaters longer to reach lower values by the end of the cycle. 

This creates an overshoot in the temperature response of the measurement zones as shown in Fig. 

4.7 and so the response cannot settle to within the 2% window in a reasonable amount of time. 

Therefore, we can state that the DTMPC compensates for the sluggish dynamics of the heaters, 

producing control efforts shown in Fig. 4.8 that are more dynamically responsive than the PI 

control outputs presented in Fig. 4.9.  

In addition to the major improvement in the tracking performance, it can be observed in 

Fig. 4.7 that the tracking responses generated using the DTMPC algorithm are all rising with 

similar rates and time constants, without any overshoot. However, when observing the generated 

tracking responses using the PI controllers, we can see that the time constants of different 

measurement zones are quite different for the same tracking profile (see Fig. 4.7 (d) for example) 

while overshoot is also a factor. This shows the superiority of the DTMPC design since the 

control algorithm can operate within the bounds of its actuator limits, producing faster responses 

while forcing identical time constants and avoiding overshoots in tracking. 

As for the core-temperature responses shown in Fig 4.7 (c) and (e), the PI control method 

is not able to direct the core temperatures towards a settling window of ±2%, yet the DTMPC 

provides 2% settling times of 450 s and 430 s for the 170°C and 150°C core-temperature set-

points, respectively. As mentioned before, the DTMPC acts on the entire state-space model of 

the plastic sheet in order to produce the control signals. This means that the DTMPC not only 

provides for surface temperature tracking, but it also systematically forces the interior states to 

track their respective set-points, which is a major advantage for multilayer plastic sheets. This is 

done by providing the required surface and interior set-points to the vector  Rs  in (25), regardless 

of the number of materials used in the multilayer plastic sheet. The DTMPC then acts on the cost 

function in (23) and provides control outputs to control all the states of the system. However, in 

the case of PI controllers, since there is only one controller tuned for each measurement zone, 

explicitly designed for the surface state in each zone, there is no systematic control on the 

interior states of the measurement zone. This becomes particularly significant when the 

multilayer plastic sheet is composed of multiple types of materials, i.e. for a sheet composed of 

six different layers, used to produce fuel tanks, it is necessary to utilize the DTMPC algorithm to 

provide set-point tracking for all the layers. 
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In addition to the response figures, Fig. 4.8 shows the control outputs generated by the 

DTMPC, the heaters’ response, and the difference between the heaters’ response and the control 

outputs generated by the DTMPC. Furthermore, Fig. 4.9 shows the control output generated by 

the PI controllers, the heaters’ response of the system, and the difference between the PI 

generated control signals and the heaters’ response. Observing and comparing Fig. 4.8(a) and 

Fig. 4.8(b), it can be stated that in the case of the DTMPC method, the difference between the 

control signal and the heater response is practically non-existent as Fig. 4.8(c) confirms this. This 

shows that the controller accounted for all the nonlinearities and varying dynamics of the heaters, 

which were presented in (33) and (35), through its optimization constraints shown in (26). The 

same, however, cannot be said about PI controllers as the significant difference between the 

control outputs and the heaters’ response can be seen in Fig. 4.9(c). Therefore, this verifies our 

claim that the DTPMC method effectively produces control signals which take the limitations 

and nonlinearities of the actuators into account, and as it was shown in Fig. 4.7, this results in a 

much faster tracking response than other conventional control methods. 

It is to be noted that the proposed DTMPC method is not compared with the MPC 

method proposed in [39] since the previous MPC (developed in [39]) is only limited to 

controlling the surface temperatures while also not being able to track uneven temperature 

profiles because of its particular design architecture (mentioned in Section 4.5).  
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   (d) 

 
   (e) 

 
   (f) 

Figure 4.7.  Closed-loop step response of IR and virtual measurement zones to the zoned temperature set-points 
using the IR (shown in blue) DTMPC (shown in red) methods: (a) left side top surface profile of 180°C, (b) left side 
bottom surface profile of 170°C, (c) left side core temperature profile of 170°C, (d) right side top surface profile of 
160°C, (e) right side bottom surface profile of 150°C, (f) right side core temperature profile of 150°C. 
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   (a) 

 
   (b) 

 
(c) 

Figure 4.8.  Using the DTMPC method: (a) Control output generated by the DTMPC controller. (b) The response of 
the heaters to the generated control output. (c) The difference between the heaters’ response and the control output. 
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   (a) 
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   (c) 

 

Figure 4.9.  Using PI controllers: (a) Control output generated by the DTMPC controller. (b) The response of the 
heaters to the generated control output. (c) The difference between the heaters’ response and the control output. 
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4.6.2 Energy Performance Simulation 

Aside from a considerably faster tracking response, the DTMPC method also results in 

lower energy consumption by the heaters. Fig. 4.10 and Fig. 4.11 show the heaters’ response and 

total power consumption using the DTMPC and PI control methods, respectively. The tuning of 

the controllers is identical to the performance test, with both controllers set to achieve the 

maximum performance in terms of achieving the fastest 2% settling time. As mentioned before, 

the simulation is stopped once the top and bottom surface temperatures have all settled to within 

±2% of their corresponding set-points (shown in Fig. 4.5).  

The power consumption plots shown in Fig. 4.10(b) and Fig. 4.11(b) are obtained by 

superposing the power consumption curves of all 108 ceramic heaters, followed by taking the 

average. The average energy consumption is obtained by calculating the area under both curves, 

which amounts to 1.62×105 Joules using the DTMPC method as opposed to 3.45×105 Joules 

using the PI technique. This is in fact a 55% decrease in energy consumption over a single cycle, 

which results in substantial energy savings for an entire batch of plastic sheets, thus increasing 

the economic profitability of the process. As it was shown before in Fig. 4.7, the overall settling 

time of the system using the PI control method is considerably slower than the DTMPC method. 

This is because the heaters’ temperatures are raised to higher values using the PI method, 

subsequently taking a longer amount of time to drop to lower temperatures, thus creating 

overshoot and slower sheet temperature response. Fig. 4.10 (b) is also consistent with this claim, 

where it can be seen that the heaters are taken to high temperatures in the first 100 s, then are 

completely switched off for 400 s (between 100 s and 500 s), and later turned back on for 593 s 

to complete the cycle. This however is not the case when the DTMPC method is employed, 

where it can be seen in Fig. 11 (b) that because of the inclusion of the nonlinear dynamics of the 

heaters and the existence of the prediction and control horizons, the heaters are dynamically 

responsive. The heaters never seem to be in complete turn-off mode during the entire cycle as 

shown in Fig. 11 (b), as their temperatures are constantly being slightly varied by the DTMPC 

algorithm, as shown in Fig. 11 (a). These slight increments and decrements are the key to 

achieving a faster response as exhibited by the DTMPC method. 

More importantly, the inclusion of the   ΔU T (ΦTΦ + R)ΔU  term in the cost function, 

presented in (25), forces the minimization of the control outputs. The above term provides a 
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systematic reason as to why the DTMPC algorithm improves the energy performance of the 

system. 

 

 
   (a) 

 
   (b) 

 

Figure 4.10.  Using PI controllers: (a) the temperature response of the heaters, (b) the average power consumption of 
ceramic heaters. 
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    (a) 

 
   (b) 

Figure 4.11.  Using the DTMPC method: (a) the temperature response of the heaters, (b) the average power 
consumption of ceramic heaters. 
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along with actuator nonlinearities, and successfully addressed the tracking problem. Finally, the 

control setup containing the DTMPC method was simulated on an industrial thermoforming 

machine simulator, where it was shown that the proposed method provides superior tracking 

performance as well as lower energy consumption compared to classical control methods. 

In Chapter 5, the effects of temperature-dependent material properties of polymers in 

thermoforming is investigated, and a control structure is presented to solve the temperature 

tracking problem in the presence of temperature-varying parameters.  

 



 

 100 

5 Application of Hybrid Optimal Control and Closed-Loop Hybrid 

Control to Manage Temperature-Dependent Material Properties 

in Thermoforming 
 

Can the heating phase model be further improved by incorporating the temperature-variant 

material properties of plastic sheets? More importantly, can a novel method be applied to a 

large-scale nonlinear industrial process, namely thermoforming, to solve the temperature 

tracking problem of a plastic sheet under the presence of temperature-dependent material 

properties? 

 

In this chapter, the inclusion of the temperature-dependent material properties in the 

heating phase model of plastic sheets is studied. A hybrid systems formulation of the 

thermoforming heating phase problem is presented to take the parameter variations of the model 

into account. A Hybrid Minimum Principle (HMP) based hybrid optimal algorithm (HOC) is 

then developed to solve the temperature tracking problem of the heating phase in the presence of 

temperature-varying parameters and actuator nonlinearities. This is followed by the presentation 

of a closed-loop hybrid controller (CLHC) to provide robustness under perturbed conditions. The 

HOC and the CLHC are simulated on an industrial thermoforming machine simulator to evaluate 

their performance and robustness. The MVBSs developed in Chapter 2 are used in the control 

setups presented in this chapter. 

 

This chapter was adapted from: R. Modirnia, A. Pakniyat, and B. Boulet, " Application 

of Hybrid Optimal Control and Closed-Loop Hybrid Control to Manage Temperature-Dependent 

Parameters in Thermoforming," IEEE Transactions on Control System Technology, submitted 

and under review (Submission number: TCST-2015-1011). 
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5.1 Abstract 
In this chapter, we present a hybrid optimal control (HOC) algorithm to control the 

temperature of plastic sheets and to minimize power consumption in thermoforming. During the 

thermoforming heating phase, temperature evolution models of plastic sheets consist of nonlinear 

temperature dependent parameters, which have been segmented and modeled in the hybrid 

optimal control framework. Employing the proposed HOC algorithm based on the Hybrid 

Minimum Principle (HMP), which takes into account the nonlinear actuator constraints of the 

thermoforming process, the temperature tracking problem is solved for this parameter varying 

system, for the first time. Moreover, a closed-loop hybrid controller (CLHC) is developed, based 

on the proposed HOC, to provide robustness against perturbations. The HOC and the CLHC are 

then tested on an industrial thermoforming machine simulator to evaluate the tracking 

performance and robustness of the system. This chapter also serves as a proof of concept to show 

that HMP based HOC algorithms can be practically applied to large-scaled and constrained 

industrial processes to solve in-cycle control problems. 

5.2 Introduction 
Thermoforming is a type of plastic manufacturing process, in which plastic sheets are 

heated and formed into useful parts [89]. Thermoformed plastic parts are mainly utilized in 

automotive, aerospace, refrigeration, medical and packaging industries. The North American 

thermoforming market was valued at US$ 13,000 million in 2007, while currently the estimated 

global market value stands at US$ 30,000 million [5]. In 2012, the consumption of 

thermoformed products was estimated at 3.15 billion kg, and this figure is projected to increase 

to 3.85 billion kg by 2017 [100]. Thus, as the usage of thermoformed products increases in the 

upcoming years, it is important to develop more efficient and cost effective techniques for this 

process to ensure productivity improvement. 

The thermoforming process consists of three major phases: heating, forming, and cooling. 

In the heating phase of this process, the plastic sheet is inserted into a thermoforming machine 

and is heated to a precise forming temperature, at which point the plastic sheet sags, indicating 

that it is ready to enter the forming phase. During the forming phase, the sheet is draped on a 

mold to take a certain predetermined shape, and subsequently cooled in the final phase of the 

process. Proper forming could only occur if the plastic sheet has reached the precise temperature 
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set-point (profile) at which it is flexible enough to be molded. Moreover, often, because of the 

complexity of the shape of the final product, uneven temperature set-points or non-uniform 

temperature profiles are required across the plastic sheet. Therefore, it is crucial to systematically 

control the heaters’ temperatures so that the exact temperature profile is achieved across the 

plastic sheet. 

In typical industrial operations, the heating phase of the process has been conducted in an 

open-loop process, meaning that the heaters’ temperatures would be manually adjusted by the 

human operator throughout the heating phase, so that the plastic sheet would reach its required 

temperature profile. Consequently, this method is an inefficient method since it involves a heavy 

amount of trial and error and results in high scrap rates. Closed-loop control was introduced by 

Ajersch in [34], where the surface temperature of the plastic sheet was controlled using an 

empirical model of the heating phase and classical PI controllers. The feedback of the control 

loop was provided by Infrared (IR) sensors, which were placed at various locations above and 

below the plastic sheet. 

Analysis later confirmed that the use of feedback control in thermoforming would result 

in productivity improvement, especially in reducing scrap rates, improving the heating phase 

time, reducing energy consumption, and maximizing heater life [38]. In subsequent studies, 

Modirnia et al. introduced model-based virtual sensors in order to increase the number of 

feedback measurements  (in a cost effective manner) for a more precise control effort and to 

achieve non-uniform temperature profiles across the plastic sheet [95]. Core temperature 

observers were also developed to provide an accurate real-time prediction of the core 

temperature during the process, as it is invariably crucial for the core temperature of the sheet to 

be kept within the forming temperature range [95]. There have also been more sophisticated 

control efforts developed for the heating phase of monolayer (sheets consisting of only one type 

of plastic material) and multilayer (made of different types of plastic materials with different 

rheological properties) plastic sheets. These methods, which include internal-model control and 

model predictive control (MPC) techniques, are presented in [96] and [101], in order to improve 

the performance of the system, especially the heating time (tracking time).  

However, all these control methods have been based on linearized temperature evolution 

models of the heating phase presented in [34] and [42], in which the rheological (material) 

properties of the plastic materials are held constant in order to represent the actual process. 
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Nevertheless in reality, certain material properties, most notable of which being the specific heat 

capacity (Cp) of the plastic sheet, are dependent on the temperature of the sheet and may vary up 

to 10 times their starting value [57].  In all the previous works, the value of Cp has been tuned to 

a single constant value in order to represent the actual process. This indeed limits the autonomy 

of the system, as each temperature profile requires a set of distinctively tuned values of material 

properties. Thus, it is desired to incorporate temperature varying material properties into the 

models of the heating phase to increase the autonomy, precision, and reliability of the system. In 

addition to the varying parameters in the model, the heaters, used as actuators in the process, 

have nonlinear dynamics, which cannot be neglected. Thus, a new control algorithm has to be 

developed to take all the abovementioned factors into account. 

Control of parameter varying models has been addressed in the literature using a number 

of well-known methods. One of these methods is to linearize the system around several operating 

points and use the method of robust gain scheduling for linear parameter varying (LPV) systems, 

as described in [58, 60, 61, 63]. Alternatively, nonlinear model predictive control (NMPC) has 

been used in [64] in heat pump systems, as well as certain neural networks based hybrid 

controllers in wind induction generation applications [65].  

In this chapter, we introduce a hybrid systems formulation of the thermoforming heating 

phase problem, based on linearization around several operating points with autonomous 

switchings associated with the change of operating points. The minimization of the power 

consumption of the heaters and the sheet temperature tracking cost is considered in the hybrid 

optimal control framework, which is gaining popularity in applied control studies as hybrid 

controllers have shown improvement in performance measures [68]. Examples are in the areas of 

automotive industry and in the aerospace industry to obtain optimal flight path trajectories [69-

72].   

The majority of research on the optimal control of hybrid systems is focused on the 

Hybrid Minimum Principle (HMP), presented for instance in [73-77], which is the generalization 

of the Pontryagin Minimum Principle. The results of the HMP for the hybrid system formulation 

in study provide the necessary conditions for the optimality of the control inputs and the optimal 

state trajectories. In order to solve for the optimal solutions, several HMP based algorithms have 

been proposed (see e.g. [76, 77, 79]). These algorithms have been applied to some unconstrained 

low-dimensional systems in [72, 81, 82] in order to obtain optimal state and control solutions. 
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However, the application of these HMP control algorithms has not yet been reported for large-

scale systems with mixed state and control constraints. Therefore, a constrained HMP based 

hybrid optimal control (HOC) algorithm is presented in this chapter to solve the large-scale and 

constrained problem of temperature tracking in thermoforming. Successful application of the 

proposed HOC algorithm would show that such HMP based hybrid optimal controllers could 

actually be implemented on complex industrial processes, which are large-scaled, comprise of 

nonlinear constraints, and parameter variations. 

The organization of this chapter is as follows: In the first section, the heating phase 

modeling of a monolayer plastic sheet in thermoforming is discussed, followed by the inclusion 

of the temperature dependent variables in the model. The design and implementation of the HOC 

algorithm is the subject of the subsequent sections. It should be noted that the thermoforming 

temperature tracking problem, which includes state-dependent parameter variations in the 

models, is being solved for the first time. In addition to the design of the HOC, a closed-loop 

hybrid controller (CLHC) is developed, based on the results obtained using the HOC algorithm, 

to provide robustness against perturbations. Finally, the performance, efficiency, and robustness 

of the HOC and the CLHC is tested on an industrial thermoforming machine simulator, which 

includes all the nonlinear dynamics, temperature varying properties, and geometrical attributes of 

the thermoforming process. This simulator was tested to be within 2°C accuracy of an actual 

thermoforming machine [34]. 

5.3 Description of the Existing Model and Block Diagram 
Before introducing the heating phase model of multilayer plastic sheets, the existing 

block diagram of the heating phase, introduced by Modirnia et al. in [95], is discussed since it 

will be the studied block diagram in this chapter, as well. The block diagram of this control 

system is shown in Fig. 5.1., where the set-points are defined as the desired sheet temperature 

profile, or in other words, the desired temperature of the measurement zones on the plastic sheet 

(discussed later in this section). In this setup, heaters are treated as actuators, and the heating 

phase of the plastic sheet is considered as the plant. For cost reasons, there are two types of 

sensors measuring and feeding the surface temperatures back to the control side: real IR and 

model-based virtual sensors (MBVSs). The real IR sensors are placed in the thermoforming 

machine, measuring the surface temperature of the sheet during the actual heating process, while 

the MBVSs use the model of the heating phase in thermoforming, developed in this section, to 
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actively estimate the surface temperature, in parallel with the actual process taking place. In Fig. 

5.1, this operation is being performed in the “heating phase model” block, where all the complex 

heat transfer equations developed in this chapter, are dynamically present. Therefore, we 

consider the zone on the plastic sheet over which each of the real or virtual sensors directly point 

to as a sensor measurement zone, thus having two sets of inputs: real sensor and virtual sensor 

set-points.  

The thermoforming machine consists of 2H heaters, i.e., H on top and H on the bottom, 

and plastic sheet is placed in-between with an equal distance between the top and bottom sets of 

heaters. There are also a total of 2S (real and virtual) sensors, with S sensors placed on top, and S 

placed on the bottom. It is important to note that the top and bottom heaters and the sensors are 

respectively placed to be directly facing each other in the oven. The sensors read the surface 

temperature of the plastic sheet. The plastic sheet is divided into 2S measurement zones, each 

zone corresponding to the area around which a sensor is pointing. The thickness of the plastic 

sheet is divided into L equally spaced layers with a corresponding node for each layer. 

5.3.1 Modeling of the Heating Phase 

Several researchers have developed the heating phase model of monolayer plastic sheets, 

the most recent of which is presented in [34] and [35] by Ajersch and Gauthier. The model has 

also been further developed by Thomson et al. in [36] and by Khan et al. in [37], where the 

effects of temperature dependent properties, sheet color, and other operating conditions have 

been experimentally investigated. These investigations, which provide the essential motivation of 

this chapter,  will be discussed in more detail in the next section.  

The monolayer heat transfer model presented [34] and [35] takes the material properties 

of plastic sheets as constant values, but for special cases, these values have been tuned to achieve 

an accurate model, with only ±2% error with respect to the actual process. The model validation 

has been showcased in [34]. 

In the monolayer heating phase model, it is determined that there are three methods by 

which heat is transferred to a plastic sheet: radiation, conduction, and convection. Analysis also 

determined that within the sheet, heat transfer only occurs vertically, between the layers of the 

plastic, and that there is no energy interaction between adjacent measurement zones [101].  

Radiation occurs between the heaters and the surface layers and is also transmitted 

through the internal layers. This has been established by Thomson et al. in [36] and Khan et al. 
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in [37], where the importance to include the radiation absorption coefficients for the internal 

layers of the plastic sheet was empirically demonstrated, particularly when the sheet color is not 

black. Conduction occurs between all the layers of the plastic sheet. However, Convection only 

occurs between the air in-between the heaters and the surface layers.  

In this chapter, the plastic sheet under study is a high-density polyethylene (HDPE) sheet, 

which is very popular in thick-gauge thermoforming and has a thickness of 7.5mm [5]. In order 

to obtain an accurate temperature estimate from the entire depth of this sheet, we divide the sheet 

into three layers (L=3), for which the thickness of the top and bottom surface are half of the 

middle layer’s thickness. In the model’s equations, the top surface temperature of the nth 

measurement zone is shown as  Tn,1 , the temperature of the mid-layer is presented as  Tn,2  while 

 Tn,3  is the bottom surface temperature of the plastic sheet.  

In terms of radiation absorption, the fraction of the radiant energy absorbed by the top 

and bottom surface layers is presented as, 

  β1 := β Δz 2( ) = 1− eAavΔz 2  , 

where  Aav  represents the average absorptivity of the material across its spectrum of interest, and 

 Δz 2  is the thickness of the top and bottom surface layers. With regards to the internal layer, the 

fraction of the absorbed radiant energy is presented as, 

  β2 := β(Δz) = 1− eAavΔz , 

where  Δz  is the thickness of the internal layer. 

Thus, the heat equation of the of the top-surface node of the nth measurement zone is 

  

dTn,1

dt
= 2
ρVCp

kA
Δz

Tn,2 −Tn,1{ }+ h T∞ −Tn,1{ }+ β1QRTn
+ β1 1− β1( ) 1− β2( )QRBn

⎧
⎨
⎩

⎫
⎬
⎭

 ,     (1) 

where QRTn is the total radiant energy from the top heaters affecting nth measurement zone and is 

presented as, 

 
QRTn

=σεeff Ah Fnj θ j
4 −Tn,1

4{ }
j=1

H

∑ , 
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where ρ  the density of the plastic sheet,  
Cp  is the specific heat capacity of the sheet, k is the heat 

conduction constant,  Δz  is the layer thickness, A is the zone area, V is the volume of the layer, h 

is the convection coefficient,  T∞  is the ambient air temperature, σ  is the Stefan Boltzmann 

constant,  
εeff  is the effective emissivity, hA  is the area of the heater bank,  

Fnj  is the view factor 

between the jth heater bank and the nth measurement  zone,  
θ j  is the jth heater bank temperature. 

It should be noted that in (1), the first term corresponds to conduction, the second term 

corresponds to convection, and the third and fourth terms correspond to radiation. 

The heat equation of the internal layer is presented as, 

 
  

dTn,2

dt
= 1
ρVCp

kA
Δz

Tn,1 − 2Tn,2 +Tn,3{ }+ β2 1− β1( ) QRTn
+QRBn

{ }⎧
⎨
⎩

⎫
⎬
⎭

 .                 (2) 

Finally, the heat transfer equation of the bottom surface node of the nth measurement 

zone is 

  

dTn,3

dt
= 2
ρVCp

kA
Δz

Tn,2 −Tn,3{ }+ h T∞ −Tn,3{ }+ β1QRBn
+ β1 1− β1( ) 1− β2( )QRTn

⎧
⎨
⎩

⎫
⎬
⎭

             (3) 

 where QRBn is the total radiant energy from the bottom heaters affecting the nth measurement 

zone shown as 

 
QRBn

=σεeff Ah Fnj θ j
4 −Tn,3

4{ }
j=H+1

2H

∑ . 

In order to form a state-space model, for which the HOC can be applied, it is desired to 

only use the heaters’ temperature as inputs in the state-space model, indicating that the ambient 

air temperature should be treated as a state. Therefore, the heat equation for the ambient air is 

developed as, 

 

dT∞

dt
= 2σ
ρairCp,airΔd

ε θav
4 −T∞

4( ) + ε1 Tav
4 −T∞

4( ){ }                                      (4) 

where  ρair  is the air density, 
  
Cp,air  is the specific heat capacity of air,  Δd  is the distance 

between the heaters and the plastic sheet where the ambient air lies, ε  is the effective emissivity 
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that combines the emissivity of air and ceramic heaters, and  !1  is the effective emissivity that 

combines the emissivity of air and the plastic sheet. In addition, !av (t)  is the average of the 

heaters’ temperatures of all the 2H heaters banks, and  Tav (t)  is defined as the average of the 

surface temperatures of all the measurement zones. 

The effects of the temperature dependent material properties are investigated next.  
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Figure 5.1.  Block diagram of the closed-loop system 

5.3.2 Temperature Dependent Material Properties 

As mentioned before and as stated in previous studies (see [34] and [35]), the values of 

all the rheological properties of the plastic sheet were kept constant throughout the heating 

process. More specifically, in order for the models presented in (1), (2), and (3) to mimic the 

actual process, these values had to be carefully tuned. However, in reality, some of these material 

properties vary with the temperature of the plastic sheet, as described in [36], [37], and [57]. 

More importantly, it is recommended in [36], [37], and [57], to include these variations in the 

heat transfer models to achieve a more precise heating phase model. In addition to the 

improvement of model precision, the inclusion of temperature variant models will indeed 

increase the autonomy of the system since tuning the values of the material properties will no 

longer be necessary. 

As it is analyzed in [36], [37] and [57], several rheological properties, such as the specific 

heat capacity (Cp), the density (! ), and thermal conductivity (k), are temperature variant. Based 

on the analysis performed in [57], it has been determined that the specific heat capacity, due to 

its large variations, causes the largest deviation between the actual process and the model of the 

heating phase. In fact, the specific heat capacity of crystalline polymers, which include HDPE, 
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varies dramatically with the temperature of the sheet as shown in Fig. 5.2. As it is shown in [57], 

although other material properties are temperature-dependent, the variations in their values are 

overshadowed by the variation in the specific heat capacity. Therefore, in this chapter, only the 

specific heat capacity (Cp) will be considered as a temperature varying parameter, and the rest 

are kept constant. 

 
Figure 5.2.  Temperature variation curve of the specific heat capacity 

Observing Fig. 5.2, it can be seen that initially the specific heat capacity value is at 2000 

J/(kg.K), but then this value is increased to nine times its initial value at 18000 J/(kg.K), while 

eventually settling back down to 2000 J/(kg.K). In case of an HDPE sheet, the forming 

temperature is at 150°C, and Fig. 5.2 shows the presence of the dramatically varied part of the 

curve in the heating phase. Therefore, if the models are not tuned properly, a significant 

deviation in the temperature response of the plastic sheet could manifest. Fig. 5.3 shows the 

temperature responses of one of the measurement zones on the plastic sheet, one with Cp held 

constant (blue curve) at its initial value of 2000 J/(kg.K), and the other with the variant Cp (red 

curve) shown in Fig. 5.2. The temperature responses in Fig. 5.3 are achieved by setting the value 

of the heaters to a constant temperature of 500°C in open-loop over a fixed time interval of 500 

s. Fig. 5.3 shows the significant discrepancy of the two responses, indicating that if the specific 

heat capacity is set as a constant value of 2000 J/(kg.K) (not tuned properly), the model will 
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wrongly predict that the plastic sheet has actually melted (at 300°C), while in reality the surface 

temperature of the plastic sheet will be exactly at its forming temperature (at 150°C). Therefore, 

it can be concluded that Cp plays a major part in determining the temperature response of the 

system. Including Cp in the equations of the models, the heat transfer equations of the heating 

phase are presented as,  

 

dTn,1

dt
= 2
ρV (Cp (Tn,1))

 kA
Δz

Tn,2 −Tn,1{ }+ h T∞ −Tn,1{ }+ β1QRTn
+ β1 1− β1( ) 1− β2( )QRBn

⎧
⎨
⎩

⎫
⎬
⎭

,            (5) 

 

dTn,2

dt
= 2
ρV (Cp (Tn,2 ))

 kA
Δz

Tn,1 − 2Tn,2 +Tn,3{ }+ β2 1− β1( ) QRTn
+QRBn{ }⎧

⎨
⎩

⎫
⎬
⎭

,                        (6) 

 

dTn,3

dt
= 2
ρV Cp (Tn,3 )( )

kA
Δz

Tn,2 −Tn,3{ }+ h T∞ −Tn,3{ }+ β1 1− β1( ) 1− β2( )QRTn
+ β1QRBn

⎧
⎨
⎩

⎫
⎬
⎭

.           (7) 

In order the to increase precision of the model, the specific heat capacity of each layer of 

every measurement zone has been chosen to vary with the temperature of the same exact layer in 

that measurement zone. Also, it should be noted that the ambient air equations would not be 

affected by the temperature variant specific heat capacity of the plastic, thus remaining at the 

same exact form of (4). 

The above model equations ((5), (6), and (7)), along with (4), provide the basis for the 

HOC design, presented in the next section. 
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Figure 5.3.  Temperature response of a measurement zone in open-loop: 1) when the specific heat capacity is kept 

constant, 2) when it is varying with temperature of the measurement zone. Substantial difference is observed. 

5.4 HMP-Based HOC Algorithm 
The consideration of the temperature dependent parameter Cp, as a piecewise constant 

function of the temperature, results in a hybrid systems formulation of the thermoforming 

process where the dynamics of the continuous states depend on a discrete state that corresponds 

to the present value of Cp. The generalization of the optimal control theory for systems that 

undergo changes in their dynamics (i.e. hybrid systems) has been the subject of a large number 

of studies (see e.g. [73-77, 79, 102-108]). On one hand, the generalizations of the Pontryagin 

Minimum Principle (PMP) result in the Hybrid Minimum Principle (HMP) [73-76, 79, 104, 

107], that provides necessary conditions for the optimality of the control inputs and the 

corresponding trajectories of a hybrid system with a given initial conditions and a sequence of 

autonomous or controlled switchings. On the other hand, the generalization of Dynamic 

Programming for hybrid systems results in Hybrid Dynamic Programming (HDP) based upon the 

Principle of Optimality, which introduces the value function as the optimal cost-to-go [102, 103, 

105, 108]. While the two approaches are equivalent under certain general assumptions (see e.g. 

[106]), the determination of optimal control from HDP requires solving a partial differential 

equation known as the Hamilton–Jacobi–Bellman (HJB) equation together with the 

corresponding boundary conditions expressed at the terminal and switching instants. On the 
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other hand, the HMP results in a boundary value problem on the ordinary differential equations 

for the state and the adjoint process, coupled by the Hamiltonian minimization condition. In this 

chapter, multiple autonomous switchings, as described in [76], are considered in the hybrid 

systems formulation of the problem, and the HMP is employed in order to determine the 

necessary conditions satisfied by the optimal control inputs and the corresponding optimal 

trajectories subject to the state and control input constraints. The HMP results are then employed 

to formulate the HMP based HOC algorithm. 

5.4.1 The HMP with Constraints 

Consider the following performance function with two switching times: 

 
J (t0,t f ,r0,rs1

,rs2
,rf ;u,ts1

,ts2
) = Ei

i=1

3

∑ + li(xi(s)ti−1

ti∫ ,u(s))ds
i=1

3

∑  ,                           (8) 

where for the discrete states i = 1,2,3 , the running costs   li x,u( )  are 
  
li x,u( ) = 1

2
uT Riu + 1

2
xTQix  , 

the endpoint costs Ei are 
 
E1 = 1

2 x(ts1
)− rs1

⎡⎣ ⎤⎦
T

x(ts1
)− rs1

⎡⎣ ⎤⎦ , 
 
E2 = 1

2 x(ts2
)− rs2

⎡⎣ ⎤⎦
T

x(ts2
)− rs2

⎡⎣ ⎤⎦ , and  

 
E1 = 1

2 x(t f )− rf⎡⎣ ⎤⎦
T

x(t f )− rf⎡⎣ ⎤⎦ for each segment.  Ri = Ri
T  and  Qi = Qi

T , subject to the system 

dynamics presented as   !xi = fi(xi ,u) = Aixi + Biu  , with state and control input box constraints 

shown as, 

xL ≤ x(t) ≤ xU

uL ≤ u(t) ≤ uU
 ,                                                              (9) 

 and the path constraints, 

hL ≤ h(x(t),u(t),t) ≤ hU .                                                         (10) 

The initial and boundary conditions for the continuous state are   x1(t0 ) = r0 ,

  
x2(ts1

) = x1(ts1
−) = rs1

, 
  
x3(ts2

) = x2(ts2
−) = rs2

, and 
  
x3(t f ) = rf . 

The Hamiltonians are formed as 
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Hi x,λ,u( ) = λT fi x,u( ) + li x,u( )
                 = λT Aixi + Biu⎡⎣ ⎤⎦ +

1
2

uT Riu + 1
2

xTQix
.                                                (11) 

Based on the HMP, there exists an adjoint process  λ
*  along an optimal trajectory   x*  

corresponding to the optimal control input   u*  such that 

   
!x* =

∂H
qi

*

∂λ
x*,λ*,u*( ) = Aix

* + Biu
*  , 

subject to the boundary conditions 

x1
*(t0 ) = r0 , x1

*(ts1−) = rs1
x2
*(ts1 ) = rs1 , x2

*(ts2 −) = rs2
x3
*(ts2 ) = rs2 , x3

*(t f ) = rf

, 

and where at the switching instants  ts1  and  ts2 , the Hamiltonian continuity conditions hold, i.e. 

  

H1(x1
*(ts1

−),λ*(ts1
−),u*(ts1

−)) ≡ H1(rs1
,λ*(ts1

),u*(ts1
))

      = H2(rs1
,λ*(ts1

+),u*(ts1
+)) ≡ H2(x*(ts1

+),λ*(ts1
+),u*(ts1

+))
 

  

H2(x2
*(ts2

−),λ*(ts2
−),u*(ts2

−)) ≡ H2(rs2
,λ*(ts2

),u*(ts2
))

       = H3(rs2
,λ*(ts2

+),u*(ts2
+)) ≡ H3(x*(ts2

+),λ*(ts2
+),u*(ts2

+))
. 

Furthermore, the Hamiltonian is minimized with respect to the control input, i.e. 

  
H

q* (x*,λ*,u*) ≤ H
q* (x*,λ*,u) , 

for all the admissible control inputs  u ∈U  satisfying the constraints described in (9) and (10). 

This is equivalent to 

  

∂H
q* (x*,λ*,µ*,u*)

∂u
= 0 ,                                                  (12) 

where  H  is the Lagrangian of the Hamiltonian  H defined as 

 Hi(x,λ,µ,u) = Hi(x,λ,u)+ µh
T h(x,u,t)+ µx

T x + µu
Tu  ,                               (13) 
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where 

,                                                (14) 

µu , j

≤ 0 if u j = u j
L

= 0 if u j
L ≤ u j ≤ u j

U

≥ 0 if u j = u j
U

unrestricted if u j
L = u j

U

⎧

⎨

⎪
⎪⎪

⎩

⎪
⎪
⎪

  ,                                                    (15) 

and µx, j  is define as in (15), where u is replaced by x. 

5.4.2 HMP-Based HOC Algorithm 

In order to find the optimal solution from the necessary conditions presented above, the 

following algorithm is developed based on the HMP algorithm proposed by Shaikh and Caines in 

[76], as well as Taringoo and Caines in [77]. 

(0) Fix ε > 0  and 0 <α <1 . Set the iteration counter m = 0  and set the switching times 

at this iteration equal to the arbitrary nominal values t1
0 , t2

0  with t0 < t1
0 < t2

0 < t f . 

Compute the optimal control inputs for the three segments, i.e.u1
0 (t) , t0

0 = t0 ≤ t ≤ t1 ; 

u2
0 (t) , t1

0 ≤ t ≤ t2
0 , and u3

0 (t) , t2
0 ≤ t ≤ t3

0 = t f , along with the corresponding trajectories

xi (t) , i = 1,2,3 , and associated adjoint processes λi (t)  for the constrained optimal 

control problems in the intervals ti−1
0 ,ti

0⎡⎣ ⎤⎦  with boundary state pairs 

(xi (ti−1
0 ), x(ti

0 )) = (ri−1,ri ) . 

(1) Increment k by 1. Set 

  

t1
m = t1

m−1 −αm(H1(t1
m−1)− H2(t1

m−1))

t2
m = t2

m−1 −αm(H2(t2
m−1)− H3(t2

m−1))
                                               (16) 

(2) Compute the optimal control inputs for the three segments as u1
m (t) , t0

m = t0 ≤ t ≤ t1
m ; 

u2
m (t) , t1

m ≤ t ≤ t2
m and u3

m (t) , t2
m ≤ t ≤ t3

m = t f the corresponding trajectories xi (t) and 

  

µh, j

≤ 0 if hj x,u,t( ) = hj
L

= 0 if hj
L ≤ hj x,u,t( ) ≤ hj

U

≥ 0 if hj x,u,t( ) = hj
U

unrestricted if hj
L = hj

U

⎧

⎨

⎪
⎪⎪

⎩

⎪
⎪
⎪
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associated adjoint processesλi (t) for the constraint optimal control problems in the 

intervals ti−1
m ,ti

m⎡⎣ ⎤⎦  with boundary state pairs (xi (ti−1
m ), x(ti

m )) = (ri−1,ri ) . 

(3) If the inequality 

   
ΔH = H1(t1

m−1)− H2(t1
m−1) + H2(t2

m−1)− H3(t2
m−1) < ε                                  (17) 

      is achieved, then STOP, else go to step1. 

In order to solve the boundary value problem in each segment, DIDO optimal control 

software is used. This software solves optimal control problems based on pseudospectral theories 

[109-111], in which a pseudospectral discretization of constrained nonlinear optimal control 

problems is performed to produce optimal control signals and state trajectories. Also, the 

Covector mapping theorem is used to produce the Hamiltonian and adjoints for the boundary 

value problem [110]. The interested reader can refer to [109-111] for more information about 

pseudospectral methods and the DIDO optimal control software. 

DIDO is an attractive method for the implementation of our problem since constraints 

can be conveniently defined. As far as the thermoforming heating phase is concerned, we deal 

with special types of actuator constraints, which will be covered in the next section. Also, since 

we are dealing with a high order system and a large number of control inputs, the numerical 

methods used in solving the optimization problem of each segment are computationally time-

efficient. Finally, being provided by the Hamiltonian of each segment is extremely important as 

the HMP algorithm compares the Hamiltonians of the three segments. 

5.5 Design of the HOC for the Heating Process 
As previously stated, the control design is performed for a 7.5mm thick black HDPE 

plastic sheet. Although the design process can be generalized to all types of plastic sheets with 

different thicknesses, we specifically focus on the black HDPE sheet to showcase the design 

methodology in detail. Black HDPE plastics are widely used to produce parts in a variety of 

industries and applications, including automotive, roadside equipment, household products, and 

many others [120]. In the automotive domain, black HDPE plastics are widely used in producing 

plastic fuel tanks for cars and recreational vehicles as stated in [120] and [121], while they are 

also used in producing car bumpers [122]. 
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It has been determined in [36] and [37] that black colored plastic sheets are considered to 

be opaque to the transmission of radiant energy, and thus all the radiant heat will be absorbed by 

the top and bottom surface layers, meaning that β1 = 1  and β2 = 1 . Nevertheless, It should again 

be mentioned that the control algorithm is universal to all types of plastic sheets, whether 

radiation transmission exists or not, since the inclusion of the absorption coefficient will only 

change some of the elements of the state-space matrix (A) and the input matrix (B) of the system 

from zeros to nonzero elements, but in doing so, it does not increase the dimension or change the 

general structure of the system.  

The design criterion is for the sheet top and bottom surface temperatures to track a 

uniform temperature profile (set-points) of 150°C while remaining within a ±10°C range of the 

set-point temperature. The temperature profile could be generalized to both uniform and non-

uniform, yet we choose a uniform temperature profile to focus exclusively on the control design 

process rather than rheological technicalities. 

The above design criteria will provide an adequate proof of concept, demonstrating that 

the abovementioned HOC algorithm can be applied to a large-scale industrial process with 

actuator nonlinearities and in-cycle parameter variations. 

In this section, we tailor the HMP based HOC to our problem. In the first step, the model 

of the heating phase of the plastic sheet is presented in the hybrid systems framework. The goal 

is to divide the temperature variation curve of Cp into a number of segments and to linearize the 

state equations (4), (5), (6), and (7) around appropriate operating points, for each segment. The 

goal is to then use the HOC algorithm to switch from on segment to another as the sheet 

temperature is rising. Thus, in the first part of this section, we discuss the segmentation of the 

temperature dependent (state-dependent) material property (Cp ) as follows. 

5.5.1 Segmentation of the Specific heat capacity 

The forming temperature of an HDPE plastic sheet is 150°C, which means all the 

variations of Cp within 27°C ≤ T ≤150°C  have to be considered. Therefore, the idea is to divide 

the temperature variation curve of Cp into a number of segments, where Cp will have a constant 

value for each of the segments. In this chapter, we divide the variation curve into three segments 

as shown in Fig. 5.2. These segments are defined as follows, 
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1. Segment 1:27°C ≤ T ≤ 90°C : In this range, Cp is constant and so Cp =2000 J/(kg.K) 

is assigned for this segment. 

2. Segment 2:90°C<T ≤130°C : For this range, we choose the midpoint temperature of 

this interval (T=110°C) and assign its Cp value for the segment at Cp =6000 J/(kg.K). 

3. Segment 3: 130°C<T ≤150°C : For this range, we also choose the midpoint 

temperature of the interval (T=140°C) and assign its Cp value for this segment at Cp 

=7000 J/(kg.K). 

After dividing the Cp curve into the abovementioned segments and assigning 

corresponding values for each segment, the heating equations of the system are linearized as 

follows.  

5.5.2 Linear State-Space Model 

Examining (4), (5), and (7), it is determined that the top surface, bottom surface, and 

ambient-air heat equations are nonlinear due to the radiation terms present in these equations. In 

this chapter, for the sake of computational efficiency (4), (5), and (7) will be linearized around 

the operating point of the existing nonlinear terms T 4 , θ 4 , and T∞
4 , which appear in the 

radiation terms. 

For each of the segments introduced in the previous subsection, which correspond to the 

discrete states ( i = 1,2,3 ) of the hybrid system formulation, the following linear approximations 

are employed: 

T 4 ≈ To
4 − 4To

3(T −To ) = 4To
3T − 3To

4

θ 4 ≈θo
4 − 4θo

3(θ −θo ) = 4θo
3θ − 3θo

4

T∞
4 ≈ T

∞ o

4 − 4T
∞ o

3 (T −To ) = 4T
∞ o

3 T − 3T
∞ o

4

.                                              (18) 

This approximation has been shown to be accurate in the case of monolayer plastic sheets 

as the percentage error corresponding to the above linear approximations is less than 2% in 

comparison with the nonlinear model [34]. 

The heat equation of the middle layer (shown in (6)) retains its linear form and is only 

segmented with reference to the value of Cp in each hybrid discrete state. This is due to the fact 

that conduction is considered as the only governing factor in this equation. 
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Table I presents the list of operating point for each segment, exhibiting that the values of 

To  are chosen based on the segmentation intervals of Cp (T ) , described earlier. In fact for each 

segment, the lower bound of T is chosen as the value of To . Moreover, the operating points for θ 

and T∞ are chosen as θo = T∞o
= To since it has been shown in [42] that control structures, applied 

to models containing this linearization condition, result in promising experimental results.  

Combining the linearized version of (5), (6), and (7), the linear state-space model of a 

single measurement zone is produced. Stacking the state-space model of all the measurement 

zones, followed by the linearized ambient-air heat equation obtained from (4), the linear state-

state space model for the heating phase of the entirety of the plastic sheet is produced as  

  !xi (t) = Aixi (t)+ Biui (t) ,                                                           (19) 

where, i = 1,2,3  are considered as the discrete states for the hybrid system, labeling the state-

space equations representing each segment. S, L, and H as previously defined are as follows: 2S 

is the number of measurement zones, L is the number of the layers for each measurement zone, 

and 2H is the number of heaters. Also,  Am ∈! (2S×L+1)×(2S×L+1)  and Bm ∈!
(2S×N+1)×2H .  

   
xi (t) = xi1

xi2
! xi2 S

T∞
⎡
⎣⎢

⎤
⎦⎥

T

,with
   
xin

= Tn,1 ! Tn,L
⎡
⎣⎢

⎤
⎦⎥

T

, and 
 
ui (t) = θ1 θ2 ! θ2H

⎡
⎣

⎤
⎦
T

. 

In (19): 

• The states are the temperatures of all the layers of the measurement zones, as well as the 

ambient temperature. 

• The inputs are the heater temperatures. 

It should be noted that in each segment, the controllability matrix R  of this system has full 

rank, ensuring that the overall system is controllable. 

Thus, after obtaining the state-space model of each segment and assigning the autonomous 

switching points as  x(ts1
) = 90°C   and  x(ts2

) = 130°C  , we will define the constraints as follows. 

Table 5-1  List of Operating Points for Each Segment 

Segment  To  (°C)  θo  (°C) 
 T∞o

 (°C)  Cpo
 (J/(kg.K)) 

1 27 27 27 2000  

2 90 90 90 6000 

3 130 130 130 7000 
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5.5.3 State Constraints 

As it was previously stated, as a design requirement, the temperatures of the 

measurement zones are required to start from a certain temperature while not exceeding the set 

point temperature by more than 10°C in each segment. Therefore, we define the states box 

constraint as, 

xi
L ≤ xi (t) < xi

U +10 ,                                                    (20) 

where in each segment ( i = 1,2,3 ), xi
L  represents the starting temperature of the measurement 

zones, and xi
U  represents the set-point tracking temperature. 

5.5.4 Actuator Constraints 

After defining the states box constraint, the next step is to incorporate the actuator 

constraints. There are two sets of actuator constraints in this problem: 

5.5.4.1 Box Saturation Limits 

A ceramic heater, along with all other sorts of heaters, has lower and upper temperature 

saturation limits, meaning that the heater’s temperature cannot be lower than room temperature 

and cannot be higher than a certain maximum temperature. For the ceramic heater used in this 

study, the upper and lower temperature saturation limits are θmin = 27
°C  and θmax = 600

°C . 

These limits, when transformed into a constraint in terms of  u(t) , will result in: 

27 ≤ u(t) ≤ 600  .                                                            (21) 

5.5.4.2 Heating and Cooling Rate Saturation Limits 

The heating and cooling rates of a heater are dynamically varying with the current 

temperature of the heater, over time.  In the case of the ceramic heaters used in this setup, Fig. 

5.4 shows the heating/cooling curve of the heater. This curve is produced by setting the heater’s 

power to maximum until the saturation temperature is reached, then shutting it off until room 

temperature is reached. After a close observation of Fig. 5.4, it is deduced that the variation in 

the heating and cooling rates is nonlinear due to the varying slope at different heater 

temperatures. The heating rate is decreasing as the temperature of the heater is increased whereas 

the cooling rate is decreasing as the temperature of the heater is decreased. The slopes of the 

heating and cooling curves have been characterized by the following equations: 
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!θh_ rise = −0.005θ(t)+ 3
!θh_ fall = −0.0018θ(t)+ 0.06

 ,                                          (22) 

which are obtained from Fig. 5.4 to determine the rate of change in the temperature of each 

heater with respect to the current temperature of the heater at each instant. The dynamic heating 

and cooling rates, presented in (22), is not modeled and included in the state-space model as the 

dynamics of the actuators. This is because there are no external inputs driving the heaters during 

the cooling mode, when the heaters are off. Hence, the dynamic heating and cooling rates are 

considered as an additional set of actuator constraints. These constraints can be modeled as path 

constraints using the DIDO optimal control software. Rearranging (22) and replacing the change 

in the heaters’ temperatures with the derivative of the control input  u(t) , we get: 

 
− 0.0018u(t)+ 0.06 ≤ du(t)

dt
≤ − 0.005u(t)+ 3  .                                  (23) 

Thus, the set of admissible control inputs u(t)∈U  is characterized by taking the 

constraints in (21) and (23) into account. 

 
Figure 5.4.  The heating and cooling curves of a ceramic heater with the heaters operating at 100% during the 

heating period, and turned off during the cooling period 

5.5.4.3 Implementing Actuator Constraints on DIDO 

When using DIDO, the path constraints have to be defined as a single inequality with 

time-invariant upper and a lower bounds as this control optimization software is not able to 

handle a number of path constraints twice the amount of control inputs.  
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In order to represent the heating and cooling rate saturation limits as a single inequality 

with an upper and a lower bound, we will replace the limits  − 0.0018u(t)+ 0.06  and 

 − 0.005u(t)+ 3  in (23) by constant terms for each segment of the hybrid problem, i.e. the 

heating and cooling curves shown in Fig. 5.4 will be replaced by linear ones, with a different 

slope in each of the three segments. This is can presented as, 

 
decRi ≤

du(t)
dt

≤ incRi ,                                                       (24) 

where i = 1,2,3  indicates that these rates are different for each particular segment. In each 

segment,  incRi  and  decRi  will be conservatively chosen so that the heaters track the actual 

heating and cooling rates in (22) as closely as possible. 

The next issue to be considered is the derivative term. As it was mentioned before, DIDO 

optimal control software is being used in this chapter, in which the system is discretized using 

pseudospectral methods. This means that the time interval, for which the optimization problem is 

being solved, is divided into a number of predetermined nodes called the Legendre-Gauss-

Lobatto (LGL) points [110]. The distances between these points, although not uniform, are a 

priori known, and this can be used to replace  u(t)  with  u(p)  , where p is the index for each 

node. Thus, the implementation of (22) in DIDO will be represented with: 

 
decRi ≤

ui(p)− ui(p −1)
tp − tp−1

≤ incRi  .                                               (25) 

Thus for every LGL point p in the specified time interval, the constraint shown in (25) 

has to hold in order to replicate the continuous constraint of (24).  

5.5.5 HOC Design to Solve the Thermoforming Tracking Problem 

Having defined the linearized system in (19) along with the states and actuator 

constraints, we will use the HMP based HOC to solve the temperature tracking problem. The 

final formulation of the HOC algorithm along with the optimization of each segment is shown as 

a flowchart in Fig. 5.11. 

As it is shown in Fig. 5.11, in order to solve the temperature tracking problem in the 

thermoforming heating phase, for a fixed final time and in the presence of parameter variations, 

we divide the heating cycle into three linearized segments, for each plastic sheet. These segments 
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are based on the variation of the most dominant temperature-dependent material property, 

identified as Cp, as the system is linearized around three sets of operating points as mentioned 

before. Therefore during the heating cycle, we define two switching sets at (x(ts1 ),ts1 )  and 

(x(ts2 ),ts2 )  so that the dynamics of the system can switch from the first to the second segment, 

and from second to the third segment, as the temperature of the sheet is rising.  x(ts1
)   and  x(ts2

)  

will both be fixed as the temperatures at which Cp changes values autonomously, indicating 

Autonomous Switchings in the hybrid system presentation and the corresponding HOC 

algorithm.  

Thus, the goal of the HOC design is to find the optimal control input (for each segment) 

to minimize the cost function of that particular segment while also determining optimal 

switching times for the two switching sets in order to minimize the total cost function of the 

three segments combined, shown in (8). In doing so, the HOC will also minimize the energy 

consumed by the heaters throughout the entire cycle since the term   
1

2 uT Riu  is included as a 

running cost in the cost function (described in (8)) to minimize the control effort. 

In the execution of the algorithm, it is required in each segment for the temperatures of 

the measurement zones to reach the respective switching points of x(ts1 ) = rs1 , x(ts2 ) = rs2 , and 

x(t f ) = rf , while never exceeding an overshoot limit of 10°C (as incorporated in (20)). In 

addition in each segment, it is also naturally required for the initial sheet temperatures to start 

from the final temperatures of the previous segment. Although it is required for the sheet 

temperature to track the mentioned references, the ambient-temperature state is not forced to 

track a set-point in any segment (designated weight in the running and endpoint cost set to zero), 

yet in each segment, it is also required for the initial value of the ambient air to equal its final 

value from the previous segment.  

For the control inputs, an initial value u(t0 )  is assigned to the input control signals in the 

first segment, i.e. the heaters’ starting temperature is fixed for this segment. Also, for the second 

and third segments, it is required that the heaters start from the final temperature of the previous 

segment, i.e. u2 (ts1 ) = u1(ts1−)  and u3(ts2 ) = u2 (ts2 −)  in order to avoid discontinuities in the 

control input signal. This is done so that the control signals could be implemented in practice. 
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Finally as shown in Fig. 5.11, at the end of each iteration, the Hamiltonians obtained 

from the optimal results of each of the segments are compared, as depicted in (17), in order to 

determine whether or not the HOC algorithm has found the optimal switching times. If not, the 

switching times will be updated based on the equations presented in (16) and shown in Fig. 5.11, 

where α  is selected to adjust the convergence rate of the algorithm. 

Table II shows the assigned values for the parameters shown in the flowchart, which are 

needed to solve our specific problem. It should also be noted that the number of computation 

nodes (LGL points), chosen in the DIDO program, is set asP = 30 , for each segment. Thus, 

applying all the above points, along with the values of table II, to the hybrid setup, the algorithm 

shown in Fig. 5.11 is implemented.  

 
Table 5-2  Parameter Values Used in the Algorithm 

Time 
Related 

 State 
Related 
(fixed) 

 Control 
Related 
(fixed) 

 

t0  fixed 0 s x(t0 )   
27°C u(t0 )  150°C 

tS1 initial 310 s x(ts1 )  90°C decR1   0.2 

tS2 initial 510 s x(tS2
)  130°C incR1   2.17 

t f  fixed 820 s x(t f )  150°C decR2  0.1 

    incR2  2.0 

    decR3  0.15 

    incR3  2.0 

 

5.5.6 Design Results 

The particular thermoforming machine, on which we will implement the HOC algorithm 

contains 36 heating zones or heater banks (18 on top and 18 on the bottom), uses ceramic-type 

heaters, and can fit sheets with dimensions of up to 1.5mX0.9m. As mentioned before, The 

HDPE sheet used in this simulation is the 7.5mm with a dimension of 1.5mX0.9m. In total, 

considering top and bottom levels, there are 6 IR sensors (3 on top and 3 below the plastic sheet) 

and 6 model-based virtual sensors (3 on top and 3 below the plastic sheet), creating 13 sensor 

measurement zones on the sheet for temperature measurement. The 2D position grid of the real 

IR sensors and the virtual sensors relative to the heaters is shown in Fig. 5.5, noting that the 

sensors placed on top and bottom of the sheet are directly facing each other thus having similar 

coordinates on the grid. 
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Figure 5.5.  2-D position grid of IR and virtual sensors relative to the heaters 

 

Considering the abovementioned features of the thermoforming machine, the A and B 

matrices presented in (l6) have the dimensions Ai ∈!
37×37  and  Bi ∈!

37×36 , for each segment. 

After the implementation of the HOC algorithm, we obtain the optimal control inputs 

along with the state trajectories, after a number of iterations. Optimal results are achieved since 

ΔH  defined in (17) is determined to be 4×105, which is two decimal points lower than the 

Hamiltonians of each section. The Hamiltonians (H defined in (11)) of the three segments are 

shown in Fig. 5.10(a), where a constant line is nearly achieved, signifying that a hybrid optimal 

solution is reached. In addition, Fig. 5.10(b) shows the Lagrangian of the Hamiltonian, H , 

previously defined in (13), of the three segments, where it can be seen that H  is also nearly a 

constant line for each segment, signifying that (12) holds and that optimal solution is achieved 

for each segment. It should be noted that in Fig. 5.12(a) and 5.12(b) the H  and the Hamiltonian 

curve contain some imperfections specially at the beginning and end of each segment, yet this is 

completely normal since numerical computations of DIDO in determining H  and H  for a large 

scale system, such as ours, will lead to some errors and imperfections, based on the number of 

computation (LGL) nodes (P = 30  in our case). Accuracy in the results could be improved even 

further if the number of LGL nodes for each segment is increased; yet this will increase the 

computation time. With regards to our problem, these small variations are negligible, and results 

are indeed acceptable. Hybrid optimality is also confirmed by showing that in Fig. 5.12(c), the 
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total cost (presented in (8)) is being minimized as the algorithm converges to optimal switching 

times. 

Finally, Fig. 5.13(a) and Fig. 5.13(b) show the resulting state trajectories and control 

inputs, respectively, which are applied to the industrial simulator, described in the next section of 

this chapter. 

5.6 Simulation Results 
In this section, the hybrid optimal control signals obtained in the design stage will be 

implemented, in real-time, on a standard rotary thermoforming machine simulator in open-loop 

and closed-loop settings, shown in Fig. 5.6 and Fig. 5.7, respectively. The simulator contains all 

the nonlinearities of the actual process, including the nonlinearities resulting from the infrared 

heating method (shown in (4), (5), and (7)) and the nonlinearities of the ceramic heaters 

(actuators), along with all the specific geometric configurations. The simulator is tested to be 

within 2°C accuracy of the actual thermoforming machine [4]. It should be noted that the 

temperature-varying curve of the specific heat capacity, shown in Fig. 5.2, is fully incorporated 

as the value of Cp is changing in real-time. 

The goal of this simulation is to determine whether the control signals, produced using 

the HOC algorithm, can meet the design requirements and solve the tracking problem of 

thermoforming heating phase under the presence of temperature varying material properties, in 

an open-loop setting (shown in Fig. 5.6). This would imply that the HOC algorithm has 

successfully taken the temperature-varying dynamics of the system, along with actuator 

nonlinearities and already mentioned constraints, into consideration. Moreover, successful 

implementation of the HOC algorithm in an open-loop setting would provide a proof of concept, 

showing that hybrid optimal algorithms can be applied to high-dimension, nonlinear, and 

parameter varying industrial processes. 

In this section, we also propose a new control structure, based on the HOC produced 

control inputs and using feedback control as shown in Fig. 5.7, to compensate for potential 

perturbations, such as uncertainty in the value of the specific heat capacity Cp. The new structure 

will be described later in detail while its robustness to perturbations will be examined.  

As stated before, the design criteria is for the surface measurement zones to track a 

uniform temperature profile of 150°C in 820 s. The results are demonstrated below. 
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5.6.1 Open-Loop HOC 

In the first part of the simulation phase, the control inputs obtained in Fig. 13(b) are 

applied to the simulation setup shown in Fig. 5.6. Fig. 14 (a) shows the resulting temperature 

response of the measurement zones along with the optimal trajectories produced by the HOC 

(also shown in Fig. 13(a)). It can be observed that the measurement zones are closely tracking 

the optimal trajectories, eventually reaching the desired 150°C temperature profile. In order to 

examine the tracking performance in a more precise manner, we show the difference between the 

optimal trajectories and the actual responses in Fig. 5.9, demonstrating that this difference never 

exceeds the ±10°C window. Fig. 5.9 also shows that the measurement zone temperatures have 

also accurately tracked the set-points of 90°C and 130°C at the end of each segment (switching 

points), validating the linearization of the model in the three already mentioned segments. 

Moreover, Fig. 5.14(b) shows the response of the heaters to the control inputs. Note that 

the heaters’ block contains all the nonlinear dynamics of the heaters, which was shown in Fig. 

5.4. Fig. 5.14(c) shows the difference between the optimal control inputs and the actual heaters’ 

temperatures during the entire cycle, demonstrating that the maximum percentage error does not 

exceed the 5% mark. This implies that the linearization of the heating and cooling rate-saturation 

limits for the three segments has successfully captured the nonlinear dynamics of the ceramic 

heaters since the actual heaters’ response is following the optimal control inputs with 95% 

accuracy. 

Therefore, it can be concluded that the control inputs obtained from the HOC algorithm 

solve the tracking problem of the thermoforming heating phase in the presence of temperature 

varying parameters. It should be noted that if we increase the number of linearized segments, we 

could achieve even more accuracy in our results since the system will be able to catch more of 

the nonlinear dynamics. However the tradeoff is that more segmentation results in a heavier 

computation load. 

5.6.2 Closed-Loop Hybrid Controller (CLHC) 

The specific heat capacity (Cp), which is a material property of plastic sheets, can be 

uncertain in terms of its indicated value. The material property specifications for certain types of 

plastic sheets (HDPE for example) provided by companies are often inaccurate and may lie 

within a 20% range of the specified values. Also, the same plastic materials produced by 

different companies are never perfectly identical because of various manufacturing factors, thus 
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having slightly different material properties [6]. This uncertainty could affect the model-based 

virtual sensors since the values of the material properties are used in the estimation of the surface 

temperature. Therefore, the robustness of the virtual sensors and the entire control system has to 

be investigated under a perturbation in material property values for an HDPE plastic sheet. In 

this chapter, we consider uncertainties affecting the specific heat capacity (Cp), since it is the 

temperature varying parameter. We start by adding the perturbation to the open-loop setup 

(shown in Fig. 5.6) in order to determine how much uncertainty could actually be problematic. 

The criterion used is in analyzing the robustness of the system is the final surface temperatures of 

the measurement zones. For a given percentage uncertainty, if the surface temperatures remain 

within a ±10°C window of the set-points, then we consider the system to be robust enough for 

that amount of uncertainty. Fig. 5.8(a) and 5.8(b) show the temperature response of the 

measurement zones, when the uncertainty of the specific heat capacity is set to be at +15% and 

+20% of its nominal variation curve (shown in Fig. 2), respectively. In fact, Fig. 5.8(a) shows 

that under +15% perturbation, the open-loop system containing only the HOC generated control 

inputs can still produce acceptable temperature responses, which are actually within the ±10°C 

range of the final set-point. This however is no longer the case for a +20% perturbation since the 

final surface temperatures are no longer within the ±10°C window of the 150°C set-point, as this 

can be observed in Fig. 5.8(b). 

Thus, in order to deal with larger uncertainties, we propose the closed-loop feedback 

structure shown in Fig. 5.7. Fig. 5.7 shows that the control inputs, which are being fed to the 

heaters, are based on the HOC generated control inputs. However, under the presence of 

perturbations, a feedback controller is also implemented, which will compensate the difference 

between the HOC generated optimal trajectories (applied as the reference inputs) and the actual 

real and virtual temperature measurements. The feedback controller could be of any simple type, 

and so P controllers are utilized in this chapter. The output of the feedback controller will then be 

added to the optimal control inputs to produce suboptimal control inputs, shown as, 

uH (t) = u*(t)+Cf (yout (t)− yref
* (t)) ,                                                  (26) 

where, uH (t)  represents the suboptimal control inputs, u*(t)  and are the optimal control inputs 

generated by the HOC algorithm, yref
* (t) = xr

*   ⎡⎣ xv
* ⎤⎦

T
 are the optimal state trajectories of surface 
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temperatures for the real ( xr
* ) and virtual ( xv

* ) measurement zones combined, Cf  is the feedback 

control block, and yout (t) = ys
*   ⎡⎣ ys1

* ⎤⎦
T

are the surface temperature outputs of the real ( ys
*  ) and 

virtual ( ys1
* ) measurement zones. 

It can be realized from (26) that if there is no uncertainty in Cp, the optimal control inputs 

are the only inputs practically applied to the heaters block. Since it was shown in the open-loop 

study that under no uncertainty yout (t)− yref
* (t)  is small throughout the cycle, the feedback 

controller will not produce significant control signals, as tracking is accurate enough. 

Also from (26), it is deduced that these suboptimal control inputs have two important 

advantageous characteristics: 1) they behave similarly to the optimal control inputs, and 2) they 

force the system to track the optimal temperature trajectories produced by the HOC algorithm. 

To show the effectiveness of the control setup shown in Fig. 5.7, the simulation is conducted 

incorporating +20% perturbation in the specific heat capacity. Fig. 5.15(a) shows that the surface 

temperatures are accurately tracking the optimal temperature trajectories as Fig. 5.10 

demonstrates that the deviation is not more than 6°C. Fig. 5.15(b) also shows the control input 

signals comprising the added optimal and feedback control inputs. Comparing Fig. 5.15(b) and 

Fig. 5.13(b), it can be observed that the shape and behavior of both sets of signals nearly 

coincide. This claim that the suboptimal control signal is not significantly different from the 

optimal control input is further validated in Fig. 5.15(c), as it is shown that the maximum 

percentage difference during the entire cycle is 15%, which signifies that the heaters are tracking 

the optimal control inputs with an 85% accuracy under +20% perturbation acting on the system. 

Therefore, it can be stated that in the presence of significant perturbations, the proposed CLHC 

setup can provide a robust option, while in addition to the temperatures of the measurement 

zones closely tracking the optimal trajectories, the heaters also track the optimal control inputs 

with a significant degree of accuracy. 
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Figure 5.6.  Open-loop block diagram containing the hybrid optimal control inputs 
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Figure 5.7.  Proposed CLHC block diagram, providing robustness against perturbations 

  
                                       (a)                                                                           (b) 

Figure 5.8.  Open-loop response of the real and virtual measurement zones using the HOC generated control inputs: 
(a) under 15% uncertainty in Cp. (b) under 20% uncertainty in Cp. 
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Figure 5.9.  Using the open-loop HOC setup: The Difference between the optimal temperature trajectories and the 
temperature response of the real and virtual measurement zones. The difference remains in the ±10°C bound. 

 
Figure 5.10.  Using the CLHC setup: The Difference between the optimal temperature trajectories and the 
temperature response of the real and virtual measurement zones. Maximum difference is 6°C and showing close 
tracking. 
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Figure 5.11.  Proposed flowchart of the HOC algorithm used to solve the thermoforming heating phase 

tracking problem 
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  (a) 

 
  (b) 

 
  (c) 

Figure 5.12.  Resulting from the HOC algorithm: (a) The Hamiltonian plot of the three segments. (b) The 
Langrangian of the Hamiltonian for the three segments. (c) Total cost minimization curve. 
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   (a) 

 
   (b) 

Figure 5.13.  Resulting from the HOC algorithm: (a) the optimal temperature trajectories of the 

measurement zones. (b) Optimal control inputs for the heaters. 
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   (a) 

 
   (b) 

 
   (c) 

Figure 5.14.  Simulating the HOC generated control inputs in open-loop: (a) The temperature response of the real 
and virtual measurement zones, closely tracking the optimal trajectories. (b) The response of the heaters to the HOC 
inputs. (c) The percentage error between the heaters’ response and HOC generated control inputs, which shows 95% 
accuracy. 
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   (a) 

 
   (b) 

 
   (c) 

Figure 5.15.  Under 20% uncertainty, simulating the HOC generated optimal temperature trajectories and control 
inputs using the proposed CLHC diagram: (a) The temperature response of the real and virtual measurement zones, 
closely tracking the optimal trajectories. (b) The response of the heaters. (c) The percentage error between the 
heaters’ response and HOC generated control input, showing 85% accuracy, which means that the heaters are 
behaving similarly to HOC generated control inputs. 
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5.7 Conclusion 
In this chapter, the parameter-varying heat transfer model of the heating phase was 

modeled in a hybrid optimal control framework. A constrained HMP-based HOC algorithm was 

presented to solve the large-scale, constrained, and parameter-varying temperature tracking 

problem, and to minimize the power consumption of the heaters in the process. The HOC 

algorithm resulted in optimal control inputs and state trajectories taking the nonlinear dynamics 

of the heaters into account, treating them as control box and path constraints. In this chapter, a 

CLHC block diagram was also proposed to provide robustness against perturbation. The HOC 

and CLHC were tested on an industrial thermoforming machine simulator, which included all the 

nonlinear dynamics, temperature-varying properties, and geometrical attributes of the 

thermoforming process. The performance, efficiency, and robustness of both of these methods 

were showcased as it was shown that the HOC and the CLHC successfully solve the temperature 

tracking problem of the heating phase.  

In the next chapter, a summary of this thesis is given, and potential future research 

avenues are discussed. 
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6 Conclusion 

6.1 Thesis Summary 
In this thesis, a number of problems have been addressed towards improving the 

accuracy, autonomy, productivity and cost-effectiveness of the thermoforming heating phase. In 

parallel, certain control and sensing algorithms have been developed, which have the potential to 

be applied to other thermal applications.  

In Chapter 2, MVBSs and virtual core-temperature observers were developed and 

combined in Fig. 2.5 to replace the closed-loop control block diagram of Fig. 1.1, used in 

previous thermoforming studies. It was shown that MBVSs introduce additional surface 

temperature measurement points in the feedback, leading to improved observability of the 

process since uneven and asymmetrical temperature profiles across plastic sheets can now be 

achieved in a cost-efficient way as the need for the use of extra IR sensors is eliminated. Core-

temperature observers are another significant addition to the updated closed-loop block diagram 

as they provide accurate temperature estimates of the center-plane of the sheet, which ultimately 

result in the core of the plastic sheet to also be within the forming temperature window by the 

end of the cycle. Consequently, the implementation of the core-temperature observers results in 

reduction of scrap rates.  

In Chapter 2, the updated control diagram (shown in Fig. 2.5) containing the MBVSs and 

the core-temperature observers was simulated on an industrial thermoforming machine simulator 

in order to assess the accuracy of the new estimation methods and to evaluate the performance 

and robustness of the overall system. The simulation study was conducted in two parts: 1) 

simulation under ordinary conditions and 2) simulation under 20% uncertainty in material 

properties. The simulation was conducted for zoned temperature (uneven temperature) ramp 

inputs, and measurements from the IR sensors, the MVBSs, and the core-temperature observers 

were presented. It was shown that under both cases of nominal and uncertain conditions, when 

compared to the responses of the IR sensors, the MVBSs and core-temperature observers provide 

accurate estimations of the temperature. It was also shown that zoned temperature tracking is 

achieved across and through the depth of the plastic sheet as the IR sensors, the MVBSs, and 

core-temperature observers all closely track the input references and remain within ±10°C of the 
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forming temperature. The robustness of the new control system (Fig. 2.5) was also shown as the 

IR sensors, the MVBSs, and the core-temperature observers all showed accurate tracking under 

20% perturbations of the material properties included in the virtual sensor and core-temperature 

blocks. 

Upon successful implementation of the MVBSs and core-temperature observers in the 

control system, the block diagram of the updated control system shown in Fig. 2.5 was used in 

the subsequent studies conducted in this thesis. 

In Chapter 3, the application of the Watanabe-modified Smith predictor technique to 

improve the heating cycle (tracking time) of the thermoforming heating phase was studied. The 

Smith predictor is an internal-model control technique designed to compensate for input delays 

in the system. The motivation behind implementing this particular control method was based on 

the observation that the temperature response of a plastic sheet was exhibiting an input delay 

type of behavior. The source of the input delay was found to be in the sluggish and nonlinear 

dynamics of the heaters, as well as other ambient factors affecting the heating process. 

In order to design the Watanabe-modified Smith predictor controllers for the heating 

phase, the heat transfer dynamics of the plastic measurement zones were modeled and 

represented using  “first-order-plus-time-delay” (FOPTD) dynamics, followed by the Direct 

Synthesis design approach. The Watanabe-modified Smith predictor controllers were then added 

to the new control block diagram developed in Chapter 2 (Fig. 2.5) and simulated on a industrial 

thermoforming machine simulator. The aim of the simulation study was to assess the 

performance and robustness of the proposed control technique while also comparing the 

performance and robustness against existing control methods (PI controllers). The simulation 

study was conducted for zoned temperature set-points in two parts: 1) simulation under ordinary 

conditions and 2) simulation under 30% uncertainty in material properties. Under nominal 

conditions, it was shown that the Smith predictor control technique improved the tracking 

performance (heating cycle) compared to the PI control method. In the second scenario, under 

30% uncertainty in the material properties, it was shown that the Smith predictor technique 

maintains robustness while additionally improving the tracking performance of the system, 

compared to the PI control method. 

In Chapter 4, the objective was to introduce an automation technique for the 

thermoforming of multilayered plastic sheets. As it has been described before, multilayer plastic 
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sheets are gaining popularity in thermoforming since higher quality products, which are more 

elegant and eye appealing, can be produced. The vehicular, construction, and sanitary 

components seen today are all made of multilayer plastic sheets. Multilayer plastic sheets, 

however, are difficult to form as each layer of these sheets consists of a different rheological 

property and a designated forming temperature.  

In Chapter 4, a practical model of the heating phase of multilayer plastic sheets was 

presented. This model can easily be linearized and used in various control schemes. More 

importantly, this model is a generalized model in the sense that it can account for any number or 

combination of plastic materials in a multilayer sheet. A discrete-time model predictive 

controller (DTMPC) was then proposed to solve the temperature tracking problem of multilayer 

plastic sheets in thermoforming, for the first time. The DTMPC method took into account the 

heat transfer model of all the layers along with the actuator nonlinearities associated with the 

heaters to successfully address the tracking problem for all the different layers within the 

multilayer plastic sheet. The control setup, presented in Chapter 2 (Fig. 2.5), containing the 

DTMPC method was simulated on an industrial thermoforming machine simulator, where it was 

shown that the proposed method provides superior tracking performance as well as lower energy 

consumption compared to classical control methods. 

In Chapter 5, the heat transfer model of the heating phase in thermoforming, presented in 

[34] and [42] was revisited. Certain material properties incorporated in these models were found 

to be dependent on the temperature of the polymer. As studies suggest in [37] and [57], 

variations in some of these properties during the heating cycle is substantial. The specific heat 

capacity (Cp) is one of these material properties that varies up to nine times its initial value as the 

temperature of the plastic sheet is increasing. Therefore, as the studies in [57], [34] and [37] 

suggest, these temperature variations have to be incorporated in the heat transfer model of plastic 

sheets. 

In Chapter 5, the parameter-varying heat transfer equations of the heating phase were 

modeled in a hybrid optimal control framework. A constrained Hybrid Minimum Principle 

(HMP) based hybrid optimal control (HOC) algorithm was presented in this chapter to solve the 

large-scale, constrained, and parameter-varying problem of temperature tracking, while 

minimizing the power consumption of the heaters in the process. The HOC algorithm produced 

the optimal control inputs and state trajectories taking the nonlinear dynamics of the heaters, in 
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the form of saturation and rate saturation limits, into account and treating these dynamics as 

control box and path constraints. In this chapter, a closed-loop hybrid control (CLHC) block 

diagram was also proposed to provide robustness against perturbation. The HOC and CLHC 

were subsequently tested on an industrial thermoforming machine simulator, which included all 

the nonlinear dynamics, temperature-varying properties, and geometrical attributes of the 

thermoforming process. The performance, efficiency, and robustness of both of these methods 

were showcased as it was shown that the HOC and the CLHC successfully solve the temperature 

tracking problem of the heating phase. Using the simulation study, it was also highlighted that 

the CLHC produces optimal control signals as long as the process is not overly perturbed, but 

even at the point where the perturbation percentage is high, the temperature response is forced to 

closely track the optimal trajectories produced by the HOC algorithm while the generated control 

inputs exhibit a similar pattern to the optimal control inputs. 

Finally, successful implementation of the proposed HOC algorithm was a poof of concept 

to show that HMP-based hybrid optimal controllers can actually be implemented on complex 

industrial processes, which are large-scaled, comprise nonlinear constraints, and include 

parameter variations. 

6.2 Future Research 
Some of the areas, which can be subjects of future research in thermoforming and other 

related thermal processes, are briefly discussed in this section. 

6.2.1 Inclusion of the Sag Effect in the Heat Transfer Model 

As it was briefly alluded to in Chapter 1, in the heating phase, the plastic sheet starts to 

sag as its temperature nears the forming window. The sag affects the heat transfer model of the 

bottom surface layer of the plastic sheet and the infrared heat transmission through the interior 

layers, as the distance between the sheet and bottom heaters decreases. The reduction of distance 

between the bottom heaters and the sheet affects the values of the view factors, as the vertical 

distance between the sheet and the heaters plays an important role in determining the view 

factors (as defined in [42]), thus changing the dynamics of heat transfer model. Therefore, the 

 
QRBn

 term in equation (3), presented in Chapter 5, will be a variable parameter since the view 

factors Fnj , used to determine QRBn , will all be dependent on the sag effect. 
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This effect is yet to be incorporated and accounted for in the heat transfer model of the 

plastic sheet. One of the possible approaches to model this effect would be to consider the 

distance between the plastic sheet and the heaters below the sheet as a temperature-varying 

parameter so that as the temperature of the sheet increases, the distance between the plastic sheet 

and the heaters below decreases. This would model the sag effect dynamics of the heating phase 

on the plastic sheet.  

In addition to the inclusion of the sag dynamics, a control method needs to be developed 

for the heating phase in the presence of the sag dynamics. A control scheme, similar to the HOC 

algorithm presented in Chapter 5, a model predictive controller, or a robust LPV control 

algorithm could then be developed to solve the temperature tracking problem of the heating 

phase, in the presence of the sag dynamics. 

6.2.2 Future Research on Temperature-Dependent Material Properties 

  In Chapter 5, temperature control of the plastic sheet in the presence of temperature-

dependent material properties was addressed. In this study, only the specific heat capacity (Cp), 

which was the most dominant temperature-dependent material property in terms of its variation 

range, was considered as a temperature-varying parameter. 

For future work, it is suggested to incorporate all temperature-dependent parameters, as it 

has been investigated in [36] and [37], in the heating phase model and to subsequently develop a 

hybrid optimal control algorithm or other possibly applicable control schemes to solve the new 

temperature tracking problem. 

It is also suggested to solve the temperature tracking problem in the presence of 

temperature-dependent parameters for multilayer plastic sheets. Every layer of the multilayer 

sheet will have its own set of temperature-dependent material properties, and the control 

algorithm has to consider all the layers’ varying properties. 

Zoned temperature tracking is also highly desirable in order to show that complex-shaped 

plastic products can be successfully formed. 

Most importantly, in future avenues of research, virtual core-temperature observers have 

to be developed, similar to the ones developed in Chapter 2, for the parameter-varying model of 

the heating phase. Ultimately, a closed-loop block diagram, similar to the one shown in Fig. 2.5, 

needs to be developed in order to form a comprehensive observer-based system, which contains 

accurate model-based virtual sensors and core-temperature observers. 
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6.2.3 Cycle-to-Cycle Control 

The ideas presented in this thesis mainly address the in-cycle temperature control in 

thermoforming. As it was briefly described in Chapter 2, extensive research has also been 

conducted with regards to the cycle-to-cycle control problem in thermoforming (see [42] and 

[43]). 

An interesting problem to consider would be to design a cycle-to-cycle controller using 

terminal iterative learning control algorithms (TILC) or robust TILC, based on the ideas 

presented in [42] and [43], for the heating phase model containing the temperature-dependent 

parameters. This can further improve the productivity and throughput of the thermoforming 

process. 

6.2.4 Thermoplastic Composite Thermoforming and Welding Processes 

The thermoplastic composite market is fast growing, thanks to the increased usage of 

these products in the fields of transportation (automotive and aerospace) and construction [112]. 

Different methods of producing thermoplastic composite parts have been studied in the literature, 

including, thermoforming and welding. In [113] and [114], the heat transfer modeling of 

thermoplastic composite welding has been discussed and several optimization approaches have 

been suggested. In [115], optimal thermoforming of large thermoplastic composite parts has been 

studied. Based on the above studies, it has been observed that the heat transfer modeling of these 

manufacturing processes resembles the characteristics of the plastic thermoforming process. 

Therefore, a potential way to improve the productivity and efficiency of thermoplastic 

composite manufacturing processes is to apply and tailor the control schemes and estimation 

methods developed in this thesis. This could be a new research direction in the field of 

thermoplastic composite manufacturing.  
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Appendix A The Industrial Thermoforming Machine Simulator 
In this Appendix, we describe the thermoforming simulator used to evaluate the 

performance of the methods and algorithms presented in this thesis. 

We would like to first acknowledge the efforts of the former students, working in the 

thermoforming research group at McGill University, for the initial development of the 

MATLAB/Simulink® simulator. These esteemed colleagues are: Ben Moore, Mark Ajersch, 

Guy Gauthier, Alexandre Boyer, Gino Lalli, and many other researchers who have immensely 

contributed to the advancement of this line of research.  

The simulator initially developed for the thermoforming project was representative of a 

AAA thermoforming machine, which consisted of a total of 12 heaters (6 on top and 6 below the 

plastic sheet) and incorporated between 4 to 7 IR sensors depending on the type of study, as 

shown in [31], [34], [42]. 

The simulator was based on the heat transfer models presented in equations (1), (2), (3), 

(4), (5) presented in Chapter 2 of this thesis. The material properties of the plastic sheet, namely 

the density of the plastic sheet ρ , the specific heat capacity of the sheet 
 
Cp

, the thermal 

conduction  k , the emissivity  
εeff , and the convection coefficient  h  were all kept constant 

during the simulation, where in fact these values are temperature dependent. In order to 

compensate for the temperature variation of these material properties and to make sure that the 

heat transfer model of the plastic sheet accurately mimics the actual process, the values of the 

material properties had to be carefully tuned, which are within the variation range of these 

parameters. In [34], Ajersch conducted an experimental study, as the operating temperature 

range for the heaters was set from 280°C to 420°C, and reported a set of parameter tunings, 

which resulted in 2% accuracy comparing the model’s sheet temperature response with actual 

experimental ones.  

With regards to the heaters, which are indeed the actuators of this process, the AAA 

machine uses ceramic heaters as described in [34]. Moore modeled the dynamics of the heaters 

in [31] using a second-order model while Ajersch presented an experimental graph showcasing 

the heating and cooling rate dynamics of the heaters [34]. The heating rate was achieved by 
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setting the power of heater to 100% while the cooling rate was attained by completely shutting 

off the heater. 

Therefore, the simulator was built based on the heat transfer equations, the set of tunings 

presented by Ajersch, and the experimental heating and cooling rates models representing the 

dynamics of the heaters. This type of simulator was successfully utilized by Gauthier in [42] to 

verify the functionality and performance of the cycle-to-cycle controller developed for 

thermoforming.  

For our simulation study, we have expanded the simulator to represent a Brown rotary 

thermoforming machine. The Brown rotary machine is on the industrial scale because of its size, 

the number of heaters, and the sheet size dimensions. This simulator contains 108 heaters (54 

placed on top and 54 placed on the bottom), uses ceramic heaters, and can fit plastic sheets with 

dimensions of up to 1.5mX2m. 

This simulator consists of 20 IR (infrared) sensors (10 on top and 10 on the bottom) and 

24 model-based virtual sensors (12 on top and 12 on the bottom), which were presented in 

Chapter 2. The configuration of the heaters, the IR, and the virtual sensors is showcased in Fig. 

2.7, in which the 2D position grid of the IR sensors and the virtual sensors relative to the heaters 

is presented. The vertical distance between the top and bottom heaters and the plastic sheet is 

considered as 20 cm on each side. 

In the next section we present the schematic of the simulator and will provide 

descriptions of different blocks. 

A.1 The Thermoforming Simulator Blocks 
In this section, we present the schematic of the industrial simulator. The general 

schematic of this simulator is based on the block diagram of the closed-loop control system 

presented in Fig. 2.5. Fig. A.1 shows the block schematic, originally showcased in Fig. 2.5, 

implemented in Simulink®. In Fig. A.1, the controller block is a discrete time model predictive 

controller (DTMPC) although this block is replaced in each chapter by the particular controller in 

study. The Simulator consists of various blocks which are listed below: 

1. The “HEATERS” block: shown in red and contains the nonlinear dynamics of the 

heaters. The nonlinear dynamics of the heaters are: 1) the saturation limits, presented 

by equation (21) in Chapter 5, and 2) the heating and cooling rate saturation limits, 

presented by equation (23) in Chapter 5. 
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2. The top and bottom “Ambient Air Blocks”: shown in orange, representing the heat 

transfer dynamics of the ambient air, presented by equations (8) and (9)  in Chapter 4. 

3. The “Heating Phase Model”: shown in dark blue, representing the heating phase 

model of the measurement zones, which are created by the presence of IR sensors.  

a. In Chapter 2, the heating phase model is derived from equations (1), (2), (3), 

(4), and (5), defined in Chapter 2. 

b. In Chapter 3, the heating phase model is derived from equations (1), (2), (3), 

(4), and (5), defined in Chapter 2. 

c. In Chapter 4, the heating phase model is derived from equations (1), (3), (4), 

(5), and (6), defined in Chapter 4. 

d. In Chapter 5, the heating phase model is derived from equations (5), (6), and 

(7), defined in Chapter 5. 

It should be noted that the nonlinearities and the absorption coefficients 

associated with the radiation term are incorporated in the “Heating Phase Model” 

block. 

4. The “Virtual Heating Phase Model”: shown in light blue, representing the heating 

phase model of the measurement zones, which are created by the presence of virtual 

model-based sensors, presented in Chapter 2. The heat transfer models are 

incorporated in a similar fashion as stated in the “Heating Phase Model” block. 

5. The “Luenberger” and “virtual Luenberger observer” blocks: shown in pink, 

representing the virtual core-temperature observer presented in Chapter 2.  

6. The “feedback” block: shown in green, collecting the feedback data required by the 

controller. In the case of DTMPC, all states of the system need to be fed back (as 

discussed in Chapter 4). For the case of PI, Smith predictor, and hybrid optimal 

controllers, only the surface temperature measurements of IR and virtual sensors need 

to be fed back. 

7. The “controller” block: shown in cyan blue. As mentioned before this block changes 

in every chapter. Different controller blocks will be discussed in subsequent sections. 

In the following figures, we extensively uncover the schematic each of the block 

diagrams shown in Fig. A.1.  
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Figure A.1.  The General Simulator Schematic 

 

A.1.1 The Heaters Block 

Fig. A.2 shows the contents of the “Heaters” block. As it can be seen, a saturation block 

is initially placed to account for the saturation dynamics defined in (21) in Chapter 5, followed 

by the two green and purple blocks, which are placed to model the heating and cooling rate 

saturation limits for each of the 108 heaters. As mentioned before, the equations for the heating 

and cooling rates are presented in (23) of Chapter 5. The green block takes the derivative of 

heaters’ temperatures and feeds them to the purple block. The purple block is shown in detail in 

Fig. A.3, for each heater, as the heating and cooling saturation rates are implemented. 
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Figure A.2.  The Heaters Block 

 
Figure A.3.  Heating and Cooling rate saturation blocks 
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A.1.2 The Heating Phase Model Block 

Fig. A.4 shows the contents inside the “Heating Phase Model” Block, and it can be 

observed that each measurement zone has its own block. Fig. A.5 and Fig. A.6 show the blocks 

inside each measurement zone block, where it is demonstrated that the measurement zone is 

being vertically divided into five different layers in order to achieve more accurate 

measurements through the depth of the plastic sheet.  

 

 

 
Figure A.4.  The block of the heating phase model 
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Figure A.5.  The heat transfer model block for every measurement zone divided in five fictitious layers 

 
Figure A.6.  The heat transfer model block for every measurement zone divided in fictitious layers (continued) 
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Fig. A.7, Fig. A.8, Fig. A.9, Fig. A.10, and Fig. A.11 show the contents inside of each 

measurement zone block. These figures implement the heat transfer models presented in each 

chapter as previously discussed. Fig. A.5, Fig. A.6, Fig. A.7, Fig. A.8, and Fig. A.9 show the 

radiation transmission coefficients being included in each of the layer blocks, as well as the 

nonlinearities associated with the radiation terms. 

The “Virtual Heating Phase Model” block also has the same structure as the “Heating 

Phase Model” block although the difference is that the placement of virtual sensors is different 

than the placement of IR sensors. 

 

 
Figure A.7.  The heat transfer model of the first layer 
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Figure A.8.  The heat transfer model of the second layer 

 

 
Figure A.9.  The heat transfer model of the third layer 
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Figure A.10.  The heat transfer model of the fourth layer 

 

 
Figure A.11.  The heat transfer model of the fifth layer 
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A.1.3 The Ambient Air Blocks 

Fig. A.12 shows the contents of the “Ambient Air” blocks. This Figure exactly 

demonstrates the ambient air heat equation model presented in equations (8) and (9), which was 

presented in Chapter 4. It should be mentioned that this model contains the nonlinear radiation 

terms, presented in equations (8) and (9), in the Top_Q1 block (shown in Fig. A.12). 

 
Figure A.12.  Inside the ambient air block 

 

A.1.4 Luenberger Observer Blocks 

Fig. A.13 shows the contents of one of the “Luenberger Observer” blocks as the 

“Luenberger Observer Virtual” is shown here. The Luenberger observers are described in detail 

in Chapter 2. The feedback of the virtual observer block is produced by subtracting the 

temperature estimates generated by the virtual heating phase model from the observer outputs 

generated by the “Luenberger Observer Virtual” block. 

With regards to the “Luenberger observer”, the feedback is produced by subtracting the 

temperatures generated by the heating phase model from the observer outputs generated by the 

“Luenberger Observer” block. 
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Figure A.13.  Inside the observers block 

 

A.2 Chapter 2 Simulator Blocks 

In this section, we showcase the PI controller block, utilized in Chapter 2 to provide 

temperature tracking for the plastic sheet. The overall setup will maintain its general structure as 

shown in Fig. A.1, but the controller block is now replaced with PI controllers and a coupling 

matrix. The modified setup is shown in Fig. A.14 as the PI controller block is shown in pink.  

Fig. A.15 shows the contents inside the “PI controllers” block. This Simulink® setup is 

extensively discussed in Chapter 2 as Fig. 2.2 explains the methodology. Essentially for each IR 

or virtual measurement zone, a PI controller is assigned to take the error between the feedback 

measurement and the input reference in order to produce a control effort for the same zone. 

These zone control signals are then converted into heater temperature set-points via a coupling 

matrix (shown in Fig. 2.2). The coupling matrix is made of view factor elements, which 

determine the fractions of the radiant energy exchanged between each of the heaters and the 

particular measurement zone on the plastic sheet. The view factors are discussed in Chapter 2, 

and the reader can also refer to [42] for a more extensive elaboration on the view factors. Finally, 
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in Fig. A.15, an anti windup feedback is also realized in order to improve the stability and 

performance of the PI controllers. 

The contents inside the “PID Controllers” and “PID Controllers V” block are shown in 

Fig. A.16, as it is displayed that a distinct PI controller is designated for each of the real and 

virtual measurement zones. Therefore, there exist a total of 20 PI controllers for the IR 

measurement zones, as well as a total of 24 PI controllers for the virtual measurement zones.  

 

 
Figure A.14.  The simulator in the presence of PI controllers 
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Figure A.15.  Inside the PI control block 

 

 
Figure A.16.  The PI controllers blocks designated for each measurement zone 
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A.3 Chapter 3 Simulator Blocks 

In this section, we present the Simulink® implementation of the Watanabe-modified 

Smith predictor scheme, implemented in Chapter 3. The simulation structure and the controller 

block are similar to the structures shown in Fig. A.14 and Fig, A.15. However, the contents 

inside the “PID Controllers” block and the “PID Controllers V” are different as the Watanabe-

modified Smith predictor controllers replace the PI controllers. Fig. A.17 shows these Smith 

predictor controllers, designed for each measurement zone, while Fig. A.18 shows the contents 

inside each of the Smith predictor controller blocks. 

The concept behind the simulation schematic shown in Fig. A.18 is extensively covered 

in Chapter 3. Fig. 3.2 provides an adequate explanation as to how this setup works, and the rest 

of the chapter discusses the design process for this control scheme. It should be noted that in Fig. 

A.18, the D term in the PID controller block is set to zero. 

 

 
Figure A.17.  The Smith predictor setup along with PI controllers designed for each measurement zone 
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Figure A.18.  Inside the block of each Smith predictor scheme 

 

A.4 Chapter 4 Simulator Blocks 

In this section, we present the Simulink® implementation of the discrete time model 

predictive controller (DTMPC), discussed in Chapter 4. The cyan blue block represents the 

DTMPC algorithm, which is coded in MATLAB and is applied to Simulink® in real-time via the 

“Discrete Time Model Predictive Controller” block. 

 

 
Figure A.19.  The simulator in the presence of the discrete time model predictive controller 
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A.5 Chapter 5 Simulator Blocks 
In this section, the hybrid optimal control simulation setup, studied in Chapter 5, is 

discussed. In Chapter 5, we conduct simulation studies for two different control schemes: 1) 

open-loop hybrid optimal control, for which the block diagram is shown in Fig. 5.6, and 2) 

closed-loop hybrid control, for which the block diagram is shown in Fig. 5.7.  

The simulation blocks are similar to the ones discussed in section A1, with the exception 

that in the “Heating Phase Model” and “Virtual Heating Phase Model” blocks, the specific heat 

capacity Cp varies in real-time according to the sheet temperature in each measurement zone. 

Thus, the heat transfer equations used in these blocks are presented in equations (5), (6), and (7) 

in Chapter 5. The variation curve chosen for Cp is shown in Fig. 5.2 (shown in Chapter 5). 

Also, in Chapter 5, we consider the thermoforming machine to be of a smaller size, 

consisting of 36 heaters (18 on top and 18 on the bottom), while considering six IR sensors (three 

on top and three on the bottom) and six virtual sensors (three on top and three on the bottom). the 

2D position grid of the IR sensors and the virtual sensors relative to the heaters is shown in Fig. 

5.5, and the vertical distance between the top and bottom heaters and the plastic sheet is 

considered as 20 cm on each side. The simulator is designed to fit sheets with dimensions of up 

to 1.5mX0.9m. In this chapter, a smaller simulator was used because the execution and the 

convergence of the hybrid design algorithm could become time consuming using a personal 

computer. Therefore, in order to expedite the design process, we used a reduced-sized model to 

get admissible results in a faster time. 

In the simulator schematic, both control schemes are implemented in one setup as shown 

in Fig. A.20. Observing Fig. A.20, the cyan blue blocks are respectively the optimal control 

signals and the optimal trajectories generated by the hybrid optimal control algorithm. The 

switch implemented before the “Heaters” block is set to switch between the open-loop scheme 

(shown in Fig. 5.6) and the closed-loop scheme (shown in Fig. 5.7). The green block represents 

the feedback controller used in the closed-loop scheme (presented in Fig. 5.7). If the closed-loop 

scheme is in effect, the controller output will be the superposition of the hybrid optimal control 

signals and the control signal generated by the feedback controller. On the other hand, if the 

open-loop scheme is acting on the system, only the hybrid optimal control signals are applied to 

the heaters, and thus there is no feedback in the setup. 
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Figure A.20.  The simulator in the presence of the hybrid optimal and feedback controllers 

 

A.6 Table of Material Properties 
In this section, we present the table of tuned material properties for the black HDPE sheet used in 

Chapters 2, 3, and 5, as well as the table of tuned material properties for the transparent (non-

opaque) Acrylic and ABS plastics that form the multilayer sheet, as presented in Chapter 4. 

These values are obtained from [116] and from the tunings presented by Ajersch in [34].  

 
Table A-1 Table of tuned material properties for HDPE  

Material Properties Units Values 

Density kg/m3. 950 

Specific Heat Capacity J/(kg.K) 1838 (varying in Chapter 5) 

Effective Emissivity  0.45 

Average absorptivity  300 

Conduction Coefficient W/(m.K) 0.4 

Convection Coefficient W/(m2.K) 6 
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Table A-2  Table of tuned material properties for Acrylic 

Material Properties Units Values 

Density kg/m3. 1185 

Specific Heat Capacity J/(kg.K) 1500 

Effective Emissivity  0.45 

Average absorptivity  300 

Conduction Coefficient W/(m.K) 0.21 

Convection Coefficient W/(m2.K) 6 

 

 
Table A-3  Table of tuned material properties for ABS 

Material Properties Units Values 

Density kg/m3. 1057 

Specific Heat Capacity J/(kg.K) 1200 

Effective Emissivity  0.45 

Average absorptivity  300 

Conduction Coefficient W/(m.K) 0.17 

Convection Coefficient W/(m2.K) 6 

 

A.7 Simulator Discussion 
As it was elaborated before, for most of the thesis, the values for the material properties 

are tuned so that the simulator can mimic the actual process. Also, as it was previously 

mentioned, in the case of the HDPE sheet, Ajersch introduced tunings in [34], which resulted in 

±2% percent error between the simulation and experiment results for heaters varying in the range 

of 280°C to 420°C. In case the heaters temperatures go above the specified range, the error could 

be higher. In terms of the validation of the simulator, we used the tunings presented by Ajersch 

in [34] and adjusted the controller gains (whenever possible) so that the heaters did not exceed 

the 420°C upper limit, as the goal was to maintain a ±2% error between the simulation and the 

actual process. However, there may have been instances when this range has been violated. 

 Therefore, one of the potential shortcomings of the simulator could be that the material 

properties are tuned and not treated as temperature dependent. However, the tracking results 
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obtained in all the chapters of this thesis are precise enough that in case we have larger errors 

between the model and the actual process, the temperature responses may still fall within the 

±10°C forming window, and so proper forming could still occur.  

More importantly, the methodologies and algorithms developed in this thesis are not 

affected if the heat transfer model of the plastic sheet contains variable material properties. Here 

we discuss the validity of each method if in the simulator setup, the model with variable material 

properties replaces the current model. 

In Chapter 2, the proposed virtual model-based sensors would still provide accurate 

estimations since there are no limitations in implementing a model with varying material 

properties in the virtual sensor algorithm. This is also showcased in the simulation study as a 

20% perturbation is acting on the system, yet the virtual sensors are unfazed by these 

perturbations. 

In Chapter 3, the proposed Watanabe-modified Smith predictor scheme would still provide 

accurate tracking since the heating phase model containing varying material properties would 

still manifest first-order dynamics as shown by Khan et al. in [37]. Moreover, in the simulation 

study, we have applied a 30% perturbation to the system, and the results are again unaffected by 

these perturbations. 

In Chapter 4, as it can be observed from Fig. 4.8(b), the heaters are operating within the 

range of 100°C to 310°C as the proposed discrete time model predictive controller (DTMPC) 

does not allow the heaters’ temperatures to go to high values due to the prediction and control 

horizons, the incorporation of the heaters dynamics, and the inclusion of control output 

minimizing terms in the cost function in (25). Also, the rw gain in equation (23) of Chapter 4 can 

be always systematically adjusted so that for all types of plastic sheets, the heaters temperatures 

do not exceed the 420°C limit. This will allow the DTMPC algorithm to be admissible in an 

actual experimental setting. As it was discussed in Chapter 6, in case the need to deal with a heat 

transfer model with variable material properties arises, the DTMPC could be replaced by a 

nonlinear model predictive controller, which contains similar characteristics to the DTMPC. This 

could be investigated as future research avenue. 

Nevertheless in [37], Khan et al. suggest an error of approximately 5°C between a sheet 

temperature varying model and a model with constant material properties, for the heater 

temperature range of 280°C to 320°C, and larger errors outside of this window. This is why we 
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have started the process of developing controllers for models with temperature varying material 

properties, as this was studied in Chapter 5 for a temperature-varying specific heat capacity  
Cp , 

which varies the most amongst all the material properties. As it was shown in Chapter 5 through 

the simulation study, where the real-time variations of  
Cp  are implemented in the simulator, the 

hybrid optimal controller provides precise temperature tracking for the temperature varying heat 

transfer model. In fact, the hybrid optimal controller has the potential to account for the 

dynamics of all the temperature varying material properties, such as the density ρ  and the 

thermal conductivity  k , and is ultimately able to produce control signals to provide accurate 

temperature tracking. As a future avenue of research, we will design the hybrid controller for the 

full temperature varying model, presented by Thomson et al. in [36] and by Khan et al. in [37], 

to conclude the control design investigations. 

In summary, the simulator is comprehensive in terms of accounting for the nonlinearities 

associated with the heaters’ dynamics and the radiation terms, as well as accounting for radiation 

absorption coefficients through the layers of the plastic sheet. In terms of the material properties, 

with the proper set of tunings, the simulator could mimic the actual process with a ±2% error for 

a certain range of heaters, but there may have been instances where this range has been violated. 

However, as it was described in detail, this does not affect the validity of the methodologies and 

algorithms proposed in this thesis, and the legitimacy of the methods proposed in this thesis 

remains intact. 




