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Abstract

Predicting the conjugate heat transfer and fluid flow behavior in porous media is still a

challenging research area in many applications due to the complex nature of the flow. This

thesis is divided into three topics. The first two topics focus on the numerical modeling of

conjugate porous media in the mine ventilation network and geothermal heat exchanger

settings. The third topic solves the expensive computational cost of the previous topics

by developing a reduced-order semi conjugate heat transfer model for a double-pipe heat

exchanger.

In the first part of the thesis, conjugate porous media in mine ventilation network is

discussed. The porous media is formed as a broken rock structure which is created due

to the mining operations (e.g., blasting and hauling). In this thesis, a novel friction factor

correlation which describes the effect of porous zone in the model is integrated into the

mine ventilation network software which solves a one-dimensional model. The correla-

tion accuracy is verified with three-dimensional computational fluid dynamic models.

In the second part of the thesis, conjugate porous media is applied to enhance the

heat transfer performance of the closed-loop double-pipe geothermal heat exchanger. The

porous zone was created at the bottom of the well with the hydraulic fracturing process,

and fractal theory is implemented to emulate the tree-like porous structure. The results

suggest that this novel geothermal heat exchanger design improves the heat extraction

rate by 90%, which indicates the potential of the implementation of this design.

Both conjugate porous media applications in mine ventilation networks and geother-

mal heat exchangers are numerically investigated based on conservation equations of
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mass, momentum, and energy in a three-dimensional (3D) model and two-dimensional

(2D) axisymmetric model, respectively. However, numerical modeling of these systems

could be computationally expensive due to its typical large domains and long operational

time. Therefore, in the third part of the thesis, a novel computationally efficient one-plus-

one-dimensional (1+1D) semi-conjugate heat transfer model is proposed. The proposed

model solves the transient conservation equation of energy in radial coordinate coupled

with the space marching algorithm to save computational time and cost. Lastly, ther-

mal superposition theory is also implemented to expand the single borehole model into

double boreholes and 3-by-3 boreholes.
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Abrégé

L’action de prédire le transfert thermique conjugué et le comportement d’écoulement

de fluide dans des milieux poreux est encore un domaine de recherche difficile dans

plusieurs applications à cause du caractère complexe de l’écoulement. Cette thèse est

donc divisée en trois sujets. Les deux premiers porteront sur la modélisation numérique

de milieux poreux conjugués dans un réseau de ventilation de la mine et dans un domaine

d’échangeur de chaleur géothermique. Le troisième sujet résoudra le coût énorme des

calculs de deux sujets précédents en développant des modèles approximatifs du transfert

thermique demi-conjugué aux tuyaux doubles.

Dans la première partie de cette thèse, on discutera les milieux poreux conjugués dans

un réseau de ventilation de la mine. Le milieu poreux est formé de la destruction d’une

structure rocheuse qui a été créée par l’exploitation minière (ex : le dynamitage et le

creusement). Au cours de cette thèse, une corrélation du coefficient de frottement nou-

velle, qui décrit l’effet de la zone poreuse dans le modèle, est intégrée dans le logiciel du

réseau de ventilation de la mine et ceci résout le modèle à une dimension. La précision

de la corrélation est vérifiée avec la modélisation de la dynamique des fluides computa-

tionnelles à trois dimensions.

Dans la deuxième partie, des milieux poreux conjugués est appliqués pour optimiser

la performance du transfert thermique de l’échangeur de chaleur géothermique aux tu-

yaux doubles et circuit fermé. La zone poreuse est créée au fond du puits avec la méthode

de la fracturation hydraulique, et la théorie fractale est appliquée pour imiter la structure

poreuse et arborescente. Les résultats indiquent que la conception de ce nouveau modèle
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de l’échangeur de chaleur géothermique améliore le taux de l’extraction de chaleur par

90%. Ceux-ci dénotent le potentiel de la réalisation de cette conception.

Les deux applications de milieux poreux conjugués, dans le contexte d’un réseau de

ventilation de la mine et d’échangeur de chaleur géothermique, sont évalués numérique-

ment basés sur l’équation de la conservation de masse, de la quantité de mouvement, et

de l’énergie dans un modèle de trois dimensions et un modèle axisymétrique de deux

dimensions, respectivement. Par contre, la modélisation numérique de ces systèmes peut

être coûteuse en ressources informatiques à cause de leurs larges domaines et de longues

durées opérationnelles. Donc, dans la troisième partie de cette thèse, on a proposé un

nouveau modèle de transfert thermique demi-conjugué et 1+1D qui est efficace sur le

plan des calculs. Ce modèle proposé résout l’équation de la conservation de l’énergie

transitoire dans la coordonnée radiale, ainsi qu’avec l’algorithme de marches-espaces et

en utilisant une correction thermique dans le sens axial, pour réduire le coût et temps

de calcul. Pour finir, la théorie de la superposition thermique a été aussi appliquée pour

élargir le modèle de forage seul à un forage double et 3-par-3.
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the concept, involved in the data analysis and provided scientific guidance throughout

the article in Chapter 3. Ahmad F. Zueter and Minghan Xu (McGill University) helped

extensively with the numerical and analytical works in Chapter 4 and 5. Prof. Ferri Has-

sani (McGill University), Dr. Jundika Kurnia (Universiti Teknologi PETRONAS), Prof.

Ali Madiseh (University of British Columbia), and Prof. Sebastian Poncet (Université de
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1.1 Background and motivation

In engineering practice, porous media configuration is frequently formed, whether natu-

rally or artificially. This configuration affects the fluid flow process and the heat transfer

mechanism within the system. If these effects are well-studied, we can utilize the porous

media configuration for our benefit. Therefore, this thesis presents the computational

fluid dynamics studies of the application of conjugate porous media in an engineering

context: mine ventilation network (MVN) and geothermal heat exchanger (GHE) sys-

tems.

Meanwhile, the requirement of substantial computational time in developing the nu-

merical 2D or 3D models remains a problem due to its complexity of the structure, huge

computational domain, and long operational time. Thus, it is important to propose a

computationally efficient numerical model.

1.2 Objectives

The general objective of this thesis is to study the numerical model of heat transfer and

fluid flow, especially in the conjugate porous media model. The specific objectives of this

thesis are divided into three main topics, which are discussed separately in Chapters 3, 4,

and 5, which are:

• Evaluate a novel friction factor correlation for flow through porous media to be used

in one-dimensional simulation by verifying the results with a three-dimensional

computational fluid dynamic model.

• Study the effect of conjugate porous media in enhancing the performance of a novel

double-pipe geothermal heat exchanger with a fractured zone at the bottom of the

well.
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• Develop a reduced-order one-plus-one-dimensional model for a geothermal heat

exchanger using a space marching algorithm. Later, implement a thermal superpo-

sition theory to extend the model into multiple boreholes further.

1.3 Thesis outline

This thesis is structured as a manuscript-based master thesis and is organized into the

following chapters. Chapter 1 briefly discuss the introduction and summarizes the back-

ground and objectives of the research. Chapter 2 provides a literature review in the appli-

cation of conjugate porous media in the mine ventilation and geothermal heat exchanger

system. The numerical method is also discussed. Chapter 3 presents the conjugate porous

media model in the mine ventilation. This model, then, is integrated into popular mine

ventilation network software as a friction factor correlation. Chapter 4 comprises the ap-

plied conjugate porous media to improve the thermal performance of the geothermal heat

exchanger. The sensitivity analysis is done to understand the effect of different configu-

rations in the fractured zone. Chapter 5 presents a reduced-order numerical model to be

implemented in the geothermal heat exchanger system. Then, the model is extended us-

ing the thermal superposition concept from one borehole into multiple boreholes. Finally,

the last chapter provides the conclusion of the work and offers suggestions for future

works.
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2.1 Introduction

The overall purpose of this section is to give the reader context on the thesis structure,

from discussing numerical models on fluid flow and heat transfer in the application of

mine ventilation and geothermal heat exchanger to the development of a more efficient

numerical model algorithm. The implementation of all three chapters is seemingly differ-

ent; however, the basic foundation is the same: numerical heat transfer and fluid flow.

2.2 Numerical methods of heat transfer and fluid flow

This section is benefited a lot by Patankar’s book [5]. Heat transfer and fluid flow pro-

cesses play a vital role in several practical applications, such as the mine ventilation net-

work and geothermal heat exchanger. The methods to predict these processes can be done

in several ways: (a) experimental investigation, which is given by actual measurement;

and (b) theoretical calculation, which consists of consequences of a mathematical model,

mainly as a set of differential equations. Each method has its own merits and demer-

its, but both methods are working mutually. In this thesis, we focus on implementing

numerical methods which utilize theoretical calculation processes computationally.

The principle in developing a numerical model is to implement mathematical formu-

lation in differential equations to describe physical properties in the subject of interest.

We briefly discuss the mathematical formulation and its implementation in the reduced-

order numerical model in the following two sections.

2.2.1 Generalized governing equations

The general differential equation, with a dependent variable φ, can be written as:

∂

∂t
(ρφ) +∇ · (ρυφ) = ∇ · (θ∇φ) + S (2.1)
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where θ is the diffusion coefficient. The dependent variable φ can represent a variety

of different quantities, such as enthalpy, temperature and velocity. The first term of the

equation describes the rate-of-change of the dependent variable, the second term is the

convective term, the third term is the diffusive term, and S is the source term. Based on

variable φ, an appropriate meaning is given to the diffusive coefficient θ and the source

term S [5].

The generalized governing equations let us construct various physical properties by

adjusting the dependent variable φ and applying those in the numerical simulation.

2.2.2 Reduced-order modeling in geothermal heat exchanger system

According to the Sixth Assessment Report (AR6) of the Intergovernmental Panel on Cli-

mate Change (IPCC) [6], the temperature of the earth’s surface is getting warmer and does

not show the sign of stopping. Currently, with the increase of 1.1◦C in temperature, sev-

eral climate disasters are happening all over the world (i.e., floods, wildfire, heat waves,

and intense drought.) The increase of the temperature is predicted to reach 1.5◦C in the

next two decades, and 3.3-5.7◦C at the end of the century. Thus, climate legislation has to

be implemented as massive as possible to tackle the climate crisis. One of the approaches

is the energy transition. The need for alternative low-cost and environmentally-friendly

energy makes geothermal heat an attractive option to replace fossil-fuel-based energy.

The geothermal heat could be extracted by the ground source heat pump (GSHP) system,

coupled with a geothermal heat exchanger (GHE). Then the extracted energy could be

utilized for space heating/cooling, direct use applications, or power generation.

Typically, GHE configuration is installed by sinking a single or multiple vertical bore-

holes until a certain depth. By incorporating GSHP, water is pumped through the bore-

hole from the inlet, and the heated water is extracted from the outlet. Installing this

system is considered expensive due to the need of drilling a borehole up to 1000 m, there-

fore, a numerical study is widely used to analyze the GHE systems. Generally, the 2D

or 3D numerical models are built by using commercial software, such as Ansys Fluent

6



[7, 8, 9], and COMSOL Multiphysics [10]. To fully capture the physics phenomenon of

the GHE model, a fully conjugate CFD model is usually built. Consequently, the nature

of the GHE system, which has a diverse spatial and temporal span when illustrating the

system’s heat transfer, causes the simulation of such model challenging and sometimes

prohibitive.

Regarding the spatial span, the dimensions in the domain range from the order of

millimeters (i.e., the pipes and coolant region) up to the order of meters in the ground re-

gion. In the case of the temporal span, the computation time has to be treated in the order

of minutes to capture the physics in the flow, especially during the initial phase. At the

same time, the GHE system has decades in its operating time. These conditions resulted

in the huge number of nodes or elements required to simulate such a model adding to the

difficulty of the numerical modeling. Therefore, the development of a computationally

efficient numerical model is needed.

In order to develop the reduced-order model of the GHE system, a certain degree of

information in the description of the model has to be accumulated. The computational

domain of the GHE system is usually comprised of the coolant region, pipes, and the sur-

rounding ground. Based on the working procedures, governing equations are working

in these domains. Additionally, these domains are bounded by boundary conditions that

affect the system while the work is progressing. Fang et al. [11] presented a computation-

ally efficient model of the double-pipe geothermal heat exchanger by incorporating the

Finite Difference Method (FDM). In their model, a novel algorithm of the time step is em-

ployed, which resulted in high-speed computation. The supposedly complex simulation

in the coolant region and the pipes are also greatly simplified by treating the flow and the

convective heat transfer as one-dimensional. Yu et al. [12] also developed a novel 1D nu-

merical model of the u-tube GHE with Finite Element Method (FEM) to simulate the heat

transfer between the GHE and its surrounding ground. They simplified the u-tube heat

exchanger into an equivalent single-tube heat exchanger. With this method, they verified

the model and maintained accuracy when compared with the experimental data.
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Apart from the GHE application, the reduced-order model is also explored in several

other engineering applications. The notable contribution is given by Zueter et al. [13]

who developed a novel reduced-order model in an artificial ground freezing system. In

their paper, the AGF system configuration resembles the double-pipe GHE, which con-

sists of the double-pipe where the coolant is flowing and the surrounding ground. To

simulate such model, they developed several novel semi-conjugate 1+1D numerical mod-

els, coupled with the analytical model and the axial thermal correction. They simplified

the model by only simulating the temperature of the ground with a space marching al-

gorithm, which is an iterative method to solve algebraic equations. This method works

by calculating the values of the variable by visiting each grid in series order. With their

proposed models, the computational time is reduced by 99% compared with the fully

conjugate CFD models.

2.2.3 Single borehole solution: Development of 1+1D model using a

space marching algorithm

As previously mentioned, in order to build a 1+1D model, we have to describe the model

thoroughly. Fig. 2.1 shows the typical 2D axisymmetric model of double-pipe GHE. By

applying a space marching algorithm, the 2D axisymmetric model is reduced into a series

of 1D gridlines. The detailed process to simulate such model is given as:

1. In the beginning, the temperature in the computational domain is set based on the

initial condition. The initial condition is usually based on the temperature profile of

the ground, which gets hotter as the depth got deeper.

2. The heat conduction along the 1D grid-lines are solved line-by-line and sweeps to

the desired direction by incorporating the heat conduction equation:

∂ρcpT

∂t
= ∇ · (k∇T ) (2.2)
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Figure 2.1: Computational domain of the 1+1D model of the DPGHE

where ρ is the density, cp is the specific heat capacity, T is the temperature, and k is

the thermal conductivity. At the same time, the fluid region is calculated by the 1st

law of thermodynamics per unit area of the borehole, as follows:

ṁcp,f∆Tf = hA(Ts − Tf ) (2.3)

where h is the convection heat transfer coefficient. As shown in Fig. 2.1, the 1D

gridlines are marching while bounded by the boundary conditions implemented

in the domain. The gridlines are marching between the borehole pipes, which is

calculated by the Eq. 2.3 and the side boundary, which is given by:

T = Tgeo, (2.4)
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Additionally, an axisymmetric boundary condition is also applied to cut the com-

putational process by half, which is given by:

∂Taxis
∂r

= 0 (2.5)

3. After all the grid-lines calculations are completed, the ground and coolant temper-

ature profile of the present time step is set as an initial condition to solve for the

temperature of the next time step.

4. Repeat steps (2-3) until the end of the simulation.

Once the simulation reaches convergence and the desirable time-steps, then the value of

the temperature profile of the ground could be further utilized. Furthermore, by devel-

oping the reduced-order model, a design optimization that requires various parametric

analyses could be done faster.

2.3 Heat transfer and fluid flow in conjugate porous media

The pioneering study of porous media was conducted by Henry Darcy in 1856 and re-

sulted in an equation called Darcy’s Law [14, 15]. After the publication of Darcy’s Law,

the development of fluid flow through porous media separated into two paths based on

its applications [16]. The first path was based on the underground flow theory, which led

to the discovery of the Forchheimer equation. And the following approach was based on

the hydraulic radius theory, which is fundamental to the Ergun equation.

Porous media is a solid matrix with an interconnected void that allows the fluid to flow

through it and is categorized as natural or artificial based on its forming method. The

fluid flow through porous media has complex topology with high spatial variability in

internal geometric features like porosity, permeability, and tortuosity [17, 18]. The study

of the porous media is a challenging process due to its complex and multiscale natures,

with length scales extending from the size of a pore until the size of the domain. The
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following section describes an overview of the numerical study of porous media study in

terms of its fluid flow and heat transfer mechanism, without the phase change.

2.3.1 Governing equations

In order to study the porous media numerically, the physical and theoretical length scales

of the study have to be determined. In general, the length scales can be categorized in

microscopic, macroscopic, and field-scale. In a microscopic or pore-scale model, the gov-

erning equations of mass, momentum, and energy are directly solved due to the complex

flow is resolved around the matrix. On the other hand, on the macroscopic approach, a

spatial averaged of the macroscopic properties is defined as a Representative Elementary

Volume (REV) determined by volume averaging the microscopic properties over its REV.

In this sense, the porosity ε is defined as the fraction of the total volume voids within a

set volume of the porous media. At the same time, 1 − ε represents the fraction of the

porous media occupied by the matrix. In the flow through porous media, the conserva-

tion equations could be formulated based on the Eq. 2.1 and special consideration of the

velocity has to be taken. The mathematical model should consider Darcian or superficial

velocity to describe the seepage flow through porous media, which could be illustrated

by the Dupuit-Forchheimmer relationship:

v = εvl (2.6)

where vl is the actual liquid velocity.

Conservation of mass

The conservation of mass which solves for the accumulation and mass balance terms in

porous media is as follows:

ε
∂ρf
∂t

+∇ · (ρfv) = 0 (2.7)
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Conservation of momentum

To study the conservation of momentum, an approach based on hydraulic permeability

has to be implemented. This approach takes the assumption of the water flow to satisfy

Darcy’s law as:

U = −K
µ
∇P (2.8)

The permeability K is based on the geometry of the porous media, which is derived from

the specific system configurations.

In order to create a more accurate calculation in the flow through porous media, Forch-

heimer arranged his equation by extending Darcy’s linear equation by developing a non-

linear relationship between the pressure gradient and the flow velocity [19, 20]. This em-

pirical equation was created because of an understanding that the Forchheimer regime

can describe a flow pattern, including the inertial effect, while the Darcy regime can de-

scribe a flow behavior when the viscous effect dominates the regime. The Forchheimer

equation was developed by using the analogy with pipe flow [21], with coefficients as

correction factors to account for viscosity and inertial terms [22, 23]:

∇P = −µv
K
− cF

ρv2

√
K

(2.9)

where cF is the Forchheimer coefficient that accounts for inertia drag, Forchheimer non-

linear equation also could be derived from the Navier-Stokes equation [24]. Forchheimer

coefficient cF and permeability K are highly dependent on the internal structure of the

porous media.

The incorporation of the Darcy-Forchheimer term into the previous equation resulted

in the momentum equation for the flow through porous media:

ρf

[
1

ε

∂v
∂t

+
1

ε2
(∇ · (vv))

]
= −∇P +

µ

ε
∇2v− µ

K
v− cFρf

K1/2
|v|v (2.10)
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Conservation of energy

The Local Thermal Non-Equilibrium (LTNE) hypothesis is implemented to model a heat

transfer within the porous media. The LTNE approach generates two-equation of energy

inside the REV for each phase; solid and fluid. Hence, the conservation of energy for the

solid phase is as follows:

(1− ε)(ρcp)s
∂Ts
∂t

= (1− ε)∇ · (ks∇Ts) + hsfAsf (Ts − Tf ) (2.11)

and the following describes the conservation of energy for the fluid phase:

ε(ρcp)f
∂Tf
∂t

+ (ρcp)fv · ∇Tf = ε∇ · (kf∇Tf ) + hsfAsf (Tf − Ts) (2.12)

where s and f is the solid and fluid phases, respectively. The other approach to solve the

energy equation in porous media is the Local Thermal Equilibrium (LTE) method. This

hypothesis considers the local averaged temperature of the solid particle Ts and the fluid

Tf as equal:

Ts = Tf = T (2.13)

Based on these conditions, the LTE conservation equation of energy can be built by com-

bining Eq. 2.11 and 2.12 as follows:

(ρcp)e
∂T

∂t
+ (ρcp)ev · ∇T = ∇ · (ke∇T ) (2.14)

where

(ρcp)e = (1− ε)(ρcp)s + ε(ρcp)f (2.15)

ke = εkf + (1− ε)ks (2.16)

The LTE equation can be considered valid if the following time scale holds true:
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ε(ρcp)f l
2

t

(
1

kf
+

1

ks

)
� 1 (2.17)

and
(1− ε)(ρcp)sl2

t

(
1

kf
+

1

ks

)
� 1 (2.18)

and the length scale satisfies:

εkf l

AsfL2

(
1

kf
+

1

ks

)
� 1 (2.19)

and
(1− ε)ksl
AsfL2

(
1

kf
+

1

ks

)
� 1 (2.20)

2.3.2 Applications of conjugate porous media in engineering practices

Extensive studies on the heat transfer mechanism and the fluid flow through porous me-

dia have been done [25, 26, 27]. Thus, a good understanding of the conjugate porous

media could be implemented in engineering practices, such as mine ventilation networks

and geothermal heat exchanger systems.

Applications in mine ventilation network

The underground mining operation is considered as an energy-intensive industry, and the

mine ventilation network system as the lung of the underground mine may account for

up to 40% of the total electricity used in the underground mine [28]. The necessity to sup-

ply a sufficient air quantity, maintain the air quality, and control temperature-humidity

level inside the mine resulted in a high cost of this system, especially in a deep and huge

underground mine [29]. Therefore, thorough planning is necessary when installing an

MVN system.

In the mining cycle, the tunnel development progression in an underground mine

is caused by hauling and blasting. These activities create a certain formation of porous
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media inside the underground mine depending on the activities and the mining method.

For example, during the drawbell blasting in block caving operation, which caves the rock

on the upper level into the lower level, this process results in a broken rock formation in

that zone. There is a possibility that the airflow dedicated to ventilate a certain airway is

leaked into these porous zones, resulting in inefficient energy use. A similar condition is

also applied when the rock is sent to the drawpoint, which made the drawpoint filled with

the broken rock. Another example is in longwall mining operation when the longwall is

advancing; the gob area is formed and acted as a porous zone that could accumulate

methane gas inside the zone. Similar gob condition is also applied in the room and pillar

mining operation [30]. In those cases, a possibility of methane explosion which results

from a certain level of methane, air, and heat mixture has to be avoided [29, 31].

Other than the general mining activities effect to the formation of porous media in

the underground mine, an implementation of a novel concept in ventilating the mine

with the utilization of broken rock formation is done in Creighton and Kidd Creek mines

Canada [32]. These mines created a natural heat exchanger which was made by dumping

a massive number of waste rocks into their open pit to create seasonal thermal energy

storage (SeTES). The method of utilizing such system is by flowing fresh air into the rock

pit into the underground mine. The heat exchange between the broken rock formation

in Summer and Winter leads to a significant reduction of ventilation cost by 50 to 80%.

Ghoreishi-Madiseh et al. [33] developed a 3D transient model of large-scale SeTES to

evaluate the performance of the system numerically. Later, they compared the effect of

LTE and LTNE on the heat transfer performance and analyzed the effect of exhaust fan

pressure.

Based on the literature thus far, the importance of the study of porous media in the

MVN application is required to avoid energy loss, to prevent the methane explosion due

to the leakage, and to be able to utilize the flow even further. Generally, mine ventilation

engineers use the Atkinson equation to analyze the flow in underground mine, which is
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given as:

∆p = RQ2 (2.21)

where ∆p is the pressure drop, R is the resistance in the airway, and Q is the volumetric

flow rate. The Atkinson equation is based on the Chezy-Darcy relationship and could be

rewritten as:

∆p = kL
per

A3
Q2 (2.22)

where L, per, and A are the airway’s length, perimeter, and cross-sectional area. While k

is the Atkinson’s friction factor which is a function of the coefficient of friction, f , and the

air density, ρ, given as:

k =
fρ

2
(2.23)

When defining the value of the friction factor, McPherson and Malcolm [29] compiled

the friction factor list in their book in Table 5.1. This list is a compilation of numerous

experiments and observations during ventilation surveys. However, a friction factor that

describes the flow through porous media is not on this list. In an attempt to define the

friction factor for the flow through porous media, Amiri et al. [34] proposed a novel

friction factor correlation for broken rock with a large diameter. This correlation is derived

from the Eq. 2.10 and assisted by the pressure-Reynolds database generated from the

pore-scale computational model. The proposed correlation is a function of rock size and

porosity, ranging from 0.04 m to 1.2 m and 0.2 to 0.7, respectively. Agson-Gani et al. [1]

provided a proof of concept of the new friction factor correlation in MVN application by

developing a 3D CFD model of a haulage drift with a drawpoint filled by broken rocks.

Later, they incorporate the friction factor correlation into a 1D-MVN software (Ventsim).

Applications in geothermal heat exchanger system

As discussed in subsection 2.2.2, geothermal energy is one of the promising renewable

energy sources due to its sustainable feature. Geothermal energy is abundant inside the
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earth and can be utilized regardless of the meteorological conditions, unlike other renew-

able energy sources (e.g., tidal, solar, and wind). In order to exploit the geothermal heat,

a geothermal heat exchanger is sunk into the ground. The extraction methods of the GHE

employ two techniques, which are the open-loop and the closed-loop system. The open-

loop GHE works by extracting the heated water from the aquifer with production well,

and an injection well is also sunk to return the water into the ground. The closed-loop

GHE circulates the water inside a closed-loop tube, usually in the shape of u-tube or coax-

ial pipes. The choice between both models is highly dependent on the availability of the

groundwater resources.

By design, the process of geothermal heat extraction is related and sometimes affected

by the porous media in the surrounding system. It is since the geothermal energy re-

sides inside the earth, whether in the ground, subsurface rocks, or aquifer, which are

considered as porous media. Particularly, in an open-loop system in which the coolant

is directly in contact with the ground, the heat transfer rate of the water is affected by

its surrounding. For example, the enhanced geothermal system (EGS) is an open-loop

system that works by inserting an injection wall with a depth within 3 to 10 km below

the surface. A pressurized fluid is injected from this injection well to fracture the subsur-

face rock to create permeable channels underground. The channels act as an access for

the water to circulate inside the porous ground. Finally, a production well is installed to

extract the water from the ground. While the water is circulating the fractured ground, a

heat transfer mechanism occurs and improves the heat performance of the system

In the closed-loop system, there is no direct contact between the coolant and the

ground. However, by installing such a model in the porous geothermal system, the GHE

could benefit from the effect of the natural convection, which may improve the heat per-

formance of the system. Goreishi-Madiseh et al. [35] developed a heat transfer model for

the simulation of the natural convection in a closed-loop geothermal system. Their study

shows that if the hydraulic conductivity is increased from 10−5 to 10−3, then the role of

the natural convection is considered as effective. Additionally, by extending the system
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into multiple boreholes, the buoyancy-driven natural convection becomes more signifi-

cant. Later, in chapter 4, a semi closed-loop DPGHE model is proposed, which uses the

fractured zone at the bottom of the well to improve the heat transfer rate of the system.
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Preface (Linking Paragraphs)

The utilization of the applied conjugate porous media was implemented in this chapter. A model

comprises a mine drift with a drawpoint in an underground mine was created and investigated

numerically based on conservation of mass and momentum. The drawpoint is filled with broken

rocks, which will obstruct the flow and increase the friction losses. This article was presented at

the 18th North American Mine Ventilation Symposium, Virtual, 2021:

Agson-Gani, P. H., Amiri, L., Madiseh, S. G., Poncet, S., Hassani, F. P., & Sasmito, A.

P. (2021). Integration of conjugate porous media model into mine ventilation network

software. In Mine Ventilation (pp. 47-55). CRC Press.

Additionally, this paper was recommended and is in preparation for a submission to the CIM

Journal.

Abstract

In underground mining operations, investigating the airflow through porous zones is

typically arduous due to the flow’s complex and dynamic nature. Despite the challenges

of modelling the flow with the general mine ventilation network (MVN) software, it is

essential to accurately measure such flow to satisfy the quantity, quality and temperature-

humidity controls in the underground mine. This study integrated the computationally

expensive conjugate porous media model into the versatile MVN software to analyze the

airflow through the porous zone more efficiently. A novel friction factor coefficient was

compiled into the broken rocks-filled drawpoint model in the MVN software, which later

was verified against the 3D computational fluid dynamics model. Several simulations

were conducted to ensure the reliability of the model by varying the porosity and broken

rocks diameter of the porous zone. The results show that the novel friction factor coef-

ficient could accurately predict the flow through porous media by using MVN software

and drastically reduce the computational time by >99% compared with the usage of the

3D solver. In addition, sensitivity analyses were conducted to assess the effects of var-
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ious factors on the system. This method enables mine ventilation engineers to plan the

fast-changing natured underground mine ventilation network effectively.

3.1 Introduction

Due to the haulage and blasting processes, porous media formations are bound to be

developed during underground mining operations. These porous zones are made up

of broken rock or gob and affect the airflow circulating inside the mine. Moreover, the

accumulation of methane inside these zones (i.e., gob and goaf) could result in an under-

ground gas explosion if left untreated. Therefore, understanding the properties of these

broken rocks is essential to create a safe mine ventilation design, which satisfies quantity,

quality, and temperature-humidity controls [1].

The spontaneous combustion of coal mining has long been a significant problem that

needs to be mitigated. A standard requirement for fire in a coal mine to occur is if oxygen

and the fuel (i.e., coal) maintain their interaction and generate heat. If the accumulated

heat rate exceeds the cooling rate provided by the mine ventilation, then it could lead to a

fire, and an explosion [2]. Other attributes which affect the self-heating are the properties

of the coal (i.e., rank, porosity, moisture content, and petrology) and external conditions

around the coal, such as airflow velocities, pressure drops, and the mining methods [3].

In 2008, Karacan [4] analyzed the effect of seventeen principle components that affect

ventilation emission in longwall mines across the U.S. The results show that the properties

of the coalbed configuration and the mining method affect ventilation methane emissions

due to their effect on the airflow through the system. Additionally, in regards to the effect

on the airflow, Amiri et al. stated that the size and the porosity of the rocks, as well as the

airflow velocity and the dimensions of the airway, are the key parameters that influence

the friction factor and the flow resistance [1, 5].

Modelling flow through porous media in a huge model is especially challenging (i.e.,

porous zones in underground mine airways). To model the characteristics of the flow ac-
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curately, direct in situ measurement of the airways is preferred. However, this measure-

ment is sometimes prohibitive due to the inaccessible locations or the dangerous nature

of the underground mine. Therefore, other methods such as the analytical approach or

developing a pore-scale CFD model are preferred.

In a longwall mining operation, gob and goaf are two of the riskiest locations support-

ing spontaneous combustion occurrence, especially when air is leaked into them. One

of the widely used methods to better understand airflow behaviour through those per-

meable locations is by conducting a computational fluid dynamics (CFD) simulation [6].

Several methods are used to model flow through gob or goaf, such as by implementing

Darcy’s law [7, 8], Forchheimer’s equation [9, 10], and Carman-Kozeny equation[11, 12,

13]. For instance, Ren and Edwards [7] numerically investigated the flow through broken

coal around the longwall face, which resulted in the understanding of the methane flow

behaviour in various permeability. They simulated the porous zone by applying Darcy’s

law into the flow which flows through it. Zhang et al. [9] utilized Forchheimer’s equation

to simulate the air leakage through gob with uplink and downlink ventilations which

the findings indicate that the usage of the downlink ventilation was better to reduce the

accumulated gas inside the gob.

To date, several mitigations for spontaneous coal combustion are proposed; among

them are goaf inertization. Goaf inertization was done by injecting inert gas (i.e., N2 in

most cases) into the gob or goaf to maintain the self-ignite coal. Zhang et al. [14] proposed

the proactive inertization plan by developing 3D CFD models based on a coal mine in

China. They employed the Carman-Kozeny to solve for the additional viscous term in

the flow through the permeable gob. Several studies were conducted by Ren and Balusu

to better utilize the goaf inertization by defining the optimum strategies to improve the

safety in coal mines [15, 16, 17, 18]. They added a momentum sink which calculates the

viscous and inertia resistances of the gases.

The other common method to minimize the risk of goaf/gob spontaneous combustion

is by draining the methane from the goaf or gob to reduce its emission. In 2016, Liu
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et al. [19] assessed the in-situ gob drainage with a gob gas ventholes by developing a

3D CFD model. The fractured gob is coupled with the expansion coefficient to emulate

the ”O-shaped” pathway in the gob. Later, the Blake-Kozeny equation is utilized as the

analytical approach to calculate the relation of permeability and porosity of the gob. Li et

al. [20] studied the gas drainage which was based on the 1262 working longwall faces in

a coal mine in China. They developed a 3D CFD model, and modeled the porous zone by

applying Darcy’s law and momentum sink which was used by Ren et al. [21]

Understanding the flow through porous zone on mine ventilation is also useful to

better plan the ventilation in the MVN. The popular utilization of such system was intro-

duced in Creighton and Kidd Creak mines [22]. These mines turned their open-pit into a

natural heat exchanger by filling it with a huge amount of waste rocks. By flowing fresh

air through the natural heat exchanger into the underground mine, the mines could save

up to 80% of ventilation cost based on the heat exchange between the rock formation in

Summer and Winter. Later, Ghoreishi-Madiseh et al. [23] extended this study by devel-

oping the numerical model based on Creighton’s mine condition. Ajayi et al. [24] studied

the flow in a panel caving mine which was affected by the broken rocks formation created

by the drawbell blasting. A transient CFD model was developed and the simulation was

done by discrete and continuum methods.

From the literature presented thus far, it can be said that analyzing and simulating

the flow through porous zones on mine ventilation application is essential for mine ven-

tilation engineers to understand better and plan the mine ventilation network. However,

the typical way to simulate such a complex model is by developing a CFD numerical

model that is computationally expensive and long-running. On the other hand, in min-

ing operations, the tunnels and airways are changing daily and rapidly based on their

sequences, which requires the mine design adjusted based on the changes. Mine ventila-

tion network (MVN) software such as Ventsim, VNetPC and VUMA are generally used

to design, plan and analyze the performance of the mine ventilation in the mine. These

1D numerical software are popular due to their versatility and the ability to compute the
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airways swiftly, which are suitable to model the fast-changing geometry of the under-

ground mine. These software utilize the Atkinson equation and Kirchhoff’s laws which

are solved by the Hardy-Cross algorithm to simulate the behaviour of the flow inside the

underground mine. However, it is still considered a challenge to simulate a flow through

broken rocks or porous structures using MVN software due to the complex nature of the

flow [25, 26, 27]. Inaccurate prediction of the airflow quantity and the resistances of flow

through porous media in underground mines could lead to significant problems in de-

signing the mine ventilation network, such as mistakes in defining the necessary airflow

quantity, which leads to a higher mine ventilation cost or a dangerous gas leakage that

could cause an explosion. Therefore, it is crucial to solving this knowledge gap by bridg-

ing the usage of a computationally expensive CFD solver and the versatile MVN software

to model a flow through porous media on mine ventilation application.

In this paper, a simple haulage drift with a drawpoint filled with broken rocks is de-

veloped. Then, we utilize the novel analytical solution to estimate the friction factor and

the resistances of the flow through porous zones reported in our previous study [1] to

model the broken rocks inside the drawpoint. Parametric analysis on the configuration

of the broken rocks was also conducted by considering the effect of wide range porosity

(within 0.2− 0.6) and broken rocks diameter (within 4− 55 cm) in the drawpoint resulted

in 20 different scenarios. Afterwards, the friction factor correlations of flow through bro-

ken rocks were compiled into the MVN software, Ventsim. At the same time, the inertia

and viscous resistances values were used as an input in the CFD solver, which is Ansys

Fluent. Finally, both results were quantitatively evaluated and verified with each other

to determine the accuracy of both models. The results of this study could act as a con-

vincing reference to simulate flow through porous zones accurately on mine ventilation

application by using an MVN software which is incredibly faster to compute than the

CFD solver.
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3.2 Model Description

In block caving operation, the ground was caved from the undercut level to be extracted

by the level below it, namely extraction level. Then, additional blasting was done to

connect between the undercut and extraction levels. This process resulted in the devel-

opment of a drawpoint which the broken rocks will be extracted by mine haulage equip-

ment. For this study, a simplified haulage drift with a drawpoint at its end was chosen

as the physical domain of the flow through porous media and developed by using two

different software, Ansys Fluent and Ventsim. As shown in Figure 3.1.(a), a drawpoint

was filled with broken rocks with certain diameter and porosity. These broken rocks acted

as the porous zone in the airways and created resistances in the mine ventilation system.

The ventilation started from the duct inlet where airflow was flowing in the direction of

the drawpoint. When the air reached the broken rocks filled drawpoint, then a certain

amount of air was seeping through the broken rock into the drawpoint’s outlet, namely

Qleak, and some of it was reflected back to the opposite direction into the drift’s outlet,

namely Qout. The airflow quantity as well as the pressure drop of the air which flow

through the outlet were the parameters which were used to compare both models. The

integration process of modelling a conjugate porous media model in the CFD solver into

the MVN software is shown in Figure 3.2.

3.2.1 Analytical solutions

Governing equations

The simulated model comprises two zones, the haulage drift and the broken rocks-filled

drawpoint. The airflow is considered a turbulent flow based on the calculated Reynolds

number (89,000-295,000) in every scenario. In the haulage drift, where the flow has mini-

mum obstruction, the conservation equation of mass and momentum is as follows:

∂

∂t
(ρf ) +∇ · (ρfU) = 0 (3.1)
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Figure 3.1: Illustration of the haulage drift with a broken rocks-filled drawpoint as a

simulated model: (a) schematic; (b) Ansys Fluent; and (c) Ventsim models.

∂

∂t
(ρfU) +∇ · (ρfUU) = −∇P +∇ · [(µf + µt,f )(∇U + (∇U)T )] + ρfg (3.2)

where ρ stands for the density, U is the air velocity, P is the pressure, µ is the dynamic

fluid viscosity, g is the gravity, and subscripts f and t is fluid and turbulent, respectively.

Since the flow in the system is turbulent, the study was coupled with the k-espilon

turbulence model. To employ this model, two equations models are applied to solve for

the turbulence kinetic energy κ and the rate of dissipation ε, which given by[28]:

∇ · (ρκU) = ∇ ·
[(
µ+

µt
σκ

)
∇κ
]

+Gκ − ρε (3.3)
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Figure 3.2: Flowchart for the integration of the Ansys Fluent and Ventsim to model the

flow through porous media.

∇ · (ρεU) = ∇ ·
[(
µ+

µt
σε

)
∇ε
]

+ C1εGκ − C2ερ
ε2

κ
(3.4)

where Gκ is the turbulence kinetic energy, andσκ and σε are expressing the Prandtl num-

bers of κ and ε, respectively. The turbulent viscosity µt is formulated by combining κ and

ε as:

µt = ρCµ
κ2

ε
(3.5)

where C1ε, C2ε, and Cµ are constants.
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On the other hand, the airflow which seeped through the broken rocks filled draw-

point is assumed to be laminar and steady. Therefore, the conservation equation of mass

and momentum inside the drawpoint is given by:

∇ · (ρfu) = 0 (3.6)

∇ · (ρfuu) = −∇P +∇ · [(µf )∇u] + SD + SF + ρfg (3.7)

where u is the superficial velocity and the SD and SF are the Darcy and Forchheimer

terms, respectively, which are expressed as:

SD = − µ
K

u (3.8)

SF = −βρu2 (3.9)

where K is the permeability which is also the inverse of viscous resistance coefficient α,

and β stands for the inertia resistance coefficient. Both resistances are the function of

broken rocks diameter dp and its porosity ε, which are given by:

K =
d2
p × ε3

A× (1− ε)2
(3.10)

β =
B × (1− ε)
dp × ε3

(3.11)

where constantsA andB are the Ergun coefficients which the values could be determined

from the graphs developed by Amiri et al. [5].

Friction factor correlation of the flow through porous zone

Generally, mine ventilation engineers investigate the flow in an underground mine by

utilizing the Atkinson equation, which is given by[2]:

∆P = RQ2 (3.12)
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where ∆P is the pressure drop, R is the resistance and Q is the airflow quantity. This

equation could be further extended by applying the Chezy-Darcy relationship and could

be written as:

∆p = kL
per

A3
Q2 (3.13)

where L, per, and A are the airway’s length, perimeter, and cross-sectional area. k is the

Atkinson’s friction factor which calculated as:

k =
fρ

2
(3.14)

The coefficient of friction f is used to determine the rate of friction in a particular

condition. When defining the value of f , mine ventilation engineers often refer to the

Moody chart or the compilation of the friction factor based on the ventilation surveys

compiled by McPherson and Malcolm [2]. In addition, a novel coefficient of friction for

porous media fpor was developed and is a function of the local Reynolds number Rek and

the Forchheimer coefficient F [1]. The proposed friction factor could be used to model a

porous zone with a porosity within 0.2 to 0.7 and the particle diameter within 0.04 to 1.2

m, which is the ideal size to simulate the broken rocks created by the blasting process.

Then, the fpor correlation can be calculated as:

fpor =
c1

Rek
+ (RekF )c2 ;

c1 = 5.6; c2 = 0.12 (3.15)

In the MVN software, a general coefficient of friction f is an input to defining the

friction in an airway. Therefore, fpor should be converted to f by applying the following

equation:

f = fpor
ξ

γ
(3.16)
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where ξ is the specific surface area based on the solid volume, and γ is the geometric

characteristics which can be calculated as per
A

.

3.2.2 Initial and boundary Conditions

The duct inlet provided the air to ventilate the system throughout the simulation, and the

flow rate is given by:

Q = Qin = 20m3/s (3.17)

No-slip condition is applied at the drift and drawpoint walls, as well as the duct wall:

U = 0 (3.18)

Finally, at the outlet of the drift and the drawpoint, the pressure is set as 0:

P = Pout = Pleak = 0 (3.19)

3.2.3 Model development

The development of the numerical models in Ansys Fluent and Ventsim were shown

in Figure 3.1.(b) and Figure 3.1.(c), respectively. Parametric analysis was done by run-

ning twenty simulations with different porosity and broken rocks diameter of the broken

rocks-filled drawpoint, as compiled in a matrix shown in Table 3.1. This analysis was

done to better understand the effect of porosity and broken rocks diameter affecting the

behaviour of the flow. These parameters were used to calculate the values of viscous and

inertia resistances (Eq. 3.10 and 3.11, respectively) to be compiled in the Ansys Fluent

solver. At the same time, the value of friction factor correlations for porous media were

also calculated using the same parameters by Eq. 3.15 and 3.16 to be coupled into the

Ventsim simulation.
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Table 3.1: The twenty scenarios of the study based on the porosity ε and the diameters dp
of the broken rocks-filled drawpoint.

ε
0.2 0.3 0.4 0.5 0.6

0.04 ID:1 ID:2 ID:3 ID:4 ID:5
0.1 ID:6 ID:7 ID:8 ID:9 ID:10
0.3 ID:11 ID:12 ID:13 ID:14 ID:15dp

0.55 ID:16 ID:17 ID:18 ID:19 ID:20

In regards of the Ansys Fluent simulation, the computational domain was developed

and meshed using Ansys Fluent 2020R1. A fully built three-dimensional (3D) model is

verified by doing a mesh-independent analysis resulted in a final mesh size of 4×105 num-

ber of elements. The conservation equation of mass and momentum as well as the initial

and boundary conditions were solved using the finite volume method. Also, the model

was computed by the Semi-Implicit Pressure-Linked Equation (SIMPLE) algorithm and

second-order upwind discretization. the residuals of all calculations were set as 10−6 to

ensure the convergence of the simulation. At the same time, a similar model was built in

Ventsim Design 5.2. The 1D numerical model was solved using the Hardy-Cross sequen-

tial solver by using iterative estimation method to analyse the behaviour of the airflow in

the ventilation.

3.3 Results and Discussion

3.3.1 Verification between Ansys Fluent and Ventsim results

The main objective of the study is to ensure the usage of Ventsim software to model flow

through porous media have a similar accuracy with the value provided by Ansys Fluent

software. Therefore, the verification was made between the results provided by both

software. The quantity of the air which seeped through the broken-rocks filled drawpoint

Qleak and the pressure drop ∆P are the main parameters which were observed to compare

both models. Based on Figure 3.3 and 3.4., the difference between the Qleak and ∆P are
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Figure 3.3: The airflow quantity values which seeped through the porous zone in the

drawpoint Qleak within different range of broken rock diameter dp: (a) 0.04 m; (b) 0.1 m;

(c) 0.3 m; and (d) 0.55 m [29].

less than 12% and 3%, respectively, with the results from the Ansys Fluent model are

higher for both parameters.

These differences might resulted from the different approaches in developing the mod-

els in both software, which are listed below:

• The effect of the duct’s placement. In Ansys Fluent, the duct is modelled precisely

which affect the flow based on its position and geometry; while in Ventsim, less

control is given regarding the placement. This duct’s placement is also affecting the

size of the outlet. Due to the precisely built duct in Ansys Fluent’s model, the size

of the duct took up some portion in the drift and outlet size in which added other

resistances to the system. However, Ventsim does not simulate as precise as the

model given by Fluent.
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Figure 3.4: Flowchart for the integration of the Ansys Fluent and Ventsim to model the

flow through porous media [29].

• The effect of the bending between the drift and the drawpoint. Ansys Fluent numer-

ically investigates the resistance affected by the bending, compared to the utilization

of shock loss which is the user-input in Ventsim usage. In addition, in Ventsim, the

association between two airways, in this case are the drift and the drawpoint, are

harder to model precisely.

Thus, it can be concluded that both results are verified, and the proposed friction factor

correlation for porous media could be applied in Ventsim to estimate the flow rate and

the pressure drop of flow through porous media.

3.3.2 Analysis of the air leakage and the pressure drop

Figure 3.3 and 3.4. present the Qleak and ∆P based on the twenty scenarios simulations,

respectively. While considering the effect of the porosity and diameter of the rocks, it can

be seen that the quantity of the air that seeped through the drawpoint Qleak is higher by

increasing the porosity. It is evident that the wider void allows more room for the airflow
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to penetrate. At the same time, the Qleak is also increasing by having bigger broken rocks

diameter as the porous zone. The blasted zone consists of a compilation of broken rocks

that sits on top each other. Therefore, these broken rocks size affect how they contacted

with each rocks which resulted in a bigger void when the broken rocks size increased.

Similarly, increasing the ε and dp are directly proportional with the ∆P values. With this

information, mine engineers could better plan their MVN by knowing the nature of how

the porous zone developed (i.e., tie in, drawbell blasting, longwall mining, etc), and input

the necessary friction factor correlation to the MVN software.

3.3.3 Sensitivity analyses

The advantage of having a faster computational process is the ease of conducting a design

optimization by doing parametric studies. In this study, we performed sensitivity analy-

ses on different operating conditions to investigate the rate of effect of different variables

to the system. As shown in Fig. 3.5, parameter Qleak is used as a reference to compare the

results obtained by varying the 4 different variables, which are: height of the drawpoint

h1, the length of the gap between the duct and the drawpoint l1, the airflow rate Qin, and

the porosity of the blasted zone ε.

Out of four variables, varying the porosity gives the most significant effect to the

change of the leaked airflow. Increasing the porosity by 25% resulted in an increase of

the air leakage by approximately 40%. On the other hand, the duct placement did not sig-

nificantly affect the air leakage through the broken zone. The airflow rate which seeped

through the broken zone changed directly proportional with the change of the quantity of

the airflow. A 25% increase in theQin leads to a 25% increase as well for theQleak. Lastly, a

30% increase in the drawpoint’s height resulted in an 8% decrease in the air leakage. The

chosen variables for the sensitivity analysis depend on the simulated airways’ application

and condition, which could further optimize the MVN planning.
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Figure 3.5: Sensitivity analyses based on different operating conditions: height of the

drawpoint h1, airflow rate Qin gap between the duct inlet and drawpoint l1, and the

porosity ε.

3.3.4 Analysis of the computational time

The duration of the computational process by both models are calculated, aside from

the model development duration. To simulate such models, Ansys Fluent needs four

to six hours for its simulation to converged in each of the twenty scenarios simulation.

On the other hand, Ventsim simulation is done almost instantly. It indicates that the

computational time of Ventsim is incredibly faster than Ansys Fluent and provides similar

accuracy as well. Therefore, the utilization of Ventsim could replace Ansys Fluent in a

day-to-day planning for mine ventilation engineers to model flow through porous zones.

3.4 Conclusion

We provided a novel analytical approach to simulate the flow through the porous zone

on mine ventilation application effectively and accurately. This approach resulted from

integrating the 3D CFD solver results into the 1D MVN software by verifying twenty

scenarios simulated by both models. The main objective of integrating both models is to
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use the versatile and fast to compute MVN software to model the flow through porous

zones with the same accuracy provided by the CFD solver’s simulation.

The main key findings of this study are:

1. The results of the comparison between airflow leakage Qleak and the pressure drop

∆P indicate that good agreement was obtained by both models and was considered

verified. Thus, we could use the MVN software to simulate flow through porous

zone by compiling the proposed friction factor correlation as the user input in the

software.

2. With similar accuracy, simulating the flow through porous zone using MVN soft-

ware is several degrees faster than using the CFD solver.

In summary, mine ventilation engineers could use the fpor to be compiled in their mine

ventilation design using MVN software. Due to the fast-changing nature of underground

mine development, this method could effectively create an MVN plan efficiently. This

study could be extended by validating the numerical simulation results with the field-

scale experimental study in an underground mine as a proof of concept. Several other

additional parameters could also be studied such as adding push/pull airflow from the

undercut level, or analyze the temperature-humidity control of the system.
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[4] C Özgen Karacan. Modeling and prediction of ventilation methane emissions of us

longwall mines using supervised artificial neural networks. International Journal of

Coal Geology, 73(3-4):371–387, 2008.

[5] Leyla Amiri, Seyed Ali Ghoreishi-Madiseh, Ferri P Hassani, and Agus P Sasmito. Es-

timating pressure drop and ergun/forchheimer parameters of flow through packed

bed of spheres with large particle diameters. Powder Technology, 356:310–324, 2019.

[6] Jarosław Brodny and Magdalena Tutak. Applying computational fluid dynamics in

research on ventilation safety during underground hard coal mining: A systematic

literature review. Process Safety and Environmental Protection, 2021.

37



[7] Ting Xiang Ren and JS Edwards. Three-dimensional computational fluid dynamics

modelling of methane flow through permeable strata around a longwall face. Mining

technology, 109(1):41–48, 2000.

[8] Liming Yuan and Alex C Smith. Numerical study on effects of coal properties on

spontaneous heating in longwall gob areas. Fuel, 87(15-16):3409–3419, 2008.

[9] Jian-rang Zhang, Chun-qiao Wang, and Ding-wen Dong. Numerical simulation

study of gob air leakage field and gas migration regularity in downlink ventilation.

Journal of Coal Science and Engineering (China), 17(3):316–320, 2011.

[10] Yunzhuo Li, Hetao Su, Huaijun Ji, and Wuyi Cheng. Numerical simulation to deter-

mine the gas explosion risk in longwall goaf areas: A case study of xutuan colliery.

International Journal of Mining Science and Technology, 30(6):875–882, 2020.

[11] Jian Zhang, Jingyu An, Zhihui Wen, Kaixuan Zhang, Rongkun Pan, and Nahid Ak-

ter Al Mamun. Numerical investigation of coal self-heating in longwall goaf consid-

ering airflow leakage from mining induced crack. Process Safety and Environmental

Protection, 134:353–370, 2020.

[12] Saqib Ahmad Saki, Jürgen F Brune, and Muhammad Usman Khan. Optimization of

gob ventilation boreholes design in longwall mining. International Journal of Mining

Science and Technology, 30(6):811–817, 2020.

[13] Gabriel S Esterhuizen and C Ozgen Karacan. A methodology for determining gob

permeability distributions and its application to reservoir modeling of coal mine

longwalls. 2007.

[14] Jian Zhang, Hongtu Zhang, Ting Ren, Jianping Wei, and Yuntao Liang. Proactive

inertisation in longwall goaf for coal spontaneous combustion control-a CFD ap-

proach. Safety science, 113:445–460, 2019.

38



[15] Rao Balusu, Patrick Humpries, Paul Harrington, Michael Wendt, and Sheng Xue.

Optimum inertisation strategies. The QCO/DME Coal Industry Safety Conference,

page 7, 2002.

[16] Ting Xiang Ren, Rao Balusu, and Patrick Humphries. Development of innovative

goaf inertisation practices to improve coal mine safety. 2005.

[17] Ting Xiang Ren and Rao Balusu. Proactive goaf inertisation for controlling longwall

goaf heatings. Procedia Earth and Planetary Science, 1(1):309–315, 2009.

[18] Ting Ren and Rao Balusu. The use of CFD modelling as a tool for solving mining

health and safety problems. 2010.

[19] Yingke Liu, Sihua Shao, Xinxin Wang, Lipeng Chang, Guanglei Cui, and Fubao

Zhou. Gas flow analysis for the impact of gob gas ventholes on coalbed methane

drainage from a longwall gob. Journal of Natural Gas Science and Engineering, 36:1312–

1325, 2016.

[20] Xiaowei Li, Chaojie Wang, Yujia Chen, Jun Tang, and Yawei Li. Design of gas

drainage modes based on gas emission rate in a gob: a simulation study. Arabian

Journal of Geosciences, 11(16):1–12, 2018.

[21] Ting Xiang Ren. CFD modelling of longwall goaf gas flow to improve gas cap-

ture and prevent goaf self-heating. Journal of Coal Science and Engineering (China),

15(3):225–228, 2009.

[22] Michel J-G Sylvestre. Heating and ventilation study of inco’s creighton mine. 1999.

[23] Seyed Ali Ghoreishi-Madiseh, Agus P Sasmito, Ferri P Hassani, and Leyla Amiri.

Performance evaluation of large scale rock-pit seasonal thermal energy storage for

application in underground mine ventilation. Applied Energy, 185:1940–1947, 2017.

39



[24] Kayode M Ajayi, Khosro Shahbazi, Purushotham Tukkaraja, and Kurt Katzenstein.

Prediction of airway resistance in panel cave mines using a discrete and continuum

model. International Journal of Mining Science and Technology, 29(5):781–784, 2019.

[25] Zhongwei Wang, Ting Ren, Liqiang Ma, and Jian Zhang. Investigations of ventila-

tion airflow characteristics on a longwall face—a computational approach. Energies,

11(6):1564, 2018.

[26] Y Pan, R Bhargava, A Jha, P Tukkaraja, K Shahbazi, K Katzenstein, and D Loring. An

investigation of the effects of particle size, porosity, and cave size on the airflow re-

sistance of a block/panel cave. In Proceedings of the 11th International Mine Ventilation

Congress, pages 82–91. Springer, 2019.

[27] Ang Liu, Shimin Liu, Gang Wang, and Derek Elsworth. Predicting fugitive gas emis-

sions from gob-to-face in longwall coal mines: Coupled analytical and numerical

modeling. International Journal of Heat and Mass Transfer, 150:119392, 2020.

[28] Donald A Nield, Adrian Bejan, et al. Convection in porous media, volume 3. Springer,

2006.

[29] PH Agson-Gani, L Amiri, SA Ghoreishi Madiseh, S Poncet, FP Hassani, and AP Sas-

mito. Integration of conjugate porous media model into mine ventilation network

software. In Mine Ventilation, pages 47–55. CRC Press, 2021.

40



Chapter 4

Thermal and Hydraulic Analysis of a

Novel Double-Pipe Geothermal Heat

Exchanger with a Controlled Fractured

Zone at the Bottom of the Well

Contents

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.2 Model Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

41



Preface (Linking Paragraphs)

Similar to the previous chapter, this chapter also talks about the effect of conjugate porous media.

Compared to the previous chapter in which the model was in an underground mine drift, the porous

media has now been implemented in a geothermal heat exchanger to improve the heat performance

of the system. Thus, additional conservation of energy is considered. The porous zone is also

different than Chapter 3, which is based on the derivation of the packed rock bed. In this chapter,

the porous zone formation emulates a tree-like network caused by the hydraulic fracturing process.

Hence, the fractal theory was implemented. The short version of this article was presented at the

International Conference on Applied Energy 2021:

Agson-Gani, P. H., Zueter, A. F., Ghoreishi-Madiseh S. A., Kurnia, J. C., Sasmito, A.

P. (2020). Development of a Novel Double-Pipe Heat Exchanger with a Controlled Frac-

tured Zone at the Bottom of the Well: Thermal and Hydraulic Analysis, 12th International

Conference on Applied Energy (ICAE2020), Virtual, 2020.

Later, the substantial extended version was submitted to the special issue of Applied Energy

Journal:

Agson-Gani, P. H., Zueter, A. F., Xu, M., Ghoreishi-Madiseh S. A., Kurnia, J. C., Sas-

mito, A. P. (2021). Thermal and hydraulic analysis of a novel double-pipe geothermal heat

exchanger with a controlled fractured zone at the well bottom, submitted to the special

issue of Applied Energy Journal, 2021, under review.

Abstract

This study introduces a novel concept of semi closed-loop double-pipe heat exchangers

with a controlled fractured zone at the well bottom to improve the geothermal heat ex-

traction. The proposed model is benefitted from the reliable design of a double-pipe and

the higher heat extraction rate of open geothermal systems. A conjugate mathematical

model is developed and validated to simulate geothermal heat extraction, while the frac-

tured zone is calculated by implementing the fractal theory. The results suggest that the
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proposed model can significantly improve the heat extraction rate and thermal power by

up to more than 90%, with an additional 28% of pumping power. Several operating pa-

rameters of the fractured zone are also evaluated, indicating that the increase of the heat

extraction rate compared to the closed-loop model was within the range of 48-144% based

on its design. Overall, this novel design shows the potential to improve the thermal and

hydraulic performances of the conventional closed-loop geothermal system.

4.1 Introduction

Geothermal heat is one of the preferred sources of renewable energy to meet the world’s

energy demand because of its economic, environmental and social benefits [1]. Low and

medium enthalpy geothermal heat can be extracted using a geothermal heat exchanger

(GHE), which collects the earth’s thermal energy and brings it to the ground surface using

a closed-loop system of single-phase heat transfer fluid (HTF) using a double-pipe design.

The double-pipe geothermal heat exchanger (DPGHE) works by drilling a borehole and

sinking two coaxial cylindrical tubes that consist of an inner tube and an outer tube inside

the borehole. The system works by pumping the water through the inlet, and the water

is then heated by the geothermal heat, where the heated water is later extracted from the

outlet. The extracted energy could be further utilized for direct use applications, space

heating/cooling or power generation [2]. Geothermal energy is sustainable and could

be collected in any weather condition. Due to its renewable nature, extraction of the

geothermal heat, as well as the improvement of the GHE, are of paramount importance.

Several heat exchanger methods have been studied by many researchers, such as U-

tube and double-pipe heat exchanger (DPHE). In 1992, Morita et al. [3, 4] conducted

the earliest experimental study of DPHE utilization on geothermal energy extraction in

Hawaii. In 2004, Kujawa et al. [5] analytically studied the feasibility of refurbishing

abandoned oil wells into a GHE. In addition, Templeton et al. [6] developed a numerical

heat transfer model based on the previous study to determine the reliability and accuracy

43



of the proposed model. Constant inlet temperature and constant power output concepts

are applied to find the effect of a multitude of parameters on the proposed model. Bu et

al. [7] investigated the feasibility of extracting the geothermal energy from the gas wells.

In addition, Cheng et al. [8] is the earliest to optimize the performance of the wellbore

from retrofitted oil wells by modifying the geometry of the well. They introduced a well

bottom curvature design to further improve the heat transfer performance of the DPGHE.

Pokhrel et al. [9] conducted both experimental investigation and numerical simulation to

elevated the heat performance potential of a 500 m deep double-pipe heat exchanger in

Japan. They analyzed the temperature of the ground after the simulation which indicating

that it took 456 h for the temperature-depleted surrounding ground to recover 86% of its

original temperature. Pokhrel et al. [10] also developed a semi-conjugate reduced order

numerical model of borehole heat exchanger coupled with a solar thermal system. This

model allows a computationally efficient simulation of such system. Ghoreishi-Madiseh

et al. [11] solved a 1D transient heat equation with a constant temperature boundary.

Later, they extended the single borehole solution to double and N-by-N boreholes with

the use of symmetry, namely thermal superposition principle. Hefni et al. [12] extended

Ghoreishi-Madiseh’s paper by working on a transient heat conduction problem with a

time-dependent boundary to analyze the effect of the seasonal changes in thermal energy

storage systems.

At the same time, numerous techniques have been introduced to enhance heat transfer

performance in engineering practices. Primarily, the techniques based on increasing the

heat transfer area or convection coefficient, leading to the enhancement of the turbulence,

secondary flow creation, and swirls flow inducement. Some of the methods are driven by

introducing additional structures to the system based on the applications.

For instance, Alkam and Al-Nimr [13] considerably improved the heat performance

of DPHE by inserting porous substrates at both sides of the innertube wall; while also in-

creasing the pressure drop within the heat exchanger. Similar results were also analyzed

by Lu et al. [14], where they improved the heat transfer rate as well as the pressure drop
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by adding additional metal foam into a heat exchanger. The effect of baffle arrangement

on the heat transfer rate in a 3D enclosure using multiphase nanofluid was investigated by

Peiravi et al. [15]. The results indicated that the Nusselt number can be changed by 57%

based on the baffles configuration. Ghoreishi-Madiseh et al. [16] analyzed the heat per-

formance of an open-pit filled with a massive amount of waste rocks. The open-pit turned

into seasonal thermal energy storage, which helps ventilate the underground mine below

the pit. The utilization of fin arrangements are also widely used. Asgari et al. [17] ac-

celerated the solidification process of phase change material by inserting branch-shaped

fins to the heat exchanger. Alizadeh et al. [18] also utilized curved fins to optimized the

solidification precess within the latent heat thermal energy storage system. Thus, it was

evident that increasing the heat transfer area or convection coefficient through additional

structures could improve the heat transfer rate.

On geothermal heat exchanger application, geothermal heat extraction processes are

closely related to the formation of a porous medium in the form of fractured networks.

Especially, in the enhanced geothermal system (EGS), where a hydraulic stimulation pro-

cess is used to create fractures in the subsurface rock [19, 20, 21]. These fractured networks

act as additional flow channels for the HTF and simultaneously improve the effectiveness

of the heat transfer mechanism in the system [22]. EGS is created to seek alternative so-

lutions for extracting natural geothermal reservoir, which is limited. Instead of extracting

fluid from the natural reservoir, EGS pumps water into the reservoir to make the system

more sustainable. EGS works by inserting an injection well with a depth of 3-10 km be-

low the surface. High-pressure fluids at a high flow rate is then injected to the subsurface

rock formation. The fluid fractures the underlying rock and creates permeable channels

where the water circulates and exchanges heat extraction from the rock [23]. Lastly, a

production well is drilled to extract the heated water. This method makes full use of the

improvement of the heat transfer of the porous medium and an increasing area of contact

between the fluid and the ground, enhancing the system’s performance. In 2014, Chen

and Jiang [19] numerically simulated conventional EGS in various layouts and studied
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its effect on heat performance. In 2018, Song et al. [24] proposed a novel EGS system by

modifying the conventional EGS with added multilateral wells to extract more heat from

the hot dry rock. The multilateral wells widened the contact area between the HTF and

the solid domain, which resulted in an enhancement of heat extraction. Increasing the

contact area is also considered a passive heat transfer enhancement method because the

heat transfer rate is directly proportional to the size of the surface area in which the heat

is being conducted. In 2021, Wang et al. [25] proposed a modified EGS by introducing a

multilateral-well DPGHE which constructs lateral wellbores at the well bottom. This de-

sign allows water to spend most of the thermal process in the lateral wellbores, which is

placed at the hottest part of the system. Shi et al. [26] extended the previous study by nu-

merically investigating a multilateral well EGS and emphasizing the complex hydraulic

and natural fractures of the ground between the injection well and production well. They

studied 11 cases of different complex fracture networks and analyzed the contribution to

the heat extraction in the system.

Fluid flow and heat transfer in the porous medium has been studied extensively [27,

28] and abundant theoretical studies have been conducted to advance mathematical mod-

eling of transport phenomena in fractured medium or reservoirs. Since the development

of the fractured zone in the geothermal system is done by hydraulic fracturing of the

ground, the fracture formation resembles tree-like fractal networks based on the fractal

theory. Thus, one of the most effective modeling approaches is to apply the fractal theory;

the success of this theory was attributed to self-similar geometry, which occurs naturally

and synthetically in fractured medium [29, 30]. While some fractal resistance models

were developed based on the fractal characteristics of porous media and the pore-throat

framework for capillaries [31, 32, 33], the tree-like fractal networks have also received

considerable attention for decades because of their high transport efficiency and plentiful

natural and man-made structures [34, 35, 36]. Owing to the tree-like fractal theory, nu-

merous studies derived the permeability in various types of media, and fractal branches
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[37, 38, 39, 40], which in turn would determine the value of viscous resistance. The deter-

mination of inertial resistance, however, has not been explored thoroughly.

In EGS, the fracture zone between the injection well and the production well has to be

connected through fractured networks, providing a flow channels for the HTF. However,

developing this network by hydraulic fracture process is considered to be challenging and

expensive [41]. Therefore, the present study introduced a novel semi closed-loop DPGHE

with a controlled fractured zone at the well bottom. Unlike the conventional EGS, the

fractured zone in the proposed model is more localized and placed beneath the well. The

system utilizes the fractured zone as the flow channels for the HTF and improves the

heat transfer rate while keeping the process with only one coaxial well. This concept is

numerically modeled based on the conservation of mass, momentum and energy. The

based closed-loop DPGHE is validated against the experimental data before modifying

the model with a fractured zone. In this paper, we also apply a fractal tree-like network

model over the areas with fractured rocks, in which both viscous and inertial resistance

coefficients are derived from the fractal geometry theory. Additionally, comparisons be-

tween the semi closed-loop model and the conventional closed-loop system are shown.

Finally, the influence of key operating parameters in the GHE system, such as geometrical

and physical properties of the fractured zone, are studied.

4.2 Model Description

This paper aims to present the novel semi-closed loop geothermal heat exchanger based

on a double-pipe design. The novel semi-closed loop DPGHE system was made by

drilling a vertical well and hydraulically fracturing the bottom part of the well. Once

the fractured zone is created, a double-pipe is installed consisting of a conductor case

and an insulated inner pipe. This double-pipe will separate the downward injected flow

from the inlet and the upward extracted water to the outlet. Then, the surrounding part

of the well is grouted to prevent liquid from seeping out of the well. Since there is no
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previous study and experiment that emulate the proposed model, a proper validation for

the based closed-loop DPGHE of a similar study is needed. Thus, a numerical simula-

tion of the semi closed-loop DPGHE will be compared against the experimental data of

closed-loop DPGHE in Hawaii [3, 4]. The illustrations of both models are shown in Fig.

4.1. Once the semi-closed loop model is validated, a computational fluid dynamics (CFD)

simulation of closed-loop DPGHE is converted into semi closed-loop DPGHE by chang-

ing the bottom part of the well into a controlled fractured zone. Due to this additional

feature, the water seeps into the fractured zone before flowing upward to the outlet.

Figure 4.1: Not-to-scale side view illustrations of: (a) closed-loop DPGHE; (b) semi

closed-loop model DPGHE.

Figure 4.2 provides comprehensive information and illustration of the semi closed-

loop DPGHE geometry, and Table 4.1 shows the thermophysical properties of the system.

The computational domain was developed as a 2-dimensional (2D) axisymmetric model

with the size of 50 × 930 m (Width × Height). The pipes, cement and the ground are

assumed to be homogeneous and isotropic and the temperature-dependent properties

of the water are shown in Fig. 4.3. According to the difference in fractal directions, the

controlled fractured zone is divided into two parts, namely subdomain A and B, as shown
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in Fig. 4.1(b). This division was made to enable the utilization of fractal tree-like network

model.

Figure 4.2: Not-to-scale semi closed loop DPGHE: (a) computational domain (rotated

90◦); (b) A-A cross-cut; (c) isometric view.

Table 4.1: Thermophysical properties of the materials used in DPGHE.

Material ρ [kg/m3] cp [J/(kgK)] k [W/(mK)]

Water Temperature dependent
in Fig. 4.3(a) 4182 Temperature dependent
in Fig. 4.3(b)
Inner pipe 5240 310 0.06
Conductor pipe 7850 470 46.1
Cement 1830 1900 0.99
Rock 3050 870 1.6
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Figure 4.3: Temperature dependent thermophysical properties of the water: (a) density;

(b) thermal conductivity (data from [42]).

4.2.1 Governing equations

The DPGHE system consists of three main domains, which are: (a) the solid domains,

which comprised of the ground, cement, and cases; (b) the flow of the water in the pipe;

and (c) the seepage of the water flowing from the DPGHE to the controlled fractured

zone.

Solid domain

In the solid domains, the conduction heat transfer mechanism is applied as follows [43]:

∂

∂t
(ρcpT ) =

1

r

∂

∂r

(
rk
∂T

∂r

)
+

∂

∂z

(
k
∂T

∂z

)
(4.1)

where ρ is the density, cp is the specific heat, T is the temperature, k is the thermal con-

ductivity, and r and z are the radial and axial directions in cylindrical coordinates.
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The fluid zones are divided into the flow in the DPHE and in the controlled fractured

zone:

Double-pipe heat exchanger

The DPHE consist of two coaxial pipes which pump the water from the annulus and

extract the water by the outlet in the innerpipe. The flow of the water is assumed to be

single-phase flow and turbulent flow due to the high Reynolds number. Furthermore, the

properties of the water change based on the temperature as shown in Fig. 4.3. Therefore,

the governing equations of an unsteady and axisymmetric flow can be written in the

cylindrical coordinates. The continuity equation is given as [43]:

∂

∂t
(ρf ) +

∂

∂z
(ρfUz) +

∂

∂r
(ρfUr) +

ρfUr

r
= 0 (4.2)

The momentum equation in the axial and radial directions are as follow:

∂

∂t
(ρfUz) +

1

r

∂

z
(rρfUzUz) +

1

r

∂

∂r
(rρfUrUz) = −∂p

∂z
+

1

r

∂

∂z

[
rµf

(
2
∂Uz

∂z
− 2

3

(
∂Uz

∂z
+
∂Ur

∂r
+

Ur

r

))]
+

1

r

∂

∂r

[
rµf

(
∂Uz

∂r
+
∂Ur

∂z

)]
+ ρfg (4.3)
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(4.4)
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Lastly, the energy equation are written as:

∂

∂t
(ρfcp,fT ) + ρfcp,f

(
Ur

∂T

∂r
+ Uz

∂T

∂z

)
=

1

r

∂

∂r

(
rk
∂T

∂r

)
+

∂

∂z

(
k
∂T

∂z

)
(4.5)

where U is the fluid velocity, p is the pressure, µ is the dynamic viscosity, g is the gravity.

The subscripts f and t are fluid and turbulent, respectively.

The current study employs the standard k-epsilon turbulence model with scalable

wall treatment. The model incorporates two equations that solves for turbulent kinetic

energy κ, and its rate of dissipation ε, which given by [44]:

∂

∂t
(ρκ) +∇ · (ρκU) = ∇ ·

[(
µ+

µt
σκ

)
∇κ
]

+Gκ − ρε (4.6)

∂

∂t
(ρε) +∇ · (ρεU) = ∇ ·

[(
µ+

µt
σε

)
∇ε
]

+ C1εGκ − C2ερ
ε2

κ
(4.7)

where σκ and σε are the Prandtl numbers for κ and ε, respectively. Gκ is the turbulent

kinetic energy due to the mean velocity gradients. The turbulent viscosity µt is formulated

by combining κ and ε as follows [45]:

µt = ρCµ
κ2

ε
(4.8)

where C1ε, C2ε, and Cµ are constants.

Controlled fractured zone

At the well bottom, a controlled fracture zone is made with hydraulic fracture process.

This process creates a dendritic fractured zone which consists of broken rocks formation

and water as the heat transfer fluid, as shown in Fig. 4.1(b). The flow that circulates in

the porous zone is assumed to be laminar and unsteady. The local thermal equilibrium

(LTE) is implemented to solve the energy equation of the porous medium. The concept

of LTE is assuming that the temperature within each elementary volume between the
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water and broken rock as equal [46]. Based on the LTE assumption, the followings are

the governing equations for flow through the controlled fractured zone. The continuity

equation are given as follows [43]:

∂

∂t
(ερf ) +

∂

∂z
(ρfuz) +

∂

∂r
(ρfur) +

ρfur
r

= 0 (4.9)

The conservation of momentum in the axial and radial directions,respectively, are written

as:
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Finally, the energy equation are written as:

∂

∂t
(ρeffcp,effT ) + ρeffcp,eff

(
ur
∂T

∂r
+ uz

∂T

∂z

)
=

1

r

∂

∂r

(
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(
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)
(4.12)

where u the superficial velocity, ε is the porosity, and subscript eff is the effective prop-

erties of water and rock. The SD and SF are the Darcy and Forchheimer terms which are

given as [27]:

SD = − µ
K

u (4.13)
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SF = −βρu2 (4.14)

A fractal tree-like network model is implemented in the fractured zone which as-

sumed to be isotropic. This fractal analysis was firstly proposed by Xu et al. [39], where a

tree-shaped topology was considered in a two-dimensional space. An arithmetic mean of

fracture permeability and porous matrix permeability was also calculated as the so-called

effective permeability. In this study, we employ a similar model of a fractal tree-like net-

work yet only examining the fracture permeability due to its fractured nature.

As schematically shown in Fig. 4.1(b), the fractal tree-like network initiates around

the bottom of the DPGHE, where the first (parent) branch at level 0 splits into two (child)

branches at level 1. The branch length and width at level i is denoted as li and wi respec-

tively. Here we assume that each parent branch will always generate two child branches

of equal length and width at the next level with an angle 2θ apart. Owing to the fractal

tree-like theory, the permeability K can be expressed as [39]:

K =
w3

0

12W

L2

l20

1− n−
1
Dl

1− n−
m+1
Dl

1− n
3

Dw
− 1

Dl
−1

1− n
(

3
Dw
− 1

Dl
−1

)
(m+1)

(4.15)

where W , L, w0, l0, m, n, Dw, Dl are the domain width, domain length, width of the initial

branch, length of the initial branch, number of branches, number of child branches, fractal

dimension of the width, and fractal dimension of the length, respectively. However, to

incorporate the mechanical damage during the hydraulic fracturing, a damage factor D

is introduced. The viscous resistance coefficient α is therefore given by:

α =
1

K × exp(D)
(4.16)

whereD is within the range from 0 to 1 based on the damage intensity. It is noted that this

expression is the same as the inverse of the permeability presented in [40] but without the

porous matrix.

54



In addition to the viscous resistance, the inertial resistance coefficient β, also known

as non-Darcy or Forchheimer coefficient is also needed. We begin with the pressure drop

(∆P/L) for kinetic energy loss associated with the inertial resistance, in which the friction

factor in a rectangular duct is determined by [47]:

f =
24

Ref

[
1− 192

Sπ5

∞∑
j=1,3,5,...

tanh(jπS/2)

j5

]
(4.17)

The ratio of the rectangular domain is denoted as S; the Reynolds number can be writ-

ten based on the fractal theory: Ref = ρτ d̄v/(εµ), where the tortuosity τ for tortuous

capillaries is defined in terms of the porosity ε:

τ =
1

2

1 +
1

2

√
1− ε+

√
1− ε

√(
1√
1−ε − 1

)2

+ 1
4

1−
√

1− ε

 , (4.18)

and the averaged length d̄ is given by:

d̄ =
d0

m+ 1

1− n−
1

Dw (m+ 1)

1− n−
1

Dw

(4.19)

As a result, the final expression of the inertial resistance coefficient β is calculated as:

β =
12µτ

ρd̄2v

[
1− 192

Sπ5

∞∑
j=1,3,5,...

tanh(jπS/2)

j5

]
(4.20)

4.2.2 Initial and boundary conditions

The initial and boundary conditions are based on the experimental data by Morita et

al. [3]. Fig. 4.4(a) shows the temperature contour of the initial condition in the DPGHE

system and the surrounding ground. The boundary conditions of the closed-loop DPGHE

and semi closed-loop DPGHE systems are:
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Figure 4.4: Temperature contour of semi closed-loop DPGHE at: (a) initial contion (Day

0); (b) transition phase (Day 1); (c) steady phase (Year 5).

• Axisymmetric: velocity and temperature along the axis of the symmetry (Fig. 4.2(a))

are given by
∂Uaxis

∂r
= 0 (4.21)
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∂Taxis
∂r

= 0 (4.22)

• At the inlet: injection flow rate and temperature are set as constant. The injection

temperature (Tin) is 303.15 K and the water flow rate (Qin) is 0.00133 m3/s

T = Tin (4.23)

U = Uin (4.24)

• At the wall layer interface: no-slip condition and coupled heat transfer is applied.

U = 0 (4.25)

k1
∂T1

∂n
= k2

∂T2

∂n
;T1 = T2 (4.26)

• At the surface: no-slip condition and atmospheric heat convection is applied.

U = 0 (4.27)

− k∂Tsurface
∂p

= h(Tsurface − Tatm) (4.28)

• At the outer domain wall: no-slip condition and the geothermal gradient is applied.

U = 0 (4.29)

T = Tinit (4.30)

• At the outlet: the pressure is set as 0, and zero heat flux is applied.

P = Pout = 0 (4.31)
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n · ∇T = 0 (4.32)

4.2.3 Numerical simulations

ANSYS 2019 R3 was used to create and mesh the computational domain. A two-dimensional

axisymmetric model is used for the simulation (Fig. 4.2(a)), and it gives an accurate result

with less computational power. The mesh-independent solution was ensured by con-

ducting several tests, with a final mesh size of 3× 105 elements. The governing equations

with the initial and boundary conditions were computed using the finite volume method

by ANSYS Fluent. User-defined functions (UDFs) were used to define the initial temper-

ature conditions and temperature gradient applied at the outer domain of the wall. The

model was solved with the Semi-Implicit Pressure-Linked Equation (SIMPLE) algorithm

and the second-order upwind discretization schemes for all conservation equations. The

residual of 1× 10−6 was set as the convergence criteria for all equations.

4.3 Results and Discussion

4.3.1 Model validation

The CFD model was validated against the field data results of GHE in Hawaii [3, 4]. The

entire experiment duration was 7 days, and all the control systems were considered to

work properly throughout the test. At the early stage of the test, the residue in the GHE

system, such as scale and cement, flowed out of the system by flushing two filters in-

stalled in the production line. This process was repeated until the amount of the particles

decreased and became negligible to be flushed. After 1.8 days of simulation, an unex-

pected power failure occurred, leading to the closure of inlet and outlet valves to halt the

circulation. This issue resulted in the fluctuating data presented and pointed in Fig. 4.5.

However, this problem did not affect the success of this experiment as the temperature

and pressure parameters were showing similar outcomes with the predicted results.
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Figure 4.5: Validation of the numerical model against the experimental measurement

[3, 4]: (a) temperature difference between inlet and outlet; (b) pressure drop; (c) thermal

power.

In regards of the numerical simulation, the UDFs were compiled into the model to

simulate the initial ground temperature and geothermal gradient based on the actual

field data. The numerical model used output temperature, pressure drop and thermal

power as the parameters to prove the validity of the simulation. The goal of this valida-

tion is to ensure the validity of the closed-loop CFD model, which will be modified into
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semi closed-loop model. Good agreements are shown between the numerical model and

experimental results, which are shown in Fig. 4.5.

4.3.2 Comparison of the closed-loop heat exchanger and the semi closed-

loop heat exchanger

It is important to disclose the increase of the thermal power generated and the needed

pumping power between the conventional closed-loop model and the proposed semi

closed-loop model. These indicators were chosen to assess the practicality of the pro-

posed model. The time-dependent output temperature in Fig. 4.6(a) shows the compari-

son between both models.

Initially, the DPGHE was draining the initial water in the system; it is observed that

the temperature reaches a plateau and drops rapidly in the first few hours due to the high

temperature difference between the water and the ground. This temperature contour of

this transition process is shown in Fig. 4.4(b), where the flow starts getting steady. Af-

terward, the water cools down, the transient rate of change of the output temperature

decrease as well, and the output temperature maintains a steady trend, as shown in Fig.

4.4(c). It shows that the temperature trend of the semi closed-loop GHE system is al-

ways higher than the closed loop’s trend. By implementing the semi closed-loop model,

the output temperature increases by 4.3 ◦C which is a 92.8% increase of temperature dif-

ference between injection and extracted temperature. However, due to the water that is

flowing through a fractured zone that has higher resistances compare to the pipe; thus,

an increase of pressure drop by 11.7% is caused by the proposed model, as shown in Fig.

4.6(b).

The flow of the water in the fractured zone could be seen in Fig. 4.4(c). Subsequently,

the thermal power generated and the pumping power of both models are compared. The

thermal power generated is a function of the water mass flow rate and the difference be-

tween the injection temperature and the output temperature, while the pumping power
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Figure 4.6: Comparison of the closed-loop heat exchanger and the proposed semi closed-

loop heat exchanger, in terms of: (a) temperature difference between inlet and outlet; (b)

pressure drop; (c) thermal power and pumping power.

takes pressure drop and water flow rate into account. According to Fig. 4.6(c), when the

system is already stabilized, the proposed model generates 49.8 [kW] thermal power with

the requirement of 0.1 [kW] for its pumping power. These results indicate that the pro-

posed model generates 92.8% more thermal power due to the increase of the temperature

in the water. However, the pumping power needed is also increased by 27.7% as a result

of an increase in the pressure drop. Based on the comparison of the needed and generated
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power, the proposed model is considered to enhance the performance of the heat transfer

in the system.

4.3.3 Influence of the physical and geometrical properties of the con-

trolled fractured zone

The geometrical and physical properties of the modified well bottom are important in-

dicators that influence the thermal process in the system. Fig.4.1(b) shows a not-to-scale

illustration of the fractured zone at the well bottom, where h1 is the height of the porous

zone from the bottom pipe to the top boundary of the fractured zone, h2 is the height

of the porous zone from the bottom pipe to the bottom boundary of the fractured zone,

and r1 indicates the radius of the fractured zone. These three geometrical parameters are

affecting the size of the contact area between the fractured zone and the ground Acontact.

The effect of these geometrical parameters and the damage factor of the fractured zone

was studied. The details of the parametric analysis are displayed in Table 4.2. The analy-

sis is started by determining a based-model (C0) as an initial reference for the comparison

analysis. Then, the value of geometrical and physical properties of the fractured zone

are varied and compared with the based-model. The difference between these parame-

ters affected the value of viscous and inertia resistances as well as the contact area of the

fractured zone, which tabulated in Table 4.3.

The parametric analysis was plotted based on the different parameters, which were

varied, as shown in Table. 4.2. The chosen comparison parameters are thermal power

Pther and pumping power Ppump. The thermal power was a function of the mass flow

rate of the water, specific heat capacity of the water, and the temperature as well: Pther =

ṁcp∆T . In comparison, the pumping power takes pressure drop and water flow rate

calculations into account: Ppump = ∆pQ
η

.

The effect of the Acontact can be seen in Fig. 4.8(a-b). The increase of contact area in

the fractured region is directly proportional to thermal power and pumping power. By
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Table 4.2: Geometrical and physical properties for parametric analysis.

Description ID h1 [m] h2[m] r1 [m] D [−]

Base Case C0 5 1 5 0.5

Vary h1
C1 1.5 1 5 0.5
C2 10 1 5 0.5

Vary h2
C3 5 0.5 5 0.5
C4 5 5 5 0.5

Vary r1
C5 5 1 2.5 0.5
C6 5 1 10 0.5

Vary D C7 5 1 5 0.1
C8 5 1 5 1.0

Table 4.3: Tabulation of viscous α and inertia β resistances caused by the geometrical

and physical properties of the controlled fractured zone. In addition, the thermal and

pumping powers at the 10th year are listed.

ID Subdomain A Subdomain B At the 10th year
α β α β Pther [kW] Ppump [kW]

Closed-loop N/A N/A N/A N/A 25.83 763×10−4

C0 1.12×105 249.9 0.37×105 443.4 49.82 974×10−4

C1 7.27×105 2685.9 0.37×105 443.4 40.35 954×10−4

C2 0.22×105 13.4 0.37×105 443.4 55.91 986×10−4

C3 1.12×105 249.9 0.35×105 206.6 49.01 962×10−4

C4 1.12×105 249.9 0.37×105 5635.7 54.74 985×10−4

C5 1.16×105 278.7 1.48×105 7804.2 37.24 952×10−4

C6 1.16×105 1.77×104 0.92×105 8235.1 60.25 989×10−4

C7 1.68×105 249.9 0.55×105 443.4 61.65 1025×10−4

C8 0.68×105 249.9 0.22×105 443.4 48.40 967×10−4

increasing the height or the radius of the fractured zone, the heat generation rate is opti-

mized as well. The pumping power increases due to the expansion of the fractured zone,

which gives rise to the flow resistances. Those three parameters are compared with lin-

ear regression by calculating the increase of the thermal power if 5 m of length is added

to each parameter. Fig. 4.7a shows that increasing the opening length of DPGHE to the

fracture zone h1 from 5 m to 10 m improves heat extraction rate by about 10% with addi-

tional pumping power increase of 3%. Similarly, increasing the depth of the fracture from
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bottom of the DPGHE well, h2 by 5 m increases the heat extraction rate for about 10%(Fig.

4.7b). Looking into the effect of fracture radius, r1, it is interesting that increasing fracture

radius from 5 to 10 m, increases the heat extraction rate by 25%(Fig. 4.7c), while keeping

the additional pumping power at minimum (3%). A more detailed plot displaying the

effect of contact area on the temperature generated and thermal power is shown in Fig.

4.8(a). Even though the varying parameter is different (h1, h2 and r1), the plot indicates

that the contact area is directly proportional to ∆T and the thermal power. As the size of

the contact area is larger, the volume of the fractured zone increases as well. Thus, more

water is flowing through the fractured which leads to an increase in the pressure drop

and the pumping power, as shown in Fig. 4.8(b).

Fig. 4.7(d) shows the effect of the damage factor to the DPGHE system. If the ground is

more damaged due to more impact on the hydraulic fracturing process, then the heat will

transfer at a lower rate. The damage factor is also directly proportional to the porosity of

the fractured zone. Thus, if the void in the fractured zone becomes bigger, then the heat

transfer rate will be less efficient.

To conclude, the needed and generated powers provided by the closed-loop heat ex-

changer were compared against the parametric results of the semi-closed loop heat ex-

changer, as shown in Table 4.3. The increase of the heat generation rate was within 48-

144%, while the pumping power had a 25-35% increase.

4.4 Conclusion

In this study, a mathematical model of a novel semi closed-loop double pipe geothermal

heat exchanger with a controlled fractured zone at the well bottom is developed. A fractal

tree-like network model is utilized to characterize the fracture zone. The base-case model

was validated against experimental data by Morita et al. [3]. The operational parameters,

such as the physical model, material properties, and the initial and boundary conditions,

were discussed comprehensively. The key findings for this study are:
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Figure 4.7: Comparison of thermal power and pumping power based on the parametric

analysis of semi-closed loop heat exchanger varying the geometrical and physical prop-

erties of the fractured zone based on the: (a) length of h1; (b) length of h2; (c) length of r1;

(d) damage.

• The proposed semi-closed loop DPGHE was compared with the closed-loop model

to assess the improvement on the heat transfer rate. The comparisons suggest that

the proposed model could significantly improve heat extraction rate and thermal

power by 93%, with additional approximately 28% of pumping power.

• Parametric studies were conducted to assess the effect of the geometrical and phys-

ical configuration of the fractured zone on the thermal power and pumping power.

The results could be used as a reference to further optimize the proposed model. It
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Figure 4.8: The effect of contact area between the fractured zone and the ground (Acontact)

to: (a) ∆T and the thermal power; and (b) ∆P and the pumping power.

is found that the fracture radius plays significant role in enhancing heat extraction

rate, while minimizing pumping power. In regards to the heat exchanger perfor-

mance, the heat extraction rate increased by 48 to 144% and the pumping power

elevated by 25 to 35% compared with the closed-loop heat exchanger. The semi

closed-loop heat exchangers’ heat transfer performances were based on the geomet-

rical configuration of the porous zone as well as the mechanical damage caused by

the hydraulic fracturing process.

• In general, the novel semi closed-loop DPGHE shows great potential to significantly

improve the performance of the geothermal heat exchanger system.

Future works can focus on laboratory or field scale experiment to evaluate the feasibility

and techno-economics of such system in practice.
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Preface (Linking Paragraphs)

Following the realization of the expensive and time-consuming nature of the computational pro-

cess of two-dimensional and three-dimensional numerical modeling based on the last two previous

chapters, this chapter comprises a development of a one-plus-one-dimensional reduced-order model

in a geothermal heat exchanger system. The developed model reduced the computational time with

similar accuracy. Additionally, spatial symmetry and thermal superposition concepts were intro-

duced to extend the single borehole into a multiple boreholes system. The below chapter will be

presented at International Conference on Applied Energy 2021 and in preparation for submission:

Agson-Gani, P. H., Zueter, A. F., Xu, M., Sasmito, A. P. (2021). Development of a 1+1D

Reduced-Order Model in Double-Pipe Geothermal Heat Exchanger Systems: From Single

to Multiple Boreholes, 2021, in preparation.

Abstract

Geothermal heat is one of the preferred sources of renewable energy to meet the world’s

energy demand. Low and medium enthalpy geothermal heat can be extracted by using a

geothermal heat exchanger (GHE), which collects the earth’s thermal energy and brings

it to the ground surface using a closed-loop system of single-phase heat transfer fluid

(HTF). GHE systems are typically large (e.g., hundreds of meters deep) and long-running

(e.g., decades). Therefore, numerical modelling of these systems can be computationally

expensive and sometimes restrictive in practice, especially for large number of boreholes.

The present study develops a novel computationally efficient one-plus-one-dimensional

(1+1D) semi-conjugate heat transfer model of a double-pipe heat exchangers (DPHE),

which solves a transient conservation equation of energy in the radial coordinate coupled

with a space marching algorithm. Furthermore, the concept of spatial symmetry and

thermal superpositions are implemented in order to expand the single borehole solution

into a multiple geothermal boreholes system. The proposed model is validated against

experimental data of GHE and verified with numerical solution from a full-scale three-
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dimensional (3D) computational fluid dynamics (CFD) model. With regards to computa-

tional time, the proposed 1+1D model with spatial symmetry and thermal superposition

is 99% faster to compute than the 3D fully-conjugate CFD model. This shows the potential

of the proposed model to be used in practical applications for a wide range of parametric

studies, thermal design and optimization.

5.1 Introduction

Based on the recently published Sixth Assessment Report (AR6) of the United Nations

Intergovernmental Panel on Climate Change (IPCC) [1], the temperature of the surface

of the earth is currently getting warmer by 1.1◦C. If the carbon intensive development

continues, the increase of the temperature is on the track to reach 1.5◦C in the next two

decades, and 3.3-5.7◦C at the end of the century. This condition provides an unprece-

dented degree of clarity about our planet future, and the need to implement climate leg-

islation in all sectors. One of the most important societal transitions is from fossil-fuel

based energy into renewable energy. As a renewable energy source, geothermal heat is

an attractive choice to provide a significant environmental value while producing energy.

This abundance of energy resides below the surface of the ground and its temperature

is getting hotter as the depth is increased. To utilize such energy, a ground source heat

pump (GSHP) system coupled with the geothermal heat exchanger (GHE) is usually in-

stalled. In particular, the use of double-pipe design for a GHE is commonly implemented

[2, 3, 4]. The double-pipe geothermal heat exchanger (DPGHE) works by pumping water

through the inlet downward; then the water goes upward coaxially, which is extracted

from the outlet. Then, the extracted water could be further utilized for a heating/cooling

source, direct use applications, or coupled the system for power generation.

Numerous studies have been done to investigate the operating performance and the

sustainability of the DPGHE. One of the earliest is the experimental investigation con-

ducted by Morita et al. [3, 5] in Hawaii. They performed one of the first proof of concept
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of the DPGHE in a field-scale environment. In 2004, Kujawa et al. [2] analytically stud-

ied the feasibility of turning abandoned oil wells into a DPGHE system. This study then

followed by Templeton et al. [6] who developed the numerical heat transfer model based

on the previous study. They applied the constant inlet temperature and constant power

output concepts to analyze the effect of a multitude of parameters on the DPGHE. In ad-

dition, Cheng et al. [4] numerically investigate the previous DPGHE model and further

optimize it by applying a well bottom curvature to improve the heat performance of the

system. It can be seen that the numerical simulation is widely used to investigate such

models . The numerical models are usually built by using commercial software, such as

Ansys Fluent [4, 7, 8], and COMSOL Multiphysics [9]. The numerical solutions are then

validated against the experimental data to ensure the accuracy of the results. Despite the

versatility of these fully-conjugate models, the requirement of large mesh counts which

resulted in extremely long computational time caused this model to be impractical, espe-

cially during the design optimization process. The huge computational domain and long

operating time are adding to the difficulty in developing this model.

In order to minimize the computational process of the numerical model, Fang et al.

[10] developed a computationally efficient heat exchanger model through an incorpora-

tion of the Finite Difference Method (FDM). The developed model proved to be highly

efficient due to the treatment of the flow and the convective heat transfer in the pipes is

simplified as 1D. This treatment solves the issue of the great number of elements required

to simulate such model. Yu et al. [11] created a novel 1D numerical model of the U-pipe

GHE using Finite Element Method (FEM). A case-study data and TRNSYS model are

used to validate the proposed model. Apart from the GHE problem, efforts to reduce the

computational time in numerical modelling are also made in several other applications,

such as in artificial ground freezing (AGF). Zueter et al. [12, 13] simulated lab-scale and

field-scale coaxial AGFs systems by developing a reduced-order model which reduced

2D axisymmetric computational domain into several 1D gridlines. This method could

reduce the computational time by more than 99%.
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Moreover, to further enhance the performance of the GSHP system and meet the en-

ergy demand, multiple DPGHEs are usually sink instead of only one. Multiple vertical

DPGHEs are usually called the borehole heat exchangers (BHEs). Nowadays, the imple-

mentation of multiple boreholes is widely used. The number of boreholes could reach

tens to hundreds to accommodate for the energy demand [14]. The striking difference

between a single borehole with the multiple boreholes solution is the thermal interaction

between each borehole which affects the total heat performance of the DPGHEs system.

Kurejiva et al. [15] analyzed the effect of borehole array geometry and the thermal inter-

ference of a geothermal heat pump system. Their results show that the effect of multiple

boreholes on various geometric configurations influenced the heat performance of the

system. Gultekin et al. [16] also studied the effects of different parameters in multiple

borehole heat exchanger in terms of the heat transfer rate of the system. Their results

provided the design optimization based on the performance loss of the system’s center

borehole.

The study of the GHE with multiple boreholes configuration is usually conducted

by experimental investigation [14, 17] because performing a numerical study is highly

challenging due to its complex structure (i.e., multiple boreholes), with the addition of

its macroscopic features. An approach done by Gultekin et al. [16] was simulating the

multiple boreholes numerically by reducing the 3D model into a 2D model. However, this

method leads to the simulation not capturing the fully-conjugate model of the multiple

boreholes DPGHE. Another approach to investigate the heat transfer mechanism in the

multiple boreholes DPGHEs is by incorporating analytical treatments, e.g., a closed form

analytical solution. Compared with numerical simulations, the analytical solutions are

easy and fast to compute, but significant efforts are required in the development of these

models. Ghoreishi-Madiseh et al. [18] solved a 1D transient heat equation subjected to

a constant temperature boundary; they extended the closed-form exact solution from a

single borehole to double and N-by-N boreholes with the use of symmetry, also referred

as the superposition principle. Recently, Hefni et al. [19] applied this methodology in a
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similar problem but subjected to a time-dependent boundary condition, which in turn

facilitated the engineering utility in many geothermal applications, such as hybrid solar-

geothermal systems.

Based on the presented literature thus far, we aim to resolve the computational issue

in developing the DPGHE system with multiple boreholes configuration. The objective

of this study is to develop a novel reduced-order 1+1D DPGHE system, coupled with a

thermal superposition algorithm to extend the single borehole solution into double and

multiple boreholes configurations. The proposed models will be validated against the ex-

perimental results and verified with fully-conjugate 3D models. Furthermore, the thermal

analysis of the temperature profile of the ground in every model is thoroughly discussed.

Finally, the computational performance of each model is studied, which reflects the effi-

ciency of the proposed model.

5.2 Model Description

The objectives of this paper are to develop a reduced-order algorithm for double-pipe

geothermal heat exchanger (DPGHE) systems with a single borehole configuration and

extend the model into multiple boreholes configurations by implementing spatial sym-

metry and thermal superposition theories, as shown in Fig. 5.1. The thermophysical

properties are shown in Table. 5.1.

Table 5.1: Thermophysical properties of the materials used in DPGHE

Material ρ [kg/m3] cp [J/(kgK)] k [W/(mK)]

Water 997 4182 0.6
Inner pipe 5240 310 0.06
Conductor pipe 7850 470 46.1
Cement 1830 1900 0.99
Rock 3050 870 1.6
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Figure 5.1: Side view and top view of (not-to-scale) GHE with the following configura-

tions: (a) a single borehole; (B) double boreholes; (C) 3-by-3 boreholes.

In this section, the mathematical model formulation of this study is discussed. First,

the governing equations which describe the computational domain of the 1+1D and 3D

models are presented. It is important to note that there are different aspects between both

models, which are:

• 1+1D model: axisymmetric, semi-conjugate, single-phase, turbulent flow, coded

with MATLAB R2020

• 3D model: symmetry boundary condition, fully-conjugate, single-phase, turbulent

flow, simulate with Ansys Fluent 2020R1
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Then, the initial and boundary conditions are presented based on the values from the

field data.

5.2.1 Governing equations

The numerical model solves heat transfer mechanisms in the solid domains of the GHE

system (i.e.,the ground), as shown in Fig. 5.1. In the solid domains, conduction is applied

and calculated as follows:

∂(ρcpT )

∂t
= ∇ · (k∇T ) (5.1)

where ρ is the density, cp is the specific heat capacity, T is the temperature, and k is the

thermal conductivity of the solid part.

In order to make the computational performance in the fluid region (i.e., working fluid

like water) more efficient, the proposed model only simulates a heat convection equation

based on the 1st law of thermodynamics per area, as follows:

ṁcp,f∆Tf = hA(Ts − Tf ) (5.2)

where ṁ is the mass flow rate of the coolant, and h is the convection heat transfer coef-

ficient. By only simulating this equation, the computational time reduced a lot compare

with the 3D models. In the 3D model simulation, the meshes in the coolant region has to

be specifically fine which each node is incorporating the conservation equation of mass,

momentum and energy which are formulated as follows:

∂

∂t
(ρf ) +∇ · (ρfU) = 0 (5.3)

∂

∂t
(ρfU) +∇ · (ρfUU) = −∇p+∇ · [(µf + µt,f )(∇U + (∇U)T )] + ρfg (5.4)

∂

∂t
(ρfcp,fT ) +∇ · (ρfcp,fUT ) = ∇ · (kf∇T ) (5.5)
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where U is the fluid velocity, p is the pressure, µ is the dynamic viscosity, g is the gravity,

and subscript f and t are fluid and turbulent, respectively.

5.2.2 Initial and boundary conditions

Based on the field data provided by Morita et al. [3, 5], the temperature profile initial

condition is set. As for the boundary conditions, the 1+1D model implements the ax-

isymmetric boundary in the axis. Therefore, the temperature along the axis are given

by:
∂Taxis
∂r

= 0. (5.6)

On the other hand, the 3D model employs the symmetry boundary condition in order

to simulate a quarter of the model, which reduces the computational time significantly.

Therefore, a zero heat flux is assumed along the symmetry planes as follows:

∂Tsymmetry
∂r

= 0. (5.7)

The outer part of the computational domain comprises of the side, and bottom bound-

aries. Geothermal gradient are applied at the side and bottom boundaries which given

by:

T = Tgeo, (5.8)

Finally, at the outer part of the borehole wall, which is in contact with the grout, heat

convection is applied:

− k∂Ts
∂n

= h (Ts − Tf ) (5.9)

where k is the thermal conductivity and h is the convection heat transfer coefficient. De-

tailed explanation on the novel framework for the walls boundary condition can be found

in [12].

Particularly, there are several additional boundary conditions which implemented to

the 3D models due to its particular fluid domain. One of them is the inlet, the mass
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flow rate and the temperature which are set as constant, which are 1.33 kg/s and 30◦C,

respectively:

ṁ = ṁin, (5.10)

T = Tin. (5.11)

Additionally in the outlet, the pressure is set as 0 and a zero heat flux is applied:

P = Pout = 0, (5.12)

n · ∇T = 0. (5.13)

Finally, a no-slip condition is also applied at all walls.

5.3 Solution Algorithms

In this paper, the process of developing the 1+1D reduced-order model in multiple bore-

holes GHE systems is shown in Fig. 5.2. A two-step solution algorithm process is imple-

mented, which are: (a) reduced-order 1+1D model, and (b) thermal superposition. Firstly,

a single borehole GHE system is developed using a reduced-order 1+1D semi-conjugate

model. This model allowed a more efficient computational process than 2D and 3D mod-

els. This model is validated against the field data to ensure the validity of the model.

Then, the thermal superposition theorem is implemented to the model in order to expand

a single borehole into multiple boreholes GHE systems. Further, the proposed models are

verified against the 3D CFD models.

5.3.1 Single borehole solution: Development of 1+1D model using space

marching algorithm

The numerical simulation of the GHE system is a challenging task due to its large compu-

tational domain and a high number of timesteps. In this study, a 1+1D model is developed

82



Figure 5.2: Flowchart of the development of the 1+1D semi-conjugate model, coupled

with the thermal superpositions algorithm.

by applying a space marching algorithm that reduces a 2D axisymmetric problem dimen-

sionally and significantly increases the computational process’s efficiency. This algorithm

works by discretizing the 2D domain into several 1D gridlines and visiting each grid in

series, one after the other. In the GHE system, the 1D gridlines are created perpendicular

from the fluid flow direction since this algorithm is solving a convective heat problem,

as shown in Fig. 5.3. The followings are the detailed steps to develop the reduced-order

1+1D GHE model:

1. First, the temperature profile in the computational domain are set based on the ini-

tial condition.
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Figure 5.3: Computational domain of the 1+1D model of the DPGHE

2. Then, the conduction heat transfer between the borehole wall and the side boundary

along the 1D gridlines are solved from the top gridline to the lowest of the compu-

tational domain. The 1D gridlines are solving Eq. 5.1, which marching between

the borehole wall and the side boundary, modeled as Eqs. 5.9 and 5.8, respectively.

Meanwhile, the water temperature is calculated with Eq. 5.3.

3. Each computational node stores a value for the temperature, which act as an initial

condition for the next steps.

4. Steps 2-3 are repeated until the desired time steps are reached.

Once the simulation is convergent, the solution is stored and can be further extended

into double and multiple boreholes configurations. More details on the space marching

algorithm can be found in [12], which include the four variations differ due to the cou-

pling with analytical solution and additional spatial correction.
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5.3.2 Multiple boreholes solution: Incorporating the use of symmetry

with thermal superpositions algorithm

In this paper, the concept of symmetry and thermal superpositions is implemented us-

ing the previously simulated single borehole 1+1-D model solutions as a system-based

model. The used results comprise of the temperature profile data ranging from the depth

of 0 m up to 800 m and the timeframe from 1 day to 10 years. The arrangements of the

single, double, and multiple N-by-N boreholes are shown in Fig. 5.1. The thermal su-

perpositions theory is computed in the radial direction based on the previous-mentioned

configurations. The temperature profile calculation is done along the centreline at y = 0,

equivalent to the line at x = 0, whereas the Ttotal(x, y = 0, t) describes the temperature

profile of all boreholes in the calculated domain. It is noted that this thermal superposi-

tion algorithm is consistent with Hefni et al.’s work [19].

In a single borehole configuration, the total temperature profile could be determined

by mirroring the temperature values from space marching algorithm along the centreline

at x = 0 as follows:

Ttotal(x, y = 0, t) = Ta(r = |x|, t) (5.14)

where subscript a represents the only borehole in this configuration.

In double boreholes configuration, the boreholes are arranged at the center of the do-

main, separated by a fixed distance d. The total temperature profile is calculated as the

summation of the 1+1-D model temperature solution in each borehole as follows:

Ttotal(x, y = 0, t) = Ta

(
r =

∣∣∣∣x+
d

2

∣∣∣∣, t)+ Tb

(∣∣∣∣x− d

2

∣∣∣∣, t) (5.15)

where subscript a and b indicate the left and right boreholes in the domain, respectively.

For the case of multiple boreholes with N-by-N configurations, the total temperature

profile is also affected by the boreholes placed above and below the centreline. In this
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paper, 3-by-3 borehole GHE system is modeled and given as:

Ttotal(x, y = 0, t) = Ta

(
r =

√
d2 + (x+ d)2, t

)
+ Tb

(
r =
√
d2 + x2, t

)
+ Tc

(
r =

√
d2 + (x− d)2, t

)
+ Td (r = |x+ d|, t) + Te(r = |x|, t)

+ Tf (r = |x− d|, t) + Tg

(
r =

√
d2 + (x+ d)2, t

)
+ Th

(
r =
√
d2 + x2, t

)
+ Ti

(
r =

√
d2 + (x− d)2, t

)
(5.16)

where the subscripts a − i show the boreholes label from top left corner to the bottom

right corner, from the top row until bottom row. In this sense, this expression could be

modified based on the desired number of boreholes in the system.

5.3.3 Three-dimensional numerical simulations

The 3D CFD models of GHE with single, double and multiple borehole configurations

were made as a means of verification with the proposed 1+1D model which extended

into multiple boreholes model with the thermal superposition theorem. Ansys 2020R1

was used to create and mesh the computational domain. Symmetry boundary condi-

tion is used conditions is to reduce the computational time by only simulating a quar-

ter of the computational domain for a single and multiple borehole cases, and a half of

the computational domain for the double boreholes case. The mesh size ranging from

1 × 107 − 3 × 107 elements are used to model the GHE systems. In particular, the fluid

domain makes up to the majority number of the mesh count, which make these models

computationally expensive. The governing equations with the initial and boundary con-

ditions were computed using the finite volume method by Ansys Fluent and were written

in the user-defined functions (UDFs). The numerical model was solved by implementing

the Semi-Implicit Pressure-Linked Equation (SIMPLE) algorithm and second-order up-
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wind discretization schemes. The residual of 1× 10−5 was set as the convergence criteria

for all equations.

5.4 Results and Discussion

5.4.1 Development of Reduced-Order Model of GHE

This subsection discusses the steps to develop a robust and efficient reduced-order 1+1D

numerical model for the GHE system. First, the 1+1D solution is validated against the

experimental data to ensure the accuracy of the proposed model. Then, the mesh and

boundary dependency solution is analyzed to ensure the reliability of the 1+1D model.

Finally, a computational time analysis is done by comparing the computing time of the

1+1D models with the 3D models with similar operating conditions.

Model validation

Both 1+1D and 3D models of GHE with a single borehole are validated against the ex-

periment conducted by Morita et al. in Hawaii. The initial temperature condition of the

GHE system and the surrounding rock are set based on the ground temperature profile

plot provided by the field data. The water injection rate and temperature are set as 1.33

kg/s and 30◦C, respectively. Additionally, the geothermal gradient as the heat source is

applied at the boundaries.

As shown in Fig. 5.4, the proposed 1+1D and 3D models can predict the outlet tem-

perature of the system accurately. Considering this good agreement, we could couple the

1+1D model with the thermal superposition algorithm and develop the 3D CFD models

as the verification and comparison model.

87



Figure 5.4: Validation of the outlet temperature value of the single borehole solution

(MATLAB) with the field data [3], and the 3D model (ANSYS Fluent)

Mesh and boundary dependency analysis

The reliability of the numerical model of the GHE system depends on its mesh generation

which represents the computational domain of the system. Fig. 5.5.(a) shows the correla-

tion of the mesh count and the outlet temperature recorded in the first year. The change of

the mesh count is based on the change of the mesh resolution in radial and y-directions.

As the mesh gets finer, the change in the outlet temperature is lesser. The plots show that

the change due to the resolution in the radial direction is more sensitive. These findings

provide great insight to build an efficient meshing while maintaining the reliability of the

model.

Based on the Templeton et al. [6] and comments on the double-pipe heat exchanger

model built by Kujawa et al. [2], mistakes in defining the radius of the boundary could

lead to the overestimation of the performance of the heat exchanger. Therefore, a bound-

ary dependency analysis is conducted, as shown in Fig. 5.5.(b). The plots show that as-

signing a value of at least 20 m as the radius of the boundary leads to the model achieving

its boundary dependence.
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Figure 5.5: Comparison of the outlet temperature at Year 1 as a dependency analysis of:

(a) mesh count; and (b) the side boundary length.

Computational time analysis

Computational performance is discussed to compare the computational time between

each model. It is important to note that the 1+1D models are coded in MATLAB R2020,

while the 3D models are simulated in Ansys Fluent 2020R1. To develop the 3D models,

a considerable number of mesh counts is needed to achieve a convergent simulation,

especially in the fluid domain.

As shown in Table. 5.2, the 1+1D models are drastically faster to compute than the

3D models. Additionally, the proposed models use the thermal superposition algorithm

to extend the single borehole solution into double and multiple boreholes configurations

which takes no additional time to compute. As a result, the computational time of the

proposed models is 99% faster than the 3D models.

5.4.2 Thermal analysis on the 1+1D models

The developed 1+1D models, coupled with the thermal superposition algorithm, are com-

pared with the fully-conjugate 3D numerical models. The comparison comprises the tem-
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Table 5.2: Computational time of the numerical simulations

Model # borehole Mesh count Compt. time [hh:mm:ss]
1+1D Axisymmetric 1 75,000 00:18:53
2D Axisymmetric 1 4,191,000 13:00:00
3D Symmetry 1 (single) 13,000,000 192:00:00
3D Symmetry 2 (double) 19,000,000 240:00:00
3D Symmetry 3-by-3 33,000,000 432:00:00

perature profile in single, double, and multiple boreholes at different times: 1 day, 1 week,

1 month, 6 months, and 1 year. Additionally, the temperature profile of the ground is

plotted in the radial direction at several depths; from 100 m to 800 m. Fig. 5.6 shows the

temperature distribution of the single borehole problem. It can be seen from the graph,

the temperature of the ground is depleted over time. It is one of the physical phenomena

of the geothermal heat extraction.

The same condition is also applied in the double boreholes solution, as shown in Fig.

5.7. Particularly, the ground condition between the boreholes is decreasing more signifi-

cantly than the surrounding area. It is due to the heat transfer rate being more significant

in the boreholes area, which makes the ground temperature depleted faster.

The ground condition in the multiple boreholes solution is depleted even faster than

in the single and double boreholes solutions, as shown in Fig. 5.8. This means that the

heat extracted in each borehole will be lower than the previous models.

5.5 Conclusion

We proposed the novel semi-conjugate reduced-order models for the double-pipe geother-

mal heat exchanger (DPGHE) system with single, double, and multiple borehole config-

urations. The main objective of developing such a model is to reduce the computational

time and cost of the heavy computational requirement for the DPGHE system, which has

a complex structure, huge computational domain, and long operational time.
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The main key findings of this paper are as follows:

• The reduced-order 1+1D algorithms are developed to simulate a DPGHE system.

We could say that the 1+1D model is more efficient than the 3D models since the

reduced-model computational time is ¿99% faster than the 3D models. It takes less

than an hour to simulate a 10-year simulation with the proposed model, while it

takes more than 7 days to simulate a similar model with the 3D numerical model.

The solutions obtained by the proposed model is considered reliable in estimating

the temperature profile of the GHE since it gives similar results with the 3D models

and is also validated against the field data.

• Thermal superposition and spatial symmetry algorithms are implemented to ana-

lytically extend the 1+1D GHE model solution into double and multiple borehole

configurations. Regarding the computational time, the proposed models are in sev-

eral orders of magnitude faster to compute than the 3D CFD model while maintain-

ing the same accuracy.

In summary, we could conclude that the proposed model shows the potential to simu-

late a complex GHE system with a long operation time efficiently. This study could be

extended for a wide range of parametric studies, as well as design and optimization. The

model could also be coupled with a solar-powered thermal model to simulate solar ther-

mal borehole thermal energy storage.
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Figure 5.6: Temperature profile of the single borehole solutions at: (a) 1 day; (b) 1 week;

(c) 1 month; (d) 6 months; and (e) 1 year.
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Figure 5.7: Temperature profile of the double boreholes solutions at: (a) 1 day; (b) 1 week;

(c) 1 month; (d) 6 months; and (e) 1 year.
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Figure 5.8: Temperature profile of the 3-by-3 boreholes solutions at: (a) 1 day; (b) 1 week;

(c) 1 month; (d) 6 months; and (e) 1 year.
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6.1 Final conclusion

This thesis discussed how conjugate porous media configuration could be utilized within

engineering practice, such as for mine ventilation network (MVN) and geothermal heat

exchanger (GHE) applications. Additionally, the development of the reduced-order com-

putational fluid dynamics (CFD) model is also discussed due to the realization of the high

computational cost while numerically investigating such models. This thesis’s framework

comprises the development of a two-dimensional (2D) and three-dimensional (3D) nu-

merical model that analyses the heat transfer mechanism and fluid flow through porous

media. Later, a one-plus-one-dimensional (1+1D) model is developed to reduce the com-

putational cost and time.

In the beginning, a literature review that discusses step-by-step information included

in the thesis is presented. The review highlighted the numerical methods of heat transfer

and fluid flow start from a general concept of the governing equations until developing a

reduced-order model. This was followed by an overview of the heat transfer mechanism

and fluid flow through porous media, particularly in the MVN and GHE systems.

The following chapter discusses the airflow through the broken rock-filled drawpoint

in an underground mine. This was accomplished by comparing the results from 1D-MVN

software compiled with the novel friction factor correlation for porous media against the

3D CFD solver. The comparison between both models indicates a good agreement was

made between both models and was considered verified. Thus, using the novel analytical

friction factor to analyze the flow through porous media in 1D-MVN software is feasible.

This result may assists mine ventilation engineers to model airflow through broken rock

formation inside the underground mine efficiently.

The next chapter discussed the utilization of the porous media in enhancing the per-

formance of the double-pipe geothermal heat exchanger (DPGHE) system. This study

proposed the concept of novel semi closed-loop DPGHE with a fractured zone at the bot-

tom of the well. By hydraulic fracturing the zone below the DPGHE, a tree-like fractal
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network model is formed as a fractured zone below the well. With the proposed model,

the heat performance of a DPGHE system is significantly increased due to the additional

heat transfer mechanism in the fractured zone. The results suggest that by comparing

the proposed model with the traditional closed-loop heat exchange, the heat extraction

rate might increase by 48-144% and the pumping power elevated by 25-35% based on the

fractured zone configurations.

A solution for the heavy computational requirement from the two previous works in

the later chapter is provided. On the DPGHE application, a reduced-order 1+1D model

is developed. A thermal superposition algorithm is also coupled to extend the single

borehole solution into double and multiple boreholes solutions. Using a space marching

algorithm to reduce the 2D axisymmetric model into several 1D gridlines resulted in a

more simplified model. Thus, the computational time of the proposed model is 99% faster

to simulate than the 3D CFD while keeping a similar accuracy. A wide range of parametric

analyses for design optimization with the proposed model could be done more easily.

6.2 Recommendations for future work

Geothermal heat as renewable energy has many benefits and has to be utilized as effec-

tively as possible; therefore, the continuation of studies on this topic is essential. For

further work, an experimental investigation of lab- or field-scale may be undertaken to

analyze the feasibility and the techno-economics of the proposed DPGHE model which

was discussed in Chapter 4. By setting up the experimental facility, a variety of analyses

could be done experimentally. Additionally, with the proposed computationally-efficient

1+1D model introduced in Chapter 5, both methods could work mutually. Moreover, the

1+1D model could be coupled with solar thermal models for further energy utilization.
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