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Abstract

Blind source separation (BSS) attempts to recover a set of statistically independent sources

from a set of mixtures knowing only the structure of the mixing network, and the hypoth­

esized probability distribution function of the sources. The case where the sources are

immobile persons speaking in a reverberant room is of particular interest, because it rep­

resents a first step toward unlocking the so-called "cocktail party problem". Due to the

reverberations, BSS in the time domain is usually expensive in terms of computations, but

the number of computations can be significantly decreased if separation is carried out in

subbands.

An implementation of a subband-based BSS system using DFT filter banks is described,

and an adaptive algorithm tailored for subband separation is developed. Aliasing present

in the fiIter bank (due to the non-ideal frequency response of the filters) is reduced by using

an oversampled scheme. Experiments, conducted with two-input two-output BSS systems,

using both subband and fullband adaptation, indicate that separation and distortion rates

are similar for both systems. However, the proposed 32-subband system is approximately

10 times computationally faster than the fullband system.
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Résumé

La séparation aveugle de sources (SAS) consiste à récupérer un ensemble de sources statis­

tiquement indépendentes d'un ensemble de mixtures en connaissant uniquement la structure

du réseau de mélange et la fonction de distribution hypothétique des sources. Le cas où les

sources sont des gens immobiles qui parlent dans une pièce réverbérante s'avère intéressant,

car cela représente un premier pas vers la résolution du problème de cocktail party. À cause

des réverbérations, la SAS dans le domaine du temps est habituellement coûteuse en termes

de calculs, mais le nombre de calculs peut être significativement réduit si la séparation est

effectuée en sous-bandes.

Une implémentation d'un système de SAS en sous-bandes en utilisant des bancs de

filtres de type DFT est décrite et un algorithme adaptatif pour la séparation en sous­

bandes est développé. Le recouvrement spectral présent dans le banc de filtres (causé par

la réponse fréquencielle non idéale des filtres) est réduit en utilisant un échantionnage non

critique. Des expériences, effectuées avec des systèmes de SAS à deux entrées et à deux

sorties, en utilisant l'adaptation en sous-bandes et en pleine bande, indiquent que les taux

de séparation et de distorsion sont similaires pour les deux systèmes. Par contre, le système

à 32 sous-bandes se révèle être approximativement 10 fois plus rapide en temps de calculs

que le système en pleine bande.
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Chapter 1

Introduction

In this chapter, the problem of blind source separation is first introduced in general terms.

Possible real-world applications that result from solving this problem are then discussed. A

brief historical survey follows, and original work presented in this thesis is outlined. Finally,

a synopsis of this thesis along with a list of mathematical notations end the chapter.

1.1 Overview of the Blind Source Separation Problem

In this thesis, we are concerned with the blind source separation (BSS) problem. In this

context, a "source" is a signal produced by a physical phenomenon, such as speech uttered

in a conversation between two persons, the electrical activity coming from a person's brain,

or the music played by mixing each instrument in a concert. "Source separation" refers to

the task where one is trying to recover the original sources when several mixtures of these

sources are observable. "Blind source separation" means that separation is attempted

without knowing the physical realizations of the original sources, and how they were mixed

together in the first place.

To clarify these ideas, let us consider the situation depicted in Fig. 1.1, which illustrates

two persons speaking in a room, with respective speech signal Sl(t) and S2(t). After propa­

gation within the room, these signaIs are captured by two microphones, which pick up two

combinations - or two mixtures - of both speakers, denoted Xl (t) and X2(t). For sorne

reasons, it would be very desirable to have a device that automatically isolates one speaker

from the other, simply by processing the speech mixtures collected by the microphones.

The process by which we obtain the contribution of each speaker, denoted YI(t) and Y2(t),
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from several mixtures is a particular example of what BSS aim to do. We are primarily

interested in speech separation in this thesis, but most of the ideas exposed here can easily

be extended to other signaIs and situations as weIl.

SI (t)

(3))) Xl (t)
0 r-.-
Mic 1

BSS

S2(t)

(3))) 0
X2(t)

f--.-

Mie 2

YI (t)

Y2(t)

Fig. 1.1 BSS in a room with two speakers.

Succinctly, BSS attempts to recover a set of sources from a set of mixtures. To separate

the sources, there is one simple, but essential, condition that the sources must adhere

to. BSS utilizes the statistical independence of the sources to recover them, that is, each

source must not be statistically related to the others. We assume that this condition

holds when people are speaking in the scenario depicted above, even if this might not

be entirely true. Classieally, BSS employs the scheme illustrated in Fig. 1.2. First, a

measure of independence is defined. According to this measurement, parameters of a de­

mixing network are adapted so that the outputs become as independent as possible. Since

the sources are independent, they can ideally be recovered simply by restoring statistieal

independence at the end of the de-mixing network.

BSS is a particularly powerful technique because it necessitates very few assumptions. In

theory, only statistical independence of the sources and a model of the mixing phenomenon

are needed. In addition, a maximum of one Gaussian distributed source must be assumed.

But in practiee, knowing the number of sources and their statistical properties greatly helps

to simplify derivations and computations.
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ï-----------------------~

1
1 / 1
1 1

De-mixing
1

1 1
1

Network
1

1 1

* Independence
Measure

BSS

Fig. 1.2 rnner working of BSS.

1.2 Applications of BSS

YI (n)

Y2(n)

3

In this section, a few applications that make use of BSS are described. Even if this thesis

focuses on speech applications, it is worth mentioning that one of the most successful

applications of BSS has been reported in the biomedical signal processing field. In fact,

BSS has proven to be an excellent analysis tool for electroencephalographic (EEG) data.

EEG signaIs are collected by several electrodes placed on the scalp that measure electrical

brain activity. Data can be modelled as several superposed noise sources (eye blinks,

muscle noise, cardiac contamination, line noise) and brain activity (alpha and theta bursts,

for example) [1], [2]. Identifying and removing noise sources from brain activity facilitates

the interpretation of EEG recordings by medical specialists. Similarly, functional magnetic

resonance images (fMRI) can be cleaned up with BSS [1], [2].

Contrary to EEG data, the mixing model in speech applications is far more complex.

Due to the reverberant nature of a room, where sound waves are refiected off various

surfaces, like walls and furniture, multiple scaled and delayed versions of each source are

involved. Separation is thus more difficult. Isolating speech signaIs coming from a room is

a classic signal processing problem known as the "cocktail party problem" [3]. The cocktail

party problem refers to the difficulty an automated device, even a very sophisticated one,

can extract a specific voice in an environment similar to a cocktail party, where several

conversations, noise and music are heard at the same time. As an example of BSS appli-
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cation, Fig. 1.3(a) illustrates the waveforms of four mixed speech sources recorded in an

ideal and quiet environment; Fig. 1.3(b) shows the separated sources after BSS processing,

as described in Chap. 2.

051__~(la_)_M_~iX_e_d_~~p_e_eC~h.__1 _011~ffi 10: .1It~.~l'~~I'.. ~.
a 2 4 6 8 10 a 2 4 6 8 10

~::~ 1~:8BE 1
o 2 4 6 8 10 0 2 4 6 8 10

~::EFFF 1 ~:EEFF 1
o 2 4 6 8 10 0 2 4 6 8 10

~::~ j ~:FFFFF]
o 2 4 6 8 10 0 2 4 6 8 10

seconds seconds

Fig. 1.3 Four separated speech sources.

Using BSS to solve the cocktail party problem would be useful for many audio appli­

cations. In teleconferencing applications, it is very desirable to separate and transmit the

contribution of each local speakers [4]. BSS can also be used in this context to cancel the

acoustical echoes, that is to eliminate the effect of the loudspeaker and microphone cou­

plings [5]. Moreover, automatic speech recognition systems have always performed poody

in a environment where one's voice is corrupted by other audio sources. Using BSS to

enhance a specific voice improves the recognition rate tremendously [6]. Speech enhance­

ment is also very desirable for cellular phones, since speech coders do not perform well

in the presence of noise components. However, one quickly realizes that the number of

noise sources can be very big, and BSS cannot be applied straightforwardly [7]. Hearing

aids are another application that can benefit from BSS [7]. Sorne people suffering from a

severe hearing impairment cannot distinguish one specific voice from the others, especially
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in a room where many loud conversations occur simultaneously. Implementing BSS in an

hearing device would allow these people to follow a specific conversation more easily. Note

that there remain many challenges to be solved before BSS is implemented in a successful

commercial product. Sorne of these challenges will be described later in this thesis.

BSS can also be applied to telecommunication problems. For instance, if we consider

CDMA (Code Division Multiple Access), a data transmission method based on spread spec­

trum techniques used by second (IS-95) and third generation (CDMA 2000, UTRA FDD)

mobile phones, BSS can be employed to separate convolved mixtures for symbol detection

[8]. Indeed, BSS in a mobile system can help in extracting the data stream belonging to a

particular phone from those intended to other phones.

1.3 Historical Perspective

We give in this section a short historical review of BSS. A more complete historical survey

can be found in [9]. Around 1986, Jutten and Hérault were the firsts to look into the blind

source separation problem [10]. They proposed a working separating network, but their

adaptation rule was derived using an ad hoc procedure. Since separation relied on the

independence of the sources, Jutten and Hérault coined the term independent component

analysis (ICA) to describe their approach, because it conveys ideas similar to principal

component analysis (PCA). However, the goal of PCA is to transform correlated com­

ponents into uncorrelated ones, whereas ICA is concerned with statistically independent

components. Using the new framework established by Jutten and Hérault, Comon pub­

lished in 1994 a detailed mathematical study of the BSS problem [11]. Comon proposed

cost functions based on higher order statistics to adapt the separating network.

In 1995, Bell and Sejnowski merged two lines of research together: the use of higher

order statistics for blind separation, and information theoretic unsupervised learning rules

used in neural networks. As a result, Bell and Sejnowski came up with the information­

maximization (or "infomax") principle [12]. Briefiy, the infomax principle states that,

under certain conditions, independent outputs can be obtained by maximizing the joint

entropy. BSS was now cast in an information theoretic framework, which led to elegant

cost functions and adaptation rules. An important milestone in the short history of BSS

was reached. Amari et al. [13] found in 1996 a better adaptation scheme by applying the

"natural" gradient to the cost function proposed by Bell and Sejnowski. Adaptation speed
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was significantly improved. About at the same time, Torkkola used the infomax principle

and the natural gradient to derive a de-mixing network capable of separating speech in a

reverberant environment [14].

Meanwhile, Cardoso and Laheld independently proposed in 1996 a blind separation

algorithm based on maximum likelihood estimation [15]. The "new" algorithm closely re­

sembles the adaptation rule of Bell and Sejnowski combined with Amari's natural gradient.

Cardoso and Laheld also analyzed the stability of their adaptation rule. Cardoso then

showed in 1997 that Bell and Sejnowski's information theoretic approach was equivalent to

maximum likelihood estimation [16].

In 1999, Lee combined the architecture of Bell and Sejnowski's de-mixing network, the

natural gradient of Amari, and the stability analysis of Cardoso and Laheld to derive the

extended infomax algorithm [1]. Unlike the algorithms proposed by Bell and Sejnowski, the

extended infomax algorithm is capable of separating a wide variety of sources, regardless

of their statistics.

More recently, research efforts have focused on practical considerations and on real-world

applications of BSS. For example, time-varying environments [17], [18] and blind processing

with a different number of microphones than sources [19], [20] have been considered.

1.4 Thesis Contribution

If BSS is undertaken in a room, as illustrated in Fig. 1.1, the de-mixing network will require

many parameters to take into account the many refiections in a reverberant environment.

Adapting aIl these parameters is very expensive in terms of computational resources, and

real-time separation may become impossible.

The goal of this thesis is to reduce the number of computations necessary to separate

sources in a reverberant environment. For reasons detailed later in this thesis, the number

of computations can be significantly reduced if the parameters are adapted in subbands.

Subband adaptation differs from conventional (fullband) adaptation as follows. If subband

adaptation is implemented, the signal is divided into several adjacent frequency intervals,

also called subbands. Each interval has its own de-mixing network that is adapted indepen­

dently. Once the signaIs in each frequency interval have been processed, they are combined

together so that the recovered sources are obtained. The computational efficiency of this

approach results from the possibility of reducing the sampling rate within each subband.
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In this thesis, subband decomposition is carried out via a DFT filter bank. Adaptation

rules used in the literature are modified for subband signaIs. The resulting BSS system is

evaluated according to three criteria:

• Distortion of the resulting signal,

• Signal separation level achieved,

• Computational complexity.

Compared to fullband BSS systems, the subband systems developed in this thesis exhibit

about the same distortion and separation rates. However, a significant improvement in

terms of computational speed can be noted. For instance, the proposed 32-subband BSS

system is more than 10 times faster than the fullband system for a two-input two-output

scenario.

To the best of our knowledge, there does not exist in the literature a complete study

of a subband-based BSS implementation. This thesis attempts to remedy the lack of

information in that domain.

1.5 Thesis Organization

This thesis is organized as follows.

Chapter 2 contains a detailed literature review of BSS for real sources. Two different

approaches to BSS are described: maximum likelihood estimation and the infomax prin­

ciple. Adaptation equations for the feedforward and the feedback de-mixing networks are

derived. This chapter ends with a discussion on the extended infomax algorithm.

Chapter 3 introduces the concept of subband adaptation for BSS. In particular, the

DFT filter banks used for subband analysis and synthesis are described in details.

Chapter 4 describes how the BSS framework presented in Chap. 2 can be recast for

subband adaptation. Adaptation equations previously derived are modified for subband

operation, and a mathematical analysis of the distortion introduced by the filter banks is

given.

Chapter 5 discusses various testing strategies to assess the performance of BSS systems.

Fullband and subband BSS systems are compared according to several criteria, such as

distortion rate, separation quality, and computational complexity.
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FinaHy, Chapter 6 summarizes the results presented in this thesis, and sorne ideas for

future research are proposed.

The foHowing notations are used throughout the thesis. The superscripts T and H

respectively stand for the transpose and the Hermitian transpose of a vector or a matrix.

AH vectors considered in this thesis are column vectors, and are denoted by lower case

bold letters, e.g. x. We reserve the use of upper case bold letters for matrices, e.g. A.

In addition, R{z} and <s{z} denote the real and imaginary part of z, respectively. The

expression E[x] represents the expectation of the random variable x. Lastly, we use the

symbols IR and Z to denote the set of aH real and integer numbers, respectively.
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Chapter 2

Blind Separation of Sources

In this chapter, a detailed literature review on blind source separation is given. We mainly

focus on speech sources. Two mixing models are considered: a simple mixing model that

does not take into account propagation delays and sound wave refiections on furniture and

walls (instantaneous mixing), and a more complex model that incorporates such effects

(convolutive mixing). In this chapter, we use the former model to introduce new concepts

in a simple manner, whereas the latter model is used to develop the concepts in a more

general and realistic framework. This chapter is divided into four sections. It begins with

a mathematical formulation of the BSS problem. Two popular blind separation criteria

are then presented. According to these criteria, adaptive algorithms capable of separating

sources from mixtures are derived. Lastly, the concepts presented in this chapter are

summarized.

2.1 Problem Statement

In order to derive a blind separation algorithm, the mixing process must be modelled ap­

propriately. We will consider two models: the first (and the simplest) illustrates an instan­

taneous mixing situation. The second model is more elaborate and depicts a convolutive

mixing scenario. Let us consider N sources si(n), i = 1, ... , N, modelled as independent

zero-mean random processes with at most one of them Gaussian distributed. As pointed

out later in this chapter, the restriction on the number of Gaussian sources stems from the

fact that the separation criterion attempts to exploit non-Gaussianity of the sources.

In this thesis, we are interested in the particular case where the number of sources N
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is the same as the number of mixtures (or sensors) M, i.e. N = M. UsuaIly, in a real

world application, the number of sensors remains fixed, whereas the number of sources

varies. Two alternative situations can occur: there are less sources than sensors (N < M),
or more sources than sensors (N > M). If N < M, sorne sensors contain redundant

information. It is possible to exploit this additional information to improve separation

quality [20]. Traditionally, dimensionality is reduced by projecting the data on a subspace.

On the other hand, if M < N, there is a lack of information, and BSS cannot be expressed

in terms of a precise mathematical solution. Nevertheless, BSS is still possible in this

case. For instance, a maximum a posteriori (MAP) estimator has recently been derived by

exploiting sparsity of the sources. However, it was reported that speech mixtures do not

normally satisfy the sparsity condition in the time domain [19].

2.1.1 Instantaneous Mixing

The instantaneous mixing model is described in this section. Let us consider the situation

where the sources are picked up by an array of sensors x as modelled by

(2.1)

where A* is an unknown N x N mixing matrix, S = [SI, ... , SN]T is a N-vector of source

components Si, and x = [Xl' ... ' XNV is a N-vector of mixture components Xi. In this

chapter, aIl quantities of interest are assumed to be real valued, i.e. Si E ~, Xi E ~,

etc. Since the matrix multiplication combines the sources with their present values only,

Eq. 2.1 can be used to model instantaneous mixing. PhysicaIly, instantaneous mixing could

represent immobile speakers in a noise-free non-reverberant room where the speed of sound

is infinite. Of course, such a mixing model does not represent a real room environment,

but it is nonetheless convenient to consider a simple model first.

The goal of BSS is to find a linear transform, represented by a N x N transformation

matrix W, such that

(2.2)

is a good estimate of the sources s. The matrix A* must be non-singular so that it can be

inverted to recover s from x. However, without any further information, it is impossible
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to find a systematic way of perfectly inverting the system, Le.

Il

(2.3)

where 1 is the N x N identity matrix. Since the observations are obtained by a product

of two unknowns (namely, A* and s), the original energy level of each source cannot be

restored. In other words, we cannot distinguish the energy of the sources from the energy

introduced by the mixing matrix. Hence, the amplitude of the recovered sources will be

scaled by an arbitrary factor. In addition, the signaIs in the recovered vector y may be

permuted with respect to those in s. When the mixing and the de-mixing matrices are

multiplied together, the result can be decomposed as follows:

C=PD=WA*, (2.4)

where P is a permutation matrix and D is a diagonal scaling matrix [21]. A perfect

separation occurs when C contains only one non-zero element in each row and in each

column. We refer to such a matrix as a non-mixing matrix.

2.1.2 Convolutive Mixing

To implement BSS in a real acoustic environment, one must consider the reverberant nature

of a room. Instantaneous BSS cannot be used in this context, since sensors would pick up

multiple delayed and scaled copies of the sources. Thus, we need a more elaborate model

if we want to be able to separate speech signaIs recorded in a real room.

Many acoustic environments can be modelled as a feedforward mixing network, as

illustrated in Fig. 2.1. In this figure, each branch of the network contains a filter. Mathe­

matically, in discrete-time, the convolutive mixing model can be expressed as

N

xi(n) = L a'f;sj(n) for 1 ~ i ~ N,
j=l

(2.5)

where aij = [aijO"'" aij(L-1)V is a L-vector representing the impulse response from

source j to sensor i, and sj(n) = [sj(n), ... , sj(n - L + l)]T is a vector that comprises

the L past values taken by source j. In theory, the impulse response of a room can be

infinite, but it can be well approximated using only a finite number of taps if L is large
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enough.
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Fig. 2.1 Feedforward convolutive mixing model with two sources.

The goal of convolutive BSS is to find a non-instantaneous linear transformation 'Ji that

operates on Xl (n), . .. ,XN(n), where Xi(n) = [Xi(n), ... Xi(n - L + l)jT, such that

(2.6)

is a good approximation of si(n). Note that, depending on the separation scheme which

is used, Yi (n) may be a delayed version of Si (n). The transformation 'Ji can be a linear

feedforward or feedback network. Similarly to the instantaneous case, the recovered sources

may be permuted with respect to the original sources. Moreover, each recovered source can

be corrupted by a gain and a filtering ambiguity. It is important to note that BSS itself

does not dereverberate the signal. In general, non-causal filters are needed to invert the

system in Fig. 2.1. Whenever the echo is stronger then the direct path, the system may

become non-minimum phase, and, for the inverse to remain stable, one must use non-causal

filters [22].

2.2 Separation Criteria

In this section, two separation criteria are described. Each of these criteria leads to a

cost function which measures statistical independence between the output components of
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a blind separation system. Parameters of the separation system are then adapted so that

the cost function is maximized.

Referring to the instantaneous model of Eq. 2.1, provided that s contains independent

components, and that at most one of them is Gaussian distributed, Darmois's theorem

(stated in [11]) ensures us that if the output components y = Cs are independent, then

C is a non-mixing matrix [23]. In other words, if independence is restored via a linear

transformation, then y must be a scaled and permuted version of s. This theorem is of

utmost importance, because it means that BSS is possible by recovering statistical inde­

pendence. Independent component analysis (ICA) thus provides useful analysis tools for

BSS. ICA consists in finding a linear transformation such that components of a vector

become as independent as possible, in the sense that a function measuring independence is

maximized.

2.2.1 Maximum Likelihood Estimation

In this section, we develop a cost function for BSS using maximum likelihood (ML) es­

timation. A cost function suitable for BSS, denoted cjJ(.), is a real-valued function which

exhibits the following behaviour: when maximized, source separation is achieved. Hence,

we have cjJ(Cs) ::; cjJ(s) with equality only if Cs is a scaled and permuted version of s [23].

This section begins with a short recapitulation of ML estimation. We then show how ML

estimation can be used for BSS.

The objective of ML estimation is to find an unknown, but in this case non-random,

parameter () (possibly multi-dimensional) such that the normalized log-likelihood function

is maximum. Let us suppose that we observe T independent realizations ri, ... , rT of a

random vector r. The normalized log-likelihood function can be expressed as

1 T
LT ((}) = TL log f(rt; (}),

t=i

(2.7)

where f (. ;0) denotes the probability density function (pdf) of r parametrized by O. The

function LTO indicates how "likely" the observations ri, ... ,rT were produced from f(· ; (}).
As the number of observations approaches infinity, then according to the law of large num­

bers, LT ((}) converges in probability to its mean. If we denote f*(·) as the true pdf of r,
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we can write

LT(O) ~L(O) = Jf*(r)logf(r;O)dr,

14

(2.8)

which is the likelihood equation.

In the context of instantaneous BSS, ML estimation can be used in the following

way (generalization to convolutive BSS is very straightforward as it will be shown later).

Firstly, let us suppose that q(.) denotes the hypothesized pdf of the sources, and define

S = [SI,' .. , SNV as the hypothesized source vector. Since the sources are independent, the

pdf of scan be expressed as follows:

N

q(s) = Il qi(Si)'
i=1

(2.9)

In this context, the true pdf of r, f*('), becomes the true pdf of x. The parameter to be

estimated 0 is the unknown mixing matrix A. Since the input components are related to

the source components by the relation x = A*s, the parametric pdf of x depends on two

factors: the unknown mixing matrix A and the hypothesized pdf of the sources q(.). Thus,

the parametric pdf of x is denoted by f(·; A, q). As a result, when applied to the BSS

problem, Eq. 2.8, the likelihood equation, becomes [16]

L(A) = Jf*(x) logf(x; A, q)dx. (2.10)

At this point, we need to define two quantities in order to develop Eq. 2.10 further: the

joint entropy and the Kullback-Leibler divergence.

The joint entropy of a pdf f of a random vector x, denoted H(J), is defined as

H(J) = - Jf(x) log f(x)dx = -E[log f(x)]. (2.11)

The Kullback-Leibler divergence between pdf's f and g, denoted K(Jllg), is defined

as

K(Jllg) = Jf(x) log ;i:jdx. (2.12)

A convenient abuse of notation is to use K(xlly), where x and y are random vectors, to

denote the Kullback-Leibler divergence between the pdf of x and y. Likewise, we often
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use H(x) to denote the entropy of the pdf of x. Intuitively, the joint entropy quantifies

the "randomness" of a random vector, and the Kullback-Leibler divergence measures the

"closeness" of two pdf's. By letting

f( A) f(XiA,q)j ( )
Xi ,q = f*(x) * x

in Eq. 2.10, we obtain

L(A) = Jf*(x) log f(;:(:) q) dx + Jf*(x) log f*(x )dx

= -K(A*sIIAs) - H(A*s).

(2.13)

(2.14)

The second term of Eq. 2.14 is a constant (it does not depend on A) and may be dropped.

Therefore, the cost function associated with ML estimation is

<PML(Y) = -K(A*sIIAs)

= -K(A-lxlls)

= -K(ylls),

(2.15)

where the second equality stems from the fact that the Kullback-Leibler divergence remains

unchanged when an invertible transformation is applied to the sample space [16]. Upon

maximization of the cost function, the distance l between the pdf of the output components

of the separation system and the hypothesized pdf of the sources is minimized.

As mentioned in Sec. 2.1, we limit the number of Gaussian distributed sources to one.

Equation 2.15 justifies this condition. Since a linear combination of two Gaussian sources

results in a Gaussian output, the Kullback-Leibler divergence between the hypothesized

pdf of the source and that of the output would be minimized even if the sources are not

separated. Hence, the cost function cannot separate a mixture of Gaussian sources.

In the next section, we will derive another cost function using a completely different

approach. The latter relies on information theoretic quantities, and is very popular in the

literature.

lThe Kullback-Leibler divergence is nat really a distance, since it is nat symmetric.
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2.2.2 Information Theoretic Approach
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In 1995, Bell and Sejnowski proposed a new approach to BSS. They suggested to use

information theoretic measurements to guide the separation. Their new approach, which

has been named "information maximization" principle (or "infomax" principle), has been

very well-received by the BSS research community. But, as shown in this section, in the

end, infomax boils down to nothing more than ML estimation.

The idea behind the infomax principle is simple: if mutual information shared by N

components is zero, then the components are statistically independent. Let us consider

the output of a simple feedforward blind separation system, as illustrated in Fig. 2.2. As

reported by Bell and Sejnowski, under certain conditions, maximizing the joint entropy of

the output components can approximately minimize the mutual information [12]. However,

maximization of the entropy of y is problematic, because it may diverge to infinity [16].

Thus, a nonlinear function p : ]RN -+ (a, b)N is introduced, where (a, b) here denotes

the interval of the real line between points a and b. This nonlinear function maps the N­

dimensional real plane to a N-dimensional finite plane, and is an invertible component-wise

monotonously increasing function. It is convenient to define Pi(Yi), 1 :::; i :::; N, as the i-th

component of p(y).

Fig. 2.2 Feedforward blind separation system proposed by Bell and Se­
jnowski (1995).

Hence, maximizing the joint entropy of z = p(Wx) with respect to W is the course of

action the infomax principle proposes. In order to gain more insights about the infomax

principle, let us rewrite the joint entropy in terms of the sum of the marginal entropies and

the mutual information 1(·). The mutual information is defined as the Kullback-Leibler

divergence between the pdf of z and the marginal pdf of the components of z, i.e.

(2.16)
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Hence, we can write
N

H(z) = I:H(Zi) - I(z),
i=l

17

(2.17)

where H(Zi) = - J f(Zi) log f(Zi)dzi denotes the marginal entropy of Zi. Since the random

variable Zi = Pi(Yi) is a function of Yi, its pdf can be written in terms of the pdf of Yi'

Given that Pi(') is a one-to-one function, we have [24]

(2.18)

Substituting the above expression in Eq. 2.17 yields

(2.19)

In Eq. 2.19, if the derivative of the function pl) is equal to the pdf of the recovered source

Yi (in other words, if Pi(-) is the cumulative pdf function (cdf) of Yi), Le.

then the sum becomes zero, and the joint entropy simplifies to

H(z) = -I(z).

(2.20)

(2.21)

Therefore, provided that the function Pi (.) corresponds to the pdf of the sources, maximizing

the joint entropy is equivalent to minimizing the mutual information among the output

components. Hence, independent components can be obtained by maximizing the joint

entropy. The cost function associated with the infomax principle is thus

cPIN(Y) = H(z) = H(p(y)). (2.22)

However, finding a function that matches exactly the cdf of the sources is not a trivial

task. Sorne approximations have to be considered. In practice, we have to keep in mind that

the second term of Eq. 2.19 will interfere and a sub-optimal minimization of the mutual

information will generally occur. The choice of a pdf tailored to speech signaIs will be
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discussed in Sec. 2.3.3.

As noted in [16], the infomax principle and ML estimation lead to the same cost func­

tion. The link between ML estimation and the infomax principle can be established by

first assuming that the cdf of the recovered sources, Pi (. ), corresponds to the cdf of the

hypothesized sources (see Eq. 2.9):

(2.23)

As a consequence, the random variable Pi(Si) is distributed uniformly on (0,1), which

implies that p(s) is a uniform random vector on (0,1)N [16]. By denoting u = p(s) and

since fu(u) = n:I1 = 1 for u E (0, 1)N, we can write

cPIN(Y) = H(p(y)) = H(z)

= - Jfz(z) logfz(z)dz

J fz(z)
= - fz(z) log fu(u) dz

= -K(p(y)llu)

= -K(ylls),

(2.24)

where the last equality follows from the invariance of the Kullback-Leibler divergence when

an invertible transformation is applied to the sample space. As we can see from Eqs. 2.24

and 2.15, cPIN(y) = cPML(y). Therefore, under above assumptions, both approaches yield

exactly the same cost function. Nevertheless, interesting insights can be obtained by de­

veloping the cost function in an information theoretic framework. Basically, according to

Eq. 2.19, the cost function measures two mismatches [23]:

1. The mismatch caused by the statistical dependence of YI,' .. ,YN;

2. The mismatch between the pdf of YI, ... ,YN and the hypothesized pdf of the sources.

Numerous other approaches to BSS have been proposed. Techniques based on negen­

tropy maximization (Kullback-Leibler divergence between fu(u) and a Gaussian pdf), cu­

mulants (higher-order moments), and nonlinear principal component analysis have been
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used. However, many of these different approaches can be unified in an information­

theoretic framework [25] (and thus in a ML estimation framework).

2.3 Adaptive Algorithms for BSS

We now derive adaptive algorithms for BSS. These algorithms can easily be implemented

on a general-purpose digital processor. In the previous section, the cost function has been

developed for instantaneous BSS, but, as shown in this section, it can still be used to derive

adaptive algorithms for convolutive BSS.

2.3.1 Instantaneous Mixtures

In this section, the source separation cost function is used to develop two adaptive algo­

rithms for instantaneous mixtures. These two algorithms differ by the type of gradient that

is used to maximize the cost function. The first algorithm is derived using the absolute

gradient, while the second utilizes the natural gradient. These two types of gradient are

explained in this section.

In both cases, adaptation of the de-mixing matrix W in Eq. 2.2 is carried out using the

following scheme:

W(n + 1) = W(n) + Jj6.W(n), (2.25)

where Jj is an adaptive step size, 6.W is a gradient derived from the cost function, and n is

a time index. The step size is often set using a trial and error procedure, and a compromise

between the rate of convergence and the separation quality has to be made. A small step

size makes the system converge slower, but the separation quality is better once a steady

state is reached [26].

Absolute Gradient

The absolute gradient consists of a plain maximization of the cost function. Maximization

becomes easier to carry out if the cost function is expressed as follows

<I>(y) = K(ylls) = H(z)

= -E[logfz(z)].
(2.26)
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Using the Jacobian of the transformation from x to z (see Fig. 2.2), defined by the deter­

minant of the matrix of partial derivatives

[

aZI/aXl
J(x, z) = det :

aZn / aXl
(2.27)

in Eq. 2.26 yields

[
I*(X)]

cP(y) = -E log IJ(x, z)1

= H(x) + E[log IJ(x, z)I].

If we substitute Eq. 2.27 in Eq. 2.28, the joint entropy can be re-written as follows

N

cP(y) = H(z) = H(x) + log 1det W! +L E[log Ip~(Yi)I]·
i=l

(2.28)

(2.29)

In order to obtain the so-called absolute gradient, we have to differentiate the above equa­

tion with respect to W, and approximate the expectation by its instantaneous value. It

can be shown that [27]

(2.30)

(2.31 )

where
<1>( ) = [_ p~ (YI) _ P';v(YN)] T

Y P~(Yl)'"'' P~(YN)

The function <1> (.) is sometimes referred as the "activation function" 2. The absolute gradient

is not an efficient algorithm in the sense that its convergence speed can be very slow. Indeed,

its performance is not uniform, and depends on the mixing matrix A* [23]. For instance,

if the condition number of A* is large, inverting the mixing system can be a very difficult

task, and takes more time to converge than otherwise. Furthermore, Eq. 2.30 requires a

matrix inversion at each iteration, which is an expensive computation, and therefore not a

desirable feature.

2This terminology cornes from the field of neural networks.
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As reported by Chicharo and Xi [28], the matrix inversion can easily be avoided. The

authors observed that performance of the algorithm does not change significantly if the

term (W- l f in Eq. 2.30 is dropped. Therefore, a simpler learning rule which requires less

computational resources can be formulated as follows:

(2.32)

However, this algorithm can still converge very slowly if A* is not well conditioned.

Natural Gradient

Amari et al. introduced the notion of natural gradient, and proposed in [13] to scale Eq. 2.30,

the absolute gradient, by WTW:

.6.W = [(W-1f - <p(y)xT]WTW

= [1 - <p(y)yT]W.
(2.33)

This scaling not only improves convergence speed considerably, but it also decreases the

amount of computations needed since a matrix inversion is no longer necessary (compare

Eq. 2.33 with Eq. 2.30). Moreover, contrary to the absolute gradient, performance of the

natural gradient does not depend on the mixing matrix A*. Convergence speed only de­

pends on the characteristics of the sources, even if the mixing matrix is close to being

singular. In the literature, this feature is referred to as the equivariant property. A com­

plete justification of the origin and properties of the natural gradient can be found by

studying differential geometry, as explained in [29]. In a few words, the natural gradient

exploits the structure of the parameter space (composed of all non-singular N x N ma­

trices). The parameter space can be represented as a Riemannian space, and the natural

gradient represents the steepest descent (or ascent) in that space [21].

Independently, Cardoso and Laheld introduced in [15] the notion of relative gradient.

In the context of BSS, the relative gradient coincides with the natural gradient.

2.3.2 Convolutive Mixtures

A more elaborate separating network than the one considered in Fig. 2.2 is required to pro­

cess convolutive mixtures. Two de-mixing networks are presented in this section, based,
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respectively, on a feedforward and a feedback architecture. Adaptation equations are de­

rived for both networks.

Feedforward Architecture

Figure 2.3 illustrates a feedforward separating network. Each box represents a finite impulse

response (FIR) filter of length L. The nonlinear functions, Pi('), are not illustrated in this

figure as in Fig. 2.2, since the cost function implicitly incorporates such functions as shown

later. Referring to Fig. 2.3, for mathematical convenience, we will not explicitly use Wij to

derive an adaptation equation. Instead, we define W k as a N x N matrix whose component

ij corresponds to the k-th entry of vector Wij, i.e.

(2.34)

where the brackets here indicates a particular element of a matrix or a vector. Using this

notation, the network is characterized by the input-output relation

L-I

y(n) = LWkx(n - k),
k=O

(2.35)

where y(n) = [YI(n), ... ,YN(n)]T, and x(n) = [Xl (n), ... ,xN(n)jT. The length of the

filters Wij is chosen to match the reverberation time of the room. A room with a strong

reverberation (echoes that last for a long time) requires more taps.

An adaptive algorithm for convolutive BSS is derived as follows. Regardless of the de­

mixing network which is used (instantaneous or convolutive), according to Eq. 2.28, the

cost function can be expressed as

</J(y(n)) = H(x(n)) + E[log PI]' (2.36)

where J is the Jacobian of the de-mixing network. The first term in the above equation

can be dropped since it is a constant (thus, not useful for maximization purposes), and

the expectation in the second term can be omitted since we are interested in a stochastic

gradient. Therefore, the cost function becomes

</J(y(n)) = log PI. (2.37)
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Fig. 2.3 Feedforward convolutive de-mixing network with two sources.

Hence, in order to find an adaptation equation for convolutive BSS, we have to find the

Jacobian of the de-mixing network, and maximize the logarithm of the absolute value of

that expression.

For the feedforward network, the Jacobian is

N

J = det(Wo) rrp~(Yi(n)).
i=1

Taking the logarithm of the absolute value of this expression yields

N

log IJI = log 1det Woi + L log Ip~(Yi(n))I·
i=1

(2.38)

(2.39)

If we substitute Yi(n) in the above equation according to Eq. 2.35, an adaptive algorithm

can be found by maximizing Eq. 2.39 with respect to W k' Two cases have to be considered,

namely k = 0 and k ~ 1 [20]. It can be shown that

8log IJI = { (WÜI)T - ([>[y(n)]xT(n), k = 0

8Wk -([>[y(n)]xT(n - k), k ~ 1.
(2.40)

As expected, we obtain the same result as with instantaneous mixtures when k = 0 (see

Eq. 2.30). Therefore, for k = 0, we can use the natural gradient to avoid a matrix inversion.
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For k 2:: 1, the gradient is already computationally simple, so we can use the absolute

gradient. In the end, we obtain the following adaptation equations

with

W k(n + 1) = W k(n) + p,b.W k(n)

{
[I - <I>[y(n)]xT(n)W6'(n)]Wo(n), k = 0

b.Wk(n) =
-<I>[y(n)]xT(n - k), k 2:: 1.

(2.41)

(2.42)

Adaptation of the feedforward network can be carried out in the frequency domain,

resulting in a very efficient implementation [22], [3]. However, the network has the drawback

of whitening the signal due to the filters Wii, which tend to remove temporal redundancies

as weIl as spatial ones. The whitening problem can be particularly annoying for speech

signaIs, and it can be avoided by using a feedback network instead [14], as described in the

next section.

Feedhack Architecture

Convolutive mixtures can also be processed by a feedback network as illustrated in Fig. 2.4.

It is not necessary to include the self-connecting loops in Fig. 2.4 to separate the sources,

so we always set Wii = O.

We will proceed exactly as in the previous section to obtain the adaptation equation

for the feedback network. The input-output relation is now

L-l

y(n) = x(n) + L Wky(n - k),
k=O

(2.43)

where aIl the diagonal elements of W k are zero. The Jacobian of the network becomes [30]

N

J = rrp~(Yi)'
i=l

which, according to Eq. 2.37, implies the following cost function

N

log IJI = L log Ip~(Yi) 1·
i=l

(2.44)

(2.45)
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1----------- Y2(n)

Fig. 2.4 Feedback convolutive de-mixing network with two sources.

Maximizing the cost function yields [31]
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(2.46)

The previous equation, combined with Eq. 2.41, can be used to update the coefficients of

the feedback network.

Contrary to the feedforward network, whitening of the signaIs is no longer an issue.

Because each filtered component is added to a branch coming from a different input, the

feedback network will not remove temporal redundancies [14]. The feedback network has

also the advantage of requiring less parameters to adapt since the self-connecting loops are

not necessary.

Note that if the mixing system has a non-minimum phase characteristic, which can

occur if an echo is stronger than the direct path [22], then non-causal filters must be

implemented to inverse the system [32]. The frequency domain implementation of the

feedforward network easily allows such an non-causal extension [22], [3]. As shown in [33],

it is also straightforward to implement non-causal filters in the feedback network, and

modify the adaptive algorithm accordingly.
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2.3.3 Activation Functions
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The adaptation equations derived for instantaneous and convolutive BSS necessitate eval­

uation of the activation function <Pi ('), defined earlier as

(2.47)

where PiO should be equal to the cdf of source i. In fact, when Pi(') corresponds exactly

to the cdf, it has been shown in [34] that the error variance of the separated signaIs is

minimized. Bell and Sejnowski proposed in [12] two activation functions that were widely

used in the literature, namely

(2.48)

and

(2.49)

These functions are only capable of separating super-Gaussian sources (or, in other words,

sources with positive kurtosis), like speech [1]. But a better activation function tailored to

speech signaIs has been proposed [34]. It is weIl known that speech can be approximated

by a Laplacian pdf, which is given by

(2.50)

where Œ is a positive constant. Therefore, the following activation function is appropriate

for speech sources:

In this case, the step size is defined as follows

Ji
J.t = -,

Œ

(2.51)

(2.52)

where J.t' is a small positive constant. Using this new definition is convenient, because

we avoid having to choose a value for Œ. For speech sources, Eq. 2.51 outperforms many

activation functions proposed earlier in the literature [34]. Even if Eq. 2.51 was specifically
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derived for speech sources, it can still separate, in practice, other audio sources such as

mUSIc.

If there exists no knowledge about the pdf of the sources, then a fixed activation function

may fail to separate sorne sources. There is a certain limit a mismatch between Pi(-)

and the cdf of a source that the separating system can tolerate [23]. We already have

several activation functions capable of separating super-Gaussian sources (see Eqs. 2.48,

2.49, and 2.51). Lee and Sejnowski suggested to process a mixture of sub-Gaussian and

super-Gaussian sources using the extended infomax algorithm [1]. The extended infomax

algorithm makes use of two activation functions: one for super-Gaussian sources and one

for sub-Gaussian sources (or sources with positive and negative kurtosis, respectively, as

illustrated in Fig. 2.5). A switching criterion is then applied to choose the most suitable

function at a given time.
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Fig. 2.5 Gaussian, super-Gaussian and sub-Gaussian pdf's.

The sub-Gaussian source is modelled by the sum of two Gaussian distributed sources
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with mean ±fL and variance a2
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(2.53)

Obviously, the pdf becomes bimodal if fL is large enough. It can be shown that the kurtosis

always remains negative (or zero if fL = 0) [1]. The super-Gaussian source is modelled by

the following pdf

(2.54)

where 1/ ~ 0.6057 is a constant so that f~oop~(Yi)dYi= 1, and fG(Yi) is the pdf of a Gaussian

random variable with mean 0 and variance 1, Le.

(2.55)

The proposed super-Gaussian source has an even more pronounced peakedness than a

Laplacian pdf. Setting fL = 1 and a2 = 1 for the sub-Gaussian source yields the following

activation functions [1]:

for sub-Gaussian sources

for super-Gaussian sources
(2.56)

Both functions differ only by a change of sign before the hyperbolic tangent. Switching

between the two signs can be done by evaluating the kurtosis within a given time frame.

If it is positive, a "+" sign is used, and vice-versa. But an alternate approach that works

better in practice utilizes a stability analysis of the separating process. A sufficient stability

condition for instantaneous BSS can be stated as follows [35]: Ki > 0 for i = 1, ... , N with

(2.57)

where

(2.58)
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Substituting <I>i(Yi) in Eq. 2.57 yields
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(2.59)

Stability is guaranteed if K,i > 0 for an sources. Therefore, the sign of ki must be the same

as E[ sech2(Yi)]E[yn - E[Yi tanh(Yi)]' This amounts choosing ki such that

(2.60)

The extended infomax algorithm is mainly used for biomedical signal processing, because

it is difficult ta anticipate the pdf of an the sources.

2.4 Chapter Summary

The basic concepts of BSS were introduced in this chapter. Two different mixing models

were given. De-mixing networks were then discussed in details, and adaptation equations

were derived. Since the adaptation equations are mathematically expressed in terms of the

pdf of the sources, functions that model such pdf were enumerated. Finally, an algorithm

that does not require knowledge of the statistical pdf of the sources was presented.
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Chapter 3

DFT Filter Banks for Subband

Adaptation

In this chapter, the concept of subband adaptation is introduced. Firstly, an overview of

BSS in subbands is presented, and a discussion about DFT filter banks follows. Inter­

polation and decimation schemes for DFT filter banks are then described. A discussion

about prototype filter design is also given. Finally, an efficient structure for the DFT filter

bank, the weighted overlap-add realization, is briefly mentioned, and a summary ends the

chapter.

3.1 Blind Source Separation in Subbands

As outlined in Chap. 2, convolutive BSS necessitates learning of potentially long filters

to inverse a mixing system. These long filters are expensive to adapt due to the many

coefficients that have to be considered, which could make real-time applications impossi­

ble. Using subband adaptation, we can adapt several shorter filters instead of a long one.

Adapting short filters is more efficient from a computational complexity point of view [36].

However, subband analysis and synthesis introduce distortions in the signal. The challenge

is to limit these distortions to an acceptable level while preserving an efficient structure for

subband-based BSS systems.

Figure 3.1 depicts a BSS system operating in subbands. The subband-based system

works as follows. Initially, each microphone signal is separated into K subbands, each of

them corresponding to a certain frequency range of equal width. Since the bandwidth of
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the signal in each subband is now reduced, the sampling rate can be lowered by a factor

M :::; K. Sampling rate reduction is performed using a digital decimator, represented by the

symbol t M in Fig. 3.1. The mixtures are then independently separated in each subband.

After the separation, the processed signaIs are digitally interpolated so that their sampling

rate is restored at its original value. The signaIs coming from the different subbands that

belong to the same source are then added together to reconstruct the fuIlband signal. The

amount of computations is lowered because adaptation occurs when the sampling rate is

reduced. Hence, subband-based BSS systems have to adapt less parameters, since the

number of taps of each de-mixing filter decreases due to the bandwidth reduction. As

shown in Chap. 4, even if each subband channel now requires its own BSS system, it is still

more efficient than fuIlband adaptation, where only one BSS system is needed, but with

longer de-mixing filters.

XOO YOO

• •• •X o • • Yo
XK'O YK'O

• •
• Subband •
• XON' YON' •

• BSS •• •X N, • • YN'
XK'N' YK'N'

Analysis banks Synthesis banks

Fig. 3.1 A subband-based BSS system (N' = N -1 and K' = K - 1).

Subband analysis and synthesis are implemented using two filter banks, referred to as

the analysis and synthesis banks, respectively. Filter banks are basically an array of filters,

each of them extracting from the signal aIl components of an appropriate frequency range.

In practical situations, filter banks consist of non-ideal filters, such as the ones illustrated in

Fig. 3.2 for a two-subband system. Note that these filters overlap in frequency, and distort

the signal. Due to the non-ideal characteristics of the filters, distortions are introduced by

the filter banks. SpecificaIly, three types of distortions can be distinguished for a system

consisting of a direct cascade of an analysis and a synthesis bank, i.e. without intermediate
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processing [37]:

Aliasing distortion, which results from the presence of aliased components in the system

output (due to the non-observance of the Nyquist condition when decimation occurs);

Amplitude distortion, which is caused by the non-fiat magnitude response of the system;

Phase distortion, which is caused by the non-linear phase response of the system.

A filter bank which is not affected by any of these three distortions is said to be characterized

by the perfect reconstruction (PR) property. With PR filter banks, it is possible to obtain

a perfect replica of the input at the output of a subband-based system. A perfect replica

is obtained when the signal differs only by a gain and a delay, Le.

(3.1)

IHo(w)1

-+---=------1f---=---~w

o 7r/2

Fig. 3.2 Non-ideal filters used for subband analysis and synthesis in a two­
subband system.

Most of the theory related to PR filter banks has been developed for unprocessed signaIs

in subbands1
, and cannot be readily applied to the problem under consideration in this

thesis. A near-PR filter bank allows much more relaxed conditions than those required by

a PR filter bank. A near-PR filter bank can exhibit certain amount of distortions, provided

they are below an acceptable level. Since the design of a near-PR filter bank is often

simpler, and, from a practical point of view, both PR and near-PR filter banks can yield

approximately the same result in audio applications, where processing of subband signaIs

is involved, we will aim for the near-PR property in this thesis.

If M = K, the filter bank is referred to as a critically sampled filter bank. Usually,

in a critically sampled filter bank, after filtering, the signal is not perfectly bandlimited,

1In this context, this means that BSS would not be attempted, and, in each subband, the input would
simply be connected to the output signal.
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and there remain high frequency components that get transformed into aliased components

after sampling rate reduction. Techniques, based on PR theory, exist to cancel these aliased

components during synthesis, but are mostly limited to the case where the analysis and

synthesis banks are directly cascaded together, which is not the case in our work. Regardless

whether the analysis and synthesis banks are cascaded together, setting M < K reduces

the energy of aliased components, since the sampling rate reduction is less severe. When

M < K, the filter bank is referred to as an oversampled filter bank. In this thesis, we will

use an oversampled scheme, since distortion would be present even for PR systems due to

subband processing.

3.2 DFT Filter Banks

Many filter bank structures suitable for subband processing have been reported in the

literature, see e.g. [38], [37]. In this thesis, we will use DFT filter banks for subband analysis

and synthesis, mainly due to their versatility, efficiency and simplicity. A DFT filter bank

makes use of complex modulations. Other filter banks could have been used. For instance,

sorne filter banks are based on a tree-like structure, and others use cosine modulation.

Cosine modulated filter banks (CMFB) [39] could have been used in this thesis instead of

DFT filter banks. CMFB produce real modulated signaIs instead of complex ones, which

is definitely more convenient, because complex operations could be avoided. However, due

to the modulation scheme employed, CMFB are more difficult to implement, especially if

we want to satisfy the PR (or near-PR) property [40].

Two DFT filter banks are needed for subband processing: one for subband analysis

and one for synthesis. Both filter banks use a low-pass prototype filter either to limit the

bandwidth of the modulated signal before decimation, or to remove periodic repetitions

of the spectrum after interpolation. A K-subband analysis and synthesis DFT filter bank

pair is illustrated in Fig. 3.3. Note that, due to sampling rate reduction, there are two time

indexes, namely n and m. Subband processing is performed at low sampling rate, m. DFT

filter banks are simple, and operate as follows.

Firstly, consider the analysis bank. The spectrum of the signal in subband channel k is

shifted by (27rk) / K to the left using a complex modulation, i.e. multiplication by Wj(nk,

WK = ei27r/
K

. After modulation, the signal is filtered with an FIR low-pass prototype filter

h(n) of length D and cutoff frequency 7r / K. It is then decimated by a factor M. The result
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Xi(n)

W-(K-l)n

~è ~I

•
•
•

h(n) ~X(K-l)i(m)

(a) Analysis bank.

w~

g(n)

J--1~~ Yi (n)

•
• W(K -l)(n+l)

K

Y(K-l)i(m)

(b) Synthesis bank.

Fig. 3.3 Uniform DFT filter banks (for analysis and synthesis).
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of such operations is illustrated in Fig. 3.4, where Xi(w) and Xki(W) respectively denote

the discrete-time Fourier transform (DTFT) of xi(n) and xki(m). Using an ideallow-pass

fllter with cutoff frequency 7r/ K, Le.

{

l,
H(w) =

0,

-7r/K < w < 7r/K

otherwise,
(3.2)

would result in a fllter bank free from distortions. But since an ideal fllter is not realizable

in practice (that is, it cannot be stable and causal), designing a prototype fllter is not

trivial, and will be fully considered in Sec. 3.4.

~
K

I~I

1 1'" W
-7r 27rk 7r

li

(a) Fullband signal.

Xki(W)

-d=--i--1~W
(b) Subband signal.

Fig. 3.4 Complex modulation and decimation in an analysis DFT fllter
bank.

In the synthesis bank, the signal in each subband is upsampled by M, and flltered by

g(n), the synthesis prototype low-pass fllter. Like the fllter h(n), g(n) is also characterized

by a cutoff frequency of 7r/ K. At the end, each signal is demodulated, and added together so

that a fullband signal is obtained. Unlike traditional designs, demodulation is implemented

by multiplying the signal by W;(n+l) , as suggested in [41]. Classically, demodulation is

carried out using Wj(k, which corresponds to the complex conjugate of the expression used
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for modulation [38], but it has been shown that the expression proposed in [41] eliminates

phase distortion more naturally. Finally, note that an equivalent interpretation of the DFT

filter bank in terms of complex bandpass filters can also be formulated [38].

Modulation and demodulation closely resemble the definition of the discrete Fourier

transform (DFT), hence the name DFT filter banks. It should be pointed out that modu­

lation is of an even type, Le. the frequency mid-point of each band is located at

2nk
Wk = T' k = O,I, ... ,K -1, (3.3)

as illustrated in Fig. 3.5 for K = 8. This implies that, for real signaIs like speech, subband

odiffers from the other subbands in the sense that it contains real-valued samples, and its

effective bandwidth is halved. Assuming K even, a similar observation applies to the band

centered at WK/2 = n. Moreover, even if we speak of a K-subband DFT filter bank, in

reality, for real sources, only the first 1 + K /2 subbands are relevant. In fact, information

contained in the second half is redundant, since the spectrum of a real signal Yi(n) for

-n < W < 0 can easily be retrieved from the spectrum limited to 0 < W < 1r with the

relation [42]

li(w) = Yi*( -w), (3.4)

where li(w) is the DTFT of Yi(n). If we eliminate the second half of the subbandss, the

imaginary part will not cancel anymore when the signaIs are added together at the end.

However, basic derivations show that simply throwing away the imaginary part at the end

results in the same real signal as if the second half of the subbands was considered.

k=O

/

Fig. 3.5 Subband channels for K = 8.

Finally, as mentioned in Sec. 3.1, the best way to handle distortions introduced by the

filter banks is to use oversampling (M < K). The decimation factor M should be set to

a level compatible with audio applications, while attempting to preserve computational
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efficiency of the subband approach.

3.3 Decimation and Interpolation
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8ince decimators and interpolators are two important components of DFT filter banks,

it is worthwhile to review how they operate in the z-domain. These results will enable

us to study the origins of various distortions introduced by the filter banks. Efficient

implementations of the decimator and interpolator are also discussed. Expressions derived

in this section consist of classical results in the field of multirate digital processing, and can

be found in [43].

3.3.1 Decimation

The decimation of a signal x(n) by a factor Mean be realized by the system illustrated in

Fig. 3.6. The systems consists of a low-pass filter h(n), whose purpose will be explained

shortly, followed by a sampling rate compressor by an integer factor M. The sampling

rate compressor retains only one out of M samples of its input signal, v(n). The resulting

decimated output is denoted y(m).

x(n) ~I h(n) 1 v(n) ~B-- y(m)

Fig. 3.6 A decimator.

The operation of the sampling rate compressor may be expressed in mathematical terms

as

y(m) = v(mM), mE Z. (3.5)

(3.6)

Based on this time-domain relationship, it can be shown that the z-transform of y(m),
Y(z), is [43]

M-l
Y(z) = ~ L V(Wiflzl/M),

l=O

where V(z) denotes the z-transform of v(n). According to Fig. 3.6, V(z) is simply a filtered
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version of X(z), and can be written as

V(z) = H(z)X(z),
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(3.7)

(3.8)

where H(z) is the z-transform of h(n). Therefore, if we substitute Eq. 3.7 in Eq. 3.6, Y(z)

becomes
M-l

Y(z) = ~ L H(WMlzl/M)X(WMlzl/M).
1=0

It is easier to explain the role of filter H(z) by reformulating Eq. 3.8 in the frequency

domain. To this end, we evaluate the z-transform on the unit circle, Le. z = ejw
, thus

obtaining the DTFT of y(m):

Y(w) = ~H (:r) X (:r) + ~~ H (w -;}1rI) X (w -;}1rI) , (3.9)

where the term l = 0 has been isolated from the rest of the sumo The term corresponding to

l = 0 is an expanded version of the original spectrum by M, whereas those corresponding

to l =1= 0 represent the expanded spectrum shifted by multiples of 21r. These terms are

necessary to make Y(w) 211"-periodic. If we focus on the band -11" < w < 11", the terms

corresponding to l =1= 0 are responsible for aliasing, and to avoid aliasing of these terms, the

filter H (w) must not permit frequency components above 11"/M, Le.

{

1' -11"/M < w < 11"/M
H(w) =

0, otherwise.
(3.10)

The decimator illustrated in Fig. 3.6 is not very efficient. Indeed, filtering aIl the samples

is a waste of resources, since for every block of M samples, M - 1 are discarded. Since it

is already assumed that the prototype filter is FIR, it can be implemented using a direct

form structure as illustrated in Fig. 3.7(a). A more efficient structure can be derived if one

realizes that each gain of the filter can be commuted with the sampling rate compressor.

The result of this operation is illustrated in Fig. 3.7(b). The filter now operates at frequency

F/M instead of F, which reduces computations by a factor of M.
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X(nll h(ü) Fy(ml
h(~

z-lt h(~ - 1) t
(a)

x(n)
h(ü)

y(m)-!-M

Z-l
h(l)

39

h(D - 1)

(b)

Fig. 3.7 Derivation of an efficient structure for decimation using an FIR
filter.
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3.3.2 Interpolation

Let us now consider the interpolation of a signal x(m) by a factor M, as depicted in

Fig. 3.8. Interpolation is the dual of decimation; instead of decreasing the sampling rate

by M, we are interested in increasing it by M. Interpolating a signal can be realized in two

steps. First, M -1 zeros are inserted between each sample using a sampling rate expander.

Then, the signal is "smoothed" using a low-pass fllter. The resulting interpolated output

is denoted y(n).

Q v(n) 1 1x(m)~~ ~ g(n) --I~~ y(n)

Fig. 3.8 An interpolator.

Referring to Fig. 3.8, we have

v(n) = {X(n/M),
0,

for n = ... , - 2M, - M, 0, M, 2M, ...

otherwise.
(3.11)

From the above time-domain relation, the z-transform of v(n), V(z), can be obtained as

[43]

The DTFT of v(n) can be obtained by setting z = ejw , i.e.

V(w) = X(Mw).

(3.12)

(3.13)

Thus, the entire spectrum of x(m), over the interval -7r < w < 7r, is compressed to -7r/ M <
w < 7r/M. Moreover, images of the compressed spectrum, centered at ±27r/M, ±47r/M, ... ,

are also created. The purpose of the low-pass fllter is precisely to remove these unwanted

images. Therefore, the filter G(w) must remove frequency components above 7f/M. Note

that, contrary to decimation, the low-pass fllter must have a gain of M in its passband if

we want to preserve the amplitude of the signal, i.e. y(n) = x(n/M). Indeed, let us assume

that G(w) is an ideallow-pass fllter with a eutoff frequency 7f/ M and a gain of G. Selecting
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n = °for mathematical convenience, we can write

y(o) = 1: H(w)X(Mw)dw

= G 1: X(w')dw'/M

G
= MX(O).
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(3.14)

Therefore, a passband gain of M is necessary so that both the original and the interpolated

signaIs have the same amplitude.

As it was the case with the decimator, it is possible to find a more efficient structure for

interpolation than the one illustrated in Fig. 3.8. In this figure, filtering is done right after

the zeros have been inserted. This is not an efficient scheme, since many zeros get filtered,

which generates unnecessary computations2 . Let us assume that the low-pass filter length,

D, is a multiple of M. At each time instant, we do not need to worry about the weights of

the filter that are multiplied by a zero. 80, at time m = 0, let us define a new filter, go(m),

that only comprises the relevant weights at that precise instant. If we proceed similarly

at m = ±1, ±2, ... , we can note that the filters repeat themselves after every block of M

consecutive samples. Hence, we only need to consider a set of M filters, such that

gi(m) = g(mM + i), for i = 0,1, ... , M - 1. (3.15)

These filters, referred to as polyphase filters [43], can be used in a polyphase network to

derive an efficient structure for interpolation, as illustrated in Fig. 3.9(a). In practice, the

structure in Fig. 3.9(a) can be realized by the equivalent network of Fig. 3.9(b), which

makes use of a circular commutator.

3.4 Prototype Filter Design

In this section, we discuss the process of designing a prototype filter suitable for an over­

sampled DFT filter bank. Two main points are asserted in this section. Firstly, it is shown

that if the synthesis prototype filter is a time flipped version of the analysis prototype, then

2Note that by transposing the structure in Fig. 3.7(b), we can obtain an efficient structure for interpo­
lation, but we propose, in this section, an alternative approach based on polyphase FIR structures.
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x(m)I----~ go(m) y(n)

(a) Polyphase structure for an interpolator.

x(m)I----~

...
a___- y(n)

(b) Commutator structure for a polyphase interpo­
lator.

Fig. 3.9 Derivation of an efficient structure for interpolation using an FIR
filter.
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phase distortion can be eliminated by demodulating the signal with a particular function.

Secondly, a simple way to generate analysis prototype filters by interpolating tabulated

Quadrature Mirror Filters is discussed.

3.4.1 Cancellation of Phase Distortion

Referring to Fig. 3.3, if we take into account that, in the analysis filter bank, decimation

is performed on a modulated signal, then Eq. 3.8 becomes

M-l

Xki(Z) = ~ L H(Zl/MWMl)Xi(Zl/MWMlW;).
1=0

(3.16)

Similarly, for the synthesis filter bank and using Eq. 3.12, the output of the system after

interpolation can be written as

K-l

Yi(z) = L Yki(ZMWj(kM)G(zWj(k)W;.
k=O

(3.17)

Here, we focus on the transmission properties of the cascade of an analysis and a synthesis

filter bank. Accordingly, we let Xki(Z) = Yki(Z); in other words, we do not attempt

to separate the mixtures. We can find the transfer function of the overall system by

substituting Eq. 3.16 in Eq. 3.17. Thus, we obtain

where

M-l

Yi(z) = L'Ii(z)Xi(ZWM
1),

1=0

(3.18)

(3.19)
1 K-l

'Ii(z) = M L W;H(ZWj(kWM1)G(zWj(k).
k=O

For 1= 1, 2, ... , M -1, 'Ii (z) is approximately zero, provided that aliasing can be neglected.

Since the low-pass filters H(z) and G(z) have the same cutofffrequency, 7r/K, the passband

of H(ZWj(kWM
1) falls in the stopband of G(ZWj(k) , and vice-versa [41]. Thus, the transfer

function of the system can be approximated as follows

(3.20)



3 DFT Filter Banks for Subband Adaptation

where, from Eq. 3.19,

1 K-l

To(z) = M L W~H(ZWj(k)G(zWj(k).
k=O
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(3.21)

Now that we have obtained the transfer function of the overall system, it is shown, as

reported in [41], that phase distortion can be eliminated by letting the synthesis fllter g(n)
be a time flipped version of h(n), i.e.

g(n) = h(D - n - 1), n = 0,1, ... , D - 1, (3.22)

and by demodulating the signal by W~(n+l). Note that if h(n) has linear phase, then

g(n) = h(n) since h(n) will be symmetric with respect to the mid-point of its impulse

response. In the z-domain, g(n) can be expressed as

Using Eq. 3.23, the transfer function To(z) in Eq. 3.21 becomes

K-l

To(z) = Z-(D-l)~ L W~DH(zWj(k)H(z-lW~).
k=O

If we express the transfer function in the frequency domain, we obtain

K-l

T(ejW ) = e-j(D-l)w~ L IH(ejwWj(k) 12 ,

k=O

(3.23)

(3.24)

(3.25)

which, obviously, has a linear phase characteristic. Thus, phase distortion is eliminated.

3.4.2 Interpolation of Quadrature Mirror Filters

Before considering interpolation of Quadrature Mirror Filters (QMF), let us attempt to

cancel amplitude distortion. Designing a fllter that cancels amplitude distortion is a difficult

task. In this thesis, we use a simple design method based on the interpolation of QMF,

which produces fllters with an acceptable amount of distortions [41].

To cancel amplitude distortion, the magnitude response of the approximate transfer
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function given in Eq. 3.25 must be fiat, Le.

K-l

L IH(eiwWj(k) 1
2 = 1, for all w.

k=O
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(3.26)

We are now facing an optimization problem, which is generally solved using computer-aided

methods. At the same time, we would like to have the frequency response of the ideal low­

pass fiIter in Eq. 3.2, and the fiatness condition described in Eq. 3.26. However, with FIR

filters, these two requirements can only be approximated. In mathematical terms, we want

to minimize the error function given by [41]

(3.27)

where ()" is a positive weighting factor, and

(3.28)

(3.29)

The first term of Eq. 3.27 refers to the stopband energy (ws being the stopband frequency),

and should ideally be zero to avoid aliasing as much as possible. The second term of

Eq. 3.27 corresponds to Eq. 3.26, which expresses the desired fiatness of the magnitude

response so that magnitude distortion is avoided.

Unfortunately, such optimization is not trivial to carry out. So instead of optimizing

Eq. 3.27 to generate an appropriate prototype fiIter, we choose a simpler approach. This

approach is described here from a~ engineering perspective. As reported in [41], performing

a K/2-point interpolation on a QMF yields a good prototype fiIter. QMF are well-studied

in the literature, and their coefficients have been tabulated in many places, such as in

[38]. Interpolation can be achieved using the traditional technique previously described in

Sec. 3.3 (insertion of zeros followed by low-pass filtering), but for the design of prototype

filters, better characteristics are obtained using DFT interpolation [44], as illustrated in

Fig. 3.10. DFT interpolation works as follows. First, the QMF impulse response (of

length Do) is transformed into the frequency domain using a Do-point DFT. The resuIting
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sequence is then split into two sequences of equal length, and D - Do zeros are inserted

between the two sequences, forming a new sequence of length D = Do(K/2). AD-point

inverse DFT is finally applied to the new sequence, thereby obtaining the impulse response

of the prototype filter, h(n). Filters obtained by this method have linear phase, and should

therefore introduce a delay of (D - 1)/2 in the system.

ho (n): QMF of length Do

!Do-point DFT

liU
~ Insertion of D - Do zeros

D
~ D-point inverse DFT

h(n): prototype filter of length D

Fig. 3.10 DFT interpolation of a QMF.

The interpolation factor, J = D/ Do, is related to the number of subband channels by

the following relation

J =~ = K (3.30)
Do 2'

since the cutoff frequency of the interpolated prototype is scaled by 1/J. Moreover, to

implement the weighted overlap-add realization as described in Sec. 3.5, D must be a

multiple of K.

Figure 3.11 compares magnitude responses of a QMF 12 A interpolated by a factor 8

(thus having a normalized cutoff frequency of 0.5/16 = 0.03125) using both interpolation

methods. DFT interpolation generates filters that behave slightly better, especially in the

beginning of the stopband. In the case illustrated in Fig. 3.11, there is a difference of

5 dB in the first sidelobes, and about 1 or 2 dB in the rest of the stopband. For subband
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BSS, we have designed two prototype filters using DFT interpolation. Their frequency

characteristics (magnitude and phase responses) are illustrated in Fig. 3.12. These filters

(of length 96 and 192) result from a 8 and 16-point interpolation of a QMF 12 A, and are

therefore suitable for a 16 and 32-subband systems, respectively.

16-Subband Prototype Filters
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Normalized Frequency

0.35 0.4 0.45 0.5

Fig. 3.11 Comparison between prototype filters generated using traditional
and DFT interpolation.

3.5 Implementation Using the Weighted Overlap-Add Method

If one implements the DFT filter bank straightforwardly as illustrated in Fig. 3.3, the over­

head generated by subband analysis and synthesis can become very expensive, especially if

the prototype filter is long. There are different possible solutions to obtain an efficient im­

plementation. For instance, the overhead can significantly be reduced by using a polyphase
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Fig. 3.12 Prototype filters for 16 and 32-subband BSS systems.
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structure or a weighted overlap-add (WOA) realization [38].

The polyphase structure is an efficient realization of a DFT filter bank. It is based

on the polyphase decimator and interpolator structures, described in Sec. 3.3, and can be

used with UR or FIR prototype filters. However, the polyphase structure imposes a strict

relation between K and M. In fact, K must be a multiple of M, which severely limits the

number of possibilities for an oversampled scheme. Therefore, the polyphase structure is

not suitable for this thesis.

As opposed to the polyphase structure, the WOA realization imposes no restriction on

K and M, but can generally be implemented using FIR filters only. The WOA realization

is a more appropriate method for this thesis, because we want to be able to fine-tune M

as necessary to reduce distortions. The WOA method interprets the DFT filter bank as a

block transform, and uses the fast Fourier transform (FFT) to optimize the computations.

Quantitative examples of complexity reduction with the WOA implementation can be found

in Sec. 4.3.

The WOA method is fully described in [38], and we will not reproduce the algorithm in

this thesis. However, since we use a non-standard function for demodulation, we refer the

reader to [41] for a description of WOA that uses this function.

3.6 Chapter Summary

We have introduced in this chapter the concept of subband adaptation, which is attractive

because it may reduce the amount of computations needed for an adaptive algorithm. We

have proposed to use a pair of DFT filter banks to carry out subband analysis and synthe­

sis. All the components of a DFT filter bank were described: modulators, demodulators,

decimators and interpolators. A method to generate prototype filters for decimation and

interpolation was proposed. Two analysis prototype filters were obtained using DFT inter­

polation of a QMF 12 A, which results in a filter of length 96 for the 16-subband system,

and a filter of length 192 for the 32-subband system. The corresponding synthesis prototype

filters were obtained by time-reversing the impulse response of the analysis filters. Finally,

we have mentioned that the weighted overlap-add realization is a very efficient structure

for a DFT filter bank.
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Chapter 4

Blind Separation Using Subband

Adaptation

Most of the mechanisms involved in subband adaptation have been explained in Chap. 3. In

this chapter, there remains to explain how source separation can be performed in subbands,

or to reveal the content of the "Subband BSS" box in Fig. 3.1. But before deriving an

adaptation equation, we study the problem of aliasing for a two-subband system in details.

The mathematical results hereby obtained justify the need for an oversampled scheme.

We then derive an adaptation equation suitable for subband separation, and compare the

computational complexity of subband and fullband adaptation. Lastly, the results obtained

in this chapter are summarized.

4.1 Aliasing in the Subband-Based BSS System

As discussed in Sec. 3.1, subband analysis and synthesis introduce distortions in the re­

constructed signaIs. In this section, we show that aliasing cannot be easily cancelled for a

critically sampIed BSS system. Simple listening tests confirm that aliasing is a real prob­

lem under this condition. As mentioned in Chap. 3, a solution to this problem is to use

an oversampled filter bank. The goal of this section is to find an analytic expression for

aliasing in the z-domain, and to enumerate possible solutions to cancel aliasing.
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4.1.1 Derivation of an Expression for Aliasing
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Assuming we have a feedback network in each subband channel that performs convolutive

BBB, we show that it is not trivial to cancel aliasing for a critically sampled system. To sim­

plify the mathematical analysis, we assume a two-subband system with two microphones,

but the results could be generalized for a K-subband multi-microphone system. Let us

consider the subband-based BBB system with N = 2 illustrated in Fig. 3.1. Figure 4.1

illustrates the feedback de-mixing network used in each subband. We define Xij(z) (or

Yù(z)) as the z-transform of the j-th mixture (or recovered source) in the i-th subband,

Xi(z) (or Yi(z)) as the the z-transform of the i-th fullband mixture (or recovered source),

and Hi(z) (or Gi(z)) as the z-transform of the analysis (or synthesis) filter of the i-th sub­

band. To find an expression for aliasing in the z-domain, we proceed in three steps. We will

analyze and write an equation for subband analysis, subband synthesis, and convolutive

BBB. By combining these equations together, an expression for aliasing will be found.

Xoo(z) -e-~~

XOl(Z) -e--~

j------A---<.-yoo(z)

j-----"e--<.-yOl (z)

(a) Subband O.

X 10 (z) --tll---...-t l--------::tI>-- - YlO (Z )

j-----"e--._Yu (z)

(b) Subband 1.

Fig. 4.1 Feedback convolutive de-mixing networks used in a two-subband
BSS system.
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To simplify notation, let us define these three matrices:
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X(Z) = (XOO(Z) XOl(Z)) , Hm(z) = (Ho(Z) Ho(-Z)) , Xm(z) = (Xo(Z) Xo(-Z)).
X lO (z) X ll (z) H1(z) H1(-z) X1(z) X1(-z)

(4.1)

According to Eq. 3.8, subband analysis corresponds to the following mathematical expres-

sion

X(z) = ~Hm(Zl/2)X~(zl/2).

For subband synthesis, let us consider the following definitions

(4.2)

Y(z) = (YOO(Z) Y01(Z)) ,
YlO (z) Yil(Z)

G(z) = (Go(Z)) .
G1(z)

(4.3)

Then, according to Eq. 3.12, subband synthesis can be expressed as

(4.4)

Convolutive BSS, which uses a feedback network, is not as straightforward to express in

matrix form as subband analysis and synthesis. Let us first define

Ao(z) = 1 - woO(Z)WOl (z),

A1(z) = 1 - WlO(Z)Wll (z).

Then, according to Fig. 4.1, we have

1
Yoo(z) = Ao(z) [Xoo(z) + W01(Z)X01 (z)],

1
YOl (z) = Ao(z) [X01 (z) + woo(z)Xoo(z)],

1
YlO (z) = A1(z) [X10(z) + Wll (z)Xll (z)],

1
Yll (z) = A1(z) [Xll (z) + WlO (z)XlO (z)],

(4.5)

(4.6)

(4.7)

(4.8)

(4.9)

(4.10)
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which can be written in matrix form by using these definitions
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W(z) = (WOO(Z) W01(Z)) ,
wlO (z) Wu (z)

A(z) = (A~') o )l .

Al(Z)

(4.11)

Hence, in matrix form, the separating network can be formulated as follows

Y(z) = A(z)(X(z) + [W(z) CV X(z)]J), (4.12)

where J = (~ fi) is a permutation matrix, and CV denotes element-wise multiplication. A

mathematical description of aliasing can be obtained by combining Eqs. 4.2, 4.4 and 4.12:

4.1.2 Possible Solutions to Eliminate Aliasing

In order to see the aliased components more clearly, we can extract YQ(z) from Y(z) in

Eq. 4.13. Again, to simplify notation, let the analysis high-pass filter of subband 1 be a

modulated version of the low-pass filter of subband 0, i.e.

Expanding Eq. 4.13 for Yo(z) yields

Ho(z) = H(z),

Hl (z) = H(-z).

(4.14)

(4.15)

(4.16)
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The terms X o(-z) and X 1 ( -z) represent aliased terms, and must be cancelled. To get rid

of these terms, we must have

(4.17)

(4.18)

Equations 4.17 and 4.18 represent an homogeneous system of linear equations which has

only the zero solution, Le.

Go(z) = 0

G1(z) = O.

(4.19)

(4.20)

Of course, these are not useful filters in practice, since they eliminate everything, induding

the non-aliased components.

In short, with a critically sampled filter bank, it is not trivial to cancel aliasing. We

have attempted such cancellation by deriving an appropriate mathematical expression for

the synthesis filters, and failed. Hence, to eliminate aliasing, we have to look for another

solution. The oversampled filter bank, which prevents aliasing in the first place, is a good

alternative. Of course, we have to make a compromise, a small M would completely

eliminate aliasing, but the system would no longer be very efficient. A good tradeoff, as

shown in Chap. 5, appears to be M = 12 for a 16-subband system, and M = 24 for a

32-subband system.

4.2 Adaptive Algorithm for Subband BSS

In this section, an algorithm for subband BSS is developed. A model for bandpass speech is

given first, and an adaptation equation is then derived. A short introduction to the source

permutation problem is also given.

4.2.1 Probability Distribution Function of Bandpass Speech

As reported in Chap. 2, the Laplacian pdf provides a good model for the distribution

of speech sources. A gradient for convolutive source separation was developed using the
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Laplacian distribution. In this section, we propose a pdf suitable for bandpass speech,

based on empirical considerations. This pdf will be used to derive an adaptive algorithm

for subband BSS.

Due to the modulation scheme employed, the phase of bandpass speech appears to be

uniformly distributed, as illustrated by the phase histogram in Fig. 4.2. Figure 4.2 was

obtained by computing the histogram of a three-minute conversation between two persons

recorded in a hall, and sampIed at 16 kHz. Samples were taken from subband 2 of a 16­

subband fllter bank, but very similar results were observed in other subbands. Hence, phase

can be considered "random" in this context, and the proposed pdf should only depend on

the magnitude of the complex random variable.

0.2~-----.-------'----r------r---.-------r----.------.,

432-1-2
0'-------
-4 -3

0.05

o
Phase (rad)

Fig. 4.2 Histogram illustrating the experimentally observed phase distribu­
tion of bandpass speech samples.

0.15

The magnitude distribution of bandpass speech, obtained under the same experimental

conditions as above, is illustrated in Fig. 4.3, and clearly exhibits a non-uniform distri-
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bution. Points on Fig. 4.3 were generated by computing the histogram of the magnitude

of bandpass speech samples using very narrow bins. Proceeding as in [45], we also show

in Fig. 4.3 a Laplacian and a Gaussian pdf having the same variance as the magnitude

distribution of bandpass speech. Due to the many silent parts in the recording used to

generate the distribution, both the Laplacian and the Gaussian pdf's do not seem to match

the experimental curve weIl. A better match would have been obtained if aIl the silent

parts in the experimental data were removed. Nevertheless, for the purpose of BSS, since

an exact match is not needed, a Laplacian pdf can be a good model for the magnitude of

bandpass speech.

150II----,---------,-----~c=========:::r::::========:::::;""]
- Distribution of bandpass speech
. . .. Laplacian pdf
- - Gaussian pdf

100

50

..... '.
".

"
" " """""""" "

.....
..... .":".:,-.~

Magnitude

Fig. 4.3 Experimentally observed magnitude distribution of bandpass
speech samples.

Based on the above considerations, we propose to use the foIlowing pdf to approximate
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the distribution of bandpass speech
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(4.21)

where Cl is a positive constant, yf:i(m) = ~{Yki(m)}, and Yki(m) = ~{Yki(m)}. Results

presented in Chap. 5 show that the Laplacian model works weIl for separating speech in

subbands.

4.2.2 Adaptation Equation

Adaptation equations and activation functions for source separation developed in Chap. 2

are not appropriate for a subband-based separation system, because, among other things,

the signaIs to separate are now complex (except in subband 0 and K/2). Complex modu­

lation shifts the signal in frequency, and thus transforms a real signal into a complex one.

Literature on complex convolutive BSS is very sparse. For instance, in [46], Smaragdis

proposed an adaptive scheme to separate complex signaIs in the frequency domain, but the

results cannot be easily transposed to subband adaptation.

To derive a separation algorithm, there are two factors that must be taken into con­

sideration. A complex pdf that models the sources closely enough has to be provided (a

pdf was proposed in Sec. 4.2.1), and a complex gradient operator must be used to flnd an

adaptive algorithm. Fortunately, the cost function obtained in Chap. 2 (Eq. 2.24) can still

be applied, since it only involves the pdf of the sources, whose range is always real-valued,

regardless whether the sources are real or complex.

Let us use a feedback de-mixing network to separate the sources in each subband, as

illustrated in Fig. 2.4 (as before, the self-connecting loops are ignored). We denote each

fllter by Wkij instead of Wij, because k is needed to indicate to which subband the fllter

refers to. To simplify the application of the complex gradient operator, notation used in

this section differs from Chap. 2. Let Yki(m) = [Yki(m) ,Yki(m - 1), ... ,Yki(m - L + 1)jT,
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and
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x~(m) = ~{xki(m)}, yfi(m) = ~{Yki(m)}, y~(m) = ~{Yki(m)}, akij = ~{Wkij},

(4.22)

xt(m) = S'{xki(m)}, Yki(m) = ~{Yki(m)}, Yki(m) = ~{Yki(m)}, bkij = S'{Wkij}'
(4.23)

Using this notation, the output of the feedback de-mixing network becomes

Yki(m) = xki(m) + L w!:ïjYkj(m)
#i

= x~(m) + jxt(m) + L(akij - jbkij) (y{;j(m) + jYkj(m)),
Hi

which can be separated into real and imaginary components as follows

yfi(m) = x~(m) + L(akijy{;j(m) + bkijYkj(m)),
#i

Yki(m) = xt(m) + L(akijYkj(m) - bkijy{;j(m)).
#i

(4.24)

(4.25)

(4.26)

According to Eq. 2.45, the cost function is based on the Jacobian of the network. For

a feedback network, the Jacobian is given by Eq. 2.44. Substituting Eq. 4.21, the pdf of

bandpass speech, in Eq. 2.45 yields the following cost function

N

log IJI = L logp~ (yfi(m), Yki(m))
i=l

N

=-a L J(yfi(m))2 + (Yki(m))
2 + Na.

i=l

(4.27)

Note that the cost function is a real function, but the filters to adapt are complex. Maxi­

mization of the cost function can be done using the complex gradient operator as defined

in [47]. By definition, the gradient is equal to

V'loglJI = ~ (8l0g1 JI +j8l0gIJ1 ).
2 8akij 8bkij

(4.28)
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To evaluate the gradient, we proceed in two steps, calculating the real and imaginary part

separately. Thus, the real part of the gradient corresponds to

(4.29)

and the imaginary part amounts to

(4.30)

An expression for the gradient of the cost function can be obtained by combining Eqs. 4.28,

4.29 and 4.30:

(4.31)

Rence, using a feedback network, complex coefficients of the separating filters can be up­

dated with the following scheme

where J-l is the step size. The step size is defined as

la
J-l = J-l 2'

(4.32)

(4.33)

where J-l' a small real positive constant. An optimal value for J-l depends on several factors,

such as K, the number of subbands, and L, the de-mixing filter length. Sorne examples are

given in Chap. 5. Note that since the sampling rate has been reduced by M, the number

of taps we would use for fullband adaptation, L, can be cut down by M for subband

adaptation.

In short, to implement BSS based on a feedback de-mixingnetwork in subbands, we

need two main equations, namely the output generation and weight update equations,
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which are given in Tab. 4.1.

Output generation Yki(m) = xki(m) + L:: j # w~iYkj(m)

Table 4.1 Output generation and weight update equations for subband BSS.

4.2.3 Source Permutations
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As observed in Chap. 2, at the output of a BSS system, the recovered sources can be per­

muted with respect to the original sources. In fact, the system cannot retrieve information

about the original location of the sources, since both the sources themselves and the mixing

system remain unknown when separation is attempted. Therefore, when subband adapta­

tion is used, there is no guaraptee that, for each subband channel, the sources follow the

same permutation. When the fuIlband signal is reconstructed, frequency bands belonging

to different sources could be added together, and the resulting signal would not appear

to be separated. In addition, the subband signal could be corrupted by a gain ambiguity.

However, several experiments, conducted with two sources recorded in a real-room environ­

ment, let us believe that the problem of different source permutations across each subband

occurs rarely.

In aIl the experiments conducted so far with a subband-based BSS system, the same

permutation in aIl subbands has always occurred. We were able to note this fact by listening

to each subband individuaIly. Moreover, if one subband with a reasonable amount of energy

is deliberately permuted with respect to the others, listening tests confirm that the resulting

signal does not seem separated.

A thorough study of source permutations in subbands is beyond the scope of this thesis.

As mentioned in Chap. 6, the conclusion, it will be classified as possible future work.

4.3 Computational Complexity

We compare in this section the computational complexity of fuIlband and subband BSS.

Computational complexity is measured in terms of the number of real multiplications re­

quired to process an array of N samples. The number of multiplications will be expressed
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in terms of several parameters that characterize the system. These parameters are recalled

in Tab. 4.2.

Symbol
N
L
K
M
D

Description
Number of sources
Number of taps used for fullband adaptation
Number of subbands
Decimation and interpolation factor
Prototype fllter length

Table 4.2 Sorne syrnbols and their description.

For the fullband system, we consider a feedback de-mixing network. The number of real

multiplications that this network requires is 2N(N -l)L. For the subband system, we have

to take into account the overhead generated by the fllter banks. Systems with and without

a WOA realization are considered. Table 4.3 gathers the number of computations for the

various components of a system without a WOA realization. Based on the results reported

in [41], the number of real multiplications for a system using a WOA realization can be

found in Tab. 4.4. Using the results presented in Tabs. 4.3 and 4.4, a computational gain

can be deflned by considering the amount of computations needed for fullband adaptation

versus subband adaptation. If we do not take into account the overhead due to the fllter

banks, the ratio is
2 M2

10 = :3 .J(' (4.34)

If we were using a critically sampled scheme (M = K), then 10 would be directly pro­

portional to the number of subbands, K. But with an oversampled scheme, the choice of

M is a compromise between computational efficiency and aliasing reduction. Furthermore,

according to Eq. 4.34, to increase the gain, one simply has to use more subbands for sub­

band adaptation. However, if we take into account the overhead introduced by the fllter

banks, as the number of subbands increases, there is a point where the fllter banks become

more expensive than BSS. Thus, if we take into consideration the overhead, the following
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computational gains can be found

M2 2(N - 1)L
1'WOA = K . 2(D/K + log2 K) + 3(N -1)L

M 2 2(N - 1)L
l' = K . 2M(M + D) + 3(N - 1)L'
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(4.35)

(4.36)

where 1'WOA and l' denote the computational gains of the subband systems with and without

the WOA realization, respectively.

Real multiplications
Modulation and demodulation N K
Decimation and interpolation (2NKD)/M

Output generation [2N(N - 1)LK]/M2

Weight update [N(N - 1)LKJlM2

Total 2NK(1 + D/ M)
+3[N(N -1)LKJlM2

Table 4.3 Number of real multiplications needed for subband BSS without
a WOA realization.

Real multiplications
WOA 2N(D + Klog2 K)/M

Output generation [2N(N - 1)LKJlM2

Weight update [N(N - 1)LKJIM 2

Total 2N(D + Klog2 K)/M
+3[N(N - 1)LKJlM2

Table 4.4 Number of real multiplications needed for subband BSS with a
WOA realization.

We now present numerical examples of the computational complexity. For N = 2 and

L = 1152, we have evaluated the number of multiplications required by a fullband system,

a 16-subband system (K = 16, M = 12 and D = 96), and a 32-subband system (K = 32,

M = 24 and D = 192), with and without a WOA realization. The results are presented

in Tab. 4.5. In addition, the computational gains are given in Tab. 4.6. Due to the long

filters used for subband analysis and synthesis, we note that, according to the results of
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Tab. 4.6, subband adaptation necessitates a huge overhead if the WOA realization is not

implemented.

Real multiplications
Fullband BSS

Subband BSS, with WOA, 16-subband
Subband BSS, with WOA, 32-subband

Subband BSS, without WOA, 16-subband
Subband BSS, without WOA, 32-subband

4608
822
443
1344
1536

Table 4.5 Comparison between the number of multiplications required for
fullband BSS and subband BSS (16 and 32-subband implementations).

1'0
'YWOA

'Y

16-subband
6.00
5.97
3.42

32-subband
12.00
11.92
3.00

Table 4.6 Computational gains for a 16 and a 32-subband systems.

4.4 Chapter Summary

We have described in this chapter a subband-based BSS system using a pair of DFT

filter banks. A 16 and a 32-subband systems were proposed. The 16-subband system

uses a decimation factor of 12 to reduce aliasing to an acceptable level, and good results

were obtained with a factor of 24 for the 32-subband system. These results are justified

experimentally in Chap. 5. Subband separation is performed with a feedback de-mixing

network, and, sinee the signaIs are complex, we had to use a complex gradient operator to

derive the adaptation equation. Due to the long prototype filters, using a WOA realization

is recommended for an efficient implementation. We have noted that subband systems are

more efficient than fullband systems in terms of computational cost.
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Chapter 5

Experimental Results

This chapter is concerned with the performance analysis of the proposed BSS systems. The

assessment methodology is described first, and different performance results are then given

and discussed. Finally, a summary of this chapter is presented.

5.1 Methodology

This section begins with a survey of the techniques proposed in the literature to assess

the performance of BSS systems. Limitations of these techniques are pointed out, and an

evaluation procedure that overcomes sorne of these limitations is described. We then explain

how data for performance evaluation was generated. Finally, we make sorne comments

about the programming aspect of the simulations conducted in this chapter.

5.1.1 Performance Measures

Performance evaluation of BSS systems is far from being standardized, even if there is sorne

effort made toward that direction [48]. Many researchers working on BSS have their own

approach to quality assessment. As a result, it has become difficult to compare the BSS

algorithms proposed in the literature, because of the different measures and data sets which

are used. We propose in this section to use the method suggested in [48]. As described

in this section, this method provides performance rates based on separation and distortion

scores using real recordings.

There are two main categories of data that can be used for performance evaluation:
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synthetic and real data. Synthetic data are produced by artificial mixing, using, for exam­

pIe, the impulse responses of a room at various positions. Considering Fig. 5.1, if artificial

mixing is used, the sources Si, the mixtures Xi, and the recovered sources Yi are available.

In this case, performance measurement is straightforward, because we can directly com­

pare the original sources Si with the recovered sources Yi, and compute a distance between

the two signaIs. Another way to measure performance would be to convolve the impulse

responses of the modelled room with the de-mixing filters, and measure how similar the

responses are to a pure delay system. However, convolving the impulse responses is not

necessarily a good indication of separation quality. For example, if the sources have very

low energy in a given frequency range, the system may fail to identify separating filters for

this range, but separation would still be successful [48].

Mixing De-mixing

YI

YN

Fig. 5.1 Mixing and de-mixing systems.

It is easy to measure performance with synthetic data, but there are always sorne

characteristics of a real environment that cannot be faithfully reproduced in a controlled

environment. Using real recordings provides more realistic conditions, but the sources

are no longer available, which makes performance assessment more difficult. Among the

performance assessment tools proposed in the literature, waveform or spectrogram plots

of the separated speech signaIs are frequently used. However, such plots do not reveal

much information about separation quality, and, in many cases, cannot even confirm that

the system is really separating the sources properly. Scores given by automatic speech

recognizers are also a popular way to measure performance of BSS systems. But in fact,

recognition scores do not provide an accurate performance measure, because they depend

on many factors other than separation quality. For instance, even if speech is perfectly

separated, room reverberation could distort the signal so that recognition scores are very

poor.

Schobben et al. proposed in [48] an evaluation method that combines the best of both

worlds: the realism of real room recordings, and the possibility of getting performance
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measures as with artificial mixing. The idea is to record the sources in a real-world

environment, while letting only one of them active at a time. The mixtures are then

obtained by adding aIl contributions together, Le.

N

xi(n) = L Xi,sj (n), i = 1,2, ... N,
j=l

(5.1)

where Xi,sj (n) denotes the contribution of speaker j to microphone i. Since sound waves

combine themselves in an additive manner, Eq. 5.1 seems plausible from a physical point a

view. Similarly, Yi,sj(n) denotes the recovered source i when speaker j is active. Note that

aIl the persons participating in the recording must be present in the room, even if they are

recorded in turn, because the mere presence of a person in a room can change its impulse

response. This evaluation method is limited to the case where speakers are immobile. In
practice, it would be difficult to recreate the exact same movement more than once, unless

very thorough precautions are taken.

When the sources are recorded separately, separation quality can be given by the fol­

lowing power ratio in decibels

S. -101 ( E [yl,si(n)] )
1- ~ •

E [I:#i Y;,Sj (n)]
(5.2)

(5.3)

Hence, as the power of source i becomes stronger compared to the power coming from

the other sources, separation quality is better, and Si increases. In addition to separation

quality, there is a second parameter that can be computed for performance assessment:

distortion of the signal. Indeed, BSS is not very useful if a signal is weIl separated (aIl alien

sources are inaudible), but is so distorted that it cannot be understood. Distortion can be

measured using
D. = 101 (E[(Xi,si(n) - ÀiYi(n - d))2])

1 og E[x; s. (n)] ,, ,

where Ài = E[X;,Si (n)JIE[y;(n)], and d is a delay introduced by the BSS system (in [48], no

delay was considered). Since the prototype filters have linear phase, the delay is given by

(
D-1)d=2 -2- -M=D-1-M, (5.4)
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which implies that d = 95 - 12 = 83 for a 16-subband system, and d = 191 - 24 = 167 for

a 32-subband system. According to Eq. 5.3, distortion is minimal if the recovered source

Yi(n - d) is equal to Xi,s; (n), up to a gain factor 'xi' As a consequence, any dereverberation

attempt made by the BSS system will be considered as distortion, since the reference signal

is Xi,s; (n), and not Si (n) (the sources are not directly available). Note that these definitions

can be used for subband and fullband systems, since they only refer to input and output

signaIs.

The evaluation method that we have described above is not perfecto Measuring quality

of speech in decibels can be misleading, because it does not take into account the psy­

choacoustic properties of the human ear. For instance, two speech signaIs having the same

separation rate in decibels can be perceived very differently in terms of separation quality

by a human listener. In Sec. 5.2.3, we will compare the separation rates given by Eq. 5.2

to scores obtained by subjective testing. Differences will be noticed.

5.1.2 Data Generation

To test the BSS systems with the method described in the previous section, we have made

three data sets. Each set of data comprises four audio recordings that are obtained in a

hard walled office room, which is not acoustically isolated. Two microphones are used to

record two live speakers who are counting aloud from one to ten in English and French.

As mentioned in Sec. 5.1.1, we record each source separately. Hence, each person speaks

in turn, and, at the end, we obtain four audio files, which represent:

• Contribution of Speaker 1 to Microphone 1,

• Contribution of Speaker 2 to Microphone 1,

• Contribution of Speaker 1 to Microphone 2,

• Contribution of Speaker 2 to Microphone 2.

The three data sets differ by the position of the speakers, as shown in Fig. 5.2. In

Position a, both speakers are standing back-to-back in the middle of the room, facing each

microphone directly. The direct path is thus strong, cross-talk is weak, and recorded speech

should be easy to separate. In Position b, both speakers are side-by-side near the right wall,

directly facing the microphones. This position should still offer a strong direct path, but
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cross-talk should be stronger than in Position a. In Position c, the two speakers are facing

each other at each end of the room. Cross-talk is very strong in this position, and the direct

path is not as powerful as in the other positions. Speech recorded in this position should

be difficult to separate. In aIl positions, in addition of speech, a certain amount of noise is

also picked up by the microphones. We have identified three major sources of noise:

• Noise produced by the computer fan present in the room,

• Noise generated internally by the recording equipment,

• Noise coming from the street near the room (car, people).
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Fig. 5.2 Speaker positions in the recording room.

Table 5.1 lists the equipment used to make the recordings. Note that the microphones

are omnidirectional, and incorporate a high-pass filter that limits frequency components

below 60 Hz, which helps to reduce noise generated by the power lines. The analog signal

is converted to a digital signal using a sampling frequency of 11.025 kHz, and a 16-bit

uniform quantizer.
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Equipment
Microphones
Microphone mixer
A/D converter

Manufacturer
Audio-Technica
Tascam
M-Audio

Model
AT8531
MX-80
Delta 1010

69

Table 5.1 Equipment used for data recording.

5.1.3 Simulation Programming

For comparison purposes, we have implemented a fulIband and a subband system. The

fulIband system uses a feedback de-mixing network. Coefficients of the network are adapted

according to Eq. 2.41 in conjunction with the gradient derived in Eq. 2.46. Output samples

are generated with Eq. 2.43. As for the subband system, it is implemented using feedback

de-mixing networks. Filter weights are adapted with Eq. 4.32, and output samples are

processed according to Eqs. 4.25 and 4.26.

The C programming language was used to implement the BSS systems, because of

speed issues. However, the prototype filters were designed using the MATLAB technical

computing environment. Since the C programming language (ISO C89) does not provide

any facility to easily represent complex numbers, an external library, the GNU Scientific

Library [49] was used for this purpose. Sound file manipulations (loading and saving) were

carried out using the Audio File Library [50], which provides a uniform interface to access

the most popular audio file formats. AlI the samples are converted internally to 64-bit

floating-point representations, and are scaled to (-1.0, 1.0) before processing.

Moreover, the software has the option of doing several iterations on the same set of

files. Of course, between each iteration, coefficients of the separating network are not reset

to zero; adaptation continues with the current weight values. As described in Sec. 5.1.1, to

assess performance of the system, the software expects the sources to be recorded separately.

Contributions to each microphone are added internally by the software, and the network is

adapted with respect to the resulting signal. At the end, both the separation and distortion

rates are computed and displayed to the user.

To implement the WOA realization, the FFT routines provided by the FFTW library

[51] are used. These FFT's are optimized for real data, and will only compute the first

1 + K /2 samples of the transformation. The other half is never used, since it does not

contain pertinent information.
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5.2 Results and Discussion
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In this section, we assess the performance of the BSS systems in regard to several aspects.

Performance rates and computational speed of the fullband and subband systems are given,

and briefly discussed. We then analyze the distortion in subband systems using different

decimation factors. Finally, results of subjective testing are presented, and compared to

those previously obtained.

5.2.1 Performance of Fullband and Subband BSS Systems

We have tested the performance of the fullband and subband systems by measuring the

separation and distortion rates as defined in Eqs. 5.2 and 5.3, respectively. Results are

gathered in Tab. 5.2, and were obtained for speakers in Position a, band c (see Fig. 5.2).

Two numbers, separated by a 'l', are given for each entry. These numbers correspond to

the first and second source. The performance rates reported in Tab. 5.2 were computed

after 8 iterations (i.e. each set of files was processed 8 times). The step size Il, the number

of filter taps in the feedback de-mixing network, and the decimation factor M that were

used to separate the sources are also given in the table.

Subband BSS
Position Fullband BSS 16-subband 32-subband

Separation
a 9.12/7.29 9.16/7.52 9.48/7.83

(dB)
b 8.05/4.85 7.99/4.64 8.50/4.74
c 3.33/2.27 7.11/6.00 6.21/6.10

Distortion
a -8.34/-6.80 -8.50/-6.92 -8.56/-7.00

(dB)
b -7.78/-5.05 -7.63/-4.91 -7.94/-4.96
c -3.65/-3.32 -6.24/-5.78 -5.55/-4.94

Il 1 x 10 4 5 x 10 3 5 x 10 2

taps 1152 96 48
M 1 12 24

Table 5.2 Performance of BSS systems.

We have tried to choose the best step size for each system, but more fine-tuning is

possible. The performance of each system appears to be similar, except for Position c.

In this case, distortion and separation rates of the fullband system are much worse than

those of the subband systems. But if we choose Il = 1 X 10-5 for the fullband system in
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Position C, we obtain separation rates of 6.08/4.27 dB, instead of 3.33/2.27 dB, which are

closer to the rates of the subband systems. Informallistening tests described in Sec. 5.2.3

confirm that the sources in Tab. 5.2 are separated to a certain extent.

Furthermore, we may note that the position of the speakers relative to the microphones

has a direct influence on the performance rates. Better separation and lower distortion are

obtained when the direct path is strong, and cross-talk is weak. Recall that the strongest

direct path is obtained in Position a, whereas the strongest cross-talk can be found in

Position c.

Computational complexity is given in Tab. 5.3. These results represent the average

processing time of one iteration of lü-second speech files, and were obtained with the same

parameters used in Tab. 5.2. A Pentium 3 processor clocked at 933 MHz was used to carry

out the computations. Gains in terms of processing times with respect to the fullband

system are also given. Theoretical gains are reproduced here from Tab. 4.6 for comparison

purposes.

Time (s) Real gain Theoretical gain
Fullband BSS 60.1

16-subband
With WOA lü.4 5.79 5.97

Without WOA 16.1 3.73 3.42

32-subband
With WOA 5.4 11.05 11.92

Without WOA 17.6 3.41 3.00

Table 5.3 Computational speed and time gains oftwo-input two-output BSS
systems.

A strong correlation between the theoretical and real gains can be noted. Of course,

an exact match was not expected, since the theoretical gains are obtained by counting

(approximately) the number of multiplications. There are many factors other than the

number of multiplications that influence the computational speed of a program running on a

digital processor. For example, pipelines, caches, and operations like indexing, looping and

branching, affect the computational speed of a program. The 32-subband WOA realization

was the fastest system, being 11 times faster than the corresponding fullband system, and

1.9 times faster than the corresponding 16-subband system. Hence, the goal of reducing

the number of computations is reached, without a significant impact on the separation and

distortion rates.
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5.2.2 Distortions in Subband-Based Systems
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We are now interested in the distortion, as defined in Eq. 5.3, produced by subband systems.

Figure 5.3 illustrates the distortion for 16 and 32-subband systems as a function of M, the

decimation factor, when speakers are in Position a. Results were obtained using J-l = 0,

that is, no separation is attempted.
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Fig. 5.3 Distortion in the subband systems.

In both systems the distortion increases as the decimation factor increases. In fact, as

M approaches K, the distortion increases steeply, but below a certain point, it remains

steady. By setting M = 12 for a 16-subband system, and M = 24 for a 32-subband system,

the steep distortion increase toward the end is avoided. Choosing a smaller M would not

reduce distortion further, but can severely slow down the computational speed. InformaI

listening tests performed in Sec. 5.2.3 confirm that, with such M's, distortions remain below
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an acceptable level.

5.2.3 Subjective Testing
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Informai subjective tests involving human listeners were conducted to ensure that the

results given by Eqs. 5.2 and 5.3 are meaningful. These tests were divided in two parts,

and attempt to validate the results presented in Tab. 5.2 and Fig. 5.3.

The first part of the test was carried out as follows. For each separation quality score in

Tab. 5.2, subjects listened to the mixtures and to the recovered speech files. They were then

asked to select which one appeared to be the most separated. Four persons participated to

the test, and results are given in Tab. 5.4. In this table, we have indicated the number of

listeners who chose the output of the BSS system as the most separated signal. Again, two

numbers, separated by a '/', are given for each entry, corresponding to the first and second

source. The percentages in the last row of Tab. 5.4 are obtained by adding the pairs of

results for Positions a, band c, and by dividing the sum by 24.

Position
a
b
c

Total

Fullband BSS
4/2
3/3
2/3

71%

Subband BSS
l6-subband 32-subband

4/4 4/3
4/2 1/3
4/2 4/4

83 % 79 %

Table 5.4 Number of listeners (out of 4) who found that the processed file
was the most separated.

In general, people thought that the most separated signal was indeed the signal col­

lected at the output of the BSS systems. However, the number of listeners is somewhat

low in two cases. In Position c, with the fullband system, a score of 2/3 was obtained. The

corresponding separation rates are 3.33/2.27 dB, as indicated in Tab. 5.2, which are the

lowest rates that were obtained. Hence, in this case, both the separation rates and sub­

jective tests indicate that separation was not very successful. Another low score, 1/3, was

obtained in Position b with the 32-subband system. However, the corresponding separation

rates, 8.50/4.74 dB, is in the same range as the rates obtained in Position b by the other

BSS systems. Thus, measuring separation quality in decibels has its limitations. Good
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separation rates can sometimes be misleading, since listeners may feel that, after aIl, the

resulting signal is not weIl separated.

In the second part of the test, we asked the subjects to compare two speech signaIs in

terms of distortion, and select the less distorted one. Speech files were processed by the

16 and 32-subband systems using M = 1,12,16, and M = 1,24,32, respectively (ft was

set to zero, as in Fig. 5.3). For each system, listeners evaluated each of the three possible

pairs. When the critically sampled signal was compared to the oversampled signaIs, 96 %
of the choices were in favour of the oversampled ones. No clear preference was noted when

the two oversampled signaIs (e.g. M = 1 and M = 12 in the 16-subband system) were

compared. These results are consistent with those illustrated in Fig. 5.3.

5.3 Chapter Summary

In this chapter, we have described a method to assess the performance of BSS systems

in terms of separation and distortion. Data generation and how the BSS systems were

programmed have been described. Performance rates have been obtained, and indicated

that a certain amount of separation was achieved. We have noted that computational

speed was better if subband adaptation was used in conjunction with a WOA realization.

The choice of an oversampled scheme to reduce distortion was also justified experimentaIly.

Lastly, the results were compared to the scores obtained by informaI listening tests, and

the two were generally consistent.
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Chapter 6

Conclusion

This thesis was concerned with the BSS problem applied to speech sources in a reverberant

environment. Computational efficiency of BSS systems can be problematic, so the goal of

this thesis was to propose a computationally fast BSS algorithm based on subband adap­

tation. Subband analysis and synthesis were performed via DFT fllter banks. Moreover,

equations suitable for subband separation were derived. In the end, performance in terms of

separation and distortion rates of the subband system was similar to the fullband system.

However, the 32-subband system was about 10 times faster for a two-input two-output

scenarIo.

In this chapter, a summary of the work is provided. Ideas for future work are then

proposed.

6.1 Summary of Our Work

A literature review of BSS was presented in Chap. 2. Two mixing scenarios were consid­

ered: instantaneous and convolutive mixing. Instantaneous mixing was used to introduce

the concepts of BSS. In this context, a cost function for blind separation, based on ML

estimation, was given. The cost function attempts to measure statistical independence at

the end of a separating network. Assuming that the sources are independent, separation

can be achieved by adapting the parameters of a de-mixing network such that indepen­

dence, measured by the cost function, is restored. A second cost function was obtained

using an information theoretic approach, referred to as the infomax principle. The info­

max principle was mentioned because of its historical importance, and we showed that in
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the end both cost functions were equivalent. Adaptation equations for separating rever­

berant sources were developed by maximizing the cost function. Two de-mixing networks

were considered: a feedforward and a feedback network. Due to its inherent structure, the

feedforward network whitens the sources, which is a major drawback for speech signal; this

problem does not occur with the feedback network. In any case, to compute the adaptation

equation, it is necessary to evaluate an activation function. Activation functions depend

on the pdf of the sources, and for speech sources, using the Laplacian pdf was suggested.

We introduced in Chap. 3 the idea of subband adaptation to reduce computational costs.

The necessary tools for subband adaptation were described. Briefly, a pair of DFT filter

banks was used for subband analysis and synthesis. A DFT filter bank is made of three

components: a complex modulator to shift the signal in frequency, a low-pass prototype

filter to limit the bandwidth of the signal, and a decimator to decrease the sampling rate

or an interpolator to increase the sampling rate (depending whether the filter bank is used

for subband analysis or synthesis). There is one set of these components for each subband,

and they aIl operate on a different frequency range (complex modulation is different for

each subband). The effect of decimation and interpolation in the z-domain was investigated

next. These results were used in Chap. 4 to derive an expression for aliased components.

Design of the prototype filters was then discussed. Appropriate filters were obtained by

interpolating tabulated QMF. Two prototype filters were designed, one suitable for a 16­

subband system, and one suitable for a 32-subband system. FinaIly, the WOA realization

was mentioned, which is a very efficient method to implement a DFT filter bank.

In Chap. 4, we merged the results of Chaps. 2 and 3 together, and developed a BSS

system that operates in subbands using feedback de-mixing networks in each subband.

Firstly, under the assumption of a critically sampIed scheme, a mathematical expression

for aliased terms in the subband system was obtained. We noted that aliasing couId not be

cancelled easily. Therefore, to reduce aliasing, we proposed to use an oversampled scheme.

For a 16-subband system, a decimation factor of 12 yielded inaudible distortions. Similarly,

a decimation factor of 24 appeared to be a good compromise for a 32-subband system.

An adaptive algorithm was then derived for subband systems. The same cost function

presented in Chap. 2 was used, but since the parameters of the de-mixing networks were

now complex (due to the modulation), we had to employa complex gradient operator to

maximize the cost function. In order to obtain an activation function for the adaptive

algorithm, distribution of bandpass speech was analyzed empiricaIly. Simple experiments
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showed that phase was distributed uniformly, and that magnitude could be modelled as a

Laplacian random variable. Lastly, the computational complexity of subband systems was

established. We found approximately that a theoretical gain of 2M2 /3K could be achieved

for a two-input two-output system. This gain was calculated by counting the number of

multiplications required by the fuIlband system over those of the subband system.

Performance of the subband systems was measured in Chap. 5. Firstly, different strate­

gies for performance assessment were enumerated. We selected an evaluation method that

provided the realism of real recordings while permitting objective separation and distor­

tion measures. These measures were possible to obtain by recording the sources separately.

Indeed, by having access to the contribution of each source to each microphone, it was

straightforward to define separation and distortion rates. These rates were computed em­

pirically for the fuIlband, the 16-subband, and the 32-subband systems using three different

speaker positions. For each position, rates were almost identical among aIl the BSS systems.

But it was noted that the performance rates depended on the positions of the speakers in

the room. For instance, a strong direct path and weak cross-talk yielded the best perfor­

mance rates. Informallistening tests were conducted, and confirmed that there existed a

strong correlation between the separation rates and the perceived degree of separation. But

due to the psychoacoustic properties of the human ear, performance rates could sometimes

be misleading, Le. a high separation rate does not automatically imply that the sources

appear weIl separated to a human listener. Computational complexity was also measured,

and it turned out that theoretical gains reported in Chap. 4 were very close to the empirical

gains.

6.2 Future Work

We describe in this section future directions for work on subband-based BSS systems.

Interesting issues include the source permutation problem, automatic step size adjustment,

and moving speakers.

6.2.1 Source Permutation Problem

The source permutation problem was briefly mentioned in Sec. 4.2.3. Since source separa­

tion is performed independently in each subband, there is no guarantee that the sources

will be recovered in the same order. Furthermore, a gain ambiguity can also be present.
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The order in which the sources are recovered is certainly not a random phenomenon, and

needs to be studied in the context of subband adaptation. In the experiments conducted

so far, different source permutations across each subband never occurred, but we provided

no explanation for this facto However, in the context of frequency domain adaptation, the

source permutation problem has been documented in the literature, e.g. see [32]. A good

starting point would be to familiarize ourselves with this literature, and note to which

extent this information is pertinent for subband adaptation.

6.2.2 Automatic Step Size Adjustment

In this thesis, the step size was chosen using an ad hoc method. Performance rates reported

in Tab. 5.2 can vary dramatically if the step size is changed. Numerous methods have been

proposed to adjust the step size in a optimal manner, such that convergence speed is high,

and steady-state error is low [52]. It should be worth investigating the use of self-adjusting

step sizes for BSS, as in [53]. Moreover, we should exploit the fact that each subband is

processed independently by using a different step size in each subband.

6.2.3 Moving Speakers

The BSS systems designed in this thesis assumed immobile sources. In other words, the

mixing network remained static. In a real world application, persons usually move while

they are speaking. However, the mere act of turning one's head can completely change the

impulse response, and the mixing network to be inverted. Modelling a dynamic mixing

network should be considered in the design of BSS systems, as in [17), [54]. A new testing

methodology would have to be proposed, since the one used in this thesis (based on [48])

is limited to non-moving sources.
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