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Abstract

Inverse kinematics (IK) of seriaI manipulators is related to reflection-free Euclidean

spaces where distances and orientations remain invariant. These direct isometries can

be derived from simpler forms known as quaternions and dual quaternions. Combining

them with Hermann Grassmann 's Extension Principle, the IK of seriaI manipulators

is formulated entirely in projective geometry free of any metric. The only rules

governing this geometry is the preservation of ratios and incidence. Actually, the

holonomicity of these IK problems can be described using incidence relations alone.

The aigebraic constraints, derived from incident relations, define a manifestly

holonomic system as opposed to general holonomie systems that neecl only satisfy

Frobenius' Theorem for integrability using Pfaffian forms. The solution to these al­

gebraic equations will require an introduction to algebraic geometry and commutative

algebra. Definitions of basic geometric and algebraic objects along with a study of

their respective properties are included. Pertinent theorems are proved and illustrated

with simple examples to establish a dictionary between algebra and geometry. By

this means, kinematic anaIysis is conveniently subjected to the theories of aigebraic

geometry and commutative algebra.

~Iore precisely, the inverse kinematics (IK) of a 6R seriaI manipulator (6Rsm)

is formuIated in the homogeneous projective space of dual quaternions (DQ). This

leads to a robust algorithm because the 8-space of DQ together with the Grassman­

nian extension ensures that only valid solutions, whieh satisfy aIl of the constraint

equations, are admitted. Numericai examples, based on two real 6Rsm architectures,

are presented ta illustrate the efficacy of the ne,v algorithm. Its fiber (solutions) and

criticalloci (singularities) are described.



RésUIIlé

Le modèle géométrique inverse (wIGI) des manipulateurs sériels est lié à l'espace

euclidien des déplacements dans lequel les distances et les orientations demeurent

invariantes. Ces isométries directes peuvent être obtenues à partir de formes plus

simples comme les quaternions et les quaternions duaux. En les associant avec le

principe d'extension d'Hermann Grassmann, le (NIGI) des manipulateurs sériels est

entièrement exprimé en terme de géométrie projective, donc sans nécessité d 1une

métrique. Les seules lois régissant cette géométrie sont la préservation des rapports

et des incidences. En fait. l'holonomicité du (NIGI) peut être représentée en utilisant

seulement les relations d'incidence.

Les contraintes algébriques issues des relations d'incidence définissent un système

manifestement holonome par opposition à un système holonome général qui ne res­

pecte que le Théorème de Frobenius d'intégration en utilisant les formes différentielles

de Pfaff. La résolution de ces équations algébriques nécessitera l'introduction de

notions de géométrie algébrique et d'algèbre commutative. Les définitions de base de

la géométrie et des objets algébriques ainsi qu'une étude de leurs propriétés respectives

sont données. Des théorèmes bien adaptés aux problèmes sont démontrés et illustrés

à l'aide d'exemples simples pour établir un lexique de référence entre l'algèbre et la

géométrie. De cette manière la modélisation géométrique est formulée en terme de

géométrie algébrique et d'algèbre commutative.

Plus précisément, le (NIGI) d'un manipulateur sériel à SLX articulations rotoïdes

est exprimé dans l'espace de projection homogène des quaternions duau.'"< (QD). Il

en résulte un algorithme robuste car l'espace de dimension huit des (QD) ajouté à

l'extension de Grassmann assure que seules les solutions valides, qui tiennent compte

de toutes les équations de contraintes, sont obtenues. Des exemples numériques,

ü



RÉSUwIÉ

reposant sur l'analyse des architectures de deux manipulateurs réelles sériels à sLx

articulations rotoïdes sont présentés pour illustrer l'efficacité du nouvel algorithme.

Leurs solutions et leurs singularités sont aussi décrites.
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Clairn of Originality

The inverse kinematic problem(IKP) of the 6R seriaI manipulator is solved in a geom­

etry where one can identify an invariant property between all canies thus rendering

their respective shape superfluous. The statement may seem irrelevant but it does

portray the events which are to follow quite accurately, not to mention my daim of

originality.

At present, formulations of the IKP are dependent on the ability ta measure

distance in the space where the manipulator is embedded (i. e. a "measuring stick~'

which enables one ta tell the difference between an ellipse and a cirde). The following

arguments will show that the solution to the IKP does Dot require a measure. In other

words one need not àifferentiate among different conics but need only acknowledge a

conie "section". The derivation of the algebraic constraints in this newer geometry~

namely projective geometry, requires a novel interpretation of the quaternion and

incidence relations.

The handIing of any set of algebraic constraints adheres to the laws of algebraic

geometry and commutative algebra which will be presented.

An algorithm based on these mathematical tools is proposed. 1t quickly and

safely retrieves aU solutions to the IKP.
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Chapter 1

Introduction

There are two types of kinematic problems associated with robotie manipulators,

namely the direct kinematic problem(DKP) and the inverse kinematic problem (IKP).

The DKP of seriaI manipulators (sm) is known ta be quite simple, but the IKP is

more complex because it leads to a system of non-lïnear algebraic equations. The

IKP solution is usually, if not always. associated with transformations, called direct

isometries, whose invariant properties are found in metric geometry. In the literature.

algorithms for solving the IK of a 6R.sm use these invariants ta derive the algebraic

constraints. Then the elimination process begins but not without more metric con­

straints. By outlining the critical steps of two such algorithms one can argue that

although a metric geometry, finds a solution its diversity in invariant properties leads

to a myriad of definitions and different types of constraints. The objective, therefore,

is to solve the IKP using another kind of geometry with fewer invariant properties.

Affine geometry and projective geometry are two such geometries, with the latter hav­

ing fewer invariants than the former. The separation of these other geometries from

metric geometry will constitute a starting point in preparing the reader to understand

the rules which govern their structure.



1.1. BACKGROUND

1.1. Background

The kinematic analysis of seriaI manipulators begins by uniquely determining

its architecture using Denavit-Hartenberg(DH) notation. The DR parameters also

determine the manipulator's configuration or posture by defining a frame for each

link. The frame associated with the last link is cammonly referred to as the pose

of the end-effector(EE). Forward kinematics(FK) or direct kinernatics(DK) involves

finding the pose of the end-effector given the DH parameters and actuator variables

values. The IKP consists of finding the configuration of the manipulator given the

pose of the end-effector.

1.1.1. The Denavit..Hartenberg Notation. The DH parameters can un­

ambiguously represent a kinematic model of a robotic manipulator. The model is a

kinematic chain consisting of rigid bodies or links coupled by joints called kinematic

pa1.rs. A kinematic pair constrains the relative motion between two rigid bodies.

There are two basic types, namely~ upper and lower kinematic pairs. Upper kinematic

pairs are those articulations where contacts between rigid bodies occur along a Hne

or at a point cornmon to bath bodies as in raller bearings element. Lower kinematic

pairs constrain the relative motion to act along a surface cornmon to both bodies.

One can derive five of the six1 different types of lower kinematic pairs by cornbining

two basic types:

• Revolute joint, R, allows two rigid bodies to rotate relative ta each other

about the a.xes of the revolute; defining a common cylinder between the links.

• Prismatic joint, P, allows the two bodies to move along a common surface of

contact known as a prism of arbitrary cross section. The two bodies can only

move in pure translation parallel to edges of the prism.

lThe helical joint, i.e., a screw-in-nut motion, is the special case which cannat he sa derived.

2



1.1. BACKGROUND

The kinematic chain of a seriaI manipulator is simple, every link is coupled to, at

most, two other links. The chain is considered open when there is a link, located at

either chain end, which is connected to only one other link as opposed ta a closed chain

where every link is joined to two other links to create a linkage. The 6Rsm consists

of a simple kinematic open chain \Vith sbc R joints. The fol1owing is a procedure to

determine the relative location of the axes which in turn attach frames to the links.

a Links are numbered 0, 1, ... , 7, where link 0 is the base and link 7 is the EE.

The i th R joint couples the (i - 1)th link with the ith link.

a A frame :Fi is attached ta the (i - 1)th link.

a Zi axis, of frame :Fi, is coincident with the ith joint axes.

a "Y1 is the cornrnon perpendicular between Zi-l and Zi' directed from the former

ta the latter. If Zi-1 and Zi intersect then we adopt the right hand rule. If

Zi-l and Zi are parallel then "\'"i can be chosen to go through the origin of

:Fi - l •

a Define ai to be the distance between Zi and Zi+l' From the definition of "\i+l

it is easy ta see that ai is nonnegative

a Define bi to be the signed distance between "Yi and "\1+1 rneasured along the

positive Zl direction.

• Define Qi to be the twist angle separating Zi and Zi+ 1 and measured about the

positive direction .Xi +1•

a Define the actuator angle (}i separating "Yi and "'Yi+1 and measured about the

positive Zi.

Fig. 1.1 illustrates the coordinate frames of the Puma robot. Note that the orientation

of the last frame (i. e., :F7 ) is chosen arbitrarily and its origin is usually placed at the

operation point P of the EE. The IK algorithms illustrated here require a complete

3



1.1. BACKGROUND

mathematical description of a link's frame .1i+I. The following rotation matri.'C Qi

and the position vector ~ carry the frame Fi inta F i+l .

Z2
~

X2 ®~

-
CD

b1 Sis-"'@

YI Z7
~

~~
FIGURE 1.1. Coordinate frames of a Puma robot

(1.1.1)

The successive application of this transformation, or direct isometry, from the base

ta the EE can be represented by

QI Q2Q3Q4QSQ6 - Q
6

L~ p
l

(1.1.2)

(1.1.3)

where Q and p are the orientation and origin of the EE frame with respect to the

base frame. Constraints eqn. (1.1.2) and eqn. (1.1.3), are used ta solve the IKP of a

6Rsm. One should also note that each element of the matrL'C Qi and the vector B.ï is

4



(1.1.4)

1.1. BACKGROUND

a linear expression in the terms [COS «(Ji) , sin«(Jd]. By introducing sLx vectors

[
COS (Ji] .

Xi= . () ,z=1 ... 6
SIn i

we can now say that the product nf=lQi is hexalinear or, simply, multi-linear in

vectors {Xi} ~ .

~7

(
P(x,y,z)

FIGURE 1.2. Axis and displacement vectors of a Puma robot

They represent an algebraic system of twelve nonlinear equations, nine of them for

orientation and three for position. However, since Qi is orthogonal, we only have

three independent equations from eqn. (1.1.2) and three from eqn. (1.1.3) to solve

for the sLx unknowns, namely, (Ji, for i = 1 ... 6. 'vVe need a few more definitions

before continuing. First re-express eqn. (1.1.1) in two forms

Qi= [:fJ =[pi qi u;J

From eqn. (1.1.1) one should note that the third row of Qi, Qi, is independent of

(Ji; later it will be shown how this observation helps eliminate one of the unknown

angles. In Fig. 1.2 the unit vector ei defines the direction of the ith joint axis. Its

components in :F;. are

e= UJ

5



1.1. BACKGROUND

by definition from the DH notation. Thus we have

After introducing the following definition

(1.1.5)

Q3Q4QS

Q3 (b3 + Q4b4 + Q4Qsbs)

QfQfQQr

QfQi (p - Qb6) - (b2 + Qfb1)

Next, we derive six equations free of fJ6 by first introducing the following equations

where 06 is the last row of Q6 matrix. 50 we obtain

Q3Q4 US - QfQiU

Q3 (b3+ Q4b4 + Q4Qsbs) - QfQfp - b2 - QIbl

(1.1.6)

(1.1.7)

where the RHS of eqn. (1.1.7) is bilinear in Xl and X2 and the LHS is trilinear in

X3, X4 and xs. If we separate the LHS and the RH5 of both equations! we obtain the

following

f - Q3 (b3 + Q4b4 + Q4Qsbs)

g QfQfp - (b2 + Qfb1)

h - Q3Q4U S

i QfQfu

However, not aU of the sLx scalar equations, free of fJ6 , are independent because LHS

and the RHS of the second pair have to fulfill the following

h . h = 1, i· i = 1

6



1.1. BACKGROUND

h

CD

®

FIGURE 1.3. Key vectors associated with solving the IKP of a Puma robot

and so we have five independent equations in the two vector eqns. (1.1.6) and (1.1. 7).

There exists three methods used to eliminate four of the five unknowns from this

system. Li~ Woernle and Riller (1991) as well as Raghavan and Roth (1990, 1993)

approached the problem numerically so as to obtain a 16th degree mono-variate poly­

nomial in terms of the half-angle of the 5th unknown joint angle. The 3rd method by

Angeles, and Etemadi Zangane (1992), used a semi-graphical approach to obtain two

bivariate equations in two unknowns, from which they generated a set of contours.

7



1.1. BACKGROUND

1.1.2. A Semi-Graphical Method. From eqns. (1.1.8) it is possible ta ob-

tain the three vector equations

f - g

h

f x h

i

g x i

(1.8a)

(1.8b)

(l.8c)

Ta obtain a 4th vector equation, the condition that the reflection of the vector h

onto a plane perpendicular to vector f is equal to the reflection of i onto a plane

perpendicular to g was used 50

f . h 2 • g . i 2

h-2ïffiï f=1-2W g

and since Il f 11
2 = Il g 11

2 we have

The two additional scalar equations are derived as

f·f - g.g

f . hg· i

(1.8d)

(l.8e)

(l.8f)

LHS of aIl four vector equations are trilinear in X3, X-t and Xs and RHS are bilinear

in Xl and X2' LHS of the bath scalar equations are bilinear in x"', Xs and the RHS

are linear in Xl' This system is then separated into two groups of scalar cquations:

• the first group contains the first two scalar equations of each of the four vector

equations

• the second group is composed of the third scalar equations of each vector

equation together with the two remaining scalar equations.

First group is represented in the following fonn

Axl2 = b

8



1.1. BACKGROUND

where Xl2 is bilinear in Xl and X2 and b is trilinear in X3, '4 and xs. The si."<: equations

of the second group are represented as follows

eXl =d

where cl is bilinear in Xt and xs. From these two groups we obtained si.x linear

homogeneous equations of the form

where

and D is a 6 x 3 matrix with entries bilinear in X.l and X5. After partitioning D into

two 3 x 3 matrices Du and Dl we obtained two conditions for the singularity of the

matrix D, namely

det (Dl) = fI (flot, 85 ) = 0

det (Du) = f2 (84 ,85) = 0

and, since the non-trivial solution Y3 has to satisfy both of the above equations, the

third equation is imposed, namely

The set of contours Cl, C2, and C3 is defined by fl, /2, and 13. The intersections of all

three contours are valid solutions of the problem, while the points of intersection of

only two contours are spurious solutions.

9



1.1. BACKGROUND

1.1.3. The Monovariate Polynomial Approach.

Procedure of Raghavan and Roth. This procedure begins with the equation

which is similar ta the equation

~Xt5 = Og (1.9)

used by Angeles and Etemadi Zanganeh. Here E is a 6 x 9 matrix whose entries are

linear in X3 and with X45 defined as

After using the relations for Si and Ci in the form Ti == tan (~ ), for i = 4, 5~ and after

multiplying LHS and RHS of eqn. (1.9) with (1 + T1)(1 + Tl),

~/X~5 = a (1.10)

is obtained. After introducing the same trigonometric identities for i = 3 and multi­

plying the first four scalar equations by (1 + Ti) eqn. (1.10 becomes

where ~" is a 6 x 9 nlatrbc. The determinant of any 6 x 6 sub-matrix of matrix

~" is an 8th degree polynomial in T3' With the application of dialytic elimination [1]

bath T4 and T5 are removed. A new system of equations is then obtained in the form

S:X.ts = 012

where S is a 12 x 12 matri..x, To obtain nontrhial soLutions,

det (8) = 0

must be satisfied and from there one obtains a l6th degree mono-variate polynomial

la



1.1. BACKGROUND

Procedure of Li et al. Lee's procedure differs somewhat from the previous one.

A matrix

multiplies a rotational matrix

The matrLx U i is obtained using the identities

1

~ ]

where ri = tan( ~), Si = sin(8), and Ci = cos(8d. Then two new vectors! namely f

and il., are introduced

f - A3 (b3 + Q.. b .. + Q-lQsbs)

il. - A3 (Q.. us)

where

Ai = [00
1

COS~cti) - Si~(cti) ]
sin(oi) cos(ad

such that Qi = CiA i • Then the four vector eqns. (l.8a - 1.8d) are multiplied by T 3

ta obtain the following set

U 3f - T 3g

U 3h T 3i

U 3 (f x fi) - T3 (gxi)

U 3 [(f . f) iï - 2 (f . h) fJ - T 3 [(g . g) i - 2 (g . i) g]

(l.I1a)

(l.I1b)

(l.ile)

(l.lld)

Il



1.1. BACKGROUND

The twelve equations above together with two additional scalar equations eqns. (1.8e

& 1.8f) form the set of fourteen scalar equations. By using the fact that the third

scalar equations in all four vector equations remain the same, because of the form of

matrices T J and U3, we can write the following

fJ - gJ

fJ - g3

6.3 - i3

(f3 X h3) = (g3 X 13)

(f . f) h3- 2 (f . h) f3 - (g . g) 13 - 2 (g . i) g3

(1.12a)

(1.12b)

(1.12c)

(1.12d)

(1.12e)

aU of which are free of ()3. Then. by multiplying bath sides of eqns. (l.12a - 1.12e)

and eqns. (1.8e & 1.8f) with '3 we obtain six new scalar equations, which will give

us a set of twenty scalar equations. This set can be cast in form

Ax = {3

where the vector {3 is trilinear in '3, Xl and X2 and matrix A is a 20 x 16 matrix

and it is a function of design parameters only. A and .a are then partitioned as

A = [Au Al], {3 =[13u {31]

After solving for x from Au we obtain

These equations can be presented in the form

which after expressing Si and Ci in the form of 'Ti, we obtain

12



1.2. SYSTEN!ATIC DISCUSSION OF GEO~IETRY AND ITS FOUNDATIONS

Then with the multiplication of the above equations with T2 we will obtain 4 more

equations resulting in the system of 8 equations which cau be represented in the form

Mz=O

and whose nontrivial solution is obtained by setting

det (M) = 0

This will give us a polynomial octic in Xl, 'i.e., of 16th order in tan~, which is the

mono-variate polynomial in mind. Other elimination methods have been introduced

by others but a11 use eqns. (1.1.2 & 1.1.3) as the basis for the constraints. Hence,

elimination proceeds, by definition, in a metric geometry; the geom(~try of direct

isometries. It is argued that the elimination procedure can be simplified if one adopted

a more general geometry.

1.2. Systematic Discussion of Geometry and Its Foundations

It will be illustrated, using DQs and Grassmannians, that the special structure

of a metric geometry is not necessary ta solve the IKP. It is special because metric

geometry is a specific case of other kinds of geometry. Paraphrasing Klein [2), to

extract these other geometries we must proceed as "chemistsll who apply stronger

reagents to isolate more of the valuable ingredients from raw material. Our reagents

will he affine, followed by projective transformations. It is by means of this process

that an understanding of projective geometry, where the formulation of the IK of the

6Rsm will take place, will be gained.

vVe begin with the fol1owing general point transformation:

X' - alx + bty + CIZ + dl

y' = a2 X + b2y + C2 Z + d2

Z' - alX + b3y + C3Z + d3

(1.1)

13



1.2. SYSTErvIATIC DISCUSSION OF GE01-IETRY AND ITS FOUNDATIONS

If it is a direct isometry, the following two conditions are required

QQT - I 3x3

det (Q) - +1

where

r al
bl Cl l

Q n .. h.. r ...

l ~;
-..

~; Jb3

If we relax the above conditions such that

(1.2)

(1.3)

QQT

det (Q) ±À

then we include two more transformations, namely reflections and sirnilarity transfor­

mations with the origin as center. The result is a geometry in which invariant prop­

erties include the fixed distance between two points given (Xl, YI, =d, and (X2, Y2, Z2),

J(Xl - X2)2 + (YI - Y2)2 + (Zl - z2)2À remains unchanged (i.e. independent of the

location of the points). Sirnilarly. one can say the same about angle measures sub­

tended by three such points or that five points in a plane define a conie with particular

principal axis and inter-focal length. The totality of these geometric properties be-

longs to metrie geometry.

If we begÏn again with eqn. (1.1) but this time unconstrain the relations among

the coefficients, we obtain the group of affine transformations. Notice that metric ge­

ometry is therefore a subgroup of affine transformations. The aggregate of concepts

and theorems which remain invariant under affine transformations fonn affine geom­

etry. The notion of distance and angle disappear as do the distinctions between circle

and ellipse. But one can distinguish bet\veen finite and infinite space and everything

which depends on these two spaces such as parallelism of two Hnes or distinction of

conics among ellipses, hyperbolas, parabolas, etc.

14



1.2. SYSTE1'IATIC DISCUSSION OF GE01'IETRY AND ITS FOUNDATIONS

Proceeding to projective transformations, we begin by introducing linear frac­

tional transformations

y' (1.5)

which includes affine transformations as a subgroup. Here, the role of infinity and

the concepts connected with it in affine geometry disappear. There is only one proper

conic because aU others can be derived from it.

By introducing homogeneous coordinates (~ : 'Tl : ( : T) such that

eqn. (1.5) can be written as

ç
X=­

T

Tly= ­
T

(
z =­

T

(1.6)

The origin in the homogeneous space of {ç, 11, (, T} is removed or nonexistent; at least

one homogeneous coordinate must be non-zero. The group of projective transfor­

mations is termed collineations because three collinear points remain collinear after

transformation by eqn. (1.6). A collineation is an affine transforrnation if it sends the

plane at infinity into itself, which means that, to every point \Vith T = 0, there cor­

responds another with " = o. From eqn. (1.6) this happens when a4 = b4 = C4 = o.
By dividing eqn. (1.6) by rlr and replacing al : d4 by al, bl : d4 by bl, and 50 on

we obtain eqn. (1.1). In order to obtain the group of similarity transformations from

the projectivities, we leave invariant not only the plane at infinity (i.e. T = 0) but

also the imaginary spherical circle (i.e. ç2 +1]2 + (2 = 0). To prove this, let, = 0

15



1.2. SYSTE~IATIC DISCUSSION OF GEOMETRY AND ITS FOUNDATIONS

and replace (ç, 77, () by (Ç',1( (') in the quadratic condition

(ç')2 + (1]')2 + ((')2 _ (alç + brTJ + Cl()2 + (a'lç + b277 + C2()2 + (a3ç + b317 + C3()2

- (ai + a~ + anç2 + (bî + b~ + b~)172 + (ci + c~ + C~)(2

+2(a1b1 + a2b2 + a3b3)ç'T/ + 2(alcl + a2 c2 + a3c3)Ç'(

+2(c1b1 + C2 b2 + C3 b3)T/(

_ À2~2 + /\21]2 + .,\2(2

_ ç2 + '1]2 + (2

- 0

Hence we can quickly point out that the six conditions which leave the imaginary

spherical circle invariant define the group of similarity transformations. Finally, the

direct isometries used to solve the IKP are just particular cases of projectivities. 1t

turns out that as long as one preserves the isotropy of Euclidean space, the IKP can

be formulated entirely in a projective space.

16



Chapter 2

Dual Quaternions, A Map, Fiber, Critical
Locus

2.1. Repositioning the Quaternion

Conventional notions of the quaternion are attributed to A. Cayley's [3} view that

the rotation of a vector, by means of a quaternion, is in general a bilinear operation.

But Sir vV. R. Hamilton, who invented quaternions, saw them to be much more

than just an artificial method in reconstructing known results. Hamilton used the

word quaternion l to denote a new mathematical method "as an extension, or im­

provement, of Cartesian geometry, which the artifices of coordinate axes. are got rid

of. all directions in space being treated on precisely the same terms. It is therefore,

except in sorne degraded forms, possessed of the perfect isotropy of Euclidean space

[4]." Such was his view that he questioned the necessity to have coordinate axes, i.e.,

the columns in the orthogonal matrLx Q, when expressing a rotation of Euclidean

space. According to his biographer, Peter Guthrie Tait, Hamilton refrained from try­

ing to convince his fellow mathematicians of this intrinsic nature of the quaternion ­

represented by the novel use of the three imaginaries Î, j, and k - because he feared his

1meaning a set of four



2.1. REPOSITIONING THE QUATERNION

method wouldn't be recognized by those steeped in Cartesianism [5]. It is believed

that these arguments justify a short review of the quaternion as seen by its originator.

Geometrically, the quaternion q can be viewed as the quotient of two vectors in

space

where vv- 1 = Ilv112. How Hamilton derived the representation of a vector using the

imaginary quantity A is an interesting story worth reading [4]. For our purposes

we will only mention the result. Given the vectors

x'i + y'j + z'k

xi + yj +.:k

q

(xx' + yy' + zz') + (z' y - y'z )i + (x' z - z'x)j + (y'x - x' y)k

The three distinct space units i. j, and k fol1ow the multiplication rules i2 = j2 =
k2 = -l, ij = -ji = k, jk = -kj = i, ki = -ik = j. It is the use of these units

which allows one to represent a rotation without artifices coordinate axes. Using

the notation of the previous section, the columns of Q represent the new coordinate

axes resulting from the rotation of the inertial frame; but one can assume to know

everything about the rotation using only a quaternion q. If the rotation were to

happen normal to the vector one can write the transformation as

In this case q is a linear operator which rotates Vi into V2 and therefore its a..xis is

perpendicular to both vectors. Rotating a vector about an arbitrary axis is expressed

as a bilinear operation

18



2.2. DUAL QUATERNIONS AS GENERAL DISPLACEj\.IENTS

which was popularized by Cayley [3], even though Hamilton knew of the results

independently [3] [4]. In essence, Cayley views rotation, by means of a quaternion,

as a bilinear operation, whereas Hamilton views it as a linear operation. Byadopting

insights from both camps we obtain a quaternion which represents general rotations

while its multiplication is limited ta a linear operation.

2.2. Dual Quaternions as General Displacements

A quaternion, whether Cayley's or Hamilton's, represents a rotation. A general

displacement may aiso include the displacement of the origin represented by a position

vector d. By multiplying cl by a quaternion q

cl
y = --q

2

we have another quaternion y. A spatial displacement can now be represented by a

pair of quaternions or, more concisely! by a dual quaternion

q= q + f.Y

One can find a detailed account of this representation in [6], pp. 521-524. The eight

terms which make up q are the eight homogeneous coordinates known as the Study

soma. The soma maps the set of Euclidean displacements into a six-dimensional

manifold in a seven dimensional projective space [7j. Consider the toroidal 6-space,

r, of six R-joint displacements, (J, where (J is an element of T6. Consider aiso the

6-space of Euclidean displacements D E 'D6 = 803 X A3 where D is an element of '06 ,

the product of the 3-space of rotations 803 and the 3-space of point displacements A 3 •

This represents an end effector (EE) displacement. ljJ: T6 -+ '06 maps the sb: joint

angles (J into an EE pose D via the product of six dual quaternions () I---t QlQ2Q3Q4QSQ6.

ij is a point which represents a screw in a homogeneous projective 8-space. qi (0)

transforms a rigid-body reference frame F;. -t .ri+l via joint angle OÏl while D is

expressed as lb, which transforms the base frame (FF) :Fl -t :F7 directIy iota EE

19



2.2. DUAL QUATERNIONS AS GENERAL DISPLACEMENTS

frame. Recall that

where €2 = 0, ii =.ü = kk = -l, ij = -ji = k, Id = -ik = j, and jk = -kj = i.

The Euler-Rodrigues parameters are {ri:}g while {Yi :}~ = -a(ra +rLi + r2Ï + r3k) /2

accounts for position vector a directed from origin Oi of frame ri to Oj of frame

"T"'''' r" ù' " ,.., ù' ,..,'l ù' 'r .,j i' ,.')ets u elg;ut t.:uur luales ueluug lu ,.') l u y:) :SUlua "'6 au are ueut.:e :screws 1 Luey

belong to the varieties V(L~=oYiri = 0) and V'(L7=orr :f: 0). A generic fiber of map

l/J consists of a number of points, counted with multiplicity, in T6, which map into

the same point in Si. :\. fiber of 'l/J admits 16 solutions, fewer if it belongs to a critical

locus, i.e., where the Jacobian matrh: J is singular. For a 6R seriaI manipulator J

is a 6 x 6 matrix, \Vith columns arranged in frame sequence from fixed (FF) to end

effector (EE) frame, of Plücker Hne coordinates of the sLx R-joint axes with respect

to the operating point P on EE. If the rank of J 1 P < 6, then the Unes belong to a

complex (p = 5), congruence (p = 4) or series (p = 3). Throughout the criticalloci,

the axes assume such configurations. But a fiber (solution set) containing critical

loci (singularities) may also contain noncritical elements (nonsingular solutions) and

a good algorithm should find the 16th-order univariate polynomial or detect if 1jJ is

singular. If it is singular, then the algorithm must separate the solution set into its

critical and noncritical elements. This requîres the facility to decompose a higher­

dimensional projective space into incident linear subspaces. For this reason it is useful

to examine Klein's [2] Grassmannian treatment of incidence relations of simplectic

segments of planes, lines and points in the plane and these three as weIl as the

tetrahedral simplex in 3-space.

20
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Chapter 3

G rassrnannians

The proposed algorithm makes extensive use of Grassmannians. Their meaning, as far

as the algorithm is concerned, can be best explained by constructing Grassmannians

in the 2D plane and in 3D space.

3.1. Grassmannians in the Plane

Consider 3 x 3 matrices \Vith ro\vs of homogeneous point coordinates.

E2 = [~~ ~: ~]
X3 Y3 1

If the rank of E 2 is p = 3, then the determinant is 2! times the area of the triangle on

the three points. If p = 2, three 2 x 2 subdeterminants, taking any two rows, are the

coordinates of the line on the three collinear points. If p = 1, aIl three coordinates

are the same point and multiple combinations of each other. Note that if p = 2 (or

p = 1) one may manipulate the matrLx to obtain one (or two) row(s) of (0 : 0 : 0).

Example: Line Equation as an Incidence Relation

In the plane, one can view three collinear points as spanning a triangle with zero area



3.2. GRASSMANNIANS IN SPACE

Incidence relations are Dot restricted to linear configurations.

Example: The Circle Equation as an Incident Relation

Find the circle on three given points.

Yi 1
Y2 1 x+
Y3 1

o

- 0

y 1
YI 1
Y2 1
Y3 1

xX2 + y2

xî + Yi Xl

x~ + y~ X2

X5 + Y5 X3

xi + Yi
x~ + y~
x~ +y~

xi + yr Xl YI
x~ + y~ X2 Y2 1
x~ + yj X3 Y3

Xl YI 1
X2 Y2 1 (x2 + y2

) ­

X3 Y3 1

xi + yr Xl 1
x; + y; X2 1 y-
x~ + Yi X3 1

It is interesting ta note that the determinant multiplying the term (x2+ y2) is 2! times

the area of the triangle defined by the three points. If the three points are collinear

then this term disappears and we are left with a Hne equationr

3.2. Grassmannians in Space

In space. points have four homogeneous coordinates; sa, consider -l x 4 matrices. If

p = 4, the determinant is 3! times the volume of the tetrahedron on the four points.

If p = 3, four 3 x 3 determinants, taken from any three rows. give the coordinates

of the plane on three points. If p = 2, from any two rows, six 2 x 2 matrices give

the Plücker ray coordinates of the Hne on two points, while if p = 1. there are four

versions of the same point. It will now be shown how the deficient rows provide

the key ta incident relations. For example, three points don't define a plane if they

are collinear or coincident. If they don't define a plane, they can only produce the

nonexistent coordinates (0 : 0 : 0 : 0).

Example: Incident Relations of a Line on a Plane

Incidence relations of a Hne L = (Pal : P02 : P03 : P23 P31 Pl2) and a plane

7r = (Tlo : T/I : T/2 : T/3) are summarized below.
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3.2. GRASS~IANNIANS IN SPACE

Lemma 1 The intersection J:, n 1r = (xo : Xl : X2 : X3) either defines a unique point

in p3 or J:, C 1r.

Proof By Bezout's Theorem the point is unique because varieties C, and 1r are linear.

The only nonexistent invalid point is {O : 0 : 0 : O} because even if 1r is parallel to C,

they nevertheless intersect at a unique valid point at infinity (i. e. IO = 0 and xi +

x~ + x~ =fi 0). Therefore. ta determine [, C 1r one "finds a point" with the invalid

coordinates by evaluating a singular 4 x 4 "point-equation" determinant. The first row

contains the linearly-dependent, variable plane coordinates of a fourth plane which

is on the point usually defined at the intersection of the three given planes whose

coordinates populate the three lower rows. Recall that the coefficients of the linear

equation that results from expanding the first row minors are the coordinates of the

point of intersection. In what follows (i are the fourth variable plane coordinates, 1]i

are the coordinates of 7r, and 1J~ and '1~' are the coordinates of any two planes on C so

as to generate its a.xial Plücker coordinates.

(0 (1 (2 (3
'10 111172 1}3
TJb 1]~ TJ~ 1];
1]g 1]~ T7~ 1]~

vVe expand on first row minors, collect terms, note that the coefficients generated

by the three numerical rows, rli, 1]~, TJ~/, are Xi, and a.xially convert the ray Plücker

coordinates of C, for the lower two rows. vVith the Kronecker-6ij , this produces four

sufficient incident relationships.
3

Xi = L(1 - 8ij )1]jPij = 0 : i = 0 ... 3, Pij = -Pji

j=O

As explained by Klein, [2], the Grassmannian Extension Principle, [8], illustrated

above for 2- on 3-dimensional subspaces incidence, both on a vector 4-space, is valid

in higher dimension too.
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Chapter 4

Synopsis of the IKP of a 6R SeriaI
Manipulator

Applying the tools introduced earlier and including theories in algebraic geometry

and commutative algebra, as outlined in Appendix :\, formulation and solution of

two examples will be treated as follows.

• Converting a DH table to dual quaternions

• The algorithm

(i) The constraint equations

(ii) First elimination step

(iii) Second elimination step

(iv) The characteristic polynomial

(v) The extension step

There exists a simple geometric problem which reveals the algorithm's intent. The

intersection of two circles in the plane is a problem in high school mathematics but it

is not obvious that the problem is equivalent to the intersection of a paraboloid and

two planes in 3D space. Let us begin with the general homogeneous equation of two



CHAPTER 4. SYNOPSIS OF THE IKP OF A 6R SERIAL wIANIPULATOR

circles

(4.1)

(4.2)

Now we introduce a polynomial map

Th - xz

T/2 = yz

(4.3)

The above map obviously constrains the new coordinates T/i, for i = 1 ... 4:

(4.4)

Substituting the monomials of eqns. (4.1) and (4.2) according ta eqns. (4.3) produces

.4.'1]1 + B'T/'l + C' T/3 + D'T/4 - 0

(4.5 )

(4.6)

In summary, eqn. (4.3) transforms the 20 plane ta a paraboloid, eqn. (4.4), in 3D

space and turns circ1es, eqns. (4.1) & (4.2), into 3D planes, eqns. (4.5) & (4.6). By

extending the space of solutions to a manifold, having the same dimensions, embedded

in a higher space, nonlinear constraints can be made lînear. The extension can also

lead ta a clearer understanding of the original problem. In the circIe example above,

one can easily sho\v that two concentric circ1es map ioto a Hne at cc io the new 3D

space.
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Chapter 5

Converting a DH Table to Dual
Quaternions

Constraint equations arise as a product of dual quaternions, sbc of which are obtained

from joint coordinates and Denavit-Hartenberg (DH) parameters. The seventh rep­

resents the given pose of EE. The figure below illustrates how a row in the DH table

effects a frame change.

Z 1-1

Ct

~Zl':
,/1zrx

,.,

b8o': / ____
1 ----

1 b

Frame Fi is transformed to Fi+1 by a dual quaternion composed of four primitive

ones. The first is a pure translation bi along Zi:

. . k 1 .. k bik A bi k
1"0 + 1'1 1 + r2.l + 1"3 = ,Yo + Yl l + Y2.l + Y3 = - 2 1, qbi = 1 - 2"€

The second is a pure rotation about Zi by (Ji:

ro + rr i + r2.Ï + rchapter5.auxchapter5.tex3k =COS(~i) + sin(i )k, Yo + y!Î + y2.Ï + Y3k =0
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so qOi - cos(Bi/2) + sin(9i/2)k. Similarly, qai = 1 - (ai/2)fi, qQi = cos(ai/2) +

sin(ai/2)i

Finally,

(5.7)

Now we convert a rotation matri.~ Q and vector a = cl inta a dual quaternion. The

Euier-Rudriguez parauwters are CUIIlputeu ë:I.::)

{Tl T2 T3}T - vect( JQ)

ra - [tr( JQ) - 1]/2

and the rest of the Study soma is

- ~ (ra + r[i + r:J + r3k)

(5.8a)

(5.8b)

(5.8c)

thereby expressing a dual quaternion qEE which transforms FF into EE. Now we

illustrate the IK algorithm with two examples, i.e., the Fanuc Arc NIate and Diestro.

The second is given a pose which will require treatment of a fiber with singular and

non-singular values. Design parameters, here and elsewhere, are from Angeles [9].

Furthermore one should note that the group structure of a general displacement also

manifests itself in these special dual quaternions. Furthermore we have the conjugate

qof a dual quaternion ci such that

q=S+V

q=S-V

qq = 82 + IIVl1 2

where 8 is a dual number and V is a dual vector. If li lies on the Study soma, S~,

then
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Chapter 6

The Algorithrn

The algorithm is divided into five steps:

• Step 1. The constraint equations.

• Step 2. First elimination step.

• Step 3. Second elimination step.

• Step 4. The characteristic polynomial.

• Step 5. The extension step.

Step 1. The constraint equations

Constraint equations arise as a product of dual quarternions~ cii, sh: of which are

obtained from joint coordinates and Denavit-Hartenberg (DH) parameters and the

seventh, iiEE, is given by the pose of the end-effector:

QlQ2Q3Q4QSq6iiEE - qEEqEE

- (fa + f/d + (/2 + ff3)i

+(f4 + ffs)j + (/6 + ff7)k

to produce seven homogeneous equations:

1 = (fI = 0, f2 = 0, /3 = 0, f4 = 0, /5 = 0, /6 = 0, f7 = 0).
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CHAPTER 6. THE ALGORITHwI

Step 2. First Elimination Step

Introduce a polynomial map M 3:

r~~~:~: l
C4 SSCs

X3 C4 SS8 6
-

X4 84CSC6

Xs 84 C586

X6 S4 8 5C6

Xi 84 8586

Substitute the expressions above into 1 and compute the Grassmannian:

1fla
Xo'lo + XITll -1- X2'l2 + X3T}3 + X4'l4 + Xs'ls + X6''l6 + Xi"'7 0

where'1 = ['10, . .. ! TJï]T. The implicit representation of M J is:

Substitute expressions for x into I(M3 ) to obtain the projection:
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Step 3. Second Elimination Step

Introduce a polynomial map M 2:

y

Substitute the expressions above ioto S and compute the Grassmannian:

1 f 1 - a
YoE.o + YIE.l + Y2E.2 + Y3Ç3 + Y4Ç4 + YSE.5 + Y6E.6 + Y7E.7 + YsE.s = 0

where ç = [ço, .... E.a]T. The implicit representation of M 2 consists of 20 homoge-

neous equations in y.

Step 4. The Characteristic Polynomial

Substituting expressions for y into I(M 2 ) results in a projection

Each generator of Ir = (t1, . .. ,t20) C k[C3' 83] factors into two 16th order univariates

t i = hgi ; h is the characteristic univariate and the other is different for each generator

ti . Geometrically, we cao express hgi as the union of two hypersurfaces:
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therefore:

T = V(h) U V(gr) n n V(h) u V(g:20)

V(h) u (V(gl) n n V(g20))

V(h) u {0}

= V(h)

Step 5. Extension Step

Looking at bath polynomial maps intraduced earlier we see that:

X'2 : X6 - Col : 8 ... ,

Xs : X6 Cs 85,

X2 : X3 - C6 86,

Yo : YI = Cl :8r,

Y2 : Ys = C2 : 82
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Chapter 7

Exalllples

7.1. Example 1: Fanuc Arc Mate

We will solve the IK of the Fanuc Arc ~Iate for the pose

[
0 1 0]

R= 0 0 l
100 [

130 ]
cl = 850 (mm)

1540

The DH parameters are given in TABLE 7.1. Now the pose generated by the actuat·')rs

must be the one given as ).cÎLcÎ2Q3cl4QsQ6 = iiEE, where À indicates that only the ratios of

eight homogeneous coordinates are preserved. Using eqns. (5.8a - 5.8c) the right-hand

side is

= [(1 - €630) - (1 + €205)i - (1 - €140)j - (1 + €565)k]j2 (ï.1)

Then it is easy to show that the product of the six dual quaternions will form

eight hexalinear polynomial expressions in

x = ([cos(8d2) , sin(9i /2)] : i = 1 ... 6}

TABLE 7.1. DH Parameters of the Fanuc Arc NIate ~Ianipulator

l bi (mm) rh ai (mm) ai

1 810 91 200 90°
2 a 92 600 0°
3 30 93 130 90°
4 550 94 a 90°
5 100 91 0 90°
6 100 91 a 0°



7.1. EXA~IPLE 1: FANUC ARC ~IATE

vVe now multiply both sides of eqn. (7.1) by qEE

to produce seven homogeneous equations that form an ideal as defined in AppendLx

:\.

1 = (fI = 0, /2 = 0,13 = 0, l-t = 0,15 = 0,16 = 0, fi = 0).

The algorithm will introduce projective maps which will bring the variety V(I) onto

T C pl. The characteristic univariate is T.

7.1.1. First Elimination Step. First one must decide which three angles should

be eliminated first and then introduce the appropriate polynomial map. The following

map represents the decision to eliminate flt , Os, and (J6:

Xo C4 CSC6

Xl C4 CSS6

X2 C-t S5C6

x X3 C4 SSS6 (7.3)- -
X4 S4 C5C6

Xs S4 CSS6

X6 84 S SC6

Xi 84 8 58 6

where Ct = cos ~ and Si = sin~. The polynomial map describes a parametrization of

a 3-dimensional manifold M 3 in a 7-dimensional projective space Pi. The complete

elimination of 84 , 85 , and (J6 requires a description of M 3 in terms of homogeneous

equations in the polynomial ring k[xo, .. . ,X7] (see eqn. 4.4). It is very difficult to

decide this by just looking at the map even though sorne are readily apparent such as

We need to compute a basis, I(M3) C k[xo, ... ,Xi], which is a set of generators that

can span an polynomials that vanish on M 3 • A Grobner basis, was computed using
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7.1. EXAlVIPLE 1: FANUC ARC NIATE

the grobner package in MapleV

The polynomial map, eqns. (7.3), also transforms 1 inta a homageneous system of

seven linear equations in [xo, .•. ,Xi]. Solving for [xo, ... ,X7] by forming a Grass­

mannian using 1

1 : 1 - 0

xo7Jo + X1T}1 + x2TJ2 + XJT}3 + x-tTJ-t + X57J5 + X6'T}6 + X,7J7 a

where T} = [etao, ... ,T}i]1' and f = [fI,'" ,f7]T. Each expression Xi has the non-zero

factor (sî + cn3(s~ + c~)3(s5 + C~)3 in common. Once factored out we then substitute

expressions for x inta .."'lb ta obtain the projection

The projective variety S implies an ideal whose generators are 15 = (SI,'" ,S9) C

k[C1' SI! C2, S2' CJ, 83]' Note that these generators do not necessarily form a basis. \Ve

show here the first generator of 15 ,

+10128c~81S~C1 - 21900C2C1S~S2S1 - 8352c~cî S3C3 - 5008c~s~cî - 3180s~sic~

-4288~cis~ - 32c~~sî - 2ooo~cîc~ - 5552s~siS~ - 4400s~cîs~ - 5580c~sîs~ - 0
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7.1.2. Second Elimination Step. Similar to the first elimination step we intro­

duce the following polynomial map:

y -

Yo
YI
Y2
Y3
Y4

which describes a 2-dimensional manifold M 2 C PB. The implicit representation

of M 2 is found by computing a basis I(M2) C k[yo, ... ,Ys] which consists of 20

homogeneous equations. The redundancy is necessary in order to span any polynomial

which vanishes on M 2 under the rules of the polynomial ring k[yo, . .. ,Ys]. The ne\\"

polynomial nlap transforms S into nine hyperplanes Ui C pB that intersect in a point

y E pB for a given (}3' Again we construct the first order Grassmannian to find the

intersection point

1 ~ 1 a
Yoço + YIÇI + Y2Ç2 + Y3Ç3 + Y-tÇ4 + YSÇ5 + Y6Ç6 + YiÇj + Ysçs - 0

where U = [UI , U2 , U3l U.. ,Us, U6 , U7l Ug] and rl- = [170"" ,'77]. Note that we require

only eight independent hyperplanes, Ui , to define a point y E PB. Below we have the

expression for YI:

YI = 200586202227189cj2 + 330659577836546s~lC3 - 257794773972732s~2

-3843768793815913s~ci + 1777678601538204s~oc~ - 97070619962883s~c~

-480752219251780c~s~ + 151377553612602s~c~ + 512982519ïï84826c~s~

+177692488608410c~os~ - 1994744166551904c~s~ + 731975465044212c~si

-147277751031177c~183
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7.1. EXA~'IPLE 1: FANUC ARC NIATE

7.1.3. The Characteristic Polynomial. Substituting expressions for y into I(M2 )

results in a projection

Each generator ti of fT = (t l , ... ,t20 ) C k[C3' S3] factors iota two 16th arder univari­

ates t i = hgi ; h is the characteristic uoivariate. "Ve can prove this geometrically by

expressing ti = hgi as the union of two projective varieties

Therefore,

T - (V(h) u V(gd) n ... n (V(h) u V(g20))

- V(h) u (V(gd n ... n V(920))

= V(h) u {0}

- V(h)

The result is the homogeneous univariate

h = s5( -13s3 + 55c3) (-333327425606544s~3 + 37320642465920s~2c3

+ 3576771782752974s~lC5 + 5831345240633715s~oc~

- 2301395695910640s~c; - 9687157192302605s~c3

+ 1517088882732216s~c~ + 11831667725709290s~c~

- 1304583569462508s~c~ - 5535502172563110s~c~

+ 1314494925664602s~c~o + 1296973546412035s5c~1

- 248914020827316s3c~2 + 261036838514835c~3) (7.4)

7.1.4. The Extension Step. Using the above ratios we cao extend, or solve for,

the complete set of unknowns by expressing the five pairs of ratios {(Ci: Si)} in terms
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7.2. EXA~IPLE 2: DIESTRO

of (C3, 83)' Looking at both polynomial maps introduced earlier we see that

Ya : Yt = Cl : 81, Y2 : Ys = C2 : 82 (7.5)

One solution of eqn. (7.4), is (C3 : 83) = (1 : 0). Extending ta the other angles using

eqn. (7.5)

(454312535587006174986241S07: 45431253558700617498624E707)

- (1 : 1) = (Cl : sr) or fh = 90°

(Y2 : Ys) - (1 : 1) = (C2 : 82) or (}2 = 90°

(X2 : X6) - (0 : -20) = (C4 : 84) or (J4 = 1800

(xs : X6) - (0 : -20) = (cs: 85) or (}s = 1800

(X2 : X3) (0 : 0) = (C6 : 86) undefined

To understand what happened with the last ratio let us look at x

(XQ : Xl : X2 : X3 : X4 : Xs : X6 : X7) = (0 : 0 : 0 : 0 : 0 : 0 : -20 : 0)

which says that to solve for ()4, (}s, and ()6' one must use the coordinate xs. A doser

look at the first polynomial map reveals that

The other real solutions ta the IK of the Fanue Are ~'1ate are camputed similarly ta

finally arrive at the results of Table 6.2.

TABLE 7.2. II{ Solutions of the Fanuc Arc Mate

Solution (}I (}2 83 (}4 (}s 06

1& 2 900 90° 00 1800 180° 0°
3 90° 16.00950 153.403° 180° 100.5880 0°
4 75.15660 15.32520 150.851° 15.2657° -103.353° 176.393°
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7.2. EXA~IPLE 2: DIESTRO

TABLE 7.3. DB Parameters of Diestro

~ bi (mm) (Ji ai (mm) Qi

1 50 (Jt 50 90°
2 50 (J2 50 -900

3 50 (J3 50 900

4 50 (J4 50 -900

5 50 (Js 50 90°
6 50 (J6 50 -900

7.2. Example 2: Diestro

vVe will solve the IKP of the Diestro for the pose

R= [~ ~1 ~1] cl = [ ~~o ] (mm)

The DH parameters of the manipulator are given in TABLE 7.3. In this second ex­

ample the solution contains both critical and non-critical values. The singularity was

detected as we proceeded with the algorithm to obtain the characteristic polynomial

and round that projeeting M 2 onta pl gave the zero function; more preciselYl

which describes a one-parameter set of solutions. Extending to the complete solution.

(Cl: 8d - (2C3 : -(C3 - 83)) (7.la)

(C2 : 82) - (C3 - 83 : -(83 + 3C3)) (7.lb)

(Col: Sol) = (83 + C3 : 3C3 - 83) (7.le)

(cs: 85) - ((C3 - 83)2 : (83 + C3)(83 + 3C3)) (7.ld)

(C6 : S6) (83 + C3 : C3 - 83) (7.le)

This curve describes the critical values of the fiber ~ the non-critical values are found

by satisfying incidence; recall that the excluded origin (0 : ... : 0) in projective space

defines incidence. Non-critical values exist if there are values for (J3 such that

(Yo : YI : Y2 : Y3 : Y4 : Ys : Y6 : Y7 : Ys) = (0 : 0 : 0 : 0 : 0 : 0 : 0 : 0 : 0) (7.2)
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ï.2. EXAMPLE 2: DIESTRO

It turns out that if

then eqn. (7.2) is satisfied. From the above equation there are only two real solutions,

namely ()3 = 90° and (}3 = -900
• Extending these solutions will require eqns. (7.la

- 7.le) and the projection II1(M3 ). Recall that the first elimination step resulted in

compute the Grobner basis

The above equations have both critical and non-critical solutions

SI = a

Cl = 0

(7.3)

(7.4)

Eqn. (7.3) represent the singular solutions because they satisfy eqns. (7.la -7.le) and

therefore eqn. (7.4) represent the non-singular solutions.
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Chapter 8

Conclusion

Projective geometry fully described the IK, finding fibers with finite or infinite solu­

tions, without formulation singularity. The IK was formulated with dual quaternions~

the eight homogeneous coordinates of the 6-space of rigid body displacement. Thus

reformulated, other problems in kinematics nlay be better solved as weIl. Though

we ask questions about abjects manipulated in metric space, answers may come from

projective geometry where, Jacob Steiner thought, [2], that order is brought to chaotic

theorems and everything arranges itself there naturaIly.



Appendix A

Aigebraic Geom.etry & COllllllutative
Algebra

A.l. Varieties and Ideals

This section is abstracted from [10] pp. 5-36.

vVe begin by defining geometric abjects called affine varieties.

DEFINITION A.1.1. Let k be a field, and let fI, ... ,fs be polynomials in k(Xl ~ .... In].

Then we set

We cali V(fl, ... ,fs) the affine variety defined by fIl'" 1 ft,·

For example. V(x2 + y2 - 1) is a unit circle centered at the origin. Polynomials

fI ~ ... ,fs also define an algebraic abject.

DEFINITION A.1.2. 1 C k(Xl"" ,Xn ] is an ideal if 0 E l, if j, gEl then

f + gEl, and if j Eland h E k[Xl l '" ,Xn ], then hf E I.

DEFINITION A.1.3. Let fI,'" ,fs be polynomials in k[Xl~' .. ,xn]. Then we set

(fb'" ,fs) ={t hil; : hL, ... , h. E k[xl:'" ,xnl}
1=1



A.1. VARIETIES AND IDEALS

The crucial fact is that (/1,'" , /s) is an ideal.

LEMMA A.L1. If fI, ... , fs E k[Xl, ... ,Xn], then <Il, . .. ,Is) is an 'ideal

ofk[Xt, ... ,xn]. We will call (fI' ... ,/s) the ideal generated by fl, ... ,fs.

An ideal is similar ta a subspace. Bath are closed under addition and multiplica­

tion. For a subspace, we multiply by scalars, for an ideal, by polynomials. Further,

notice that the ideal generated by polynomials fI, ... ,fs is similar ta basis vectors

VI, ... , Vn· An affine variety F == V (fI, ... , fs) c kn says that ft, ... ,Is vanishes on

l/. But are there other polynomials that vanish on V',? Consider l/ == V(y-x2 , z-x3 )

and Hl =Vez - xy. y2 - xz). Does II = VV?

Z - T1J

== 1(0) - x(O) = 0

(Y+X 2 )(y-x2)-x(Z-x3
) = y2- xz

(y + x 2 )(O) - x(O) = 0

Yes, because the two polynomials of \/ span the two polynomials of ~V. But how

do we find or express aU other such polynomials that vanish on the same geometric

abject called V or ~V? Consider the set of aU polynomials that vanish on a given

variety.

DEFINITION A.1.4. Let V C kn be an affine variety and

I(V·) = {f E k[Xt, . .. ,xn ] : f(al, an) = 0

't/ (ab ,an) E V}

LEMMA A.1.2. If lb.'. ,fs E k[Xt, ... ,In], then <Il, ... ,fs) C I(V(/t, ... ,Is))~

although equality need not occur.

"Vhich states that:
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A.2

need not be true. How does one find the polynomials 91,' .. ,Yt that generate

I(V(fl, ... ,f5))? The Hilbert Basis Theorem states that the generating set is finite

50 91, ... ,9t is a basis of J. Finally, one may find such a basis, called a Grëbner

[10]. 'VVe can think of (YI, ... ,9t) as a basis for spanning any polynomial or any set

of polynomials vanishing on \f.

A.2. Sums, Products, and Intersections of Ideals

This section is abstracted from [10] pp.180-l88.

Sum, Product, and Intersection are operations on a pair of ideals ta produce another

ideal.

A.2.1. Sums of Ideals.

DEFINITION .-\.2.1. If 1 and J are ideals of the ring k[xI, . .. ,xn]~ then the sum

of 1 and J, denoted 1 + J, is the set

1 + J = f + 9 : f Eland 9 E J

Geometrically, this is what happens. Let J = (x2 + y) and J = (z) be ideals in

R,3. Then 1 + J = (x2 + y, z) contains both x2 + y and z. That is, it must be the

intersection of V (1) and V (J).

THEOREM A.2.1. If 1 and J are ideals ,in k[Xl'.' . ,xn ], then V(J + J) = V(J) n

V(J)
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A.2

A.2.2. Products of Ideals. A. product of two ideals corresponds ta the union

of the varieties:

V(fl,' .. ,fr) U V(gl,'" ,9s) =

V (figj, 1 :5 i :5 r, 1 :5 j ~ s)

For instance, the variety V(xz, yz) corresponds to the product of the generators of the

ideals, {x, y) and (z) in k(x, y, zj, which in turn implies V(xz, yz) = V(x, y) U V(z).

Aigebraically,

DEFINITION A.2.2. If 1 and J are two ideals in k[xl, ... ,Xn ], then their prod­

uct, denoted by I J, is the ideal generated by aU polynorrtials 19 where f Eland

9 E J.

Computing a set of generators for the product of ideals I J. given sets of generators

for 1 and J, is now shawn.

PROPOSITION .-\.2.1. Let I = (Il,'" ,fr) and J = (Yl, ... ,gs). The IJ is gen­

erated by the set of ail prod-ucts of both generators:

I J = (figj : 1 ~ i :5 r, 1 ~ j ~ s)

A.2.3. Intersections of Ideals.

DEFINITION A.2.3. The intersection InJ of two ideals is the set of polynomials

belonging to both 1 and J.

N.B., l J c (I n J) because I J implies polynomials of the form Iy where f E I

and g E J and therefore f gEl n J. However, l Jean be strictly contained in In J.

Let l = J = (x, y), then I J = (x2 , xy, y2) is strictly contained in 1 n J = l = J =

(x, y) (x E In J, but x ri. l J). An algarithm ta compute In J requires a theorem

and sorne new notation. Ifwe have f(t) E k[t] and 1 E k[Xl'''' ,Xn] then fI is the
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A.2

ideal in k[Xl" .. ,Xn , tl generated by the set of polynomials fh : h E J. Notice that

each ideal f and J lie in different rings; in fact 1 E k[X1"" ,xn ] is not an ideal in

k[X1' ... ,In, t] since multiplying a polynomial f E 1 by twill make it a polynomial

in k[X1' ... ,Xn, tl rt k(Xl" .. ,xn] and, therefore, 1 is not an ideal in k(X1' ... ,In, tl
by definition. From now on we will write a polynomial h E k[X1' ... ,In] as h(x) but

g(x, i) E k[X1l.'. ,In, tl. So fI = f(t)J = (f(t)h(x) : h(x) E J).

LEMMA :\.2.l.

• If 1 is generated as an ideal in k[X1"" ,xn] by Pl (X), ... ,Pr(X), then f(t)I =

(fpl, .... IPr) .

• If g(x, t) E JI and a E k then g(x, a) E 1

Finally, we can state the following theorem:

THEOREM :\.2.2. Let l, J be ideals in k(Xh .... xnL' then,

1 n J = (tI + (1 - t) J) n k[Xl, . .. •Xn]

The above theorem leads to an algorithm for computing the Grobner basis of

the intersection of two ideals: if 1 = (fI,'" ,Ir) and J = (g1"" ,Ys) are ideals in

k[X1' ... ,In], then consider:

First compute the Grobner basis of the above ideal in k[X1' ... lIn, tl, with respect

ta a lexicographical monomial ordering where t is greater than Xi' Elements of this

basis not in terms of t form a basis for J n J. Using Elimination Theory it can be

proven that a basis for In J can always be computed in this way. Geometrically,

THEOREM A.2.3. If J and J are ideals in k[Xl" .. ,Xn ], then V(I n J) = V(l) u

V(J)
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A.3

PROPOSITION :\.2.2. If ~/~ and fV are varieties with V C ~v r then ~v = V u

(~V - V). Where ltV - ~T is the smallest algebraic variety containing ltV - V r· ltV - V

is called the Zariski clasure of ltV - v.

A.3. A Discussion on Kinematic Analysis as Application of
Algebraic Geometry and Commutative Algebra

This section is abstraeted from [10] pp. 190-206.

Although the ideas presented above may seem abstraet, their relevance to the study

of kinematies will be illustrated with a simple example. Obviously, one can ooly study

manifestly holonomie systems when applying the theorems introduced here. In other

wards, one models the system as a set of polynomial eonstraints fl = 0, ... ,In = 0

whieh defines an ideal 1; we write

But this ideal, using the Aigebra -vs. - Geometry dietionary. defines a variety (i. e.,

a geometric object):

vV = V(I)

At this point one can compute I(ltV) (i. e., a Gr6bner basis) using lexicographical

ordering ta eliminate variables and arrive at the best algebraic representation of the

system. But an interesting alternative is to remove those eonstraints whieh define the

metric geometry in the system and interpret them differently. In kinematic analysis

one usually must deal with equations like:

sin(O)2 + eos(B)2 - 1

which are independent of the design parameters of the system. By removing them

from the original definition of the ideal land having them define an ideal J we ean

still arrive at the desired result but through a different algorithm. First of aIl the
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A.3

ideal J would look like:

J = (sin(8)2 + COS(9)2 = 0, q~ + qi + q~ + q~ = 0)

Then the ideal quotient of / by J is computed as

L =/: J (1.1 )

where v~,P = V(L) is the variety describing the solution set of the original system.

The ideal quotient, in this example, interprets the polynomials defining J as non­

zero conditions. In general, there exists a computational way of removing unwanted

solutions if one can bundle them into a variety. The following is a simple but non­

trivial example. Consider the variety:

The variety is sketched below. t,· is union of two curves. It is apparent that the z-axis,

V(x, y), vanishes on tr; 50, how do we express V - V(x, y) algebraically? According

to eqn. (1.1) we need to compute

(xz - y2, x3 - yz) : (x, y)

The above can be written as

(1 : x) n (1 : y)
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A.3

where l = (xz - y2, X
3

- YZ). To computeI: x we first calculate l n (x) using

Theorem A.2.2 \Vith lexicographieal order z > y > x

l : x _ (x
2
z - xy2

, x
4

- xyz, x
3

y - xz
2

)

X X X

_ (xz - y2, x3 - yz, x2y _ z2)

Similarly, if we computeI: (y) we find that l : (y) = 1 : (x); therefore,

nt = V(xz - y2, x3 - yz, x2,y - z2) is a curve parametrized by (t3, t4, t5). So the

equation x2 y - Z2 may be redundant but it weeds out aIl of the z-a.xis except the

origin. 50 vV is the Zariski closure of v~ - V(x, y) (i.e., vV = V - V(x, y) ).

Establishing a language between algebra and geometry allows one to map geo­

metrie operations to their algebraic equivalent.

\Ve finish this section \Vith the ALGEBRA. -vS.- GEONIETRY dictionary as pub­

lished in [10].

ALGEBRA GEOMETRY
radical ideals varieties

1 --)0 V(I)
I(~·r) +-- v~

addition of ideals intersection of varieties
I+J --)0 V(I) n V(J)

JI(\/) + J(vV) +-- \ln VV
product of ideaIs union of varieties

IJ -t V(I) U V(J)
JI(v·)V (vV) +-- \lU VV

intersection of ideals union of varieties
InJ -t V(I) u V(J)

I(V) n I(vV) +-- \/u VV
quotient of ideals difference of varieties

I:J -t V(I) - V(J)
I(V) : I(vV) +-- \/- vV

elimination of variables projection of varieties

JI n k[XI+l' ... ,xn ] t--+ 1rt(V(I))
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A.4. PROJECTIVE ALGEBRAIC GEOMETRY

A.4. Projective Algebraic Geometry

This section is abstracted from [10] pp. 349-390.

Projective spaces extend systems of polynomial equations ta completion. Con­

sider the trivial example of an affine variety: its partial solutions and their projection

map.

(xy - 1 = 0, x z - 1 = 0) --+ y - z = 0 --t {(1/ a, a, a) : a ~ O}

A qualification is required ta exclude the spurious member a = 0 from the one pa­

rameter solution family (x, y, z). Using w as a fourth homogeneous coordinate, we

have

(xy - W2 = 0, xz - w2 = 0) ~ y - z = 0 ~ {( l : a2
: a2

: a)}

The Projection Extension Theorem, proven in Cox, Little, and O'Shea [10], says that

systems of homogenous polynomial equations always extend to completion..
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