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ABSTRACT 

The problem of synchronization error, or slip, for binary cyclic codes 

is examined for both noiseless and noisy channels. The vector-matrix and polynomial 

representations of cyclic codes are both utilized •.. To enable cyclic codes to recover 

synchronism, two different techniques are considered. The first is to form a suitable coset 

code, and the secondis to generate a "subset code" by restra!ning some of the informa

tion symbols. Neither technique alters thé length of the code words. 

Severa 1 new theorems are presented on the ability of coset codes to detect 

and correct slip. In particular, a class of coset codes is described whic~ can correct both 

slip and additive error, even when they. occur simultaneously. Further, the per.formance 

of coset codes of Fire codes in the presence of slip and burst errors is examined. Results 

are also presented on the synchronization recovery capability orthe subset codes. 
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CHAPTER 1 

INTRODUCTION: 

1 • 1 Introduction To Coding 

Since the publication of Shannon's fundamental results in Information 

Theory 49 in 1948, an extensive literature on the design 'of codes has developed (see 

Bibl iography by Peterson 39 ,40 and Pe'terson and Massey 41). Shannon demonstrated the 

existence of codes which transmit (in the limit as the length of the code goes to infinity) 

information at rates arbitrarily close to channel capacity with arbitrarily small error rates. 

However, his proof was an existence proof and no synthesis procedure to construct his 

"random codes" was given. These random codes are impractical and mu ch effort has 

been devoted to finding codes 'that are easy to encode and decode and havereasonably 

good information transmission rates as weil. 

Codes may be classified into two broad classes : 

(a) codes which have fixed word length (block codes) and 

(b) codes which have variable word length. 

The study of block codes has led to codes which have considerable mathematical structure 

and hence are attractive for practical applications. 

A significant development in the study of block codes was the introduction 

of group codes (also called parity check codes) by Slepian5?,51 , These codes were a 

generalization of the error correcting codes of Hainming
29 

and ail "systematic codes". 29 

Siepian pointed out that group codes possess the following features of practical interest : 



2 

1. 011 code words are iTeated alike in transmission; 

2. the encoding is simple to instrument ; 

3. maximum likelihood detection is relatively simple to instrument; and 

4. in certain practical cases there exist no better alphabets~O 

The code words of group codes were shown to correspond to the elements of a suitably 

defined group ~,9,39 Further, Elias14 has shown that for the binary symmetric channel, 

there exist, group codes which transmit at a rate arbitrarily close to channel capacity with 

an arbitrarily small probability of error. However, like Shannon l El ias only gives an 

existence proof. 

A smaller class of codes than the group codes are the linear codes *. The 

code words of a linear code define a subspace of a siJitably defined vector space. Linear 

codes are a subset of the group codes, and a group code is a linear code if the number of 

symbols (or states) in the code is, a prime number ~,39 

Even more structure was introduced by the discovery of a subset of the 1 inear 

codes called cyclic codes4~,39 Cyclic codes are characterized by the additional property 

that any cyclic permutation of the digits of a code word is also a code word. Cyclic codes 
, ( 

ar~, reas.0na~ly ,practical as théycan' :be encodèd:ànd' decodèd by:'relàtively ,simple 'dèvices 

cal ièd ;eed~a~k shHt regi~te'rs ~9:. 'Additional ,propertiès ,of cycl ic ,coae's are ,givEm in Sectï.on 

1.4 and at oth'er appropria'te 'places in the text. 

* Linear codes con be encoded and decoded by means of linear finite-state 
• h. . • 39 SWltC mg circuits. 
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1 .2 Outl ine, of Problem 

Consider the transmission of digita 1 information over a discrete noisy channel, 

and. assume that the information digits are encoded in a block code. The channel noise 

causes substitution errors and hence the received symbols may differ from the transmitted 

symbols. Usually, the reason for the encoding is to protect the information digits from the 

substitution errors (or additive errors). To achieve this, the encoder adds redundant symbols 

(or parity check symbols) to the information symbols to form code words of fixed length. The 

above procedure describes the approach of conventional error-detecting and error-correcting 

39 
codes • 

However, the success of these codes depends on the prior determination of 

the correct timing or synchronization. As Golomb
25 

points out, there is a hierarchy of 

synchronization problems. Roughly, one may consider three ranges: 

(i) symbol sync, 

_ (ii) word sync and 

(i i i) frame sync. 

ln this study it will be assumed that symbol sync, or bit sync, has been achieved. In addition, 

a frame will be one word length and hence, in this case, word sync and frame sync coincide. 

Even after symbol sync is attained, the decoder must frame the. received symbols into correct 

blocks or words. If it incorrectly frames the received symbols, serious errors may result, even 

in the absence of additive errors. 

The receiver may fail to obtain word sync if it does not know when transmission 

commenced. In another situation, the transmitter and receiver may be initially synchronized 

and then loose sync due to either the insertion or deletion of symbols from the correct se-
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48,59,60 
quence • 

ln this study, the effect of additive error and loss of word sync on cyclic 

codes will be examined. It will be assumed that no insertions or deletions of symbols 

occur in the transmitted sequence, and that sync .1055 means the misfram.ing of the sequence 

by the transmitter •. However, it shou,ld be acknowledged that after the passage of more than 

a word length, a single occ~rrence of either type of sync error is indistinguishable. 

For a convenient notation, the word Il slip Il will be defined to mean 1055 of 

synchronization, in the sense used in this study. Also, the word "sync Il is a widely accepted 

abbreviation for synC?hronization. 

The motivation for choosing cyclic codes is that their additive-error-detecting 

and correcting properties have been studied extensively39, especially the important Bose

Chaudhuri - Hocquenghem or BCH codes 6,7,30. In addition, as mentioned earlier, cyclic 

. l' ·39 h h 1 codes are relative y easy to encode and decode • As t ey stand, owever, cyc ic codes 

are very susceptible to sync errors, or slip38,52. For example, if any cyclic code word 

From a cyclic code of word length n istransmitted twice consecutively, then any n-sequence 

from this 2n-sequence will be a code word from this cyclic code. The object of this study 

is to modify the cyclic codes 50 that they can detect and correct slip without destroying 

their other desirable properties. 

Two possible physical causes of sync error, or slip are 

(i) receiver. uncertainty as to the exact time that transmission 

commences and 

(ii) the receiver losing count of the received bits, due to a 

malfunction. 

A more detailed examination of the possible causes of sync error, and in general a good 
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introduction to the problem of loss of sync, is given in the panel discussion on "Synchro

nizati~n " by Golomb et al
25

• 

1.3 A Brief Review .Qf Methods of Synchronization 

A conceptual-Iy straightforward method of maintaining synchronism is to 

introduce a special synchronizing symbol whiçh would be used for this purpose only. 

Examples
22

, 25 are the letter space in Morse code and the start and stop pulses in teletype. 

A major disadvantage of this method isthat it makes inefficient use of the channel, since 

one (or more) of the symbols is used for synchronization only. A practical consideration 

is thatthe system has to. generate and recognize an extra symbol. In addition, false sync 

might occur if additive noise changes. one of the other code symbols into the sync symbol. 

Another method of maintaining sync is to attach a synchronizing sequence 3, 

22,44 which uses only ordinary code symbols at the- beginning or end of each code word. 

For instance, in a binary system, the sync sequence would be a known sequence of binary 

digits. Some sequences are better for this purpose than others
3

,22 and a desirable feature 

is that the correlation of the sequence with a $hifted version of itself should be small. 

Sequences which have this property are the Bc;srker Sequences
3 

and the Pseudo-Random 

S 24, 26 1 1 1 • .• 1· b equences • n genera , a onger sequence glves greater protection agamst s Ip ut 

it increases the redundancy of the code. 

ln some codes which use a sync sequence, the remaining bits in the code 

word are unrestrained
3

• In this case, unless the length of the sync sequence is greater than 

half a word length, the sync sequence itself may occur elsewhere in the code wClrd. However, 

the code is able to detect slip of magnitude less than the length of the sync sequence. On 
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the other hand, some codes restrain the remaining bits so that the sync sequence can not 

occur elsewhere (assuming no additi~e noise). These codes have been called prefixed 

comma-free codes 44, or prefix synchronized encodings
22 

since they form a subset of the 

24 
general class of comma-free codes • ·In a comma-free code, loss of sync always results 

in a sequence that is not a valid code word. However, if additive noise is present, it is 

desirable that the sync sequence differ from neighbouring sequences in the code word by 

more thon one bit
3

, 44 0 This gives some protection against the noise and still allows the 

number of code words to be large. 

At present, methods ore known for finding or estimating the number of code 

d • r. d 10, 11, 24, 32 f· d r. d 22, 44 b 1· 1 •. wor s ln comma-rree co es or pre Ixe comma-rree co es ,ut Itt e IS 

known about their additive-error-detecting or correcting properties, nor ore general synthesis 

procedures available for constructing these codes .. Moreover, during periods when no slip 

occurs, the bits in the sync sequence cannot be used for additive detection or correction. 

ln possing, it should be mentioned that the sync bits may be distributed throughout the code 

word
47 

(interlaced) rather than grouped into a sequence. 

The above discussion has implicitly assumed that no bits are lost or gained 

in the transmitted sequence, i.e., the number of bits which arrive at the receiver is equal 

to the number of bits transmitted. The 1055 or gain of one or more bits in the sequence can 

result in a loss of synco For example, assume that an n-bit word loses b bits, and that the 

first bit of the shortened word arrives in synchronism. The receiver wi Il then count n bits 

and try to decode the received n-tuple. However, this n-tuple will contain b bits from 

the following n-tuple. The next n-tuple framed will then be b bits out of sync. If no 

corrective action is taken, from here on the receiver and transmitter would be b bits out 

of sync, (if no more bits ore lost or gained). Hence, of ter the initial word with b bits 
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missing, the problem is the same as if the receiver was turned on and started to decode b 

bits out of sync .(in the·same direction) •. ·If instead of a loss·of b bits, there was a gain of 

d bits, the receiver .a.nd transmitter would be out of sync by d bits in the other direction. 

lri.stu~ying the problem of slip for group codes, it is necessary to specify if 

48 59 60 . 
one or both of these sources of sync errorare present. Se Il ers and Ullman ' have 

studied the case where bits are lost or gained in the sequence. 

Se lIers 48 describes a b lock code that wi Il correct an error cons isti ng of a 

gain or loss of a bit within the block. His code cdn be generalized to correct the loss or 

gain of a burst of bits. In addition, the code can correct additive errors in the vicinity of 

the bit loss or gain 48. The code is constructed by inserting a synchronizing sequence'" into 

a burst-error-correcting code at periodic intervals. The synchronizing sequence locates the 

approximate position of the bit loss or gain. At the location a bit is inserted or removed 

from the block, depending on whether a loss or a gain has occurred. The code then corrects 

the erroneous bits between where the error occurred and where the correction took place. 

Ullman59,60 has also studied sync error which results from the loss or gain 

of a burst of bits. Ullman describes a block code which corrects a single sync error per 

block (i .e. insertion or deletion of a' single bi~ per block). He shows that this code has, at 

most, three bits more redundancy than that of an optimal code for this class of errors. The 

codes. have specified positions for information, and no table look-up is necessary to encode 

or decode. The codes are not group codes. 

Ullman has also shown that the minimum redundancy necessary for a code of 

block length p to correct the loss or gain of a single bit approaches l + 1092 p, as p approaches 

infinity. His code$ have a redundancy less than 4 + 1092 P and hence have three or less bits 

'" Sellers calls this synchronizing sequence a "character ". 



8 

more than the optimum. By comparison, the codes of Sellers have redundancy at least 

( 12 p) 1/2 - 3. levinstein (1965)37 has also described a code similar to that of Ullman:'s. 

ln this dissertatlon it is assumed that·there are no bit losses or gains 

(deletions or insertions) and that Il sync error" or ." slip Il means that the receiver frames 

the wrong n-tuple in the sequence From a block code of length n. 

The concept of a comma-free code was mentioned earlier in this section. 

It will be recalled that a code, of word length n, is said to be comma-free if for ail non-

zero values of slip, the framed n-tuple is not a code word (assuming a noiseless channel). 

. 24 
Golomb, Gordon and Welch determined the greatest number of words 

that a comma-free code (or dictionary) can possess. They proved that for a comma-free 

code hoving word length n and q symbols (or states), the maximum number of words, W n (q) 

is upper bounded by 

W (q) ~ r .,a(b) qn/b 
n ........ bln . 

where the sum is over ail divisors b of n, and .,a(b) is the Mobius function : 

ifb-=-l, 

if b has any square factor 

if b = P1 P2 .•. Pr' where Pl'" 'Pr 

are distinct primes. 

Eastman 11 has shown that this upper bound can he achieved for ail odd values of n. Jiggs
32 

has listed the known (1963) comma-free dictionary sizes for even n. For binary channels 

(q = 2), a simpler, but 1005er bound is given by22 

W (2) ~ 2n/n, 
n 

which implies that
52 

k ~ n - 1092n, where k is the number of information bits. In a later 
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paper, Golomb 32 introduces the concept of "comma- free codes of index r ", wh ich applies 

to a code where for every slip, the framed n-tuple differs From a code word in at least r 

positions. Ordinary comma-free codes are of index 1. The usefulness of the extension to 

codes of index r for noisy channels is e/ear. Further work on comma-free codes and various 

• 1 ,. d· h b·bl· h 10, 11, 12, 13, 23, 27, 45 extensions are a so Iste ln tel lograp y • 

It appears that at present not much is known about the error detecting and 

correcting properties of comma-free codes in general. Observe that a comma free code 

cannot be a group code, since the zero word is exe/uded from comma-free codes. However, 

Stiffler
52 

has shown that, given any (n,k) b.nary cyclic code~ there wil/ exist an (n,k) 

coset code which is comma-free if and only if k::f (n-l)/2 (see also Corol/ary 2.1 in this 

thesis). Stiffler appears to be the first to recognize the advantages of ~Jsing coset codes for 

situations where both additve errors and slip occur. Som~ of the advantages of coset codes 

are (1) no additional redundancy is necessary, (2) they are simple to encode and decode and 

(3) the minimum distance between code words is not reduced. Stiffler showed that a group 

code has at least one coset which can detect s bits of slip if three vectors in its nu" space 

.satisfy a set of conditions
52

• This result seems to be awkward ta apply to arbitrary group 

codes, but fortunately it simplifies considerably for cyclic codes. The results obtained by 

Stiffler on cye/ic codes are examined in detai/ in Chapter Il and will 'not be repeated here. 

"1/: An (n, k) cye/ic code has k information bits and n-k parity check bits. This is also true 

for an (n, k) coset code. 
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However, his results are of limited value for a noisy channel (additive noise) since the 

decoder cannot distinguish between slip and additive error. Recall that for a comma-free 

code, the misframed n-tuple is only guaranteed to be distance one from a valid code word. 

Hence, sorne combination of slip plus a'single additive error could generate a valid code 

word. An interesting featureof Stiffler's work52 is that he uses vector-matrix methods 

rather than polynomial algebra. See Chapter IV of this thesis for a development and exten-

sion of the vector- matrix approach for coset codes of cyclic codes. (See also the publication 

55 
by the author ) • 

A later paper by Frey 18 also uses coset codes of cyclic codes to detect slip 

and additive error, but he does not seem to be aware of Stiffler's earlier work. Frey's 

results are also restricted to detection. He uses the polynomial representation of code words. 

A certain amount of slip correction is achieved by having the decoder detect slip error and 

adjust the framing until a valid n-tuple is framed. If both slip and additive error can occur, 

the search may be long. To avoid a long search, Frey introduces a short synchronizing 

sequence. 

A broader concept thon comma-free codes, and in fact broader than comma

free codes of index r, was introduced by Levy38. He defined a pair of numbers [S,ô] for a 

block of code length n, where a slip of 5 bits or less would produce an n-tl:Jple which differed 

, * 
from a legitimate code word in at least Ô places. If 5 = [n/2], then a block code with 

slip detecting characteristic [5, ô] becomes a comma-free code with index of comma 

freedom ô. By intuition and trial and error, Levy discovered a set of coset codes (which he 

called altered cyclic codes) of cyclic codes which displayed the [5, ô] characteristic. He 

admits that the coset codes found by him may not be optimum (1ong58 improved on Levy's 

results) and he gave no general method for extending the list for larger ô. Observe that for 

* (x] means the integral part of x. 
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a block code with characteristic [5,5] , if there is a slip of 5 bits or less, the framed 

n-tuple will not be a code word even in the presence of 5-1 or less additive errors. Hence, 

such a code can detect the simultaneous occurrence of 5 or less bits of slip and ~ - l or less 

additive errors. However, the decoder will not be able to determine if the error is due to 

slip only, or additive error only, orboth·simultaneously. It is seen that Levy's resùlts are 

essentially for error detection, although by searching, the decoder may be able to recover 

sync when relatively few additive errors are present. When correct sync is attained, the 

number of errors will be observed to fall sharply, with high probability52. 

Tong
58 

extends the previous work on the synchronization of coset codes of 

cycl ic codes and shows that they can; not oriJy déteèt.sl ~p but ciJso correèt. it. ; He shows.that 

* the ability ofan (n,k) coset codes to correct slip cannot exceed (n-k-l)/2. He also 

presents a class of coset codes which can distinguish between slip errors and additive errors 

and which can correct both types if they do not occur simultaneously in the same n-tuple. 

ln this thesis, a class of coset codes is presénted which can correct the simultaneous occur-

rence of slip errors and additive errors. For cyclic codes with some special properties, Tong 

constructs cos~t codes of the given code so that one bit of slip can always be corrected. 

Tong also considers shortened cyclic codes. He shows that, given a binary 

cyclic code which corrects e ~ 2p+ l errors, p> 0, this code can be shortened by 2p+ l 

bits or more to give a code which can correct p bits of si ip and also has expected noise 

tolerance : 

O<f3~p, 

* However, in Theorem 2.5 in Chapter Il, a condition is imposed on·this result. 
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where a code is said to have expected noise tolerance of E(J3) bits; if with probability of 

at least 1/2, the code can correct p bits of slip with E(j3) or fewer additional additive errors 

in the received word. He develops a similar technique for codes whié:h can correct more· 

than one error. It is shown that by shortening the code by 2p+ 1 bits or more and then adding 

p zeros to each end of the shortened word that the code can be made to correct p or less bits 

of slip. Tongls work will be discussed further in the text. 

Caldwell
8 

and Bose and Caldwell5 also examine the problem of slip in a 

noisy channel. Their method is not based on coset codes but on a new technique. In words, 

the technique consists of adding specified bits to either end of a cycHc code word and 

restraining some of the information bits in the code word. These "extended Il codes have the 

ability to correct the simultaneous occurrence of slip and additive error without sacrific.ing 

any additive error correcting abi lit y • However, the redundancy of the code is increased. 

Caldwell 15 technique is examined further in Chapter VII where 50 me new results are also 

presented. Weldon 61 has shown that Caldwell 15 technique can be used withany additive-

error-correct i ng cycl i c code. 

The following authors among others, have also examined the problem of 

28 33 34 46 
synchronization of codes: Hackett , Kasahara and Kasahara ' , Schutzenberger 

and Stiffler
54

• 

1.4 Notation and DefinHions , 

Cyclic codes are adequately described in the Iiterature39, 40, 41 and their 

description here will be brief. An (n, k) cyclic code will mean a cyclic code with word . 
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length n having k ·information bits and n-k parity check bits. A cyclic code is a linear 

code with the added property thatany cyclic permutation of the digits in a code word is 

also a cyclic code word.Toillustrate, if the n-tuple {a
1
,a

2
, •• ~ an} represents a cyclic 

code word, then any cyclic shift of the digits, such as {aH l' a i+2, ••• , an' al' a 2, ••• ai} 

is also a cyclic code word for ail i. If the a. 's belong to a finite field F of q elements, an 
1 . 

(n, k) cycl i c code has q k code words * • 

The sum of two cyclic code words (al' a2, ••• ; an) and {b1, b2, ••• b
n
} 

is also a cyclic code word {group property} and is given by {dl' d2, ••• , d } where d. =a. +b., 
n 1 1 1 

i = 1 to n, and the rules of the addition are determined by the field F. For example, for 

binary codes, addition and multiplication are performed in modulo 2 arithmetic, where 

0+0 = 1 + 1 = 0 and 0 + 1 = 1 + 0 = 1 for addition, and 0 x 1 = 1 x 0 = 0 and 1 x 1 = 1 

for multiplication. 

The n-tuple {al' a
2

, ••• , an} may be regarded a5
2

, 39 

{i} 

(ii) 

an n-vector and 

as a polynomial over F, whose coefficients are the a.'s 
1 

If the code words are viewed as n-vectors, the cyclic code becomes a subspace of the linear 

vector spa ce of ail n-vectors whose elements belong to the finite field F. In addition, the 

vectors will possesss the cyclic property described above. If, instead, the cyclic code words 

are represented by polynomials, or more precisely, as elements of the algebra of polynomials 

modulo xn - 1, corresponding to each n-tuple (ao' al' a 2, ••• , a
n

_1) there is a polynomial** 

2 n-1 
a + al x + a

2
x + ... + a 1 x , where the a. E F. It can be shown that the subspace is 

o ~ 1 

* This statement isalso true of any {n, k} linear code whose elements come From a finite field 
of q elements. 

** The n-tuple begins with a
o 

instead of al to fit accepted polynomial notation. 
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a cyclic subspace (or cyclic code) if and,only if it is an ideal in the algebra of polynomials 

modulo xn -1 2,39. The generator of the ideal, G(x), is called the generator polynomial 

of the cylic code. For an (n,k) cyclic code, G(x) has degree (n-k) and divides xn -1. 

Any cyclic code word rriay be written as Y(x) G(x), where the polynomial V(x) has degree 

less than k. The quotient H(x) = (x
n -1)/ G(x) is called the recursion polynomial of the 

code. 

Given any polynomial P(x), let its syndrome
58

, written {p(x)l ,be 

defined as the remainder after division by G(x). From the previous definition of a cyClic 

code, it follows that the syndrome of a polynomial is zero if and only if it is a cyclic code 

word. 

An (n, k) cos~t code 39 can be obtained from an (n, k) cyclic code (group. 

codes in general) by adding a fixed n-tuple to each cyclic code word. If this n-tuple is 

itself a cyclic code word, then the original cyclic code is regene.rated. There are qn-k 

distinct coset codes of an (n, k) cyclic code with q symbols, and each coset code has qk 

code words. One of the cosets is the original cyclic code, obtained by adding the zero 

n-tuple. Any coset code word can be written (algebraically) as W(x) + C(x) where W(x) 

is a cyclic code word and C(x) is the added polynomial. For any non trivi~1 coset code, 

C(x) is not divisible by the generatorpolynomial of the cyclic code, G(x). In fact, since 

the syndrome of a cyclic code word is zero, it follows that 

t W(x) + C(x) } = {C(x)} 

The vector-matrix description and the polynomial description are essentially 

equivalent although the language may be quite different. Many engineers are not familiar 
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with modern a Igebra but they usua lIy have 50 me knowledge of matrix theory. However, 

since muchof the work on ·coding uses the polynomial representation, the matrix descrip-

tion is also presented in this thesis (see Chapter IV). Both descriptions are useful and there 

issome advantage in having two points of view. Hence, loss of synchronization, or slip, 

will be examined using both representation~. 

ln this study, some of the results apply only to binary codes and some genera-

lize to any finite field F. Whenever a result is valid only for binary codes, this fact will 

be stated explicitly. 

Consider any three consecutive transmitted code words from a block code of 

length n 

If the receiver is correctly synchronized with the transmitter, it will frame the n-tuples 

correctly as shown in (1. 1). However, if slip has occurred, and the n-tuple under consi-

deration is (b
1
,b2, ••• b

n
), the decoder may frame either 

(1.2a) 

or 

(a +1' a +2'· •• a , b1, b2, ••• b ), 5 < n/2 n-s n-s n n-s 
(1. 2b) 

Case (1. 2a) will be called a slip to the right of 5 bits (right slip) and case (1. 2b) a slip to 

the left of 5 bits (left slip). In Figure 1. 1, it is assumed that 5 bits of left slip have occurred, 

where A is the vector representation of (al' a 2, ••• an)' etc. If there were no slip, the 

receiver would frame the word B. As explained in more detail in Section 1.6, if A, Band 0 
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are cyclic code words, C is thefixed n-tuple added to each code word before transmission. 

ln the. figure A2 represents the s bits from A which enters the receiver frame; 

1f--~1 
o J 

Cl 
1 C

2 Cl 
: C2 C-I 1 

n 
~ 

'- -RECEIVER fRAME 

FIGURE 1. 1 Receiver Frame for s Bits of Left Slip. 

The amount of slip is usually c:onsidered to be less than half of a word length. If n is even 

and slip is n/2 bits, right slip is arbitrarily assumed. If the n-tuples in (1. 2a) and (1. 2b) 

are not code words for ail right and left slip less than or equal to S bits (S ~ n/2), the code 

will be said to have comma-freedom* S. If the framed n-tuple is not a code word for ail 

* Tong
57 

callsthis .. comma';" free freedom Sil. 
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non-zero values of slip, the code is said to be comma-free
22

• Also, if (1.20) and (1.2b) 

are not code words for right and left slip equal to s, for any three adjacent code words 

(not necessarily different), the code is said to be invulnerable to slip s. Note that invul-

nerability to slip s does not necessarily imply that the code is invulnerab~e to lesser values 

of slip. 

An important concept in. the study of block codes is the distance (Hamming 

distance
29

) between two code words. This may be defined as the number of positions in which 

corresponding elements are different. A related concept is the weight of a code word which 

is defined as the number of non-zero elements in the code word. For example, the distance 

between the 5-tuples (10011) and (01101) is 4 and both have weight 3. For any group code, 

it is easily shown that the minimum distance, d, is equal to the minimum weight of the code. 

This property does not necessarily hold for non~group codes. There is also another metric 

called the Lee distance 36, but it will not be considered in this study. 

1.5 Mathematical Description of Slip 

Using the polynomial representation, associate with each n-tuple 

n-1 
••. , a ) the polynomial a + a 1 x + ••• + a 1 x . Let A(x) represent a code 

n 0 n-

word from an (n,k) cyclic code, and write 

n-1 
A(x) = a + al x + ••• + a 1 x o n-

where the coefficients a. are elements of the finite field F. Consider the product * 
1 

(1.3) 

* Given a polynomial of degree greater than or equal to n, the desired polynomial is obtained. 
bh division by x

n
-1, and selecting the remainder. This is equivalent to applying the relation 

x = 1 to the given polynomial. 
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n-l = x(a +a1x+ ••• a lX } on-

2 n-l 
= a n-l + a 0 x + a 1 x +... + a n-2 x (1.4) 

Hence, it is.seen that multiplication by x is equivalentto acyclic shift of one bit. 

Similarly, multiplication by x-
1 

is equivale~t to a cyclic shift of one bit in the opposite 

sense. Now,consider the n-tuple in (1.2b) and assume s bits of left slip. The polynomial 

representation of this n-tuple may be written as 

x s, B(x} + U (x) 
s 

(1.5) 

where B(x} represents the n-tuple (b
1

, b
2

, ••• b
n
), and Us(x} is a polynomial of degree 

less than s whose coefficients are unknown elements of the field F •. At this point it is 

worthwhile to mention an awkward situation due to the polynomial representation. From 

the n-tuple in (1. 2b), it is seen that the s elements (b +1' ••• , b ) are lost at the . n-s n 

decoder. However the operation x
S 

B(x} cyclically shifts them around to occuply the first 

s positions in the framed n-tuple. Hence the polynomial U (x) represents the sum of the 
s 

s-tuples (b s+1' •••• ' b ) and (a +1' ••••• , a). Since the latter s-tuple cornes from n- n n-s n 

an unknown le ft-adjacent word, the coefficients of U (x) may be regarded as random. . s 

Recalling the n-tuple in (1.2a) the polynomial representation of s bits of 

right slip' may be written as 

-s x B(x} + U (x) 
-s 

(1.6) 

where U (x) is a random polynomial whose lowest term has degree greater than or equal 
-s 

to n-s. It can be verified that (1.6) may be written as 



or 

xn- s B(x) + xn- s U (x) 
s 

xn- s (B(x) + U (x) ). 
s 
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(1.7) 

(1.8) 

To keep·. the discussion at this stage simple, a noiseless channel has been implicitly assumed, 

Le., no additive errors can occur. In later chapters, noisy channels will be considered 

and the effects of additive errors will be examined. The description of slip in this section is 

algebraic and the vector-matrix description of slip will be given in Chapter IV. 

1. 6 Description of The Transmitted Code Word 

As was mentioned earlier, cyclic codes as such are vulnerable to synchroni-

zation error, hence it is desirable to alter the cyclic code words before transmission. One 

procedure is to add a constant polynomial C(x) to each cyclic code word, W(x), before 

transmission. The transmitted word is then 

B(x) = W{x) + C{x) 

= V{x) G(x) + C{x) ··0.9) 

The new code is called a coset code 39, 57 and has the same number of words as the original 

cyclic code. Depending on the choice of C{x), the coset code may or may not have good 

slip detecting or correcting properties. 

5 8 61 
Another procedure" is to restrain m of the k information bits, m <. k, 

of the cyclic code words to give the new code words 

O{x) = (J (x) F{x) + 1) G~x) (1. 10) 
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where F(x) is a primitive polynomial.of degree m and J (x) is an arbitrary polynomial of 

degree less than k - ·m. The new code is no longer cyclic (in fact it is not even·a group 

code) and has qk-m words. It is a subset of the original cyclic code since each word, D(x), 

is actually a cyclic code word. These codes are also able to detect and correct slip. There 

is another class of codes which is obtained by combining the coset code technique and the 

above technique. These codes wi Il be studied in ChapterVIl. 

None of the above techniques alter the length of the code word, n, but 

there are others5 , 5861 which do. In this study, attention will be restricted almost exclu-

sively to techniques that do 'not cilter theJength' of the cyclic code. However some of the 

other techniques, briefly reviewed in Section 1. 3, wi Il be examined ogain in Chapter VII. 

1.7 Consideration of Additive Noise 

Interesting results have been obtained by assuming that slip is the only source. 

of error23, 24, 32. Such a channel is noiseless, in the additive error sense. These results, 

however, are of limited value for practical channels. For noisy channels it is desirable to 

know the combined effect of slip and additive error. Two widely used models for additive 

error are 

(i) the noise affects the digits of the code words independently 

and, 

(ii) the errors are dependent and tend to occur in bursts or 

clusters. 

For some channels, such as telephone lines 
1, 17, burst errors may give a better model for 

the experimental data, although a combination of the two types would given an even more 

accurate description. In later chapters, bath independent and burst errors wi Il be examined 
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in the discussion of slip for a noisy channel. Although most of the results presented in this 

study are valid for the general class ofcyclic codes, in Chapter VI, the effect of slip in 

a channel with b~rst errors is sfudied for the Fire codes 16, which are a subset of the class 

of cyclic codes. 

It might be added here that one of the main results of this study55, 56, 57 

is the demonstration of the existence of a clàss. of cosèt:~odes of cycUc codes whi.ch can ;: . 

. cC!rrecf both 'sUp and :qddithle. èrror~.eyen :when.théy occur:~imultaneoùsly ino'received 

word. 
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CHAPTER Il 

LOSS OF SYNCHRONIZATION IN A NOISELESS CHANNEL 

FOR COSET CODES 

2 .. 1 Introduction 

ln this chapter, slip is assumed to be the only source of error., Although 

the results obtained do not apply to noisy channels, theyare useful for theoretical pur~ 

poses and give considerable insight into the more general situation where additive errors 

are also present. In addition, the methods of the analysis can be extended to the noisy 

channel. Ali the results of this chapter are valid for cyclic codes whose e lements belong 

to any finite field F. 80th detection and correction of slip are examined and the mean-

ing of IIcorrection JI is discussed in sorne detail. Sorne of the resul ts presented in this 

chapter are new and will be indicated as such where applicable. 

As stated in Chapter 1, the transmitted words are coset code words which 

are obtained by adding a fixed polynomial C (x) to each cyclic code word W (x), 

before transmission. From each rece ived word V (x), the decoder subtracts the poly-

nomial C (x). If there is no slip, the received word minus C (x) , i.e., V (~) - C (x), 

isthe original cyclic code word. If slipdid occur, V (x) - C (x) may not be a cyclic 

code word, depending on C (x) and the amount of slip. Since the decoder can detect 

slip only when the received word minus C (x) is not a cyclic code word, C (x) should 

be chosen so that V (x) - C (x) is not a cyclic code word for the maximum amount of 

slip. Todetect slip, the decoder divides V (x) - C (x). ,by the generator polynomial 

G (x) of the cyclic code. Since a polynomial is a cyclic code word if and only if it is 
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divisible by G (x), the decoder decides that si ip is present if a non-zero remainder is 

obtained. If the remainder is zero, either there is no slip present or the decoder has 

failed to detect it. Equivalently, recalling that the remainder after division by G (x) 

is called the syndrome, the decoder can detect slip if and only if the syndrome is not 

zero. Note that this discussion assumes that the decoder is analyzing a single word 

length. Results on the detection of slip are presented in the next section. 

2.2 Detection Of Slip 

This section presents sorne results on the detection of slip in a noiseless 

channel. The transmitted words are from a coset code which is derived from a cyclic 

code, and, as explained in the previous section, the decoder detects slip by computing 

the syndrome. The result which follows was first proved by Stiffler
52

, and is also stated 

38 58 
by Levy and Tong • 

Theorem 2.1 

Given any (n, k) cyclic code, there exists an (n, k) coset code which 

can detect ail slip Jess than or equal to n - k - l bits. 

Proof : First, note that the coset code satisfying the theorem is not unique for a 

given cyclic code. To prove the theorem, we make a simple choice and at the end of the 

proof sorne other possible choices are mentioned. In order to construct the coset code, add 

the polynomial C (x) = l to each cyclic code word W (x) before transmission. Assume 
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that 5 bits of left 'slip occur at th" receiver. The decoder subtracts C (x) from the 

received n - tuple to obtain 

x
s ~ (x) + c (x» + U (x) ~C (x) 

5 
(2.1) 

where U (x) is a polynomial of degree 5 - 1 or less whose coeffic'ients are random. 
5 

U (x) accounts for the unknown 5 bits which come from the left - adjacent word to 
5 

W (x). In order to determine if the polynomial in (2.1) is a cyclic code word, the 

decoder divides by the generator polynomial G (x) and examirles the remainder, or syn

drome. Denoting the syndrome of a polynomial P (x) by [p (x) ] , the decoder can 

detect slip if and only if 

t x 
5 ~ (x) + c (x» + Us (x) - C (x) J t 0 (2.2) 

since if (2.1) is a cycliccode word its syndrome is zero and thedecoder concludes that 

no 51 ip has occurred. Since W (x) is a cycl i c code word, f x 
5 

W (x) 1 = 0 for any 5 

and 2.2 becomes * 

{c (x) (x
s 

- 1) + Us (x)} t O. (2.3) 

Written·as an n -tuple, the polynomial in (2.3) becomes 

* 

where P (x) and Q (x) are arbitrary polynomials. 



(u~ , u1 ' :ù2 , ••• u 5-1 ' 1, 0, •.• , 0) 

where ·u' = u - 1since C (x) = 1 and 
o 0 

U (x) = ·u + Ü 1 x + • • • + li 1 
5 0 . 5-

5-1 
x 
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(2.4) 

(2.5) 

It is clear that the n - tuple in (2.4) is a burst of length 5 + 1 or less'·*:. But, for an 

(n , k) cyclic code, it is known that a burst of length n - kor less cannot be a cyclic 

code word unless it is the zero word?9 However, (2.4) cannot be the zero word since 

U (x) cannot cancel the term xS
, although -C (x) = -1 itself may be cancelled by 

5 

ü = 1. It can now be concluded that (2.4) is not a cyclic code word if 5 + 1 ~ n - k , 
o 

i.e., if 5 ~ n - k - 1 • 

If right slip of 5 bits is assumed, (2.3) would have the form 

{C (x) (x -s - 1) + U -s (x) J :f 0 

for aIl U (x), where 
-s 

n-s n-s+1 
U-s (x) = un-s x + un-s+1 x + . 

and writing the polynomial in (2.6) as an n - tuple we have 

. . n-1 
• + u 1 x n-

(-1 , 0, . • , 0 , ü' 1 . U +1'···' Ü 1) n-s n-s n- . 

(2.6) 

(2.7) 

(2.8) 

where u' = u. + 1 
n-s n-s 

By performing a cyclic shift of one bit on (2.8) it is seen that 

* A burst of length b may be defined as an n - tuple which is zero everywhere except 

in an interval of length b. 
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(2.8) is a burst of length s + 1 or less, and hence can not bea cyclic code word if 

s + 1 ~ n - k , i.e., if s ~ n - k - 1 • It follows that the de coder candetect ail slip Jess 

than or equal to n - k - 1 bits. 

Q.E.D. 

ln the above proof, the coset was obtained by choosing C (x) = 1. In fact, the choice 

C (x) = a or C (x) = ~ xn-l where 'a and ~ are arbitrary elements of the coefficient 

field F, would give the same result. The proof given here differs somewhat From existing 

proofs in that explicit use has been made of the fact that a burst of length n - k or less 

cannot:- be an (ri, k) cyc li c code word. 

The proof of Theorem 2. 1 may seem rather long, but this is partly because 

new terms and operations were introduced during the proof. In Jater proofs, it will be 

assumed that thereader is famil iar with the proof of Theorem 2.1. To gain further insight, 

Theorem 2.1 will now be proved in a slightly different manner~ Starting at (2.3) and 

substituting C (x) = 1, we have 

{ x s + Us (x) ~ 1} =1 O. 

Since U (x) has a degree less than s, it can not el iminate the term x s in (2.9) if 
s 

(2.9) 

s" n - k - 1, because in this case, t xS
} = xS

• Therefore, when s ~ n - k - 1 the 

inequality in (2.9) holds and the decoder can detect 'eft slip. A similar proof holds for 

right slip. 

Another way of stating Theorem 2. 1 is to say that there exists an (n, k) 

coset code which has comma - freedom n - k - 1. The next result shows that the per-
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formance of Theorem 2. 1 cannot be exceeded. ' 

Theorem 2.2 

Given any (n, k) cyclic code, none of its coset codes has comma-

freedom exceeding n - k - 1 • 

Proof : Allowing C (x) to be arbitrary, the decoder can detect s bits of left 

slip if and on Iy if (see 2.3» 
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{C (x) (x
s 

- 1) + Us (x) 1 =1 0 (2.10) 

for ail U (x). The above relation con be written as 
s 

(2.11) 

Since the degree of the generator polynomial G (x) is n - k, the syndrome (i.e., the 

remainder) of any polynomial can have, at most, degree n - k - 1. Hence, regardless 

of the choice of C (x), if s > n - k - 1, there exists an U (x) (since U (x) is random) 
s s 

which is equal to tC (x) (x
s -1)}. In other words, the inequality in (2.12) cannot' 

be guaranteed for ail U (x) if s > n - k - 1. The proof is similar for right slip. 
s 

52 38 58 
A corollary to Theorems 2.1 and 2.2 can be stated. ' , 

Corollary 2.1 

Q.E.D. 

Given any (n, k) cyclic code, there exists a coset code which is comma-

free if and only if k ~(n - 1) /2 . 
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Proof : Theorem 2.1 states that ail slip less than or equal n - k - 1 can be 

detected. Observe that k ~ (n - 1) /2 implies that k ~ n - k - 1. A slip of n - k 

or more in one direction can be considered as a si ip of n - (n - k) = k or less in the 

other direction. Since k ~ n - k - 1 here, the decoder can dstect ail slips. This 

proves that the coset code is comma-free if k ~(n - 1) /2. 

To prove the converse, assume that k> (n - 1) /2 which is equivalent to 

k > n - k - 1. This implies that there exists slip of s bits such that k ~ s > n - k - 1. 

But for such s, both sand n - sare greater than n - k - 1. Hence, by Theorem 2.2 

the corollary is proved. 

Q.E.D. 

Theorems 2.1 and .2.2 and Corollary 2.1 summarize the more important 

results relating to detection of slip by coset codes of cyclic codes in a noiseless channel. 

The ability of coset codes to correct slip in a noiseless channe 1 will be investigated next. 

2.3 Correction Of Slip 

One definition of correction of slip is that the decoder can distinguish 

between right slip and left slip. In order for the decoder todo this, the syndromes for 

right slips must be different from the syndromes for left slips. However, this fact alone 

will not inform the decoder as to the number of bits of slip that has occurred. To compute 

the amount of slip, in addition to the direction, the syndromes for s1 bits of right (Ieft) 

si ip must also be different from the syndromes for s2 bits of right (Ieft) si ip if sl :j s2 • 
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If the decoder can only distinguish between right slip andleft slip, it can 

not recover sync on the next received code word without searching. A simple strategy 

for the decoder in this case is to·reduce the slip by one bit for each new word that arrives 

until the correct sync is obtained. It is seen that if the slip is large, several words will 

be lost before the decoder resynchronizes. If, instead, the decoder corrects the slip by: 

several bits at a time, it may cause slip in the opposite direction. However, on rece iv-

ing the next code word it can adjust the sync in the other direction bya lesser number of 

bits. In this way it can gradually converge on the correct sync. On the other hand, if 

the·decoder knows the amount and the direction of the slip, it can.regain sync on the next 

word to arrive, without a search. Recovering:syncwithout searching is certainly preferable 

to searching, but it results in a slightly reduced number of bits that can be corrected. In 

his work, Tong58 generally uses correction of slip to mean the ability of the decoder to 

distinguish between·right and left slip. On the other hand, Caldwell
8 

and Bose and 

Caldwell
5 

use correction to mean the ability of the decoder to compute both the magnitude 

and the direction of the 51 ip. The distinction in the two meanings is worth pointing out 

since the first definition impl ies that the decoder must search to recover sync, whereas the 

second implies nosearching. 

The above discussion implicitly assumes that the decoder stores one word 

length at a time. However, there is another possibil ity, in that the decodt:~r may store a 

longer sequence of bits. For example, it may store the preceding word while decoding the 

current word. In this case, if the decoder knows only the direction of the slip, it could 

search either "backward" in time, or "forward" as each succeeding bit arrives. This pro-
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cedure will reduce the number of words lost before regaining sync. However, there are at 

least tv/o penalties in this procedure. The first is that the decoder must store more data 

and hence will be more complicated and costly. The second is that it must search rapidly 

since data is arriving ina constant stream and large buffers may be necessary or overflow 

problems will arise. 

It is even possible that the decoder may· recover sync using si ip detecting 

powers only, by performing an undirected search. Such a search may consist of mere Iy 

allowing the framed n' - tuple to slide along, bit at a time, as each succeeding bit arrives. 

The syndrome is computed for each n - tuple and sync is assumed when the syndrome is zero. 

ln other words, if the current n -tuple is tao' al ' a2 , ••• , an_1) where a
o 

was the 

last bit to arrive, then if its syndrome is not zero, the decoder frames next 

('a 1 ,a ,al'· •• a 2)' where a 1 arrives after a • In this way the decoder 
, - 0 n- - 0 

shifts bit by bit until the syndrome is zero. This method will always obtain the correct 

sync for a comma - free code but it may result in a false sync for codes which are not. 

ln the following theorem the decoder can only distinguish between right 

slip and left slip. Although the choice of C (x) in this case is simple, it does not appear 

to have been stated elsewhere. It is readily derived From Tong's work~ 

Theorem 2.3 

Given any (n, k) cycl ic code, there exists an (n, k) coset code which 

can distinguish between right slip and left slip if slip does not exceed (n - k - 1) /2 .• 

Proof : It is sufficient to show that the syndromes for right slip are different From 

the syndromes for left slip. 
n-1 

As in Theorem 2.1, choose C (x) = 1 (or c: (x) = x ). 
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The requirement may be written as 

{x
s rH1 (x) + C (x»)+ Us (x) - C (x)} t ix -r rH2 (x) + C (x»+ U -r (x) - C (x)} , (2.12) 

for ail s, r -,(n - k -1) /2 and for ail Us (x) and U-r (x) where W1 (x) and W2 (x) 

are any two cyclic code words. Putting aH terms on the left and recalling that 

{XS
W

1 
(x)] = {x-rW2 (x)} = 0, (2.12) reducesto 

{ x 
5 

C (x) + Us (x) - x -r C (x) - U -r (x)} =1 0 (2.13) 

for ail s, r ~(n - k -1) /2. The polynomial in (2.13) is not a cyclic code word if 

and only if ail of its cyclic shifts are not cyclic code words. Hence (2.13) is satisfied 

if and only if 

( s+r r r} l x C (x) + x Us (x) - C (x) - x U -r (x) =1 0 (2.14) 

where we ~ave performed a cyclic shift of r bits by multiplying through by 
r 

x • Re ca Il 

n-r r 
from (1.7) that U (x) = x U (x) and hence x U (x) = U (x). Further, -r r -r r 

xr U (x)' - U (x) may be written as U +r (x). Applying these results to(2. 14) gives 
s r 5 

~ C (x) (x s+r - 1) + U S+r (x)} =1 0 • (2. 15) 

Comparing (2.15) with (2.3), it can be concluded that (2.15) is satisfied for ail 

U + (x) if 5 + r ~ n - k - 1. Letting the maximum amount of slip in either direction be the 
5 r 

same, the decoder. can distinguish between left and right-slip if slip does not exceed 

(n - k - 1) /2 . 

Q.E.D. 
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It is instructive topoint out that thedecoder has more information at its disposai than 

was claimed by Theorem 2.3. In fact, it will beproved that if C (x)= 1, the decoder 

. . 
can distinguish between any two Jeft slips but it can not doso for two distinct right slips. 

On the other hand, if C (x) = xn-
1 

, the decoder can distinguish between two right 

slips but not between two left slips. The case for C (x) = 1 will now beproved •. Let 

left si ips of sand r bits, where s > r, occur for any two codes words W 1 (x) and 

W2 (x) ,respectively. It is required toshow that 

which reduces to 

(2.17) 

Since s >.r., let U· (x) = U (x) - U (x), where U· (x) isanother random polynomial 
s s r s 

of degree less than s. Substituting C (x) . = 1, (2. 17) becomes 

{x s - x r + . U ~ (x)] i 0 . (2.18) 

Observethat U· (x) cannot cancel the term x
S in the above expression if s ~ n - k - 1 

s 

(but it can cancel xr) , hence the decoder can distinguish betweenany two left slips not 

exceeding n - k - 1 • 

Now, let right slips of p and q bits occur, where p > q , for any two 

cyclic code words W 1 (x) and W2 
(x) , respectively. To prove that the decoder cannot 

distinguish two right slips, by contradiction assume that 

{x -p C:N 1 (x) + C (x» + U -p (x) - C (x» i {x -q(W2 (x) + C (x» + U -q (x)~ ~(x)} ,p>q 

(2.19) 
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which can be reduced to 

fc (x) (x -p - x -ct) + U (x) - U (x)} t 0, p> q • r . -p -ct 
(2.20) 

Performing a cyclic shift by multiplying through. by xP , (2.20) is equivalent ~to 

(2.21) 

where the relationship U (x) = x -p U (x) was employed. The expression in (2.21) 
-p p 

can be simplifieâ further by setting U' (x) = U (x) - xp-q U (x) where U' (x) has 
p p q p 

degree less than p. Substituting C (x) = 1, (2.21) becomes 

~ 1 - xP -ct + U ~ (x)} t 0, p > q • 

It is clear that U' (x) can cancel 1 - xp-q for ail p ~ n - k - 1, and hence the 
p 

(2.22) 

inequality (3.22) cannot be guaranteed for any su ch p. This proves that the decoder 

cannot distinguish between two right 51 ips when C (x) = 1 • 

It can similarly be proved that when C (x) = xn-1 the decoder can 

compute the magnitude of the slip for right slip but cannot do 50 for 'eft slip. Finally, 

to distinguish between right slip and left slip, Theorem 2.3 requires that the 51 ip 

~(il.- k - 1) /2 bits. These results are summarized below. 

Corollary 2.2 

Given an (n, k) cye/ic code, the coset code obtained by adding the 

polynomial C (x) = 1 can compute the magnitude and direction of ail 'eft slips 

~ (n - k - 1) /2 bits, but can;only determine the :direcTÎoil.of,the'slip\vhen right slip 
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~{n.- k - 1),/2 bits occur. On the other hand, if C (x) = xn-1, the decoder can 

: "determine the magnitude and direction of ail right slips ~(n - k - 1) /2 bits, but can 

only determine the direction of the slip when left slip E: (n - k - 1) /2' occurs. 

The implication of Corollary 2.2 is that for C (x) = 1, the decoder can 

~ecover sync on the next code word to arrive if left slip occurs, and for C (x) = xn-1" 

it can recover sync on the next word if right slip occurs. It is believed that Corollary 

, 2.2 has not beenstated explicitly before. ' The next theorem, which is also believed to 

be new, covers the case where the decoder can recover sync on the' next code word for both. 

right and left slips. 

"Theorem 2 .4 

Given any (n, k) cyclic éode, there exists an (l'), k) coset code which 

can compute the magnitude'and the direction (Ieft or right) of the slip for ail slips not 

exceeding (n - k - 2)'/2. 

Proof : The coset is obtained by letting C (x) = xn- 1 + 1. Many of the steps in 

the proof can he borrowed from the proof of Theorem 2.3 and Corollary 2.2 since C (x) 

was usually not specified unti 1 near the end. 

First, it wi Il be shown that the syndromes for right and left slips are distinct'. 

This requirement is stated in (2.12), which reduces to (2.15). Substituting C (x) = xn-1 + 1 

in (2.15) gives 

f. n-1 s+r } ../ l (x + 1) (x - 1) + U s+r (x) 7" 0 (2.23) 
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or 

x· . -x + x -1 + U (x) t 0 • f s+r .... 1 n-1 s+r } 
s+r 

Performing a.cyclic shift of one bit by multiplying (2.24) by x gives 

x - 1 + x - x + x U . (x) t . 0 , { 
s+r s+r+ 1 }. . 

s+r . 

n 
since x = 1. A conveniEmt convention is now adopted for the random polynomial 

Up' (x) , wherep ~ n. If another polynomial Q (x) of degree q 1 #here q < p 

is added to U ' (x) , the sum is written as Up (x), i.e., p . 

U ,(x) + Q (x) -.. U (x), p p p > q 

(2.24) 

(2.25) 

since the sum is still a random polynomial of degree less than·p. Adopting this conven-

tion, (2.25) can bewritten as 

{
' s+r+1 1 } 
x - + x U s+r (x) t 0 • (2.26) 

It follows that (2.26) is satisfied if s + r + 1 ~ n - k - 1. (recall proof of Theorem 2.3) 

or s + r ~ n - k - 2. Letting 5 be the maximum amount of slip in either direction, 

(2.26) is satisfied if 5 ~(n - k - 2) /2 • 

The requirement that the syndromes for 'eft slips sand r, where s> r > 0 

are. to be distinct is given by (2.16) which reduces to (2.17). Substituting 

n-1 
C (x) = 1 + x in (2.17) gives 
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which simplifies to 

f x s + Us (r)} t 0, s > 2 • (2 .27) 

It is seen that (2.27) is satisfied if s ~ S E': n - k - 1. Simi larly, for right slips p and 

q, where p ~ q , it suffices to show that (2.21) with C (x) = 1 + xn-1 is satisfied, 

i.e., that 

f xn-1 + U
p 

(x)} =1 0, p > q (2.28) 

and (2.28) is satisfied if p~ S ~ n - k -1. However, aS'shown earlier in the proof, 

it is requiredthat S ~ (n - k - 2) /2 • 

Q.E.D. 

The next question is whether the performance of Theorems 2.3 and 2.4 can be 

d d? A • 1 Q h' ••• b h h 55 excee e partla answer to t IS question IS glven y t e next t eorem. 

Theorem 2.5 

No coset of any (n, k) cycliccode, for which 2 k ~ n , candistinguish 

between right slip and left slip whenever slip exceeds (n - k - 1) /2 • 

Proof : The starting point will again be (2.12) in the proof of Theorem 2.3, and 

as before (2.12) reduces to (2.15) except that here C (x) can baarbitrarily chosen. 

·r 
Now, assuming that s + r > n - k - 1 and recalling that Us+r (x) = x Us (x) -Ur (x) , 

(2. 15) can be written as 



37 

t C (x) (xs+r - 1) JI l Us+r (x) ] • (2. 15.1} 

The 'syndrome of a polynomial whose degree is less than n - k is the-polynomial itself, 

n-k 
hence every such distinct· polynomial has a distinct syndrom~. Further, there are q 

distinct polynom'ials (q is the'number of elements in the coefficient fieldF) of degree 

less than n-k and hencesuchpolynomials can generate ail possible syndromes. If 

s +r > n - k - 1 , thedegree of Us+r (x) can beas high as n - k - l, and if Us+r (x) 

is perfectly arbitrary (random) then it can,as explained, generateall syndromes. How

'ever, there are restraints on thearbitrariness of U + (x), since U (x) and U (x) are 
s r s r 

parts of coset words and so,are not entirely arbitrary. In fact, for an (n, k) coset code 

(or cyclic code) there arek arbitrary information bits, and n - k check bits whichare 

determined once the information bits are chosen. It can now be seen that if 2 k ~ n , 

U + (x) will becompletely arbitrary because s.,~k . and r ~ k '. Hence, if 2 k ~ n 
s r 

and s + r > n - k - 1 , U (x) can generate ,ail syndromes and sothe inequality .!2. 151
) 

s+r 

cannot be guaranteed, regardless of the choice of' C (x) • 

Q.E.D. 

Note ·also that U (x) is completely arbitrary when n - k - 1 <: s + r "2 k and both s+r 

sand r do not exceed k. Hence, letting S representthe maximum slip,in either 

direction, this condition becomes (n - k - 1) /2 <: S ~ k. The following can now be 

stated ?5 

Corollary 2.3 

No coset of any (n, k) cyclic code, for which 3 k ~ n , can distinguish 

between right and leftslip whenever slipS lies in the range (n - k - 1) /2 < S ~ k • 
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Tong58 states a theorem (his Theorem 3) which is the same as Theorem 2.5 

exceptthat the-condition 2 k ~ n is omitted. The-absence of any condition implies 

that theadjacentwords arearbitrary, but this is not- the, case for the noiseless channel 

which is assumed. In fact, the-adjacent-words are cosetwords. 

This completes the discussion ofslip for coset codes in-a noiseless 

channel. 



CHAPTER III 

LOSS OF SYNCHRONIZATION FOR COS~T CODES 

IN A NOISY CHANNEL 

3. l Introduction 
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ln this chapter, it wi Il' beassumed that additive errors (due to additive 

noise) affect transmitted bits independently. As mentioned earlier, there is another 

important class of errors called burst errors, but these will be discussed in Chapters V and 

VI • 

Addi tive errors wi Il be represented by the polynomia 1 

n-l 
E (x) = e

o 
+ el x + ••• + e

n
- 1 x • In a received n - tuple, if there is an 

additive error at position e. , then e. f 0 , but if not, e. = o. In this way, the 
1 1 1 

number of additive errors is equal to the number of terms in E (x) , which is called the 

weight of E (x) , written as W [{(x)]. For example, if there are e additive errors, 

then W [ E (x)] = e • 

Throughout the discussion, the minimum weight of the cyclic code under 

consideration will be designated by d , which is assumed to be a known quantity. The 

zero word is always a cyclic code word but is, of course, ignored when computing d • 

For cyclic codes (group codes in general), the minimum weight is equal to the minimum 

distance and d wi Il represent both. 

A code with minimum distance d can either detect (d - 1) or less 

additive errors or correct (d - 1) /2 or less additive errors (ignoring slip for the moment). 



40 

If the-decoder is designed to-correct e or fewer additive-errors, where e < (d --1) /2 , 

then it can·also.detect-all additive errors el in the-range e < el ~ d -·(e+ 1). Given 

an (n, k) cyclic code, it can easily be-shown that the minimum distance for all-:its 

coset codes is also d. Since,a coset code is not a group code, its minimum distance 

and minimum weight neednot bethe-same. 

The discussion of slip in a noisy channel will be-divided into two cases: 

Case 1 : ln this case, it is assumed that the two types of error do not occur simul-

taneously. In other 'liords, if a given n - tuple is transmitted, it is assumed that it will 

arrive -at the-receiver with either additive errors ôr slip errors, but not both. Of course, 

some n - tuples may drrive with no errors at ail. Physically, this implies that- the prob-

ability of both types of error occurring in the same n - tuple is negligibly small. If the 

probability of occurrence of both types of error is small and they are independent, t~en 

theprobability of their joint occurrence (i.e., the product of their individual probabilities) 

will be much smaller. Hence, although Case 1 is restricted, it can serve as a reasonable 

model for some low noise channels. 

Case Il : Here, additive error and slip areallowed to bepresent simultaneously in 

any n - tupleat the receiver. Case" is obviously more general than Case 1 and covers 

a wider class of channels. Case 1 is treated separately, however, because it is examined 

in the 1 iterature ~ and also because it provides insight in solving the more general Case". 

80th Case 1 and Case" will further be broken down into twoproblems, 

namely, detection (A) and correction (8) • 
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3.2 Case 1 : Slip And Additive Error Do Not'Occur simultaneously; 

Ao Detection 

By ,Theorem 2 .. l, any (n, k) cycl i c ,code has a coset code' wh i ch can 

detect n - k - 1 or less bits of slip,when no additive' errors"c:irepresent. However, 

since the ,coset code has the same minimum distance, d, as the ,original cycliccode, it 

can alsodetect d - 1 or less additive errors if no slip is present. Note that the,decoder 

candetect that some kind of error is present, but cannot determine whether it is slip or 

additive error 0 Theabove discussion can be summarized in the following theorem. 

Theorem 3.1 

Any (n, k) cyclic code has a coset code' which can detect n - k - 1 

or less bits of slip and d - 1 or less additive errors if slip and additive error cannot occur 

simultaneously in Gny received n -tuple 0 However, the de coder cannot determine the 

nature of the error. 

This theorem was quite easy to establish, but it does have some value. It 

demonstrates that by using coset codes it is possible to obtain maximum slip det~ction (for 

coset codes) without losing anyadditive - error -detec;:ting ability. In addition the sim-

plicity of using cyclic codes is retained. 

B. Correction 

In- order to correct either (or both) type of error, the syndromes for slip must 

be different from the syndromes for additive error. In the next theorem, namely, Theorem 
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3.2A , poth· types of additive ,error arecorrected. Theorem 3.2A is an improvement on 

58 
Tong's Theorem 4intwo senses •. First, itwill be 'shown here that the decoder can 

determine·the·magnitude,as weil as the-direc;tion of the-slip. The second is thato·redun-

·dant condition stated by Tong has been ·removed. 
. " .' 

. . 
Let d be-the-minimum distance of ail the-cyclic-codes (andhencetheir 

coset codes) considered in this chapter. Note,also·that for ail the theorems in this chapter 

the phrase "correction of slip'" will imply that the decoder candetermine boththe'magni-

tude-and the ,direction of the slip. 

Givenany (n, k) cyclic code, there exists an (n, k) coset code'which 

can correct both eor less additiveerrors and S or less bits of slip, if additive error and 

slip donot occur simultaneously inanyreceived n -tuple, where * 

S = Min. (d -2 (e + 1), rn - k -e + [ej2] -11 } • 
1. [e /2] + 2 ] 

Proof : The proof consi sts of two parts. The fi rst· part· will show that the syndromes 

for ail slip· -E'·S . are different from ·the· syndromes for e or Jess additive errors·. - . The second 

part will show that the -syndromes for right slip and left slip are distinct for ail si ip ~ S. 

* [ X] denotes the integer part of X • 
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Itwill also be·pointedout thatthe.decoder candetermine the·magnitude:and the direction 

of the slip, for ail slip E- S. A procedure is also given for constructing a suitable C (x) ~ 

Assume thatthe transmitted code·wordW
1 

(x) + C (x) suffers s bits of 

left slip and that the·word W2 (x) + C (x) has additive errors E (x). Then, it is suf

ficient to show that 

{ x s rN 1 (x) + C (x» - C (x) + Us (x)} t \ W 2 (x) +·E (x)} (3.1) 

for ail Us (x), 5 =' Sand W [E (x)] ~ e. Theabove·relation can besimplified as 

{ C (x) (x
s 

- 1') + Us (x) + El (x)} t 0 . (3~2) 

where El (x) = -E (x) and El (x) has the sameweightas E (x). However, the·prime 

will bedropped in the next expression and E (x) will always be·written with a positive 

sign in the future. Since the minimum weight of a non-zero code"word is d, (3.2) is 

satisfied if 

o < W [C (x) (x
s 

- 1) + Us (x) + E (x)] < d (3.3) 

for ail U (x), s ~ Sand W [E (x)] ~ e. Let 0 (x) be·.a polynomial derived from 
5 s 

C (x) (x s - 1) by setti ng a Il the terms of degree (s - 1) or less to zero. Then, (3.3) can 

be writtenas 

O<W [Os (x) + Us (x) + E(x>] < d (3.4) 

since U (x) is a polynomial with random coefficients. NoHcethat U (x) cannot affect 
s s 
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theterms in Os (x) since Us (x) has no:'tèrms of degree s or greater. The left inequal ity 

in (3.4) is satisfied if and only if 

for ail s ~ S 

and the-right· inequality is satisfied if and only if 

for ail s ~ S • (3.6) 

For a given e, it is desirable to·maximize thecorrectable slip S. This requires that 

in (3.6) be,a minimum, hence, to satisfy' (3.5), assume that 0 (x) can 
s 

be chosen so that 

w [ Os (x)] = e + 1 for ail s ~ S • (3.7) 

Substituting (307) in (306), give~ 

S<d-2e-1 

or 

S =' d ::-2 (e + 1) • (3.8) 

Thus if a suitableC (x) can be found, the·decoder can distinguish between left slip and 

additive error. A similar result can be obtained for right slip. 

ln the second part of theproof it will be shown that thedecoder candisti!'lguish 

between left'and right slip. This can be-achieved if and only if (2.12) is satisfied, which 



reduces to 

f s+r } le (x) (x -1) +Us+r (x) =1 0 • (2.15) 

Achoiceof C (x) thatsatisfies (3.8) and (2.15) isnowdescribed*. Let 

1 

c (x) x 
i (5 + 1) 

for e even 

.i = 0 

·and 

c (x) = for eodd • 

:i = 0 
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(3.9a) 

(3.9b) 

Writtenout as n -·tuples, (3.9a) and (3.9b) have the form (3.100) and (3.10b),' 

respectively, as shown 

5+1 5+1 5 + 1 
(10 •• '. 0 , 10 ••• 0 , . . . , ••• , 10 ••• 0 , 0 • •• 0) (3.10a) 

(~i2 + 1) (5+ 1) 

5+1 5+1 5 + 1 

pO ... 0, 10 ••• 0,. • • • 1 • • • , 10 ••• 0 , 0 ••• 01) (3. 1 Ob) 

The motive for the'choices of C (x) in the·above can easily be explained. First, it can 

be verified that C (x) satisfies (3.7) for both even and odd e. 5econd, C (x) is chosen 

* Thesepolynomials are very similar tothe on es described in Tong ~ 
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to:obtain ,the. largest value of slip:which satisfies (2.15) * . 

5ubstituting (3.9a) into (2.15)" thehighest term, for e even, has 

e : 
degree - (5 +1) + (5 + r). Recall that'a burst'of length n - k or less cannot be:an 

2 ' 

(n , k) cyclic code'word. Hence, if 

.!.. (5 + 1) + (5 +r) ~ n - k - 1 
2 

(3.11) 

(2.15) will be'satisfied. Themaxirnum value of both 5 and r is 5 and hence (3.11) 

becomes 

or 

5 ( e. /2 + 2) ~ n - k - ~ - 1 

n - k - e /2 - 1 
5 ~ --------~------

e /2 + 2 
for e even • (3. 12a) 

When e is odd, (3.9b) is substituted into (2.15). The highestterm will then be xn-1, 

but by multiplying through by 'x, xn-1 becomes xn = 1 and thenew highest term has 

degree [e/2J (5 + 1) + (s + r) + 1. Hence, the 'polynomial in (2.15) is not a 

cyclic code'word if 

* 

[e /2] (5 + 1) + (s + r) + 1 ~ n - k - 1 • 

However, it is not being claimed that there do not existother choices of C (x) which 

can improve·theperformance of Theorem 3.2A • 
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Replacing s· and r by their maximum value 5, and solving for·· 5:,-:·the,above 

beciomes : 

for e 'odd • (3. 12b) 

The expressions for even·and odd .tcases of e can becombined to.give 

5 (3.12) 

Usingarguments similar to the ones above, it can further beshown that the syndromes 

for two left slips 51 and 52' 51 '1 52' are :distinct for ail sr' 52 ~ 5, and 

similarly for two·right·slips. The,above implies that the·decoder can compute both the 

magnitude:and the direction of the slip, for ail slip ~ 5 • 

To complete the:proof, itis necessary to·considerif there is a minimum 

value of n that guarantees the ,existence of C (x) andat·thesametime ensures that 

W [Ds (x)] = e + 1 , for ail 5 ~ 5. The latter condition requires that· there are at 

n-l . 
least 5 zeros beyond the highest term in C (x) , excluding the term x , as illustrated 

in (3.10a) and (3.10b).Hence, a satisfactory C (x) exists if 

n ~ (5+ 1) (e/2+ 1) for e even (3.130) 

and 

n ~ (5 + 1) ( [e/2] + 1) + 1 for e odd • (3. 13b) 

It is not difficult toshow that (3.12a) implies (3.130) and (3.12b) implies (3.13b). 
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Finally, since 5 must satisfy (3.8) and (3.12), it is chosen as the minimum of the two 

upper bounds. 

Q.E.O. 

The next theorem is similar to Theorem 3.2A, and for which it is alsoassumed that slip 

and additive error do not occur simultaneously. One important difference, however, is 

that Theorem 3~28 is valid only for binary cyclic codes. 

Theorem : 3.28 

Any (n, k) binary cyclic code has a coset code which can correct both 

e or less additive errors and 5 or less bits of slip, if additive error and slip do not occur 

simultaneously inany received n -·tuple, where 

Proof : Choose C (x) to be the same as in Theorem 3.2A ~ Then, the decoder 

can distinguish between left slip and additive error if and only if (3.1) in the proof of 

Theorem 3.2A is satisfied, and (3.1) can be reduced to 

{Os (x) + Us (x) + E (x)} t 0, ail s ~ 5 (3.14) 

where Os (x) was defind in theproof of Theorem 3.2A. Since W [Os (x)] = e + 1 

for ail s ~ 5 ,and W [ E (x)] ~ e , the maximum weight of the polynomial in (3.14) is 

e + 1 + 5 + e • 
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However, suppose that 

w [Us (x) + E(x)] = s+e-m (3.15) 

then (3.14) is satisfied if 

(5 + 2 e + 1) -m < d • (3.16) 

Now, let 

4 
Q (x) = D (x) + U (x) + E (x) 

s s 

and compute x Q (x) + Q (x) • If there are m terms missing from U (x) + E (x) , 
s 

i.e., if (3.15) is true, it con be shown in a straightforward manner that the maximum 

weight of Q (x) (x + 1) is 

2m + 2 + 2 e + 2 e , e even, 

where the above statement is valid only for binary codes. Note that the maximum is 

achieved when·all of the m missing terms come from U (x). 
s 

If Q (x) (x + 1) is not a cyclic codeword, neither is Q (x) , hence the 

polynomial in (3.14) is not a cyclic code·word if 

2m+4e+2<d , e even. (3.17) 

If either (3.16) or (3.17) is true, (3.14) is satisfied, and eliminating m from (3.16) 

and (3.17) gives 

5 < 3 d _ (4 e + 2) 
2 

for e even (3.18) 



·and for e odd, 

5 < 3 d _ (4 e + 1) 
2 

for eodd • 

Combining the evenand odd cases give 

or 

5 < 3d _ (4e + 2) + e - 2 [e /2 ] 
2 

5 ~ 3 d - 5 _ 3 e _ 2 [ e /2] • 
2 

A si mi lar proof holds for right slip. 
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(3.19) 

(3.20) 

(3.21) 

It remains to be shown that the decoder can determine the magnitude-and 

the direction of the slip for ail slip ~ s. This part of the proof is essentially identical 

to:,the second part of the-proof of Theorem 3.2A and will not be-repeated here. _ The 

result is that 

5 ~ [n -k - e + [e /2] - 1 J 
[e/2] + 2 

5 is then chosen to be the minimum of (3.21) and (3.22) • 

(3.22) 

Q.E.D. 

If Theorems 3.2A and 3.28 are compared, their relative merits are fairly obvious. In 

general, Theorem 3.28 will give a iarger value of 5 when d is large and e is small. 
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However, in'any particular situation, it is fairly simple'tocalculate 5 by both theorems 

and choose the one which gives the larger S. 

Actually, Theorem 3.28 can be improvedupon by calculating the maxi

mum weightôf Q (x) (xi + 1) ,where i = 5 - 5 + 1 T rather than Q (x) (x + 1). As-

,suming that 

w [Us (x) + E (x)] = 5 + e - m (3.23) 

where 0 ~ m ~ p + e, then Q (x) is not a cyclic code'word if 

2e+1 + s-m < d. (3.24) 

i 
Now, if Q (x) (x + 1) is not a cyclic code word, then neither is Q (x). It is shown 

in Appendix 1 that if (3.23) is satisfied, then 

W [Q (x) (xi + 1)J ~ 2+ 3 e + 2 5 - 2 (5 - m) • (3.25) 

It follows that Q (x) can not be a cycliccode word if 

2 + 3 e + 2 5 ..;: 2 (5 - m) <: d for e aven. (3.26) 

If either (3.24) or (3.26) is satisfied, then (3.14) is satisfied, and eliminating (5 - m) 

from (3.24) and (3.26) gives 

5 ~ (3 d - 7 e - 5) /2 for e even • (3.27) 

It can also be shown that 
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S ~ (3 d - 7 e - 4) /2 for e odd (3.28) . 

and (3.27) and (3.28) can be rep laced by 

3 d - 5 [e ] S ~ - 3 e - /2 (3.29) 
2 

The above discussion is summarized in the next theorem. 

Theorem 3. 2C 

Any (n, k) binary cyclic code: has a coset code which can correct both 

e or less additive errors and S or less bits of slip, if additive error and slip do not occur 

simultaneously in any received n -tuple, where 

S = Min. {[3d-5 -3e _ [e/2J], [n-k-e+[e/2] -l]}. 
2 [ej2J + 2 

3.3. Case 1/: Slip And Additive Error CanOccur Simultaneously 

As in Case 1, Case 1/ may be divided into two parts: A, detection and 

B, correction. 

A. Detection 

Here, the decoder will not attempt todistinguish between the two types of 

error or tocorrect either of them but will merely detect that some kind of error is present. 
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The next theorem, Theorem 3.3A , is valid for cycliccodes over any finite field F. Let 

d be the:minimum distance for ail the cyclic codes considered. 

Theorem 3. 3A 

Any (n, k) cycliccode has a coset code'which can detect thesimultan-

eous occurrence of e or less additiveerrors and 5 or less' bits of slip, where 

S = Min. [d -2 (e + Il , 

but thedecoder cannotdetermine the nature of the error. 

Proof : Let W (x) be:a cycliccodeword, and assume that additive error E (x) 

and s bits of left slip have occurred. It is suffi cient to show that 

f xS ~ (x) + C (x» - C (x) + Us (x) + E (x)} "1 0 (3.30) 

for ail s ~ 5 and W [E (x)] ~ e. Since t XS 
W (x)} = 0 , (3.30) simplifies to 

{ C (x) (x s - 1) + Us (x) + E (x)} ~ 0 • (3.31 ) 

If (3.31) is compared with (3.2), itis seen thatthey are identical. Choose C (x) to 

be·the sameas in Theorem 3.2A. Hence (3.31) is satisfied if 5 ~ d - 2 (e + 1) as 

found in (3.8). Also, (3.13a) is a necessary condition when e is even and (3.13b) 

is necessary when e is odd. Combining the evenand odd cases and solving for 5 gives 



Since Smust satisfy both of the bounds given·above, it is chosenas the minimum of the 

two. The theorem was proved for leftslip, but·a similar proof applied for rightslip .. 

Q.E.D. 

Observe that if s = 0, (3.30) becomes 

t w (x) + C (x) -c (x) + E (x)} :f 0 

which simplifies togive 

Th is i mp lies that if no si ip· has occurred, the decoder. can detect d -·1 or less additi ve 

errors. However, as·"fnentioned in Theorem 3,3A ,. the decoder cannot determinewhEtther 

the error was due ·to slip, additive error or both. Just as Theorem 3.28 improves on 

Theorem 3.2A for the ·special case of binary codes, the next theorem also improves on 

Theorem 3.3A. but is valid only for binary codes. Theorem 3.38 is preferablewhen ·d 

is large and e is small 0 

Theorem 3.38 

Any (n, k) binary cycliccode has acoset code which can detect· the 

simultaneous occurrence ·of e or less additive errors and S or less bits of slip, where 

but· the decoder cannot determine the nature of the error • 
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Proof : Choose C (x) to be,thesame'as in Theorem 3.2A. LetW (x) be:any 

(n , k) binarycyclic.code·word, and.assume that:additive error E (x) and s bits of left 

slip haveoccurred. The·,decoder will det'ect the'presenceof error if and only if 

{ X
s ~ (x) + C (x» + Us (x) + E (x) - C (x)} =1 0 (3.32) 

which 'reduces to 

{ C (x) (x
s 

- 1) + Us (x) +E (x) } =1 O. (3.33) 

Recalling the definition of D (x) in,theproof of Theorem 3.2A, (3.33) canbe'written . s 

as 

[ D s (x) ~ Us (x) + E (x)} =1 0 • (3.34) 

Now, (3.34) is identical.to (3.14) in theproof of Theorem 3.28, andthe'sameprocedure 

cari be followed to show that when 

3d -·5 [e J 5 ~ - 3 e - 2 /2 (3.35) 
2 

) 

then (3.34)' is satisfied. Also, since C (x) is the seme as in Theorems 3.2A and 3.3A, 

(3.130) is a necessary condition·when e is even, and (3. 13b) is necessary when e is 

odd. Combining the evenand odd cases and solving for 5 gives 

5 (3.36) 

5 is now chosenas the minimum of (3.35) and (3.36). 

Q.E.D. 
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There is also a theorem which improves slightly on Theorem 3.38 and 

which is given below as Theorem 3.3C. The proof is omitted since it is r.eadHy obtained 

from the· proofs of Theorem 3. 2C and Theorem 3. 3A. 

Theorem 3. 3C 

Any (n, k) binary cyclic code has acoset code'which can,detect,the 

simultaneous occurrence of e or less additiveerrors and S or less bits of slip, where 

but thedecoder cannot determine the nature of the error. 

8. Correction 

We will first' consider a decoder which can correct additive errors when 

no slip is present and can detect slip even whenadditive ,errors occur simultaneously. 

Theorem 3.4 

Any (n, k) cyclic code has a coset code which can correct e or Jess 

additiveerrors when no slip is present, and can alsodetect the simultaneous occurrence 

of S or Jess bit~ of slip and e or less additive errors, where 
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.. Proof : It is sufficient toshow that the syndromes for slip, plus additiveerror are 
\ -

different From the- syndromes for additiveerror alone. Hence, assuming left slip of. s 

bits, it is sufficient toshow that 

\ x
s ~1 (x) + C (x» --C (x) + Us (x) + El (x)} 1 t W2 (x) + E2 (x)} (3.37) 

for a Il s ~ 5 , W [ Ei (x)] ~ e, i = l , 2, and W 1 (x) and W 2 (x) are, any 

two cyclic code-words. Recalling that the syndrome of a cycliccode'word is zero and 

putting ail terms of (3.37) on-the left, we have 

{C (x) (~s -1) + Us (x) + El (x) + E2 (x)} 1 0 (3.38) 

where, by convention,the sign -of the,additive error terms is always positive. Comparing_ 

(3.38) with (3.2) it is seen -that thedifference is that El (x) + E2 (x) replaces E (x) 

in (3.2). Making this substitution, a sufficient conditiontosatisfy (3.38) is again 

provided by (3.3). Hence From (3.5) it is required that 

W [Os (x)] > 2 -e for ail s'==:;; 5 

and 5 will be,a maximum if the-choiceof C (x) gives 

W [Os (x)] = 2e+l for édl s':::;5. 

Let 

e 
i (5 + 1) 

C (x) = r x 
i=o 

Then it is easy to see-that W [ç (x)] = e + 1 , and that W [C (x) (x s - 1)] = 2e+2 
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for 011 s ~ 5. Itfollows that W [Os (x)] = 2e+ 1 asdesired. Now, From 

(3.6) , replacing e În (3.6) by 2 e, we have 

(2 e + 1) + 5 + 2e <. d 

or 

5 ~ d - 2 (2e + 1) • (3.39) 

To·ensure·that W [Os (x)] = 2 e + 1 for 011 s ~ 5, it is necessary that there exists 

at least 5 zeros beyond the highest term in C (x). Inother words,· it· is necessary that 

or 

n ~ 1 + e (5 + 1) +5 

/ n-e-l 
5~ 

e+l 
(3.40) 

5 is then chosenas the minimum of (3.39) and (3.40). A similor proof applies for 

right slip. 

Q.E.O. 

Note th~t it is the total weight W [El (x) + E2 (x)] that is significant and nof their 

individual weights. Hence, the total weightcan be distributed between El (x) and 

E2 (x) as desired. This facto is stated explicitly in the following corollary. 

Corollary 3. 1 

Any (n, k) cyclic code has a coset code'which con correct el or less 

additive errors when no slip is present and which con also detect the simultaneous occur-
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renceof e2 or less additiveerrors and Sor less bits of slip, where 

S Min. f d -2 (e + 1), [n - e + (~/2] - 1 ] } 
1. [e /2] + 1 

, 

Proof : ln Theorem 3.4 , tlie:maximum weight of El (x) + E2 (x) was 2 ewhich 

is always even. However, in Corollary 3.1 , e = el + e2 can be even or odd and a 

different C (x) is required for each case.' When e is even, thechoiceof C (x) and 

the proof is identical to the proof of Theorem 3.4. When e is odd, C (x) is chosen 

as in (3.9b) , where in this case, e = el +e2 and(3.13b) is therequired inequality, 

namely, 

n ~ (S + 1) ( [e / 2J + 1) + 1 , e odd • 

Combining the evenand odd cases give 

Corollary 3. 1 then follows • 

Q.E.O. 

Theability of a coset code to correct the simultaneous occurrence of slip and additive error 

is now considered.. In the next theorem, the decoder determines only the direction of the 

slip. 
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Theorem 3.5 

Any ·(n , k) cycliccode has a· coset code ·which can·èorrect eor less / 

additive·errors andalso.determinethe direction of the slip for S cr less bits of slip, aven 

when both errors occur simultaneously, where 

Proof: 
e 

Choose C (x) = r 
i=o 

i (2 S +l) x • 

It is sufficient to show that the syndromes for left 51 ip plus additive error are d iffere nt from 

the syndromes for right slip plus additiveerror, i.e., 

f XS 
(Wl (x) + C (x» -c (x) + Us (x) + El (x) } 

f { x -r fY'I2 (x) + C (x» - C (x) + U -r (x) + E2 (x) } (3.41) 

for ail r, s ~ Sand W r Ei (x)] E; e, i = 1, 2, where W1 (x) and W2 (x) are.any 

. twocyclic codewords. Putting ail terms on the left, (3.41) can besimplified as 

[ C (x) (x s - X -r) + Us (x) + U -r (x) + El (x) + E2 (x)} f 0 • (3.42) 

Now, (3.42) is satisfied if and only if 

f s+r·r ·r } C (x) (x -: 1) + x Us (x) + Ur (x) + x El (x) + E2 (x) t 0 • (3.43) 

where (3.43) is obtained from (3.42) by performing a cyclic shift of r bits (by multiply-
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ing throughby ~r). Making the substitution U
s
+

r 
(x) = 

r 

'r x U (x) + U (x) and re-
S r 

placing x El (x) + E2 (x) by E (x), (3.43) becomes 

{c (x) (x
s
+

r 
- 1) + Us+r (x) + E (x) 1 'f 0 (3.44) 

where W [E (x)]~ 2 e,. Let Ds+r (x) beequal to C (x) (xs+r -1) minus the terms 

of degree s + 'r - 1 or less, then (3.44) can be written as 

{Ds+r (x) +Us+r (x) + E (x)} 'f 0 • (3.45) 

Since the minimum weight of a non-zero, code 'WCII'd is d, (3.45) is satisfied if 

o < W [0 +r (x) + U (x) + E (x)] < d • s s+r 
(3.46) 

The lefthand inequality in (3.46) is satisfied for ail s, r ~ Sand W [E (x)]~ 2 e 

if and only if 

W [ Ds+r (x)].:> 2 e , 

and the·righthand inequality is satisfied if and only if 

W [ ° s+r (x)] + 2 S + 2 e .:::' d • (3.47) 

The maximum ,value for S is obtained by letting 

W [D (x)] = 2 e + 1 s+r 
, ail s, r ~ S • (3.48) 

It can be verified that the choice of C (x) given for this proof satisfies (3.48). Substi-
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tuting (3.48) into (3.47) gives 

2.e + 1 + 2 5 + 2e <d 

which implies, since 5 is an' integer, 

(3.49) 

To satisfy (3.48) it is net.:essary that thereexists 2 S zeros beyond the highest term in 

c (x) • This is true if 

h: ~ 1 + e (2 5 + 1) + 2 S 

and solving for 5 gives 

s.:=:::[n-e-l] . 
- 2. (e + 1) 

S is then·chosen to be·theminimum of (3.49) and (3.50). 

(3.50) 

Q.E.D. 

ln Theorem 3.5, it was proved that· the.decoder can·distinguish between 

left slip plus additiveerror and right slip plus additive error. However, in order to ·re-

cover syncon the next code'word, it is also necessary to prove that the syndromes for any 

two 'eft slips SI -1 s2' Si ~ S, i = 1, 2,.plus additive errors are distinct, and 

simi larly for any two right slips rI -1 r 2 ' plus additive error. 

It will now be shown thatthecosetcode defined in Theorem 3.5 can distin-

guish between two 'eft slips plus additive error, but not between two· right si ips plus additive 
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error. Let W 1 (x) and W 2 (x) 'be,any Iwo cye! i c code words, and assume that q and 

p bits of left slip and . El (x) and E2 (x) additive errors occur to each, respectively. 

It is sufficient to show that, assuming p > q , 

{xq ~1 (x) + C (x» + Uq (x) + El (x)} :/ t xP rN2 (x) + C (x»+ Up (x) + E2 (x) } (3.51) 

which reduces to 

{ c (x) (x
p 

- x q) + U P (x) + U q (x) + El (x) + E2 (x)} :/ 0 

where q < p~ Sand W [Ei (x)] ~ e • Letting E (x) = El (x) + E2 (x) and 

U' (x) = U (x) + U (x), (3.52) becomes p p q 

(3.52) 

te (x) (x
p 

-x
q

) + U~ (x) + E (x)} :/ 0 • (3.53) 

Now, W [c (x)] = e + 1 and since q < p =:::; S , none 'of the terms in C (x) (xp - xq) 

will cancel each other and hence W [C (x) (x
p 

-xq)] = 2e + 2'- U~ (x) may cancel 

one term and E (x) may cancel 2 e terms and hence there is at least one term left in the 

polynomial in (3.53). This proves that the :polynomial in (3.53) cannot be the zer!=> word 

and becauseof (3.46) it cannotbe:any other cyclic.code word, hence (3.53) is satisfied. 

If right slipwas assumed instead, it would be found that the polynomial corresponding to the 

one in (3.53) could become zero and the inequalitywould be violated. This means that 
e 

h d • b C ( ) ~ i (2 S + 1) d··· h be • h t e·coset co e glven y x = L. X cannot Istmguis tween Iwong t 
i = 0 e • 

slips plus additiveerror. This can be·remedied bychoosing C (x) = xn-l + r Xl (2 S + 1) , 
i=o 

which reduces the value of S in Theorem 3.5 by at most one. For this C (x) , (3.49) 
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[
d -4·e -3 ] 

S~ 
2 

(3.54) 

.and (3.27) becomes 

5 ~ [n -e -2 J . 
2 (e + 1) 

(3.55) 

The: abovediscuss i onmay be: summari zed in· the' nexttheorem, where' the, phrase "correction 

of slip" means that the·decoder can·determine·the:magnitudeas weil as the-direction of 

the slip. 

Theorem 3.6 

Given·an (n, k) cyclic :code, thereexists an (n., k) coset code-which 

can simultaneously correct eor less additive errors and 5 or less bits' of slip, where 

'= • \ [d -4 e -3 ] [n -e . -2 ]} 5 Mm. , • 
2 2 (e + 1) 

An upper bound on the',ability of cycliccodes to,correct the simultaneous 

occurrence of slip.and additive error is readily obtained by rewriting (3.44) as shown 

below 

C (x) (x - 1) f ·s+r } =1 \ Us+r (x) + E (x)} , (3.56) 

for ail Us+r (x), s, r ~ 5 and ail E (x) such that W [E (x)] ~ 2 e. However, when ' 
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s +r + 2 -e ~ -n - kand s + r Ê 2 k + 2 e-, the-random polynomial U (x) + E (x) 
s+r 

can generate-all possible -syndromes, and hence the inequality (3.56) cannot be guaranteed. 

The-condition s + r E'2k + 2é. isimposed to ensure that the coefficients of U (x) are 
s+r 

completelyarbitrary. The,abovediscussion establishes the following theorem : 

Theorem 3.7 

Nocoset of any (n, k) cycliccode-can simultaneously correct eadditive 

errors and s bits C!f slip, when the-slip lies in the-range 

(n - k - 2 e) / 2 ~ s Ê k + e • 

ln Table III - 1! the performance of the coset codes of a few binary cyclic 

codes in detecting and correcting slip in a nors)" channel is Iisted. Observe that for small 

values of e, Theorems 3.2B and 3.2 C correct larger values of slip, S, than Theorem 

3.2A. Theorem 3.2A is essentiéllly To"g's theorem~ whereas3.2B and 3.2C are 

believed to be new. Similarly, Theorems 3.3B and 3.3C are improvements on Theorem 

3.3A when the number of additive errors, e, is small. Theorem 3.3A is implied in 

Tong's work
54 

-but he-does not state it explicitly. Notethat Theorem 3.6 does not apply 

to the (127,22) code since in this case, 3 k< n -.To the bestof the author's knowledge, 

Theorems 3.3B, 3.3C, 3.4, 3.5, 3.6, 3.7 and Corollary 3.1 are original. Theorem 

3.1 is a statement of a somewhat obvious result. Note that, whenever valid, the theorems 

have been _proved for cyclic codes over arbitrary finite fields. 
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": 

(n , k 
CYCLIC CODE • B 

* 

t 

(23, 12) 7 1 3 4 3 5 1 0 
-2 ' 1 0 1 1 0 0 
3 0 '0 0 0 0 0 

(127; 85) 13 1 9, 14 14 9 14 14 7 3 3 
2 7 9 10 7 9 10 3 1 1 
3 51 6 7 5 6 7 0 0 '0 
4 3 1 3 3 1 3 0 0 0 

(255, 191) 17 1 13 20 20 13 20 20 11 5 5 
2 11 15 16 II ' ' 15 16 7 3 :3 
3 9 12 13 9 12 13 3 1 : 1 
4 7 7 9 7 7 ~ 0 0 0 
5 5 4 6 5 4 6 0 0 0 
6 3 ;0 '2 _31 0 2 0 0 0 

(255, 163) , 25 1 21 32 32 21 32 32 19 9 9 
2 19 -27 28 19 27 28 15 7 7 
3 17 24 25 17 24 25 11 5 5 
4 15 1.9 21 15 19 21 7 3 3 
5 13 16 J8,· 13 16 18 3 1 1 
6 11 11 14 ,11 11 14 0 0 0 
7- i 8 11 9 '8 .11 0 0 0 

(127, 22) 47 1 43 :51 51 43 65 65 41 -'20 ' ,20 
2 34 34 34 41 60 61 :37 18 18 
3 34- 34 34 39 57 58 31 15 15 
4 25 25 25 37 41 41 24 12 12 
5 25 25 -25 ' 35 41 -41 20 10 10 
6 20 20 20 30 30 :30 17 8 8 
7 20 20 20 30 30 30 15 7 -,7 . 
'8 16 16 16 24 24 24 ,13 6 6 
9 16 - 16 16 '24 24 24 9 4 4 

Obtained by setting S = [en - k - 2 e - 1) /2] • 

By making use-of the fact that this is a perfect code, it can be'shown that these 

values can be-replaced by zero, • 

.7 * 
-~ 
;3-t 
\2:t 

-19. 
'18 
: 17 
-"'6 

:-30 
: 29 
: 28 
''27 
26 
25 

44 
43 
42 
41 
·40 
:39 
38 
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CHAPTER IV 

MATRIX APPROACH TO SYNC.HRONIZATION RECOVERY 

FOR BINARY CYCLIC CODES 

4~ l Vector - Matrix Description Of Cyclic Code Words 

ln this chapter, the codewordsof an (n, k) cyclic code will be con-

sidered as n - vectors with elements from a finite field F. These vectors will sometimes 

be written horizontally (i.e., as row vectors), e.g., 

A = [ al' a2 ' • • • • ., an] , a. E F • 
1 

The context should make the meaning clear. It seems more natural to write the first 

element of the vector A as al rather than a
o

' as in the case of a polynomial. This 

slight difference will cause no misunderstanding, however. 

An (n, k) cyclic code can bedefined as a k - dimensional subspace of 

the n - dimensional spa ce of ail n - tupi es whose elements belong to F , plus the property 

that a cyclic shift of the components of any code word is also a code word. A cyclic code 

can be specified by its generator matrix. Usually;'39 this is a k x n matrix in which the 

rows are any k linearly independent codewords, hence the matrix has rank k. Here, 

thegenerator matrix G will bedefined as the transpose of theabove matrix ~2 Thus G 

will be an n x k matrix whose columns are code words. Another important matrix 

associated with cyclic codes (linear codes in general) is the parity check matrix H. It 

is an (n - k) x n matrix of rank (n - k) and G defines the null space of H, which 

implies 
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H G = O. (4.1) 

Now ~ any cyclic code word, Vi, may be· writteri as 

W = G X (4.2) 

where W is an n - vector and Xis a k - vector. 
k 

Thereare qpossible X vectors 

and hence, as is weil known~9 qk cyclic code words. 

If W is a cyclic code'word, then 

H W = 0 • 

This follows from (4.2) and (4.1). In fact, it can be shown that an n - vector W is 

a cyclic code word if and only if H W = 0 , 39 
The· syndrome of an n - vector Z may 

bedefined as the (n - k) - vector obtained by computing HZ. Of course, a cyclic 

code word has syndrome zero • . 
The correspondence between the generator matrix G and the generator 

polynomial G (x) should be noted. The 'matrix H also corresponds to H (x) • 

Before transmission, an n - vector C is added to .'W, which gives 

B = G X + C (4.3) 

,-
where B is the vector actually transmitted. The words B define a coset code. 

4.2 Vector -Matrix Description Of Slip 

Partition the n - vector W into twoparts W1 and W2 , where W1 

ha,' , el ements and W 2 ha, n -, e lement,. Sim i larl y, partition G i nto [~~] , 
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G is an 5 x k matrix and G
2

· is an (n -s)x k matrix. Then, W can be written as 

w = t::1 = [:~] X. 
(4.4) 

Since W is a cycliccode word, any cyclic shift of the components of W is also a 

cyclic code word, hence 

= x (4.5) 

is a cycliccodeword for ail cyclic shifts 5 and for ail code words W. It is also true 

. that any cyclic rotation of the rows of G will produce another matrix ~~) which will 

also be a generator matrix for the same code. Thus, any cyclic code word may be written 

as shown in (4.5) • 

Now, assume that the n - vector 8 = G X + C is transmitted and there 

is a 1055 of synchronization at the receiver. In particular, suppose that 5 bits of 'eft 

slip occurs, then the-receiver frames the n - vector shown in Figure 4.1 ,where A 

and 0 are the 'eft - adiacent and right - adiacent transmitted words, respectively. Mathe-

matically, the framed n -vector may be written as 

+ (4.6) 

where A
2 

has 5 elements and comes from A, the adiacent word on the left, and 8
1 
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r A .14 B , 
Al 

1- B1 
1 B2 l "if 1 1 A2 1 

.-s-1 

Cl 
1 

C2 Cl i C
2 C 1 

1 

·n 

1- RECEIVER FRAME -

FIGURE 4. 1 Receiver Frame for s Bits of Left Slip. 

was originally the left - most n -s elements of the transmitted word B. In addition, 

the k - vectors X2 and X are· defined by the re lations 

(4.7a) 

and 

The submatrix G1 in (4.6) has n - s rows and G
2 

has s rows. From Figure 4.1 , 

it is seen that r S) Îs 6btainedOfrom ë by cyclically shifting it 5 units tothe leff 
lC1 L 

(or n -s units totheright). Observe that (4.6) can bewrittenas twovector equations, 

i. e., 
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(4.8a) 

and 

(4.8b) 

Similarly to (4.6) ,aright slip of r bits gives 

+ (4.9) 

where Dl and ë
l 

have r elements and the k - vector Xl is defined by 

The subscripts Land R refer to left and right slip, respectively. 

Theabove notation is explicit but somewhat cumbersome and anabbreviated 

notation will now be introduced. For (4.6), write 

(4.10) 

and for (4.9) write 

(4.11) 

The.amount of si ipdoes not appear explicitly in the above expressions, but this omission. 

should cause no misunderstanding. 



and 

respectively. 

ln polynomial form, (4.1Q) and (4.11) could be ·written ·as 

= X
s N'I (x) + C (x» + u (x) 

5 

-r 
= x N'I (x) + C (x» + U (x) 

-r 

4.3 Detection Of Slip For A Noiseless Channel 

72 

If slip· is to bedetected, the framed n - vector (If the·receiver must not 

be,a transmitted word (coset code·word). In·decoding, thedecoder first subtracts the 

vector C From the-received word. If thedifference is a cycliccode·word, it is decided 

that no slip is present. Recal! that an n - vector is a cycliccode·word if and only if 

H W = o. (4.12) 

Hence i From the above, argument , the· decoder concludes that slip is present if 

H [SL - C]·t 0 (4.130) 

for left 51 ip (see (4. 10) and 

(4.13b) 

for right slip (see (4.11». Inother words, the decoder decides that slip is present if the 
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syndrome of the·receivedn - vector minus C is non zero. It should be noted that if the 

syndrome is zero, it does not necessarily imply that slip is absent. It could also mean 

that themethod has failed to.detect it. Theproblem then, essentially, is to find a vector 

C· which will enable·the·decoder todetect (or correct) the widest'rangeof slip possible. 

Sorne of the theorems proved earlier will now beproved again, using the 

vector - matrix representation. ,For cross - reference, the theorems will be given corres

ponding numbers. Before proving the first theorem, a useful lemma
39 

is stated and proved. 

Lemma 4.1 

A non-zero (n, k) cycliccode word cannot be a burst of length n - k 

or less. 

Proof : By contradiction, assume that W is a cyclic code word which is a burst 

of length p, where p ~ n - k. Since the code is cyclic, W can be cyclically shifted 

until it has the form 

W = (c.»1 ' c.»2 ' ••• c.»p_1 ' c.»p , 0, ••• 0) , 

and (,)1 ' c.»p :f 0, since W is a burst of length p .• 

G
p 

n 

o 

, c.» , • • • 0 
p 

c.». E 
1 

F 

Now, form the matrix 

n-p+l 
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where the first row is W and the i'throw is obtained by cyclically shifting W by(j-1) bits 

aS'shown, untilciJp' oc~up'ies thi:i·:·n'th' column·. ::T~is'prdcedure:.gen·erQtes cin (1) ":'P :+,l).xn 

ma'trÎx whose- rows are Iinearly independent cyclic .code·words. Hence theycan be used 

n-p+1 
togenerate q distinct cyclic code words, and sincep:::n - k, it follows that 

n -p + 1 ~ k + 1 • But this leads to,a contradiction since thereare qk cyclic code 

words. Hence the.assumption that a (non-zero) cyclic .code·word can be,a burst of (ength 

n - k or less in fa Ise • 

Q.E.D. 

Lemma 4.1 is statedas Theorem 8.2 in Petersonls book~9 However, his proof is algebraic. 

The:proof given here was developed by the,author, who has not seen,a similar one elsewhere. 

Theorem 4.2.1 

Any (n, k) cyclic.code has at least onecoset code·which can detect 

ail slip ~n - k - 1 bits. 

Proof: To generate-.a suitable coset code, add the ·n - vector C = 0 0 ••• OJ 

toeach cyclic:code·word beforetransmission. * Assume that s bits of left slip occur at 

the·recèiver, which will detect the presence of slip if and only if 

* The vector C = [O. • • 0 1] will also give thesame'result. In fact, in 

both choices of C, unit y can be'replaced br any element of the finite field F • 
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H [ Bl. -ë ] -1 0 

and substituting for Bl from (4.10) gives 

(4.14) 

Any cyclic.code·word W may be'written,as 

w= 
,I=lorR, 

(4.15) 

where Y is a k - vector and is determined by:the· particular word under consideration. 

Observethat (4.15) is an identity. Itis true that 

. - 4 
G X = l 

= 

= 

= 

[
G2 0] [~+ x21 
o G1 X + 0 J 

l 

[:2 :1(:1 + [:2:l [:2] 

(4.16 ) 
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,where, by·definition, 5<2 = X + 5<2. Recalling the fact,that HW = 0, computing 

the syndrome of (4.16) gives 

, . 

[~2t 
~ ': 

H GLX 
,. 

X'2 = H 'n 

where G2 
has 5 rows. Let 

U' A [~2t XI , 
L ' , 2 

then (4.14) may be'written,as ' 
! 

(4. 17) 

U
L 

is the'vector equivalent of the·random polynomial Us (x), where Ü
L 

is ann -

vector whose first 5 terms are:random and whose last n -5 terms are zero. Hence it is 

a burst of length 5 or less. Thevector U
L 

+ ë
L 

-C may be'writtenas 

ru 1: Il' 
L~l ':'"1'2 ' • ,u, , 1 , 0, • • ~, oJ "u.. E F '~11 = u'l' - l 

, . 5 .. 1 

(4.18) 

which is a burst of length s + 1 or less. But, a burst of length n - k or less can .not be 

an (n, k) cycliccode:word, therefore (4.17) is satisfied if 5 + l~ n - k, i.e., 

5 ~ n - k - 1. If r bits of right sl'ip was assumed, (4'.17) would become 

and (4.i8) would become 



[-1 , 0, • • ., 0 , I;f.~ -r+ 1 ' •.•• ~u: l'u:] . n- . n , U:. E F 
. 1 
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(4 • .19) 

where u:~-r+l = Y:n-r+l +1 , and (4 • .19) is olso.a burst of length r +1 or less. Hence, 

(4.:19) isnotacode-wordif r~n-k-1. Itfollowsthatthe-decodercandetect'all 

slip less than or equal to n - k - 1 • 

Q.E.D. 

By comparing this proof with theproof of Theorem 2.1 , severa 1 similarities 

will be-apparent, sorne of which havealready been pointed out. In bothcases the de-

·coder subtracts a knownn -·tuple (C vs. C (x» From the-received n -tuplecand decides 

that slip-is present if thesyndrome:of thedifference is non-zero. Also, a keypointin 

both'proofs is that'an (n, k) cycliccode:word cannot be.a burst of length n -kor lesso 

However, thetheorem ~an beproved without using this fact explicitly in either case55,~ 

as was shown for Theorem 2.1. It is difficult to compare the lengths of the proofs, as 

this depends largely onthe·amount of background material assumed. The:author believes 

that many communication engineers arenot familier with modern.algebra although nearly 

ail have sorne knowledgeof matrix theory. As a result, thematrixapproach may seem 

simp.ler, largely because it is more familiar. 

Before giving thenext theorem, the following lemma is proved. 

lemmà- 4.2 

Any· (n , k) cyclic codewith q symbols (or levels) has qn-k distinct 

syndromes and they canall be generated by the random n - vector V which is arbitrary 

in·a fixed interval of length n - kand is zero elsewhere. 
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Proof :- First, it is clear that V cannot be a non-zero (n, k) cyclic code word, 

since it is a burst of length n - k or less. Hence, H U = 0 if and only if 'V = 0 • 

- n~ Also, since V has n - k arbitrary components, thereare q distinct choices of V • 

Now suppose, by contradiction, that twodistinct choices of Ü, Ü. and Ü. , have 
1 J 

identical syndromes, i. e., 

H Ü. = H Ü. 
1 J 

which implies 

H[U. -U.] = 0 
1 J 

which in turn implies thatO. -. O. is a cyclic codeword. 
1 J 

burst of length n - k or less. Hence H [Üi - Ü
j
] = 0 

But O. -O. is also.a 
1 J 

if and only if U. - Ü. = 0 • 
1 J 

But U. and O. are distinct and their differences cannot be zero. This proves that every 
1 J 

distinct choice of Ü generates a distinct syndrome. The syndrome is an n - k vector and 

h n-k d· • d so t ereare at most q Istmct syn romes. 
n-k 

It follows that there are q syndromes 

and that U can generate a Il of them. 

Q.E.D. 

It should be·added that it is weil known that an (n, k) cyclic code with q symbols 

n-k 
has q distinct syndromes. 

Theorem 4.2.2 

No (n., k) cyclic code has a coset code which has comma - freedom ex-

ceeding n - k - 1 • 
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Proof : Allowing C to be arbitrary, the decoder can detect s bits of 'eft slip 

if and only if (4.17) is satisfied, i.e., 

for ail U
L 

(4.17) 

and (4.17) can be written as 

(4.20) 

and since DL has random coefficients, its sign wi Il always be taken to be positive for 

convenience. When s ~ n - k, DL will be a random burst of length n - k or greater 

and this contains ail random bursts of length n - k or less. Hence by Lemma 4.2, when 

s ~ n - k, H DL can be set equal to any desired syndrome. This means that regardless 

of the choice of C , the inequality in (4.20) cannot be guaranteed for ail DL when 

s ~ n - k , i.e., when s ~ n - k - 1. Similarly, for r bits of right slip, UR can 

generate ail syndromes when r.::::a n - k - 1. It follows that the comma - freedom cannot 

exceed n - k - 1 • 

Q.E.D. 

4.4 Correction Of Slip For A Noiseless Channel 

ln the next theorem, which is the same as Theorem 2.3, the decoder can 

distinguish between right slip and 'eft slip. 
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Theorem 4.2.3 

Any (n, k) cyclic code has at least one coset code which can distinguish 

between right slip and left slip if the slip does not exceed (n - k - 1) /2 • 

Proof: Let C = [1 0 .• • • 0] and let·j\ and B beany two transmitted 

code words where, A = G X + C and B = G X + ë . 
r 5 

Also, assume that . A slips 

to the left by 5 bits. Then, in the explicit matrix notation, it is sufficient to show that 

H {[:2:J [:~] ; [~~] } ~ H {[:2 :1] r:;] + [;;] } 

L L R R 

(4.21 ) 

for ail r, 5 ~ (n - k - 1) /2 and for ail k -vectors Xl and X;2' where Xl defines 

the word to the right of A and X
2

defines the word to the left of B. For left 51 ip it 

has been shown that (see (4."15) and (4. 16)) 

where X2 = X
s 

+ XI

2 
and for right slip it is similarly true that 

+ 

R 
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where Xl = X + XI . Notealso that r 1 

[:~ L . [:;] )( and ~ 
s r 

·arf;j cyclic code~ words and hence their syndromes are zero. Applying the aboveresults 

to (4.21) gives 

, -,-

+ + 
(4.22) 

ln the simplified matrix notation, (4.22) becomes 

(4.23) 

where U
L 

is a random burst which occupies the first s coordinates of the n - vector i 

and V
R 

is another random burstwhich lies in the lastr coordinates. Putting ail the terms 

of (4.23) on the left gives 

(4.24) 

Recalling that C = [1 0 • • • OJ , the vector [ÜL + VR + CL :...1 CR] in (4 .. 24) 

has the form 

[ u:1 ' Q:2 ' ••• , u: , 1 , 0 , • • • , 0 , Vi +1'···' v l' v ] . s n-r n- n (4.25) 
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wherev~_r+l = vn-r+l - 1 and (4.25) can beregarded as a burst of length atmost 

5 + r + 1 and hence (4.25) is nota.cyclic.code·word if 5 +r + 1 ~n - k, i. e., 

5 + r Ên - k - 1. Letting S bethe.maximum of both 'r and s, it can be concluded 

that the de coder can·distinguish between leftslip.and right slip if S ~(n - k - 1) /2 ~ 

Q.E.D. 

As a reminder that the choiceof coset is not unique, it is pointed out that 

choosi ng C = [0 . . . 0 1] 9 ives the same resu 1 tin the above theorem. 

4.5 Correction Of Slip For A Noisy Channel 

Recall that Theorem 3.2A assumes that slip and qdèfitive error do· not occur 

simultaneously. This theorem will be proved in this chapter because it introduces the 

factor of additive error. As before, letd be the'minimum distance·of thecyclic code. 

Theorem 4.3. 2A 

Any (n, k) cyclic code, has a coset codewhich can correct e or less 

additive errors and S or less bits of slip l' if additive. error and slip ,do not occur simultan-

eously in·aoy received n - tuple , where 

5 = Min. t d - 2 (e + 1) , 



~ 
~ 

Proof : When e is even, let 

S+l 5+1 
C = [1 0 • • • 0 , 1 0 • • • • 0 , ••• • , • 1} 

5+1 
.,10 ••• 0,0. 
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0] 1 

(4.26a) 

-e 
where there -are (2 + 1) blocks of length 5 + 1 on the left of C as shown, and C 

is zero elsewhere. 

When e is odd, let 

5+1 5+1 
C = [l 0 • • • 0 , 1 0 •••. 0:,-

5 + 1 
. .. . , . . . , 10. • .0, 0 • o .1J -

(4.26b) 

- e 
where there are ([ 2]+ 1) blocks of length 5 + 1 on the leftas shownand in addition 

there is a oneat the extreme right, Cis zero elsewhere. Now, ;(4 .26a) will exist 

if 

e 
n ~ (2" + 1) (5 + 1) (4.27a) 

and (4.26b) will exist if 

n ~ ([ ~] + 1)(5 + 1) + 1 • (4. 27b) 

The proof will consist essentially of two-parts: the first part will show that 

the syndromes for si ip are different from the syndromes for additive error, and the second 

part will show that the syndromes for right and Jeft slip are distinct, for ail slip ~ 5 • 
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Let G Xl and G 5<2 be any two cyclic code words, and also let 

G Xi be any cyclic code word to the left of G Xl' Assum.ing left slip of 5 bits, 

the decoder can distinguish between slip and additive error, if and only if 

":} : 
" , 

-ë 't 

where E is the n - vector representing additive error. It is assumed the W [ E J ~ e 

where W [ E] means the weight of E, and is defined as the number of non-zero terms 

in E. By already developed methods, (4.28) can be simplified to 

H {~~~J XI '! 

0" 1 , 
L 

+ -ë +:Ë} ;liO • 

L . 

(4.29) 

Writing (4.29) in the shorter notation gives 

(4.30) 

Now, (4.30) is satisfied if 

o < W [DL + ëL - ë + r] <: d (4.31 ) 

for ail U
L

, s ~ S, W [ë] ~ e • Let iS be the n - vector obtained by setting the 
5 

first 5 elements of ë
L 

- C equal to zero. Then, (4.31) con be written as 

o < W [ i5 s + DL + EJ <: d • (4.32) 

From here on, the proof of the first part is essentially the same as before. 
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ln the second part of theproof, it is shown that the syndromes for 'eft and 

right slip -:are'ê:fislinct. : ,This is true if and only if (4.21) is satisfied for C defined here, 

and (4.21) reduces to ! 

(4.24) 

If e is even, substitute C from (4.26a) into (4.24). Regarding theresulting n - tuple 

as a burst, as shown below * , 

. . . . . . .. 
5+1 5 + 1 . 

it is seen that (4.24) is satisfied if 

e 
1 + "2 (5 + 1) + (5 + r) ~ n - k .. 

which gives 

n - k - e /2 - 1 
5 ~ ------~-----

e/2 + 2 
, e even 

The·remainder of the proof can now be obtained by comparing with the original proof. 

Q.E.D. 

(4.33) 

* For clarity, CR is not shown, since it is overlapped by the other threecomponents . 

UL ' VR and CL 
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ln this chapter, a selected number of theorems on the detection and correc

tion of ~i ip hci~e been re:..e~airiinéd usiiig the vector - matrix representation. For a more 

extensive treatment, the reader is referred to the.paper by Tavares and Fukada~5 There, 

the theorems areproved without relying explicitly on the fact that an (n, k) cyclic code 

word can not bec burst of length (n -: k) or less. However, this vmission tends to result 

. in longer proofs and requires the introduction of a couple lemmas. 

Stiffler 52 a Iso proves Theorems 2.1, 2.2 and Corollary 2. 1 using the 

vector - matrixrepresentation. However, the proofs given here ,are somewhat different 

From Stiffler's. His first result is on the detection of slip for group codes in general, and 

he then considers cyclic .codes as special cases of group codes. The result for group codes 

in general is somewhat awkward to.apply, and worthwhile simplifications result by taking 

advantageof theproperties of cycliccodes From theoutset, as is done here. 
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CHAPTER V 

LOSS OF SYNCHRONIZATION IN THE PRESENCE 

OF BURST ERRORS FOR COSET CODES 

5. 1 Introduction 

ln the previous chapters, the .additive errors were assumed to occur inde

pendently ~ This assumption is often made in :the literature on error correcting codes ~9 

An important Qlass··ôf:!=yëlic:code.s,:"the B C H codes
6: 7 

are known to be quite effective 

• ba· h· ty f 39 ln com thng t IS pe 0 error. 

• 16 39 
Another Important class of errors are burst errors.' The concept of a 

burst has heen used in earlier chapters but for reference, a definition of a burst is now 

given : 

Definition: A burst of length T is an n - tuple which is zero 

everywhere except in an interval of length T, the 

first and last positions of which are non-zero. 

Experimentally, it has heen found that the type of errors occurring on 

telephone lines may be·reasonably represented by burst errors or even better, bya combi-

• f b· . d • d dl, 17 nahon 0 urst errors an ln epen ent errors • ln general, a channel which suffers from 

impulse noise or fading (of signal strength) will tend to have burst errors. Further justification 

for the study of burst errors will not he given, as their study is now weil established in the 

1• 1,16,17,39 • 1 d h be d 1 d • h h 1· • Iterature • In fact, specla co es ave en eve ope Wlt t e exp IClt purpose 

of detecting and correcting burst errors. A weil known class of such codes are the Fire 

16 
Codes. 
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ln this chapter, the abi lity of cyclic codes to combat slip in the 

presence of burst errors will be studied. In addition, t~eir ability to hQndle slip and 

multiple -adiacent - additive - errors will 0150 be cons.idered. Such errors are a subset 

ofthe .. class of burst ,error,;. In the next chapter, detecfion and correction of slip in the 

presence of burst errors will be considered for Fire Codes. Their performance can then be 

compared with cyclic codes in general. 

5.2 Slip ln The Presence Of Multiple - Adiacent -Additive - Errors 

For reference, a multiple - adiacent - additive - error of length Twill be 

defined as ~n n -tuple which has Tconsecutive non-zeroterms and is,·zero .. elsewhere. 

It is seen 'from thedefinifion that .it is à burst of length 'Lwhich has weight T • 

For an (n, k) cycliccode, k or more consecutive zeros can only occur 

in the zero word. This follows from the fact that a non-zero word cannot be a burst of 

length n - k or less. It can also be shown that k + 1 or more consecutive ones can only 

occur in an (n, k) cyclic code if the code contains the word of weight n • 

A burst of T adiacent - additive - errors which begins at the (p + l)'th 

position of the n - tuple may bedescribed by the polynomial xP (1 + x + ••• + xT-
1
) • 

Let d be the minimum distance of the (n, k) cycliccodes considered in this chapter. 

The next theorem is valid only for binary cyclic codes. 

Theorem 5.1 

Any (n, k) binary cyclic code has a coset code which can detect the simultaneous 

occurrence of T or less adiacent - additive - errors and S or less bits of slip, where 
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(1 ) 5 Min. t d ,- 6, n - T - 3 } 

. or 

(2) 5 + T = [3 (d - 3) /2] 

but the decoder cannot determine the nature of the error. 

Proof: 
n-l 

Let C (x) = 1 + x • Pqrt (1). Assume that s bits of left slip, 

s ~ 5 , occurs to the coset code word W (x) + C (x). Also, let xP (1 + x + • • • x t-l) 

. represent a single burst of t· adiacent -additive - errors, t ~ T , where the burst begins 

at the (p + l)'th coordinate. The'n, the de coder can detect the presence of error if ,and 

only if * 

[
S' p t-l} 

x ~ (x) + C (x»-:+ C (x) + 'x (1 + x + • • • + x .) + Us (x) =1 0 (5.1) 

, foran s~S, tE:T, p,:E:n. ,Since {XSW (x)} = 0, (5.1) becomes 

( s p t-l} l C (x) (x + 1) + x (1 + x + • • •. + x ) + Us (x) =1 o. (5.2) 

Let Q (x) be the polynomial in (5.2), then Q,(x) is a cyclic code word<0hly,.if.:::',' ': 

x Q (x) and x Q (x) +c Q (x), are also,cyclic code words. Now, 

(5.3) 

and therefore 

* Note thc:it for bin~ry c;odes, addition and subtraction are identical. 

.. 
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Q (x) (x +'1) = C (x) (x
s 

+ l)(x + 1) + x
p 

(1 + x
t
) + U (x) (x + 1) 

5 

and substituting C (x) = 1 + xn~l in (5.4) gives 

Q (x) (x + 1) = xn
-
1 

+ X
S 

+ 1 + xP (l + xt) + U 1 (x) 
5+ 

where U 1 (x) "absorbs" ail terms of degree 5 or less. Now, (5.2) is satisfied if 
5+ 

{Q (x) (x + 1)} :j 0, i.e., 

{ 
n-l p t 5+1 1 -1 x + x (1 + x ) + x + U

s
+

1 
(x) T 0 • 

The maximum weight of (5.6) is 4 +(5 + 1). Therefore, if 

d>4+5+1 

or 

5 ~ d-6 

(5.4) 

(5.5) 

(5.6) 

(5.6) will be satisfied. In addition, the polynomial in (5.6) cannot be the zeroword 

if n> 5 + T + 2, which implies 5 + T ~ n - 3 • 

Part (2). The maximum weight of (5.2) is T + 5 + 2 , since 

5 n-l s 5-1 s-l 
C (x) (x + 1) = x + x + x + 1 , and U (x) "absorbs Il x + 1. With this 

5 

absorption in mind, (5.2) becomes 

(n-l p t-l 5 } l x + x (1 + x + . • + x ) + x + Us (x) :j 0 • (5.7) 

Now, suppose m terms are missing in U (x), then the maximum weight of the polynomial 
5 

in (5.7) is 2 + t + (s - m). Therefore if 

2 + t + (5 - m) <:: d 
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i.e. 

2+t+s<d+ m (5,.8) 

(5.7) is satisfied. Also, if m terms of U (x) are missing, the maximum weight of (5.6) 
s 

is 4 + 2 m , therefore (5.6) issatisfied if 

2 m + 4 < d • (5.9) 

If either (5.8) or (5.9) is satisfied, the decoder can detect an error. Eliminating m 

from (5.8) and (5.9) gives 

s + t < 3d - 4. 
2 

When sand t assume their maximum values, (5.10) becomes 

S + T = [3 (d - 3) /2] . 

(5.10) 

By the lemma in Appendix ", the condition S + T'=::;: n - 3 is redundant for condition (2) 

since 

3(d-3)/2.:s::n-3. 

A similar proof applies for right slip. 

Q.E.D. 

Theorem 5.2 

Any (n, k) binary cyclic code has a coset code which can correct T or 

less adjacent - additive - errors and S or less bits of slip, if both errors do not occur 

simultaneously, where either 
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(1 ) S = Min. {[{3 (d - 3) /2}- T] , [(n - k - 2)/2] } , 

or 

(2) S = Min. {d - 6, n - T - 3, [en - k - 2) /2] J .. 

Proof : Let C (x) = 1 + xn-l. First, it will be shown that the syndromes for 

sI ip are different from the syndromes for a burst of t adjacent - additive - errors, (t ~ T) • 

Assuming s bits of left slip, it is sufficient to show that 

~ x s NIl (x) + C (x)) + C (x) + Us (x)} t {W 2 (x) + xp 
(1 + x + • • • + x t-l) } (5.11) 

where W
1 

(x) and W
2 

(x) are anytwo.cyclic codewords, and s~S, t~T. Putting 

ail terms on the left, (5.11) simplifies to 

{C (x) (x
s 

+ 1) + x
p 

(1 + x + ••• + x
t
-
1
) + Us (x)} t o. (5.12) 

A comparison of (5.12) and' (5.2) will show that they are identical and hence (5.12) is 

satisfied if 

(1) S = Min. {d - 6, n - T - 3} 

or 

(2) S + T = [3 (d - 3) / 2 ] • 

Next 1 it is shown that the syndromes for leH and right slip are distinct, i.e., 

f Xs NIl (x) + C (x» + C (x) + Us (x)} t tx -r Nl2(x) + C(x»·:+ CCx) + U -r (x)} (5.13) 

for ail s,r ~ S, where W
1 

(x) and W
2 

(x) arearbitrary cyclic code words. Now , 
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(5.13) simplifies as 

r s -r } 1.. c (x) (x + x ) + Us (x) + U -r (x) . f 0 (5.14) 

and (5.14) is satisfied if and only if 

{ 
s+r } C (x) (x + 1) + U

s
+

r 
(x) fO (5.15) 

which is obtained by cyclically shifting (5.14) by r bits' (multiply through by xr) , 

r n-l 
and setting U + (x) = x U (x) + U (x). Substituting C (x) ,= 1 + x in (5.15) 

s r s r 
) 

reveals that it is identical to (2.23), and hence (5.15) is true if S E; (n - k - 2) /2 • 

The decoder can correct any burst of t adjacent - additive - errors (t T) 

if and only if 

. (5.16) 

for ail W [E
i 

(x)] ~ T, i = 1, 2 , where El (x) and E
2 

(x) are two such bursts. 

Putti ng a Il terms on the left, (5. 16) becomes 

{El (x) + E2 (x)} f 0 (5.17) 

and it is not hard to show that (5.17) is true if d > 4. But d > 4 is implied for non-

trivial values of 5 (i.e. 5 f 0) in the theorem • 

Q.E.D. 
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.' 5.3 Detection Of Slip ln The Presence Of Burst Errors 

ln this 'section, it is assumed that additive errors occur in bursts, where the, 

term "burst" is used in the general sense'as d~fined at the beginning of this èhapter. In 
'" 

the next theorem57, slip and additive error are allowed ta occur simultaneously~ 

Theorem 5.3 

'Any (n, k) binary cyclic code, has a coset code which can detect the 

simultaneous occurrence of a single burst of length T or less and 5 or less bits of slip, 

where T + 5 = [3 (d - 3) /2] 

Proof Let C (x) 

be a burst of length t which' begins in the (p + 1) th position, p <: n. Assuming 'eft slip 

of s bits, it is sufficient to show that 

,[XS 
N/'(x) + C (x»'+ C (x) + Us (x) + Et (x)} t 0 (5.18) 

where s:!G S, and W (x) Îs any cycliccode word., Now, (5.18) simplifies, to 

{ C (x) (i + 1) + Us (x) + Et (x)} t 0 (5.19) 

and substituting for C (~) in (5.19) gives 

{xn-l +x
s + Us (x) + Et(~)} 1 0 \ (5.20) 

n-1 s 
where U (x) absorbs terms of degree less than s. The polynomial x + x + U (x) may 

s s 



be· regarded as a burst of length s' + 2· • Letting Ps + 2 (x) 

(5.20) bec::omes 
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n-1 s = x + x +U (x), , s 

(5.21) 

and so the problem redl,Jces toshowingthat the sum of mo bursts is not acyclic.code·word. 

Let therebe a total of m terms missing in the mo bursts Ps + 2 (x) and Et (x) and define 

Q (x) = Ps + 2 (x) + Et (x). Then, 

W [ Q (x)] ~ s + 2 + t- m 

and (5.21) i s satisfied if 

s+t+2-m<:d • (5.22) . 

Also, if 

{ x Q (x) + Q (x)} t 0 (5.23) 

then (5.21) is true. But the maximum weight of Q (x) (x + 1) is 2 m + 4 (this fact can 

be established by checking the various possibilities), hence (5.23) is satisfied if 

2 m + 4 < d (5.24) 

If either (5.22) or (5.24) is true, the,decoder will detect an error. Eliminating m from 

(5.22) and (5.24) gives 

t+s<::3d -4 
2 

and taking maximum values of t and s gives 

(5.25) 
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T + S = [3 (d -.3) /2] 

A similar proof applies for right slip-. 

Q.E.D. 

During theproof of Theorem 5.3, a useful intermediate·result wcis also.proved. It con-

cerns the-ability of a binary cyclic code to-detect a pair of burst errors, or equivalently to 

correct a singleburst error. Changing (5.21) slightly, itis required to-prove that 

f El (x) + E2 (x)} t 0 (5.26) 

where El (x) and E
2 

(x) are bursts of length t
1 

and t2 , respextively. The solution of 

(5.21) was givenin (5.25)· andthe corresponding solution for (5.26) is 

(5.27) 

Note that t 1 rep laces s + 2. Letti ng Tl and T 2 be· the maxi mu ms of t 1 and t2 , 

respectively, (5.27) becomes 

(5.28) 

To correct a single burst, it is necessary that Tl = T 2 = T and (5.28) becomes 

T = [(3 d - 5) /4] . 

The above results are summarized in two lemmas. 

Lemma 5.1 

Any (n, k) binary cyclic code, with minimum distance d, can detect any 

two bursts of length t
1 

and t2 if t1 + t2 ~[(3 d - 5) /2J • 
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Lemma 5.2 

Any (n, k) binary cyclic.code, with minimum distance d, .can·correct ail 

single bursts of length T or less, where T = [(3.d - 5) /4] '. 

5.4 Correction Of Slip ln The Presence Of Burst Errors 

ln thenext two theorems
57 

it will be assumed that slip and ndditive error 

(burst error) do not occur simultaneously. For these theorems, the decoder candistinguish 

between slip.and additive error. In the first result, the decoder corrects the si ip but only 

detects the additive error, but· in the second result it corrects both types of error. 

Theorem 5.4 

Any (n, k) binary cycliccodehas a coset codewhich can·correc"t S or 

less bits of slip and detect a burst of length T. or less, if slip and additive error do not occur 

simultaneously, where 

S = Min. t [3 (d - 3) /2] - T , (n - k - 2) /2 J} . 

Pro of : 
n-1 

Let C (x) = 1 + x • To correct slip, it is necessary to show that the 

syndromes for 'eft and right slip.are distinct. ln addition, thedecoder must distinguish be-

tween slip. and additive error. The latter statement is proved first. 

Assuming s bits of left slip, it is sufficient to·prove that 

(5.29) 
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for a Il s:e:; 5 , t ~ T ,where W 1 (x) and W 2 (x) are any two cyc li c· code' words and 

Et (x) is a burst of length t. Putting ail terms on the left, (5.29) simplifies to 

{c (x) (x
s 

+ 1) + Us (x) + Et (x) 1 =1 0 • (5.30) 

Compadng (5.30) with (5.19) reveals that they are identical andhence (5.30) is 

satisfied if (5.25) is true, which gives 

S-E;; [3 (d - 3) /2J -·T (5.31) 

The-above result is also true for right slip. It remains toshow that the syndromes for left 

and right slip are distinct, or equivalently, that 

t XS rH] (x) + C (x») + Us (x)} =1 tx -r rH2 (x) + C (x)) + U_r (x)} (5.32) 

for ail r, s =s: 5 ,where rand s are.the magnitudes of the'right and left slip, respectively. 

It is easy toshow that (5.32) reduces to (2.23) after putting C (x) = 1 + xn-1. It 

follows that (2.23), and hence (5.32) tÎs.J satisfied if 

s~ [en - k - 2) /2J -. (5.33) 

Also, as shown for Theorem 2.4, thedecoder can,determine the magnitude as weil as the 

direction of the slip. S is now chosenas the minimum of (5.31) and (5.33). 

Theorem 5.5 

Any (n, k) binary cyclic code has a coset code'which can correct S or 

less bits of slip and a single burst of length T or less, if slip,and additive error do not 
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occur simultaneously, where, 

'and 

(2) S = Min. {(3 (d -.3)/2]-~. , [(n - ~ . - 2) /2] }. 
o • • • 

Proof: n-1 . Let C (x) = 1 + x , and recall the' proof of Theorem 5.4. Ali that 

. remains to be proved is the . condition under which single burst errors (no slip'present) have 

distinct syndromes. . However,. an· answer to this is given by Lemma 5.2 , i. e. to correct 

'ail single.burst errors of length T, it:is necessary that . T~[(3 d - 5) /4}. 
: 

Q.E.D. 

ln thene~t theorem
57, slip.and burst errors are:allowed toocc~'r simultaneously. 

Theorem 5.6 

. Any (n 1 k) binary cyelic' code has a coset code which can correct the 

simultaneous occurrence of 5 or less bits of slip ,and a single .burst of length T or less, 

where 

5 + T = [3 (d - 7) /4] 

Proof·: Let C (x) 1 n-T-3 n-2 n-l * = + x +x +x .• It· is sufficient to show that the 

syndromes for left slip'plus a burst error are different from the . syndromes for right slip·plu~ 

a burst err0'i i. e. 1 that. 

, \ . , , ... 
1. 

* By symmetry l' it is easily seen· that anot,her sJJita~le chqiçe: is 
T + 2 n-l' C (x) = 1 + x + x + x • 
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{ X
s ~ 1 (x) + C (x» + Us (x) + Et1 (x) 1 

t f x 4" ~2 (x) +c (x» + U -r (x) +Et2 (x) 1 (5.34) 

for ail 5, r ~ S; t 1 ' t2 ~ T , where the cyclic .code·word W 1 (x) suffers 5 bits of 

leftslipand aburst of length t
1 

and W
2 

(x) suffers r bits of rightslip.anda burst of 

length t2 • Putting ail termsof (5.34) on·the left and simplifying, gives 

{ 
5 -r } C (x) (x + x ) + Us (x) + U -r (x) + Et 1 (x) + E t2 (x) t O. (5.35) 

Performing a cyclic shift of r bits, (5.35) is true if and only if 

{ s+r } C (x) (x + 1) + Us + r (x) + Et 1 (x) + E t2 (x) t 0 (5.36) 

r 
where U (x) = x U (x) + U (x) and the cyclic shift has only atr.ivial effect on 

5 + r 5 r 

Et 1 (x) and Et2 (x) and 50 is ignored. It must be verified that the C (x) chosen wi Il 

satisfy the requirements of the theorem. It is sufficient to show that the polynomial in 

(5.36) is not a cycUc code·word, including the zero word. Written as an n - tuple, 

C (x) has the form 

[1, 0 ..... 
__ T + 3 , 

. ,0,1,0 ..•.. ,0,1,1] (5.37) 

ln this proof the algebra looks complicated, but the argument is sometimes clearer if the 

n -tuples or "pictures" are kept in mind. Now, 

Since U + (x) is a· random polynomial of degree less than 5 + r, it canabsorball terms 
5 r 

of degree less than 5 + r , and in an expression involving U (x) , such terms will simply 
s+r 
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beomitted. Herice, write 

. C (x) (~s+r + 1) + U + (x) =xn-l + x.n-2 + xn-T- 3 + ~s+r - cr+'S) + xs+r +u + (x) 
sr. s r 

X
s+r -(T +3» 

and (5.39) has the form (omitting 

.... --T+3--... ~ 
• , Ü s+r ' 1 , 0, • • • • • 0, l, 0, •. '.' • • 0, l, 1] • 

Th s+r - cr +3). • d be· fil e term x I.S omltte causelt may occupy one,o severa p aces. 

(5.39) 

(5.40) 

For- in-

stance, if s + r ~ T + 3 , it will be:absorbedby U + (x), and if s + r - cr + 3) = -1 , 
s r 

n-l 
it cancels x and soon. Substituting (50:039)into (5.36),. it can be'shown thatfor 

ail E
t1 

(x) and E
t2 

(x), wheret
1 

' t2~ T, the, polynomial in (5.36), cannot:' Decome" 

the zeroword. Calling the· polynomial in ,(5.36) Q (x), it remains to be·shown that 

Q (x) cannot bea non-zero word. 

The'maximum weight of Q (x) is 

(s + r + 5) + T + T • 

Let 

s+r+5+2T=d+m (5.41) 

hence when more than ·m terms aremissing from U
s
+

r 
(x) + E

t1 
(x) + E

f2
-(x) r Q (x) 

has weight Jess thandand cannot be·a code-word. Assuming m terms are missing, the 

ma'ximum weight of x Q (x) + Q (x) is found to.be2m + 10, andif 

2m + 10 <: d (5.42) 

then (5.46) is satisfied (since if Q (x) (x +1) is not a cycliccode·word, then Q (x) is 
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nota cyclic:code-word). If thereare less than m terms missing in Q (x), then from 

(5.42), (5.36) is satisfied. However, if more than m terms aremissing, (5.36) is 

again satisfied, based on (5.41). Eliminqting m from (5.41) and (5.42) gives 

d 
s + r + 2 T + 5 < d + (2 - 5) 

or 

5 + T ~ [3 (d - 7) /4] (5.43) 

where 5 is the maximum value -of both sand r. Finally, a necessary condition such 

that the polynomial in (5.36) cannotbecome the zero word is that E
t1 

(x) + E
t2 

(x) can

not cancel ail the non-zero terms in (5.40). The condition is 

n ~ 25 + 2T + 3 

or 

2S+2T~n-3 • (5.44) 

It is not hard to show that (5.43) implies (5.44) • 

Q.E.D. 

The next theorem describes a range of slip in which nocoset codecan 

correct the simultaneous occurrence of slip,and a single burst error. This result is not 

restricted to binary codes. 
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Theorem 5.7 

No,coset of any (n, k) cyclic code can simultaneouslycorrect a single 

burst of length T and s bits of slip, when 

:(n - k -2T) /2 . ~s E k + T • 

Proof : It is suffi cient toshow that the· inequality (5.36) cannot be guaranteed 

for ail U s+r (x) , Et 1 (x) qnd Et2 (x) when slip s , lies in the range given in the theorem. 

Rewrite (5.~2.a~ '. 

{C (x) (x
s
+

r 
-1)}. t tUs+r (x) + Et (x}} (5.45) 

where Et (x) = E
t1 

(x) + E
t2 

(x) , t ~ 2 T, and the negative signon the left allows for 

the fact that the'code may benon-binary. Comparing (5.45) with (3. 57} it is seen that 

they,are thesame ·except· that here the. adéJitive errors are burst errors. However, in spite 

of this difference, the same·arguments are·validand the results are identièal. Hencethe 

result is obtained by· replacing e by T in Theorem 3.7. 

Q.E.D. 

ln Table V-l, some numerical results arepresented for the theorems of this 

chapter, using as examples thesame:cyclic.codes as was used in Table III - 1. 

To the best of the-author's knowledge, ail the theorems presented in this 

chapter are· new • 
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TABLE V -1 

A Short List Of Cyclic Codes To·lllustrate Their Ability To Detect Or Correct Slip, 

ln The Presence Of A Burst Of Additive Errors Of Length T Or Less. 

CYCLlC'CODE MAXIMUM SLIP (S) FOR THEOREMS LISTED 
, 

(n , k) d T 5.1 5.2 5.3 5.4 5.5 5.6 5.7* 
., 

(23 , 12) 7 '1 . .5 4 :5 4 4 0 4 
2· 4 4 4 ·4 4 O. 3 
3. 3 3 3 '3 3 0 2 . 

. (127 , 85) 13 1 14 14 14 . 14 14 3 19 
2 l3 13 13 13 13 2 18 . - 3 12 12 '12 12 12 1 17 

l1' .7 7 4 4 0 0 9 
·12 '7. 7 3 3 0 0 8 

(255 ; 191) 17 1 20 20 20 20 20 6 30 
2 19 19 19 19 19 5 29 
3 18 18 18 18 18 4 28 
4 '17 17 ,17 17 17 3 27 

16 11 11 5 5 0 0 15 18· 1.1. Tl 3 3 0 0 13 
(255 ,163) 25 1 32 ·32 32 32 32 .12 44 

2 31 31 31 31 31 11 43 
3 30 

i 
30 , 30 30 30 10 42 

4 29 29 29 29 29 9 41 
" 21 19 19 12 12 0: 0 24 

22 19 19 11 11 0 0 23 
23 . 19 19 10 10 O. 0 22 

(127 , 22) 47 1 65 51 65 51 51 • 29 -<. 2 64 51 64 51 51 28 -3 63 51 63 51 51 27 -4 62 51 62 51 
.. 

51 26 -15 51 51 51 51 - 51 15 -16 50 '50 50 . 50 50 14 -32 41 41 34 34 34 0 -33 41 41 .33 33 33 0 -40 41 41 26 26 0 0 -
*. Obtained by setting S = [<n - k - 2 T - 1) i 2] • This S serves as an upper bound on the performance of Theorem 5. 6. 
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CHAPTER VI 

LOSS OF SYNCHRONIZATION FOR COSET CODES OF FIRE CODES 

6. 1 Introduction 

Fire codes 16,39 are a class of cyclic codes which are quite effective in 

detecting and correcting burst errors. However, they have smalt minimum distance and 

are not suitable for handling independent additive errors. 

ln this chapter, it will be assumed that the additive errors are burst errors 

and advantage will be taken of the special abilities of the Fire Codes. Recalt that one 

consequence of a slip of s bits is the introduction into the receiver frame of a random poly-

nomial of length s which can be considered as a burst of length s or less. It may thus be 

suspected that Fire Codes have an advantage in handling slip errors. 

6.2 A Brief Review of Fire Codes 

An (n,k) Fire code may be defined as a cyclic code with generator poly

nomial G(x) given bl
9 

G(x) = P(x) lx
a 

- 1.) (6.1) 

where P(x) is an irreducible polynomial of degree b which has exponent* ~, and a is not 

divisible by~. The length n, of the code, is the least common multipl,a of a and~. From 

the above definitions, it follows that the number of check bits is a +b, i.e., n - k = a +b. 

* An irreducible polynomial has exponent ~ if it divides (x~ - 1) but not (x
p 

- 1) for ail p<~. 
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The expression Il A Fire code with parameters (a,b) Il will be used, where a and bore 

defined above. In the results to follow, the properties of Fire codes stated in Chapter 10 

of Peterson
39 

will be assumed. In particular, Theorem 10.1 in Peterson
39 

is quoted, without 

proof, for easy reference. 

Theorem 6 •. 1 

A vector that is the sum of a burst of length Tl or less and a burst of length 

T 2 or less, where T 2 ~ Tl' cannot be a code word in a Fire code having parameters (a,b) 

if 

(6.2) 

,.. 39 
: TWQ cor.ollarie.s follow frOri1,Theorem 6. 1 , 

Corollary 6. 1 

A Fire code can correct a single burst error of length Tl or Jess and in addi

tion detect any burst of Jength T 2 > Tl' if 

Corollary 6.2 

A Fire code can detect any two bursts having Jengths Tl or Jess and T 2 or 

less, where T 2 ~ Tl' if 

... '.' '.' In adc;lition,· since clIny (n,k):cyclic::code;can detect a:single.bU:rst.of lêngth 

fi ... k;or JessÎ;a~ Fi:tecode with :parameters:.(a;b) ·can:deteët. ari)' single :bu.~st·error of Jength 
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CI +ob or less, sincen - k =a +b. 

6.3 Detection of Slip for Coset Codes of Fire Codes 

The first resu It of th is section concerns the abi lit y of coset codes of Fire 

codes to detect the simu Itaneous occurrence of 51 ip and a single burst error. 

Theorem 6.2 

Any Fire code, with parameters (a,b) has a coset code which can detect 

the simultaneous occurrence of oS or less bits of slip and a single burst of length T or less 

if S + T ~ a - 1 and either S ~ b- 2 or T ~ b, but the decoder cannot determine the nature 

of the error. 

Proof 

n-1 
Let CCx) = 1 + x • Also, let W(x) be any code word of the Fire code and 

assume the simultaneous occurrence of 5 bits of left slip and a burst error Et(x) of length t. 

It is sufficient to show that 

(6.3) 

for 011 5 ~ S, t É- 1. Noting that{xsW(x)} = 0, (6.3) becomes 

(6.4) 

Putting CCx) = 1 + xn
-

1 
in (6.4) and recalling that U (x) absorbs ail terms of degree less 

5 

than s, gives 
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{ U ( ) s p ( 1 . t~ 2, t- 1). n-l } 1 J. 0 c 
S x + x + x + el x + ••• + et._2 x -f x - x . r , e i E ". 

(6.5) 
Written as an n - tuple, the polynomial in (6.5) has the form 

•.. , e 2' t-
l, 0, ... , -1). (6.6) 

s n-l 
We can regard (6.6) as the sum of two bursts, Et(x) of length t and (Us(x) + x - x ) of 

length s + 2. Hence by Corol/ary 6.2, if (s + 2) + t ~ a + 1 and either s + 2 ~ b or t ~ b, 

then (6.3) wil/ be satisfied. It is also necessary that n ~ s+t+2, but this is true if 

s + t + 2 ~ a + 1. A similar proof applies to right slip. 

Q.E.D. 

To obtain an upper bound on the ability of coset codes of Fire codes to 

detect the simultaneous occurrence of slip and a single burst, write (6.4) as 

(6.7) 

For a Fire code, n - k = a +b, thus when s +t ~ a +b, Us(x) + Et(x) can generate al/ possible 

syndromes. Hence, regardless of the choice of CCx), (6.7) cannot be guaranteed when 

s+t ~ a +b. This result is stated in the next theorem. 

Theorem 6.3 

No coset of any Fire code with parameters (a, b) can detect (with certainty) 

the simultaneous occurrence of 5 bits of slip and a burst of length T, if 5 + T ~ a +b. 

Theorem 6.3 is true for ail choices of CCx). It is interesting to consider the 

upper bound for the particular choice of CCx) = 1 + x
n
-

1 
in Theorem 6.2. Such a bound 

can be found by considering the n-tuple (6.6). A cye/ic shift of one bit on (6.6) gives 
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(-J, u
o
,u

1
, •••• , us_l,l, 0, •••• , 0,1, el' e

2
, •••• , e

t
_2, 1,0, ••• ,0) 

(6.8) . 

which can be regarded as the sum of a burst of length 5+2 and a burst of length t. Now, 

the inequality (6.5) fails when (6.6) is a Fire code word. The generator polynomial 

. G(x) = P(x) (xa - 1) is itself a Fire code word and can be regarded as the sum of two 

bursts, each of length b+l, i.e., xa P(x) and P(x) which May or May not overlap. It is 

clear from (6.8) that when 5 + 2 ~ b+l and T ~ b+l, (6.6) can become G(x)~ Hence, 

the coset given by CCx) = 1 + xn
- 1 will be vulnerable to the simultaneous occurrence of 

. 5 bits of 51 ip and a burst of length T, when 5 ~ b - 1 and T ~ b + 1. Now these two 

inequalities imply that 5 + T ~ 2b (but not vice versa). Compare this result with Theorems 

6.2 and 6.3. 

ln some situations, it May be desirable to correct a single burst error and 

merely detect the presence of slip, assuming that they do not occur simultaneously. The 

next result applies to this case. 

Theorem 6.4 

Any Fire code, with parameters.(a,b), has a coset code which can correct 

a burst of length T or less and also detect 5 or less bits of slip, if burst errors and slip do 

not occur simultaneously, where 

2 < T ~ band S.=:; a - 2 T + 1. 

Proof 

Let CCx) = 1 +xT-
2 * n-l + x ' • 

* When T -,1,2, choose CCx) = 1 + xn-l. 

It is necessary to distinguish between a burst 
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error of length T or less and a slip of 5 or less bits. This can be' achived if a slip of s bits 

a Iways generates a burst of length T + 1 or greater, for a Il s E; S. It is suffic ient to show 

that 

(6.9) 

where the word W 1 (x) suffers s bits of left slip and W 2(x) has a burst error Et(x~ where t T. 

Making the usual simplifications, (6.9) can be written as 

(6. 10) 

Substituting CCx) = 1 + x T-2 + xn-l in the expression on the left of (6.10) gives 

U ( ) + s T - 2 + s+ T - 2 n- 1 x x-x x -x 
s . 

The above polynomial can be viewed as a burst of length s + T and thus a left slip of s 

bits generates a burst of length T+l or greater. Putting Et(x) on the left in (6.10) gives 

(6.11) 

The polynomial in (6.11) is the sum o.ftwo bursts oftotallength (s+T) + t. Hence, by 

Coro Ilary 6. l, if T ~ band 5 '+ 2 T :E; a + 1, the decoder can correct any burst of length 

T or less and detect 5 or less bits of slip, where 5 + 2T ~ a + 1 • 

For right slip of r bits, (6.9) becomes 

This is equivalent to 

(6. 12) 
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which has the same form as (6. 11). Hence the same result applies to right slip. 

The choice of C(x) in this theorem implies that T > 2. This is not a real 

restriction since a burst of length two (i. e. a double - adjacent - error) or one is trivia 1 • 

. Also, multiple-adjacent-errors were examined in Chapter V. 

Q. E. D. 

ln Theorem 6.4, an acceptable alternative choice for C(x) is 

C(x) = 1 +xn - T + 1 + xn- l • These choices of C(x) are optimum in the senlie that a slip of 

one bit generates a burst of length T + l, which is the minimum required. 

6.4 Correction of Slip for Coset Codes of Fire Codes 

ln the next theorem, both slip and a burst error are corrected, but it is still 

assumed that they cannot occur simultaneously. 

Theorem 6.5 

Any Fire code, with parameters (a,b), has a coset code which can correct 

a burst of length T or less and S or less bits of slip, if burst errors and slip do not ~ccur 

simu Itaneously, where 

2 < T~b and S = Min. \a- 2T+ l, [(a+b-T)/2J} 

Proof 

T-2 n-l . 
Let C(x) = 1 + x + x as in Theorem 6.4, and hence assume the 

results proved there. Ail that remains to be done is to determine the conditions under 

which the decoder can distinguish bet~een right and left slip, i.e., 
/ 
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where the terms are defined as usual. The above reduces to 

r s -r } l CCx) (x - x ) + Us(x) + U:-~{x) . f 0 

Performing a cyclic shift of r bits on (6. 14) gives the equivalent relation 

f s+r }. C(x)(x - 1) + Us+r{x) 1 0 • 
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. (6.13) 

(6.14) 

(6. 15) 

T-2 n-1 
Substituting CCx) = 1 + x + x in (6 .. 15) and noting that US+r(x) absorbs ail terms of 

degree less than 5 +r gives 

U (x) + x - x - + x - x t s+r T 2 s+r+T-2 n-1 } 
s+r 1 0 • (6. 16) 

The polynomial in (6.16) is a burst of length s+r+T, hence (6.16) is satisfied if 2S + T ~n-k = a+b 

ln ail, the conditions to be satisfied are * 

(1) T ~ b, 

(2) S + 2 T ~ a + 1 and 

(3) 2 S + T ~ a + b. 

They rnay be rearranged to give 

(1) T ~b 
and 

(2) S = Min.\a-2T+1, [(a+b-2T)/2]}. 

Q.E.D. 

* When T = 1 or 2, choose CCx) = 1 + xn-l • 
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An upper bound on 5 for Theorem 6.5 can be obtained by rewriting (6.15) 

as 

f c(x) (x
s
+

r 
- 1)} f t Us+r(x)} (6. 17) 

and determining for'what values of s+r the above inequality cannot be guaranteed. If (6. 17) 

is. compared with (2.15 1 ) it is seen that they are identical. It follows that there is no coset 

which can correct slip when s lies in the range 

(n - k) /2 ~ s ~ k . (6.18) 

But, for Fire codes, n- k = a +b, where a and b were defined earlier. Hence, (6. 18) can 

be written as 

(a+'b)/2 ~ s ~ k . (6. 19) 

There is also an upper bound on T. Since, in order to correct a burst error of length T or less, 

it is necessary that 

or 

{Et (x) + Et (x)} f 0 
1 2 

(6.20) 

where Et (x) and Et (x) are two bursts of length t 1 and t 2 respective Iy, and t l' t 2 ~ T. Now, 
l 2 

the generator polynomial G(x} may be written as 

G(x) = P(x) (x
a 

- 1) 

= x
a 

P(x} - P(x) 

where P(x) has degree b. Hence G(x), which is itself a Fire code word may be generated by 

the sum of two bursts, each of length b + 1. Therefore, from (6.20) it follows that a Fire code 
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cannot correct a burst of length b + 1 or greater. 

Another bound can be obtained from (6.9) which cari be written as 

(6.21 ) 

The above inequality is the same as (6.7) except for a trivial difference in a sign on the 

left-hand side. Hence, Theorem 6.3 appl ies. 

The above discussion can be summarized in the following theorem. 

Theorem 6.6 

No coset of any (n, k) Fire code can correct a burst of length T and S bits 

of slip, where slip and additive error cannot occur simultaneously, if any of the following 

conditions are true : 

(i) T ~ b+ l, 

(ii) (a +b)/2 ~ S ~ k, 

(iii) S + T ~ a + b. 

No special theorem will be given on the ability of Fire codes to correct the 

simultaneous occurrence of slip and a single burst error. The proof of such a theorem reduces 

essentially to showing that the sum of three bursts is not a cyclic code word. Fire codes 

appear to have limited ability for detecting three bursts. Recall that Theorem 5.6 states the 

performance of cyclic codes in general to correct the simultarieous occurrence of slip and a 

burst error, in terms of the minimum distance d. This result is of little value for Fire codes 

as they have small minimum distance. The following lemma serves as a useful reminder of thls 

fact 16. Recall ing the definitions of the parameters in a Fire code given in Section 6.2, we have 
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Lemma 6. 1 

Given a Fire code for which a + /3 < n, the minimum distance of the code is 

4 or less. 

Proof 

Consider the polynomial 

(6.22) 

where the generator polynomial G(x) of the Fire code is given by 

a 
G(x) = P(x}(x- 1). (6.23') 

P(x) is an irreducible polynomial of degree band has exponent /3. It is desired to show 

that (6.22) is a Fire code word if a + /3 < n, where n is the word length. It is clear that 

G(x) divides (6.22), since, by definition, P(x} divides (x/3 - 1). It immediately follows 

that (6.22.) is a Fire code word if a + /3 < n. By removing the brackets it is ~een that, 

',(6.22) has, a wejght :of. four,..ner.lce the'Fire: code has',atrleasl,on~e :word 'of weight four. 

Q.E. D. 

For binary Fire codes for which a + /3 < n, it can in addition be shown that 

there are no' words of weight three. Hence, the minimum weight there is is four. 

ln Table VI. 1, sorne numerical results for maximum slip Sare listed for a 

few Fire codes, based on the theorems of Chapter VI. In the column for Theorem 6.6, the 

values listed are for the largest slip S which do es not violate any of the three conditions 

1 isted in the theorem. Observe that in th is chapter, the performance of sorne of the coset 
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codes in a noisy channel equals their upper boundo .It is believed by the author that 

Theorems 6.2, 6.3, 6.4, 605 and 6.6 are new. 
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FIRE CODE MAXIMUM SLlP(S) FOR THEOREMS LlSTED 

: " (n, k) b j3 a T 6.2 6.3* 6.4 6.5 6.6 

(42, 22)' 6 21 '14 1 12 18 12 9 9 
,2 11 17 11 9 9 
3 10 16 9 8 9 
4 9 15 7 7 9 
5 8 14 5 5 9 
6 7 13 3 3 9 
7 4 12 0 0 0 
8 4 ,11 O' 0 0 

(49, 39) 3 7 7 1 5. 8 ,:'5 4 4 
2 4 7 4 4 4 
3 3 6 2 2 4 
4 1 5 0 0 0 
5 1 4 0 0 0 

(105, 94) 4 15 7 1 5 9 )5 4 5 
; 2 4 8 4 4 5 

3 3 7 2 2 5 
" 

4 2 6 0 0 5 
5 1 5 0 0 0 

(105, 84) 6 21 15 1 13 19 j,l3 9 10 
2 1'2 18 12 9 10 -
3 11 17 10 9, 10 
4 10 16 8 8 10 
5 9 15 6 6 10 
6 8 '14 4 4 10 
7 4 13 0 0 0 
8 4 12 0 0 0 

'9 4 11 ,0 0, 0 
10 4 10 0 0 0 

(341,325) 5 31 11 1 9 ,'14 ' ,',9 7 '7 
2 8 13 8 7 7 
3 7 12 6 6 7 
5 5 10 2 2 7 
6 3 9 0 0 0 
7 3 8 0 0 0 

A Short List of Fire Codes to IIlustrate Their Ability to Detect or Correct Slip ln The 
Presence of ci, Burst Error of Length T or Le,ss. 

* Obtained by setting S + T = a + b - 1 



CHAPTER VII 

ANOTHER TECHNIQ.UE.·FOR CORRECTING SYNCHRONIZATION 

ERRORS FOR CYCLIC CODES 

7. 1 Introduction 

117 

Recently, a new technique for correcting the simultaneous occurrence of 

slip and additive error was introduced by Caldwell
8

, and Bose and Ca Idwe 11
5 

• This technique 

was later generalized by Weldoii
61 

• 

The method essentially involves extending the word length of the cyclic 

code and restraining sorne of the ·information bits, both in a prescribed manner •. To illustrate 

how the word is lel'!gthened, let the n-tuple below be a cyclic code word 

(a , al' a2, ••• , al) , a. E F. o 'n- 1 
(7. 1) 

The above word is now extended as shown in (7.2) 

(a L'····,a 2,a l,a ,al' .•• ,a l,a ,al' ••. ,aR) n- n- ·n- 0 n- 0 
(7.2) 

where Rand L bits have been added on the right and left respectively, in the manner shown. 

It is e/ear that any consecutive n bits selected from (7.2) is a cyclic code word. For the 

interesting symmetrical case, the number of bits added on either side is equal, i.e., R = L. 

More relevant to the discussion to follow, is the manner in wh ich the information bits of 

the cyclic code words are restrained. Recal! that any (n, k) cye/ic code word can be written 

in the form 

W(x) = P(x) G(x) (7.3) 



, 
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where G(x) is the generator polynomial and has degree n-k, and P(x) is an arbitrary 

polynomial of degree less than k. 

Following Çaldwell
8

, restrain P(x) in (7.3) as shown below 

P(x) = J (x) F(x) + 1 (7.4) 

where F(x) is a polynomial of degree m, and which has ex~onent p> R + L. AI!'~,,~ J(x) 

is an arbitrary polynomial of degree less than k-m. The new code has k-m information bits 

and hence qk-m code words, where q is the numberof symbols in the code. Each restrained 

code word can now be written as 

W(x) = ( J(x) F(x) +1) G(x) • (7.5) 

To"illustrate the error correctil1g ability of the method, a theorem given 

61 
by Weldon is stated and proved below. As eJsewhere in this thesis, d is the minimum 

distance of the cyclic code. 

Theorem 7. 1 

Any (n, k) cyc lie code can be extended to form an (n + 25, k-m) code 

which can correct the simultaneous occurrence of e or less additive errors and 5 or less bits 

of slip, where 

5 = [(qm - 2)/2] and e = (d - 1)/2J 

Proof 

ln (7.2), ,let R = L = 5 and let F(x) be a primitive polynomial of degree m. 

Now, assume an extended word derived from (7.5) is transmitted and that s ~ 5 bits of left 
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slip and additive error E(x) occur. The receiver then frames the n-tuple 

x
s 'N,(x) + E(x) ,. s ~ s. (7.6) 

The dècoder first corrects the additive error by computing the syndrome of (7.6). It 

decides that additive error is present if 

(7.7) 

and si nçe f x s W(x)] = 0, (7.7) reduces to 

(7.8) 

IfW[E(x)] ~ e = [Cd -1)/2] , the decoder can correct the additive error E(x). After 

correcting E(x), the framed polynomial is 

s 
x W(x) = x

S
( J (x) F(x) + 1) G(x) (7.9) 

which is then divided by F(x) G(x). The remainder after this division is called the synchro

nization syndrome
61 

(or slip syndrome) and in (7.9) this is.seen to be the remainder of 

L . The notation {P(x)} F will be used .tÇ) i.ndicate the remainder obtained by dividing 
F(x) 

P(x) by F(x). As before, f P(x)} with no subscript will mean the remainder after division 

by the generator polynomial G(x). Applying this notation to (7.9) 9ives 

s 
x W(x) 

G(x) 
= x

S 
(J(x) F(x) + 1) (7.10) 
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and 

(7. 11) 

The decoder can distinguish between right slip of r bits and left slip of s bits if 

(7. 12) 

or 
( s -r] t x . - x F 1= 0 (7. 13) 

and the above is equivalent to 

f x s+r - 1 } F i 0 • (7. 14) 

5inceF(x) is primitive, it does not divide (x~+r - 1) if s + r <. qm - l, hence the decoder 

can distinguish between right and left slip if 25 <qm - l, or at most, 5 = [(qm - 2)/2]. 

ln addition, the decoder can distinguish between two left slips of p and i bits if 

(7. 15) 

The above is equivalent to 

(7. 16) 

and since p - i E: 5, (7.16) is satisfied. A similar proof applies to two right slips, both less 

than 5. Recall that the code words were lengthened by an amount 5 in each direction, and 

hence the new word length is n + 25. Also, since F(x) has degree m, the remaining number . 

of information bHs is k - m. 

Q. E. D. 
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Observe that the slip syndrome of an extended code word is unit y , whereas 

the syndrome of a cyclic code word is zero. 

There are two obvious pen~lties in using the new technique. The first is 

that the length of the code word is increased by adding redundant bits. Also, when no slip 

occurs, these extra bits are not used to increase the additive-error-correcting ability of the 

code. The seconq. penalty is that m of the k information bits are lost. 5pecifically, for an 

(n,k) cye/ic code, if F(x) has degree m, then from Theorem 7.1, the rate* is reduced from 

.k/n to (k-m)/(n + 25). 

ln addition, the decoding process is more complex than for coset codes. 

To decode a coset code, the decoder computes one syndrome and bases ail its decisions on 

that syndrome. On the other hand, for the codes discussed in this Chapter, there are two 

syndromes to be computed. They are 

(1) the syndrome with respect to G(x) and 

(2) the syndrome with respect to F(x). 

This tends to lead to a'more complex, and hence more expensive decoder. 

ln the next section, the information bits of the cye/ic code will be restrained 

as described earlier, but the length of the cyclic code word will be unaltered. 

* The rate may be defined as the number of information bits divided by the. IEingth of the code 
word. 
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, .' 

7.2 An, Extension of. Bose· and Ca,ldwell's Technique 

Given an (n,k)byclic cod,e~ consider a new code whose code words can 

be written as 

W(x) (J(x) F(x) + 1) G(x) (7. 17) 

where c:;(x) is the generator polyn~mial of the given cycl ic code and F(x) is a primitive 

polynomial of dElgree m. The essential difference between the code described by (7.17) 

and the one described by Bose and Caldwell
5 

is that no extra bits are added on at the ends, 

of the word in (7.17). The rate for the codegiven by (7.17) decreases from k/n to 

Ô<- m)/n,and there are qk-mcode words in this code. Note that (7.17) is still a cyclic 

c()de word of th~ original (n,k) cyclic code, but the new code is not cyclic. In fact it is 

not even a group code, since the sum of two words in the code does not ~ave the formof 

(7.17). A numberof results will now be derived using the codedescribed in this section. 

WhEln the,pr,imitive polynomial F(x) ~as degree m",the code in (7.17) will be called an 

(n, k-m) subset code. Also, in ail the results to follow, the minimum distance of the cyclic 

code w,i Il be assumed to be d. 

7.3 Detection of ~lip by Subset Codes of Cyclic Codes 

The theorem which follows concerns the ability of (n, k- m) subset codes 

to detect slip and additive error. 

Theorem 7.2 

Given any (n,k) cyclic code, there exists an (n,k- m) subset code having 

m ' 
q > n - k + 1, which can 
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(1) Detect n - k or le~s bits of slip if no additive errors are present, and 

(2) Detect the simultaneous occurrence of S or Jess bits of slip and e or 

less additiveerrors if S + e :::; d - 1. 

Proof 

. Let 

W(x) = (J(x) F(x) + 1) G(x) (7. 18) 

be any code word of the subset code, where F(x) is a primitive polynomial of degree m and 

qm > n- k+ 1. J(x) is an arbitrary polynomial of degree less than k- m. 

Part 1 

Assume that s bits of left slip occur and that there are no additive errors. 

As for coset codes, the decoder first computes the syndrome (with respect to G(x) ) and will 

detect an error if 

(7. 19) 

wh i ch reduces to 

(7.20) 

1 f U (x) 1 0, and s ~ n - k, U (x) cannot be a cyclic code word and (7.20) wi Il be satisfied. 
s s . 

If U (x) = 0, and s ~ n - k, the decoder computes the slip syndrome 
s 

and the decoder will detect an error if 

(7.21) 

(7.22) 
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since l is the slip syndrome when there is no slip. The previous inequality can 'be written 

as 

(7.23) 

and since F(x) is primitive and hasdegree m, it does not divide (xs_1) ifs'<:qm-1. Since 

the maximum value of s considered is n- k, choose m such that qm - 1 > n"; k, i.e., 

qm > n- k+ 1. A sfmilar proof applies for right slip. This proves the first part of the theorm. 

,Part 2 

Let additive error E(x) and s bits of 'eft slip occur simultaneously. The 

decoder wi Il detect an error if 

f Xs 
w(x) +, E(x) + Us(x)} 1 O. (7.24) 

The above reduces to 

(7.25) 

which is satisfied if 5 + e ~ d - 1, where s ~ S, and W [E(x)] ~ e, unless E(x) + U s(x) = O. 

If this is the case, the decoder computes 

{XS ( )(x) F(x) + 1 )} F = 1 (7.26) 

if s ~ n - k. A similar proof applies for right slip. 

Q. E. D. 

As stated in Theorem 7.2, an (n, k-m) subset code can detect n-k or less 

bits of slip, whereas an (n,k) coset code can detect only n-k-l or less. However, the 

(n, k) coset code word has m more information bits. 
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7.4 Correction of Slip by Subset Codes of Cyclic Codes 

ln the next theorem, the abi lit Y of subset codes to correct slip in a noise-

less channel will be examined. Let q be the number of symbols (or stat~s) in the code. 

Theorem 7.3 

Given any (n, k) cyclic code, there exists an (n, k- m) subset code having 

qm> 2 [<n- k)/2] + 2 which can correct ail slip ~ (n- k)/2] . 

Proof 

Assuming .... p bits of slip occur, the received word has the form 

x
p 

W(x) + U (x) 
p 

(7.27) 

where W(x) isa subset code word, and p is positive for left slip and negative for right slip. 

As shown in Figure 7. 1, the decoder first computes the syndrome of (7.27) to obtain 

• U (x) can be determined from fU (x)} if* 
p p 

(7.28) 

The above.is .. s..atisfied for ail distinct Up(x) and Ur(x) if S ~ (n- k)/2. The decoder now 

subtracts U (x) From (7.27) to obtain xP W(x). The slip syndrome 
p 

is now computed. The decoder can determine the magnitude and the direction of the slip 

p, if 

* Ixl means the absolute value of X 



1 NPUT TO DECODER 

xPW{x) + U (x), IPI '= S 
P 

p> 0 

p=O 

W{x) = ( J{x) F{x) + 1) • G{x) 

SUBTRACT U (x) 
P 

FROM INPUT 

P <0 

LEFT SLIP = P NO SLIP RIGHT SLIP = P 

FIGURE 7.1 . FLOW CHART OF DECODING PROCEDURE FOR THEOREM 7.3 • 

12Q 
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which can be written as 

(7.30) 

Recalling that F(x) is a primitive polynomial of degree m, (7.30) is satisfied if 

The desired result follows "if 

which implies q m ~ 2 [(n - k)/2] + 2 . 

The flow chart in Figure 7. 1 outlines the decoding procedure for correcting the slip. 

Q.E. D. 

Observe that the (n, k-m) subset code corrects [(n - k)/2] or less bits 

of slip, whereas an (n, k) coset code can correct only [(n - k- 1)/2J or less. Furthermore, 1 

the subset code can compute the. magnitude and the direction of the slip, but for coset codes 

it was found that slip .:s:: [(n - k - 2)/2] • However, as mentioned earlier, the (n, k - m) 

subset code has m less information bits. 

For the channel in the next theorem, assume that slip and additve error do 

not occur simultaneously in the same n-tuple. The following result can be proved. 

Theorem 7~4 

Given any (n, k) cyclic code which corrects e additive errors, there exists 

1 an (n,k-m) subset code with qm > 2 e + 1 which can correct e or less bits of slip and e or 

less additive errors, if slip and additive error do not occur simultaneously. 
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Proof 

The strategy of the decoder in this theorem is to initially regard ail errors 

as due to additive errors, and correct them as such. It :then computes the slip syndrome to 

see if this assumption was valid. From the slip syndrome the decoder can determine. the 

amount and the direction of the slip, if slip did o~cur. 

Assume first that p bits of slip have. occurred •. The received n-:-tuple is 

then 

xP W(x) + U (x) 
p 

, Ipl ~ S (7.31) 

where W(x) is any subset code word. Since W [U (x)] ~ e when 'Ipl ~ e, the decoder can 
p 

correct U (x) as if it were due to additive error (if U (x) = 0, the decoder moves immedi-p " p 

ately to the next step). The remainingn-tuple is now xPW(x). The next step is to compute 

the slip syndrome of xP W(x), which is f xP]F. T~e decoder can determine the magnitude 

and the sign ofp if qm - 1> 2e, i.e. ifqm> 2e + 1. 

If additive error E(x) occurred instead of slip, thereceived n~tuple would 

be 

W(x) + E(x) (7.32) 

and since W [E(x)] ~e, the decoder can (and does) correct E(x). The decoder nowcomputes 

the slip syndrome of W(x) , which is unity. A slip syndrome of unit y tells the decoder that 

the error is due to additive error, which .has already been corrected. If the slip syndrome is 

not unit y , the decoder concludes that slip is present and corrects· it as described in the first 

part of the proof. See Figure 7.2 for the decoding algorithm. 

Q. E. D. 



p>O 

Q{x) = U (x) 
. 'p 

LEFT SLIP = p 

RECEIVEO' WORO 

V{x) 

COMPUTE 

{V{x)} =. fQ{x)l 

COMPUTE 

P{x) = V{x): - Q{x) 

p=O 

Q{x) = E{x) 

NO SLIP 
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V{x) = f~:W{X) + Up{x) 

W{x) + E{x) 

. Q{x) = ERROR PATTERN 
. - U· (x) or E(x) 

p 

p<O 

Q(x) . = U (x) 
. P 
RIGHT SLIP = p 

FIGURE 7.2. FLOW CHART FOR DECODER IN THEOREM 7.4. 
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ln Theorem 7A, note that if d = 2e +1, -then the lower bound on m _. 

becomes qm> d. In this case, the subset code can correct as many additive errors as the 

original cyclic code, namely . [(d-1)/2]. In addition, the· subset code can correct 

(d- 1)/2]or less bits of.slip· if no additive errors occur simultaneously. The penalty is' 

the 1055 of (1 + log dl information bits. 
q 

7.5 Slip and Additive Error May Occur Simultaneously 

ln the next theorem, the decoder will correct errors and also detect the 

presence of slip, when both errors occur simultaneously. 

Theorem 7.5 

Given an (n,k) cyclic code which corrects eo additive errors, there exists 

an (n, k- m) subset code with qm > e
o 

+ 1 which can simultaneously correct e or less 

additive errors and detect 5 or less bits of slip if e + 5 ~ e . 
o 

Proof 

The decoder is instructed to initially regard ail errors as additive errors and 

to correct them as such. Suppose that additive error E(x) and p bits of slip occur. The 

received polyn-:..mial is then 

xP W(x) + U (x) + E(x) . p . (7.33) 

and if Ipl + e ~ eo ' where W [E(x)] = e, the decod~r will correct U (x) + E(x) as if it P . 
were a pure additive error. The remaining polynomial is xPW(x) and the decoder now com

putes the slip syndrome wh ich is {xP] F • The decoder can detect the presence of slip if 
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m 
q . - 1. > e ~ p. Observe that the decoder has corrected .the additive error E(x) 

o 

(and also U (x», however, it can only detect that slip.is also present. In addition, the 
p 

decoder knows when slip does not occur, and in this case it corrects e or less additive 
. 0 

errors. e 0 can be chosen as large ÇlS [(d -1 )/2] • 

Q.E. D. 

ln the next theorem, the decoder can correct slip and additive error, 

even when they occur simultaneously. 

Theorem 7.6 

Given any (n,k) cylic code, there exists an (n,k- m) subset code with 

qm> 2 [<d - 1)/2] + 1, which can correct any combination of eadditive errors and s

. bits of slip if e + 5 ~ [( d-1)/2]. 

Proof 

As in the previoustheorem, the decoder is instructed to initially correct. 

ail errors as jf they were additive errors. If p bits of slip and e additive errors occur, the 

received n-tuple is 

xPW(x) + U (x) + E(x) 
p 

(7.34) 

where p is positive for 'eft 51 ip and negative for right 51 ip. If e + 1 pl ~ [Cd - 1)/2] , the· 

decoder computes U (x) + E(x) and subtracts it from (7.34). It now determines the slip 
p 

syndrome of xPW(x) which is f xP ] F. However, to determine p, it is necessary that 

p f r (7.35) 
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for ail 'pl, 1 ri ~ Bd-1)/2] The above inequality can be written as 

(7.36) 

which is equivalent to 

(7.37) 

Since F(x) is a primitive polynomial of degree m, it does not divide (x
p
-

r 
- 1) if 

qm _ 1 > 2 [(do-1)/2] ~ Ip- ri. When m satisfies the previous inequality, it follows from 

(7.37) that the decoder can determine the magnitude and the direction of the slip. 

Q. E. D. 

Note that Theorem 7.6 corrects slip, whereas Theorem 7.5 merely detects 

the presence of slip. However, in Theorem 7.6, more information bits arelost. 

7.6 A Variation of the Technique of Subset Codes 

The technique discussed in this section involved adding a fixed polynomial 

C(x) to each code word of the (n, k- m) subset code. Loosely speaking, it combines the 

techniques of coset codes and subset codes. Each transmitted word of this code will have the 

form 

( J(x) F(x) + 1 ) G(x) + C(x) . (7.38) 

The following theorem will deal with the problem of detection. 
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Theorem 7.7 

Given an (n, k) cyclic code, there exists a code having the form of 

(7.38) with qm ~ d - /, which can : 

(1) Detect (n - k - 1) or less bits of slip in the absence of additive 

error. 

(2) Detect the. simultaneous occurrence of e or less additive errors 

and S or less bits of slip, where e + S ~ d - 2. 

Proof 

Let CCx) = 1. 

Part 1 

Assume that slip occurs but that no additive errors are present. The code 

words defined by (7.38) form a subset of the coset code of the given cyclic code. Hence, 

by Theorem 2. l, the decoder can detect ail slip of n - k - 1 bits or less. 

Part 2 

Assume that p bits of slip and additive error E(x) occur simultaneously. 

The receiver frames 

xP ( J(x) F(x) + 1) G(x) + xP + U (x) + E(x) 
p 

(7.39) 

where p is positive for left slip and negative for right slip. The decoder will detect an error 

if (7.39) is not a cyclic code word. If 

e + Ipl + 1 <::d (7.40) 
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where W [E(x)] e, then (7.39) ....,ill be a cyclic code word if and only if 

xP + U (x) +E(x) = O. . P 

Wh en the above is true, (7. 39) becomes 

xP ( J(x) F(x) +1) G(x) • (7.41) 

The receiver now compltes f xPJ F ' and will detect thepreserice of slip if qm - 1 > Ipl, 

where Ipl <: d ~ (e + 1) from (7.40). The largest non-trivial value of p occurs when 

e = l, which gives 'pl :;;: d - 3. This implies that qm - 1 > d - 3 or qm~ d - 1. 

Q.E. D. 

Theorem 7.7 should be compared with Theorems 2.1 and 7.2. Observe 

that m is smaller in Theorem 7.7 than in Theorem 7.2, and hence the codes in Theorem 7.7 

have more code words. The author believes that ail the 'theorems based on the" (n, k- m) 

subset codes Il of this chapter and Theorem 7.7 are new. 
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CHAPTER VIII 

'Sl:JMMARY OF RESULTS 

ln this Chapter, the results presented in this study will be summarized ~nd 

an atten'!pt will be made to indicate which of them are original contributions. In some 

instances, the contribution may consist of a new proof or a stronger theorem*. , It will 

be observed that the thesis has been organized around a set of theorems, whiçh, it is 

believed, allow easy reference to the results. Although the style is somewhat formai, it 

should be easy for the reader to find specifie results without going through the proofs. 

Two t~chniques were considered for altering cyclic codes to enable them to 

recover synchronism. In the first, a suitable coset code was formed from the given (n,k) 

cylic code. Since the coset code has the same distance properties as the parent cyclic 

code, it also has the same additive-error-detecting and correcting properties. The second 

method forms an (n, k- m) subset code from the (n,k) cyclic code by restraining m of the k 

information bits of the cyclic code in a prescribed manner. These subset codes are a varia-

tion of the extended cyclic codes developed by Bose and Caldwell. Observe that neither 

of the techniques employed alters the length of the cyclic code words. 

Chapters Il to VI, inclusive, are based on the technique of forming coset codes. 

ln Chapter Il, slip is assumed to occur in a noiseless channel. The absence of additive 

errors allows the technique to be introduced without other complicating factors. Hence, 

* However, to avoid repetition, ,thepolicy adopted is that results that are not referenced 
are be 1 ieved to be new. 
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although the noiseless model does not represent real channels, if gives insight into the later 

study of channels with ·additive error. 

Theorem 2. 1, on the abi lit Y of coset codes to detect slip,was found indepen

dently by Stiffler
52 

and Levy38. Stiffler uses the vector-matrix representation whereas 

Levy uses polynomial algebra. The proof given here is similar to Tong ls
58

• One difference 

is that a useful property of cyclic codes is applied which giv~s an alternative point ofview. 

The property is that no (non-zero) burst of length n - k or less can be an (n, k) cyclic code 

word. This is a very useful result and is used many times in the thesis. Tongls proof is 

equivalent, but the above idea is disguised by the albegra. For completeness, his method 

is also outlined. Later, in Chapter IV, several results on slip are derived in the vector-

matrix representation. 

Theorem 2.2
52

, 58 proves that ail (n, k) coset codes are vulneraJ:>le to slip 

exceeding n-k-1 bits, which also proves. that Theorem 2. 1 is opti~um. Since the code 

words are ~ssumed to form a continuous sequence, by symmetry, a slip of s bits in one 

direction is equivalent to a slip of n - s in the other direction. Hence, if a coset code can 

detect slip up to one-half a word length i.e. [n/2J ' then it can detect ail slip. Such 

• 24. 38 52 58 • 
a code IS called comma-free and Corollary 2. 1 ' , pOints out that a coset code 

is comma-free ifand only if k ~(n-1}/2. 

The next topic studied is correction of slip in a noiseless channel. The phrase 

.. correction of slip" can have at least two meanings and needs clarification. Th is matter 

is taken up in Section 2.3. For instance, Tong
58 

uses the phrase" sync-correction capa-

bility" to mean the ability of the decoder to distinguish between right slip and leff slip. 

However, this ability does not enable the decoder to determine immediately (i.e. without 
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searching) the magnitude of the slip. In Theorem 2.3, the decoder can determine the 

direction of the slip if it does not exceed (n - k - 1)/2. Tong
58 

comes close to proving 

this theorem, but omits stating it explicitly. He is content to give his result as an upper' 

bound, and this will be discussed shortly. 

Corollary 2.2 states the interesting fact that, depending on the choice' of coset 

in Theorem 2.3, the decoder can determine the magnitude of the slip for one direction only. 

For instance, if C(x) = 1, the decoder can determine the magnitude of the slip for left slill, 

but cannot dC) this for right slip. It is the other way around if C(x) = xn-
1 

• 

Theorem 2.4 gives a coset (C(x) = 1 + xn-1) which can compute the magnitude 

and the direction of the slip if slip does not exceed (n-k-2)/2. Comparing Theorems2. 3 

and 2.4, it is seen that by sacrifiéing at most one bit, the decoder can recover sync without 

having to search. 

An upper bound on the cbi lit y of coset codes to distinguish between right and 

left slip in a noiseless channel is givenby Theorem 2.5. Tong
58 

gives a similar theorem 

except that the condition 2 k ~n is abse,nt from his result. The need for this condition is 

due to the fact that the random polynomial Us:+r(x) is not always completely random •. It is 

reca lied That these Il random Il bits come from anadjacerit (n, k) coset code word, wh ich has 

k information bits (which are arpitrary) and n-k check bits which are determined by the k 

information bits. This fact imposes restraints on the coefficients of the random polynomial 

Us+r(x). Theorem 2.5 and Corollary2.3 were proved with this fact in mind. However, it 

can be verified that this condition is redundant for ail the results on the detection of slip. 

When 2k ~ n, Theorem 2.5 proves that Theorem 2.3 is optimum and that Theorem 2.4 is at 

most one bit short of optimum. 



138 

ln Chapter III, slip in noisy channels is studied. As might be expected, the 

analysis becomes appreciably more complicated. In that chapter, the additive noise affects 

individual transmitted bits independently. In Section 3.2, slip and additive error are 

assumed not to occur simultaneously,. but in Section 3.3 this restriction is removed. 

Theorem 3. 1, on detection, may be considered to be somewhat obvious, but 

it is worth stating nevertheless. Theorem 3.2A is very similor to Theorem 4 of Tong
58

, but 

differs in two aspects. First, one redundant condition stated by Tong has been removed. 

Second, it is shown that the decoder con compute not only the direction, but 0150 the magni

tude of the slip. The proof given here is otherwise essentially the same as Tong's, except 

that the choice of coset is different when the number of additive errors e is even (see (3.90». 

This fact serves as a reminder that the choice of coset is often not unique. Theorems 3.28 

and 3. 2C are new theorems which correct lorger values of slip thon Theorem 3.2A when d 

is large and e is small. Unlike 3.2A, they are vaUd only for binary codes. 

Theorem 3.3A is on the detection of the simultaneous occurrence of slip and 

additive errors. by coset codes. This theorem is suggested by Tong 15 work
58 

but he does not 

state it explicitly. Theorems 3.38 and 3.3C, vaUd only for binary codes, are new and give 

larger values of correctable slip when d is large and e is small. 

It mey sometimes be preferred to correct additive errors when they occur without 

slip, and merely detect the simultaneous occurrence of slip and additive error. This situation 

is covered in Theorem 3.4. Note that in Theorem 3.4 the decoder must distinguish between. 

pure additive error and the simultaneous occurrence of slip and additive error. Corol/ary 

3. 1 adds some more flexibility to Theorem 3.4; 
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Theorem 3.5 examines the quite general case of the correction of both slip 

and odditive error, when they occur simu/taneous/y. Observe that this is achieved, as 

for 011 coset codes discussed in this study, without increasing the length of the code word 

or sacrificing any of the information bits. However, the available redundancy in the code 

word has been divided between additive error correction and slip error correction. Con

sequently the maximum number of additive errors that con be corrected has been reduced. 

The decoder in Theorem 3.5 con compute the magnitude of the slip for 'eft 

slip, but not for right slip (additive errors are present. in both cases). For the reduction of 

at most one bit in S, the decoder in Theorem 3.6 con compute the magnitude and direction 

of the slip, when slip and additive error occur simultaneously. A boundon the performance 

of Theorems 3.5 and 3.6 is provided by the upper bound on S given in Theorem 3.7. However, 

since this bound may not be tight, it should not I;>e used to draw unfavourable conclusions 

about Theorems 3.5 and 3.6. 

ln Chapter IV the vector-matrix description of cyclic codes is taken up, in 

cont .. ast to the polynomial description which hadbeen used earlie ... As far as the author is 

aware, Stiffler
52 

was the first to use coset codes and the vec:;tor-matrix approach in studying 

the pro.blem of synchronization of cyclic codes. 'However, his theorems only considered the 

detection of slip when additive errors cannot occur simultaneously. In Chapter IV, the 

vector-matrix approach has been extended to hand/e various combinations of si ip and addi

tive error. To avoid undue repetition only a representative selection of the previous 

theorems are re-examined. A fairly complete development has been given elsewhere
55

. 

ln particular, the method has been extended to handle correction of slip in the noiseless 

channel, and further, correction of the simultaneous occurrence cf slip and additive error 
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for the noisy channel. It isthen a fairly straightforward matter to apply the vector-

matrix method to other results not explicitly covered here. 

One motive for using the vector-matrix representation is that many commu-

nication engineers may be familiar with the essentials of matrix theory but not with the 

concepts and terminology of modern algebra. However, even for readers familiar with 

both subjects, the two approaches may result in a better understanding. 

Lemma 4. 1 is given as Theorem 8.2 by Peterson 39 who gives an algebraic 

proof. The proof given here, using matrix theory was developed by the author, who has not 

seen a similar one elsewhere. Lemma 4.2 may"'e known, but the author has not seen it in 

the literature. "Howeveç the fact that there are qn-k distinct syndromes for an (n, k) cyclic 

code with q symbols is weil known. 

ln the previous chapters, the additive errors were assumed to affect the 

transmitted bits independently. However in Chapter V, the additive errors are assulTled to 

occur in bursts. The class of codes used is the coset codes of binary cyclic codes. A special 

kind of burst error is the multiple-adjacent-additive error, which is simply"a sequence of 

consecutive errors. Theorem 5. 1 covers the detecti on of the si mu Itaneous occurrenCe of 

slip and a single burst of adjacent-additive-errors; Theorem 5.2 deals with the correction 

of both such errors, assuming that they cannot occur simultaneously: Theorem 5.3 " 

examines the detection of the simultaneous occurrence of slip and a single burst (in the 

general meaning of "burst "). Two useful lemmas, 5.1 and 5.2, are then given, as they 

assist in the proof of later theorems. 

ln Section 5.4, Theorem 5.4 deals with the correction of slip and the 

detection of a single burst, assuming that the two, types of error do not occur simultaneously. 



141 

ln Theorem 5.5, both types of error are ~or[~s-ted under the same assumptions. For the 

more general channel where slip and bursterrors occur simultaneously, the decoder in 

Theorem 5.6 corrects both slip and a ,single burst.' Finally', Theorem 5.7 sets an upper 

bound on the ability of a coset code to correct both slip and a single burst when they 

occur simultaneously. It will be noticed that therE!.is a significant gap between the 

performance of Theorem 5.6 and the bound of Theorem 5.7. However, it shou Id be kept 

in mind that the only parameter used in proving this theorem'and nearly ail the others, 

is the minimum distance d of the (n, k) cyclic code. To bring the performance achieved 

closer to the bound, it may be necessary to restrict the discussion to.~ subset of the cyclic 

codes, for example the BCH codes. This wou Id be equivalent to specifying more parameters. 

Another important subset of the class of cyclic codes are the Fire codes16, 39. 

They are studied in Chapter VI and the cosets of these codes usually give results closer to . 

the upper bounds. Theorems 6.2 to 6.6 examine the ability of coset codes of Fire codes to 

handle a variety of combinations of slip and burst errors. Lemma 6. 1 serves as a reminder 

of the fa ct that Fire codes have small minimum distance and are not suitable for channels 

with independent additive errors 16. 

Chapter VII introduces the other technique for altering cyclic codes to 

enable them to detect and correct slip. This technique is adapted from the the one developed 

by Bose and Ca Idwe 11
5 

. In Chapter VII, the main ideas of Bose and Caldwell's method are 

briefly outlined and Theorem 7.1
61 

is proved to ma:"e the ideas concrete and to give sorne 

quantitative results. From Theorem 7. 1 it is seen that the extended code can correct the 

simultaneous occurrence of slip and additive error without loss of any additive-error-correc-

ting ability. The penalty is that 
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(1) the length of the code word is increased by the 
. /," . 
~ 

addition of redundant bits and 

(2) the number of information bits in the original 

cyclic code is reduced. 

The extension of Caldwell's method studied here is to restrain some of the 

information bits in the same manner but not to add any bits to the ends of the code word. 

Starting with an (n, k) cyclic code, the new codes, called (n, k-m) subset codes, have 

k-m information bits and word length n. The various lower bounds on mare given in 

Chapter VII. 

Theorem 7.2 describes the ability of the (n, k-m) subset codes to detect slip 

and additive errors. Theorem 7.2 can be compared with Theorem 3.3A. Observe that 

in order to detect the simultaneous occurrence of slip S a.nd additive error e, Theorem 

7.2 requires that S + e ~ d - 1 (necessary <;Ind sufficient) whereas Theorem 3.3A requires 

that S + 2e ~ d - 2 (necessary but not sufficient), for the coset code. However, in 

Theorem 7.2, m information bits are lost, where qm> n - k + 1 . 

ln Theorem 7.3, the subset code corrects slip in a noiseless channel and in 

Theorem 7.4 the subset code corrects slip and additive error, in a channel whereslip 

and additive error do not occur simultaneously. Slip and additive error ccin occur simul-

taneously in Theorems 7.5 and 7.6. In Theorem 7.5 the decoder corrects additive errors 

but on Iy detects slip. However, in Theorem 7.6 the decoder corrects both types of error. 

It is interesting to compare Theorem 7.6 with Theorem 7.1 which uses Bose and Caldwell's 

technique. In both theorems the decoder can correct slip and additive error even when 

they occur simultaneously. However, 7.1 can correct the maximum number of additive 
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errors, i.e. [<d- 1)/2J 1 when slip is present.~ wh~reas in 7.6 the number of additive 
•.... -, 

errors that can be corrected is reduced by the amount of slip present. This is offset by 

the fact that the code words are longer in Theorem 7. 1. The last result is given in 

Theorem 7.7, and is a combination of the two previous techniques. The code words of 

this code ean be obtained by forming the (n, k-m) subset code and then generating a 

Il coset Il of this code by adding C(x). Thiscombined technique appears to have sorne 

advantages for detection schemes. It is instructive to compare the slip detecting capa-

bilities of Theorem 7.7 with Theorems 2.1 and 7.2. Note that although Theorem 7.2 

detects one more bit of slip than Theorem 7.7, the code in Theorem 7.2 sacrifices more 

information bits. 

ln genera 1, . it is not easy to choose simple criteria on wh ich to compare the 

performance of codes in an environment of slip and additive error. One problem is assign-

ing the relative importance of slip errors and additive errors. In fact, slip errors may raise 

important theoretical problems in information theory25, since Shannon's development do es 

not take synchronization errors into account. 

... .. "'( 
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CONCLUSIONS 

The problem of detecting and correcting 1055 of synchronization, or slip, for 

cyclic codes has been examined for both noiseless and noisy channels. Two different tech

niques which reduce the vulnerability of cyclic codes to slip errors were considered. One 

technique was to select a suitable coset code of th.::.: given (n, k) cycliC? code by adding a 

fixed n-tuple to each cycl ic code" word before Transmission. The other was to generate an 

Il (n, k - m) subset code Il by restraining m of the k information symbols of the cyclic code, 

in a prescribed manner. The techniques did not alter the length of the cyclic code words or 

reduce their additive-error-detecting capability. To give two points of view, both the 

vector-matrix and the polynomial algebra representation of cyclic codes were utilized. 

Several new theorems were presented on the ability of coset codes of cyclic 

codes to recover synchronism. It was shown that by the proper choice of coset, the decoder 

could determine both the magnitude and the direction of the slip, which eliminated the 

necessity of searching for synchronism. For the noisy channel, both independent additive 

errors and burst errors were considered. In particular, a class of coset codes was described 

which could correct both slip and additive error, even when they occurred simultaneously. 

ln addition, it was shown that there exist coset codes of Fire codes which could detect 

and correct slip in a channel with burst errors. 

P. C lass of codes ca lied Il (n, k - m) subset codes Il was descri bed 1 wh i ch were 

adapted from i"he extended cyclic codes of Bose and Caldwell, However, unlike the 

extended codes, the subset codes have the same word length as the original cyclic code. 

It was demonstrated that these subset codes have the ability to recover synchronism, even 
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in the simultaneous presence of additive error. 

ln this study~ attention has beenconcentrated on situations where the decoder 

can detect or correct slip with certainty. A suitable area for future investigation. could 

be the probability of undetected error when slip and additive error lie outside the guaran-

teed range. It. may also be possible to improve on the performance of the theorems presented 

or, if this is not possible, to tighten the upper bounds. However, this may require the 

specification of more parameters of the cyclic codes than was required in this study. 

~ ~ 



APPENDIX 1 

It is desired to prove that 

W [Q{x) (xi + 1)] ~ 2 + 3 e + 2 S - 2 (s - m) 

where = S - 5 + land 

and 

and 
Proof 

Q{x) = D (x) + U (x) + E{x), 0 < 5 ~ S 
5 5 

W [Us{x) + E{x) ] = 5 + e - m 

W [E{x)] ~ e . 

The worst case occurs when W [E{x) J = e which gives 

W[E{x) (xi + 1)] ~ 2e. 

Subtracting (5A) From (lA), it is sufficient to prove that 

W [R{x) (xi + l )] ~ 2 + e + 2 S - 2(5 - m) 

where 

R{x) = 0 (x) + U (x) 
5 5 

When W [ E{x) J = e, it follows From (3A) that 

which means that m of the possible s terms of U (x) are missing. 
5 

When e is even, recall that 

C{x) = e/2 j{S+l) r x 
j=O 
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(lA) 

(2A) 

(3A) 

(4A) 

(5A) 

(6A) 

(7A) 

(SA) 

(9A) 



and hence 

o (x) 
s 

..... :-.", 

= C(x) ( xs + 1) - 1 

e/2 
- x

S r 
ji:O 

x 
j(S+ 1) e/2 

+' r 
k=l 

x 
k(S+ 1) 
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(lOA) 

Substituting (10A) into (7A), it can be shown that, after making the necessary cancellation 

of terms, the inequality (6A) is satisfied. 
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APPENDIX Il 

A SIMPLE INEQUALITY RELATING MINIMUM DISTANCE AND THE 

* NUMBER OF PARITY CHECK BITS FOR BINARY CYCLIC CODES 

. Theorem 

For any (n, k) binary cyclic code, with minimum distance d, the following 

inequality is true : 

d ~ 2/3 [(n - k) + 2 ] • 

Proof 

Without loss 'of generality we assume that the k information bits occupy 

the k 'eft positions of the code word as shown below : 

where the a.1s are information bits and the b! s are check bits. 
1 1 

Considér the code word whose information bits are ail zero except the on~., 

in the k1th position, i "e. a
k 

1 O. ~et this word'have p zeros qmong its parity check bits. 

Then its weight is 1 + (n-k) ~ p and hence 

d !5 n - k + 1 - p, P ~ o. (1 B) 

Now cyclically shift this word one bit and add the shifted version to the original word to 

obtain a code word whos~ weight is at. most 2 p + 2. This implies 

d 62p + 2 

* See also the more general inquality in: Solomon, G. and J.J. Stiffler, "Algebraically 
Punctured Cyclic Codes ", Information and Control, Vol. 8, No. 2, pp. 170-179,1965. 
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and From (1 B) we. have 

p~n-k+1-d. (38) 

Substitute (38) into (28) to obtain 

d ~ 2(n - k + 1 - d) + 2 

or 

d ~ 2/3 ( n - k + 2) • 

Q.E, D. 
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