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Abstract

Emerging wireless communication systems strive for very high data rates,

increased coverage and good quality of service. To achieve these goals under

harsh conditions on many wireless channels (e.g., due to fading, multipath

interference, power constraints and bandwidth limitations), both antenna

diversity schemes and channel coding should be utilized.

This thesis focuses on achieving reliable transmission over a class of multi-input

multi-output Rayleigh faded channels at very low Signal-to-Noise Ratios (SNRs).

The transmitter and receiver designs are based on turbo coding, multiple

transmitjreceive antennas and turbo equalization. Simulation studies were

performed for systems with different coding rates, numbers of antennas and

interleaving strategies. They show the ability to achieve small bit error rates (10-4

~ 10-5
) for negative values of SNR.
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Sommaire

Les nouvelles technologies de communications sans fil tentent de fournir des taux

de transfert de données élevés tout en offrant un maximum de couverture et une

qualité de service inégalée. Afin de réaliser ces objectifs dans l'environment

hostile qu'est le canal sans fil, les techniques qui utilisent la diversité d'antennes

et le codage de canal devraient être combinées.

Ce mémoire se concentre sur le problème de réaliser une communication fiable

dans un système multi-entrées / multi-sorties sous un environment évanescent

Rayleigh quasi-statique à rapport signal/bruit très bas. Les modèles du

transmetteur et du récepteur sont basés sur les« turbo-codes », sur la

diversité d'antennes en émission et en réception ainsi que sur l'égalisation turbo.

Une étude comparative consistant en une série de simulations avec différents

paramètres (taux de codage, nombre d'antennes, méthode d'entrelacement) a été

effectuée. Les résultats montrent que les systèmes simulés sont capables

d'atteindre des taux d'erreur binaire de 10-4_10-5 pour des valeurs négatives de

rapport signal/bruit.
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Chapter 1 Introduction

1

1.1 Wireless Communication Systems

Ever since Guglielmo Marconi first demonstrated the use of radio waves to carry

information in 1885, wireless communication technologies have seen tremendous

growth. Today's wireless communications provide people with the freedom to

initiate and receive phone calls anywhere and anytime. In the future, people and

devices will require reliable high data rate services. As opposed to wire line

channels, wireless communications face greater challenges because of harsh

conditions due to severe multipath fading interference, frequently nonexistent line

of sight (LOS) between the transmitter and receiver, and bandwidth and power

limitations. Rence techniques that can increase spectrum efficiency or improve

link quality and capacity are of great commercial interest to meet the growth in

demand for wireless services. To better understand this goal, the set-up of a

cellular system will be briefly discussed followed by the motivation for systems

that can support high data rates.

The radio spectrum is a finite resource and all wireless operators acquire a

portion of this spectrum and must transmit only in this part. Lucky in [3]

indicated that 190 billion US dollars was raised by the European nations in

auctioning off spectrum for third generation wireless companies. From an

industrial point of view, there is a c1ear incentive to use the purchased spectrum

efficiently, i.e., to maximize the generated revenue, and transmit as much data as
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possible through the acquired spectrum. Consequently, better transmission

technologies must be proposed to send more data in smaller bandwidth with less

power. The last constraint is due to the finite battery power available at the

mobile terminal.

A basic cellular system consists of three units: a mobile unit, a base station,

and a mobile telephone switching office (MTSO), as shown in Figure 1.1. When a

mobile user initiates a telephone calI, the mobile unit communicates with the base

station, which can utilize various multiple access schemes such as Time Division

Multiple Access (TDMA), Frequency Division Multiple Access (FDMA), or Code

Division Multiple Access (CDMA). The base station transmits the user's data or

phone calI to the MTSO, which then connects to the established telephone

network or the PSTN (Public Service Telephone Network). Each cellular base

station is allocated a group of radio channels to be used within a small geographic

area (cell). Base stations in adjacent cells are assigned different channel groups.

By limiting the coverage area to within the boundaries of a ceIl , the same group

of channels may be reused in different cells which are separated from one another

by distances large enough to keep the interference level within tolerable limits.

MTsa

PSTN

Servers &
Telephones

Figure 1.1: A typical cellular telephone network

As the above discussion implies, significant research and development effort

has been dedicated to the problem of power and bandwidth efficient transmission

over a wireless point-to-point link. This scenario occurs when a mobile unit

communicates with the base station. Recent signal processing techniques strive to

reach this goal by combining channel coding with antenna diversity. The
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following two sections provide a brief introduction to error correcting codes and

systems with antenna diversity.

1.2 Error Correcting Codes for Digital Communications

Recently, error-correcting codes have been applied to a wide range of commercial

applications. Examples of such systems include high-quality and high-speed voice

band modems, digital subscriber loops, personal wireless communications, mobile

and direct-broadcast satellite communications [3]. These systems are required to

be of low complexity, high performance and integrable into higher-Ievel network

protocols. Furthermore, they may need to provide different service rates and

unequal error protection for bits from advanced source encoders.

A schematic block diagram of a point-to-point digital communication system

is illustrated in Figure 1.2. The source is assumed to be discrete, memoryless with

equiprobable output bits. The encoder can be thought of as a concatenation of a

forward error-correcting (FEC) encoder with a modulator. The function of the

modulator is to convert digital data into continuous time waveforms, which are

compatible with the characteristics of the channel. Similarly, the decoder consists

of a demodulator block followed by a FEC decoder. The channel generally adds

noise and distortion to the transmitted signal, thus making the received waveform

unreliable. As a result, the demodulator is usually unable to exactly reproduce

the input to the modulator and errors are introduced into the transmitted data.

One way to increase the reliability of the communication system is to introduce

sorne structure into the transmitted sequence by adding redundancy using the

FEC encoder [1]. The FEC decoder can use this redundancy to correct most

channel errors (hence the term, error correcting code). The performance of the

decoder is dependent on how corrupt the channel is. Shannon showed that there

is a fundamental limit associated with a communication channel: the channel

capacity. This quantity limits the maximum rate of reliable transmission over the

channel and error-correcting codes are used to approach this limit [2].
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Source f------~I: Encoder: r Channel : ~:::;e~~~ISink
1 1 1

1 1 1 1

~------+ ~------~

FEC Modulator De- FEC
Encoder modulator Decoder

Figure 1.2: The schematic block diagram of a digital communications system

4

In the past 50 years, there has been significant research in designing codes

that approach channel capacity. As a result, three main classes of codes have

emerged, i.e., block codes, convolutional codes and concatenated codes. Block

codes were originally invented by Ramming [4], and have been used extensively.

These codes are based on finite field arithmetic and abstract algebra and can be

used to either detect or correct errors [1]. A block code aceepts k information

symbols and produees n coded symbols, usually using a generator matrix. These

codes are referred to as (n, k) block codes and sorne of the well known ones

include Ramming codes, Golay codes, BCR codes and Reed Solomon codes [1].

Although the decoding techniques for these codes will not be discussed in this

thesis, the decoders usually require hard quantization of the channel data. As a

result, they have a tendency to perform poorly at low SNRs (due to quantization

error) but can achieve very low BERs at high and medium SNRs.

Convolutional codes and their extensions are one of the most widely used

channel coding techniques in practical communications systems. These codes are

primarily used for real-time error correction, as they are easy to implement using

the shift register structure and have a low complexity optimal decoder (the

Viterbi algorithm [5]). As in the case of block codes, a convolutional encoder

accepts k symbols and produees n symbols at each time instant. Rowever, the

encoded symbols do not depend only on the current k input symbols but also on

past inputs. Unlike block decoders, the convolutional decoder can use the channel

data directly (soft inputs) and it can also produee soft outputs (the latter is a

useful feature in the next class of error correcting codes). Renee they are capable
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of achieving low bit error rates at low SNRs but are not as powerful as block

codes at high SNRs.

A concatenated code usually consists of two separate codes, which are

combined to form a larger code [1]. One example of a concatenated code is to

have the block encoder in tandem with the convolutional encoder. At the

receiver, the convolutional decoder forms decisions based on soft inputs and

removes most of the errors in a data packet. Consequently, the data are passed

onto the block decoder, which removes the isolated burst errors caused by the

convolutional decoder. The concatenated system would thus achieve very low bit

error rates at lower SNRs than the corresponding convolutional or block coded

system. In 1993, Berrou et al. extended the principle of concatenation to the

parallel case. This code, termed the turbo code allows construction of large block

lengths using a parallel concatenation of two component convolutional codes

separated by an interleaver. Berrou et al. also proposed an iterative decoder ,

which decodes the convolutional encoders separately (using soft decision decoders)

and then shares the bit reliability information in an iterative manner. The above

encoding and decoding scheme allows turbo codes to perform very near capacity

on an Additive White Gaussian Channel (AWGN) channel [6].

1.3 Antenna Diversity Systems

Reliable wireless transmission is difficult to achieve because of the time varying

multipath fading channel. This major obstacle makes wireless transmission a

challenge when compared to fibre, coaxial cable and satellite transmissions.

Decreasing the effective bit error rate (BER) in a multipath-fading channel is

difficult, for example, in uncoded transmission, to decrease BER from 10-2 to 10-3

in an AWGN channel may require only 1 to 2 dB increase in SNR, however a

fading channel requires 10 dB improvement [1]. Although BER improvement can

be achieved by increasing transmitter power or bandwidth, these measures would

be contrary to the efficiency requirements of next generation systems.
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Diversity schemes (multiple transmissions / receptions of data packets) have

been used as effective techniques to mitigate fading without increasing the

transmitted power. However, frequency and time diversity schemes have the

disadvantage that additional spectrum is used, which reduces the overall system

efficiency. With multiple transmit and receive antennas, the received signaIs can

be separated with spatial processing techniques, thus allowing improved overall

economy and efficiency of a digital cellular system. Furthermore, Telatar [7] and

Foschini [8] showed that a significant increase in the Shannon capacity of the

wireless link could be achieved with multiple antennas. The first practical

technique to exploit the potential of a Multi Input Multi Output (MIMO)

channel has been proposed in [8]. Space-time trellis codes [9] suggested to

combine trellis coding concepts and symbol mapping onto multiple transmit

antennas. To further improve the performance of space-time processing, turbo

codes have been recently applied to MIMO channels ([10], [11] and [12]).

1.4 Thesis Overview

The main contribution of this thesis is in proposing a practical architecture for

transmission over wireless MIMO channels. The scheme combines turbo codes

and turbo equalization for systems with multiple transmit and receive antennas.

Simulation results of several systems are presented on MIMO channels with

quasi-static Rayleigh fading where only the receiver has perfect channel state

information. Significant performance gains are observed by increasing the number

of transmit/receive antennas from 2 to 4 as well as by increasing the interleaver

length.

Chapter 2 introduces the notation used throughout this thesis and reviews the

models and capacity of MIMO faded channels, the theory of turbo codes and

turbo equalization. Chapter 3 reviews previous techniques in exploiting the

capacity of MIMO channels, in particular the V-BLAST architecture [8], space

time trellis codes [9] and space-time black codes [13], turbo coded modulation

with antenna diversity [10] and layered space-time architecture with iterative
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processing [11] are considered. Chapter 4 presents the design of the proposed

system and simulation results under different fading conditions and various

numbers of antennas. Chapter 5 then summarises the important findings of this

thesis, discusses their implications and outlines directions for future work.
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By employing antenna diversity at both ends of the wireless link, a Multi Input

Multi Output (MIMO) channel can be created. Compared to a Single Input

Single Output (SISO) channel, MIMO channels offer a significant increase in the

capacity of a wireless link. Coding techniques must be used to exploit this

increased capacity. This chapter provides an overview of fundamental concepts

that are employed throughout subsequent chapters. MIMO channel models and

corresponding Shannon capacity formulas are first discussed. Following this, a

development of parallel concatenated encoders and the iterative decoding scheme

is presented including the concept of turbo equalization.

2.1 Multi Input Multi Output Channels

This section reviews the fading model of the single input single output channel

and its extensions to the multi input multi output case.

2.1.1 Faded SISO Channels

When radiated signaIs are reflected or scattered by large surfaces such as

buildings and (or) hills, the received signal is made up of a large number of

horizontally travelling plane waves with random amplitudes, phases and angles of

arrivaIs. Due to the finite resolution bandwidth of actual systems, the receiver

cannot resolve a group of multipaths, which have almost an identical time of
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arrivaI. Hence, this group is typically treated as one signal. Tt has been shown

that when there is no line of sight between the transmitter and receiver, then the

amplitude of the received signal can be modelled as being Rayleigh distributed

[14]. The probability density function of Rayleigh process is given by,
2a 2/

p (a) = ne_a/ll, a 2: 0 (2.1 )

where n is the variance. The standard assumption that is made is that the

transmitting antenna is a lossless isotropic radiator, which radiates power

uniformly in aIl directions. Similarly, the receiver has a lossless isotropic antenna

which receives power equally over its effective area [14]. For a quasi-static fading

process, the channel gain can be assumed constant over a block and this type of

fading will be assumed throughout the thesis.

Figure 2.1 shows the transmission model of a fading channel. Tt will be

assumed that Binary Phase Shift Keying (BPSK) signalling and coherent

detection at the receiver is used (8( t) is known at the receiver). Additive white

Gaussian noise (AWGN), z(t) has zero mean and a power spectral density, Nol2
(W1Hz) (the primary source of AWGN is the front-end electronics of the

receiver).

s (t) ------.l x + 1-------. r (t )

h (t) eie(t) z (t)

Figure 2.1: The transmission model of a fading channel with additive noise

A discrete-time baseband equivalent model can be written as,

r = hs + z (2.2)

In this representation, s is a BPSK vector with component values of ±.JE:,
where Es is the transmitted energy per symbol, h is the Rayleigh fading vector

and z is an AWGN· vector with zero mean and variance N o12. The gain of each

multipath component can be modelled as a complex Gaussian variable given by, g
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gx + jgy, where gx and gy are -N(ü, lIz) Gaussian random variables. Therefore,

the variance of the complex fade is 1 and the Rayleigh fading parameter hi at the

i-th time instant is given by

hi = ~g; + g~ . (2.3)

Figure 2.2 demonstrates the amplitude of the Rayleigh fading parameter under

quasi-static or block fading conditions, where the block number refer to a block of

data undergoing the same fade. Note that fades of 5 dB or more are common.

10~-.--------.--,--------.-------.--'-----,-----r---'------"""

5

~ -5
,5
0>
t:
g;
Ul

"2 -10
0>
üi

-15

-20 , .

-25 L---"-----,--,-L--L---"--~_,_______::_:~--l--____,___,L,..,._______,__:'_:_:_-c:_'

o 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Black Number

Figure 2.2: A typical received signal amplitude with quasi-static Rayleigh fading for different

blocks of data

2.1.2 Faded MIMü Channels

The above model needs to be extended to systems, which incorporate antenna

diversityat the transmitter and (or) receiver. For a system with nT transmit and

nR receive antennas, the channel transfer matrix is given by,
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hl,l hl,2 hl,nT

h2,1 h2,2 h2,nT

H= (2.4)

hnR,1 hnR ,2 hnR,nT

H describes the effect of a MIMO channel and the coefficient hi,j is the path gain

from the j-th transmit to the i-th receive antenna, 1 ~ j ~ nT' 1 ~ i ~ nR. For a

wireless channel with no LOS, the fading coefficients are spatially uncorrelated,

Rayleigh, quasi-static, and independent from one block to the next [15]. This

assumption is an idealized version of the result that for antenna elements which

are separated by half a wavelength ('>"/2), the path losses are decorrelated [14].

The received vector r at a given time instant can be written as

r = Hs + z, (2.5)

where s is the transmitted array (of size nT x 1), r is the received vector (of size

nR xl) and z is assumed to be Gaussian with zero mean and a covariance matrix

if:[ (of size nR x nR).

Although it may seem intuitively obvious that more antennas on either side of

the communications link should improve performance, each receive antenna will

receive a weighted sum of the transmitted symbols. The following example uses

the signal space approach to illustrate how multiple antennas are beneficial.

Example 1

Consider the transmission of BP8K symbols over a 8180 and MIMO channel.

In the 8180 case, if the Rayleigh fading parameter (from Equation (2.2)) is close

to 0, for example, 0.1, then the receiver will find it difficult to decode the signal,

as the squared Euclidean distance between the information bits 0 and 1 has

reduced from 2 (between signal points -1 to 1) to 0.2 (between signal points -0.1

to 0.1). In the MIMO scenario, the transmitter demultiplexes the bit stream onto

2 antennas. The receiver is assumed to have 2 antennas and let the channel

matrix be given by,

0.2216 0.6986
H=

0.8385 0.9818
(2.6)
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Therefore, there exist four possible received signal points corresponding to inputs

of the channel, which are listed in Table 1.

Table 1: Table of received points (noiseless)

s Hs

(-1, _1)T (-0.9202, -1.8203)T

(+1, _1)T (-0.4770, -0.1433)T

(-1, +1)T (0.4770, 0.1433)T

(+1,+1)T (0.9202, 1.8203)T

In Figure 2.3, these four received signals are plotted as circles and the noisy

received signals, rare depieted as stars.

3,-----------,-----,----------r--------,--------,------,

*

2 ....................*.*..... *...
0:

-- *--

* o

*:
ri)--*-_ .. _* .. , .JI:'. -

·1

·2 ..... li':. o
_.~* ._ -

**

32o
Receive Antenna 1

-1·2
.3 '------'----------'------"------'------'------'

·3

Figure 2.3: A plot illustrating diversity gain for a 2 transmit / 2 receive system

Although two of the four received points are close in the y dimension, they can be

distinguished using the x dimension. Because of this extra dimension, a scenario

where two points almost coincide is less likely than in the 8180 case. Hence this

system should have intuitively, a better performance than the 8180 system.
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This performance gain observed in the previous example is due to the increase

in the number of antennas, and hence it is termed as the diversity gain. If more

transmit and receive antennas were added, the case of two signal points being

close in all dimensions becomes highly unlikely, and hence the performance of the

system will further increase.

2.2 Review of the Capacity Formula

This section will focus on the motivation for capacity, the measure of SNR used

in this thesis and review of the capacity formula for a multi input multi output

channel with additive Gaussian noise.

2.2.1 Motivation for Channel Capacity

Shannon characterized every memoryless channel by a measure known as channel

capacity [2]. In his work, he showed that if the rate of transmission is less than

the capacity of a channel, arbitrarily small error rate is achievable if an

appropriate encoder and decoder are used. The rate of transmission is related to

the coding rate by,

R = nTRmRe , (2.7)

where nT is the number of transmit antennas, Rm is the factor introduced by

modulation scheme. The coding rate, Re is given by,

k
Re = -, (2.8)

n

where k bit message sequence is represented as a n bit coded sequence. Given a

particular modulation (Rm is constant), the rate of transmission lS directly

proportional to the coding rate; in the case of BPSK modulation, R = nTRe•

Hence, capacity is often used as the fundamental benchmark for the goodness of a

code. From an alternative point of view, the channel capacity allows the

calculation of the lowest SNR a system can operate using a rate of transmission,

R (in this situation, the capacity is set to R and the SNR limit is solved for). In

this thesis the normalized SNR, which is the bit energy over the power spectral
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density of the noise, Eb/ No, will be used. If a system that has a rate of

transmission R, a power constraint of P and a noise variance of cl = No/2, then

the normalized 8NR can be expressed as,

Eb P P
- 2 --2 . (2.9)
No 2nT Rm Rp 2Rcr

Normalizing aIl plots to Eb/ No allows comparisons between systems that have

different spectral efficiencies (different Rs).

2.2.2 The Shannon Capacity Formulas

In this section, the capacity formula for an AWGN channel, 818a and MIMa

channels under different conditions will be discussed. A discrete time Gaussian

channel with input power constraint, Pat time i = 1, 2, ... can be expressed as,

~ = Xi + Zi' (2.10)

where Zi is a zero mean Gaussian random variable with variance cr. In this case,

the capacity of a real AWGN single input single output channel is [2],

CA WGN = ~ log2 (1 + ~) (2.11 )

and the units are bits per channel use. Rence, if the transmission rate is lower

than CA WGN' with the proper coding scheme, any desired bit error rate can be

achieved.

The corresponding MIMa channel with nT transmit and nR receive antennas

can be expressed as,

y = HX. + Z , (2.12), "
where the real channel matrix H is unknown at the transmitter, but is perfectly

known at the receiver. The MIMa capacity formula is given by [16],

C1"" = ~ log, dei [1 + n;' HH' J, (2.13)

where the input power P is split evenly amongst the nT antennas and the

Rermitian operation is denoted by t. Assuming parallel orthogonal channels, then

H = l, and Equation (2.13) reduces to,
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C = nT log (1+~] (2.14)
paraUd 2 2 n

T
(]"2'

which is a multi-dimensional generalization of the 1-D solution.

If the channel matrix changes in time, the value of capacity is given by [7],

CMIMO ~ E i10g,[det[1+ n~' BB!]] . (2.15)

Although Telatar in [7] has found an analytical expression for this expectation; it

is very difficult to evaluate. 1nstead a numerical technique will be used to

calculate CMIMO' 8ince the matrices H that are observed in time are stationary and

ergodic, the statistical average of the capacity in Equation (2.15) is equal to its

time average. This implies that CMIMO can be approximately calculated by

averaging Cjixcd from Equation (2.13) over a large number of realizations of H as

shown in Equation (2.16),

CT = 2~t 1og,[dct[1+ n~' B,B;]],~CMIMO· (2.16)

For large T, CT is a very good approximation of CMIMO• Equation (2.13) and

Equation (2.16) can also be applied to a faded 8180 channel, where H is replaced

by h and 1 with 1. If the channel matrix is complex then the lIz is dropped in

Equations (2.11) and (2.13) to (2.16). Figure 2.4 and Figure 2.5 illustrate the

relationship between CT' the number of antennas (nT = nR) and Eb/ No. The

capacity grows linearly with Eb/ No and logarithmically with the number of

antennas [8]. At an Eb/ No of 1 dB, 70.4 bits per channel use can be transmitted

with a 16 antenna system, compared to 3.5 bits in the corresponding 8ISO case.
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Figure 2.4: A linear plot of CT vs. E b/ No for different number of antennas
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Figure 2.5: A semi-log plot of CT vs. E b/ No for different number of antennas



2 Preliminaries

2.3 Encoders

17

(2.17)

In this section, the encoder structure of a general communications system will be

discussed. To begin with, the concepts from graph theory will be considered as

convolutional encoders and more generally, finite state machine encoders require

graph based techniques. Then the discussion will focus on the trellis description of

F8M encoders. This section will then conclude with a brief discussion on

representing MIMü channels as block encoders.

2.3.1 Concepts frOID Graph Theory

In this section, the concepts from graph theory will be considered, where the

notation follows from class notes given in [17]. A directed graph q consists of a

set of vertices or nodes V( q), an edge set E( q) and an incidence relationship, I( u,

v, e). Edge e connects vertex u to vertex v if the following incidence relation is

satisfied [17],

-11' if u and v are connected
I(u,v,e) - .

0, otherwise

If I(u, v, e) is 1, the head and tail of the edge is given by u and v, respectively. A

directed graph is shown in Figure 2.6.

Edge
/----------- ----------------

,/

/
1
\
\ ,

'-

Figure 2.6: A general directed graph

Node

A subgraph :J{ of a directed graph q is a directed graph with V(Ji) ç;; V( q) and

E( Ji) ç;; E( q), such that every edge of :J{ has the same head and tail in :J{ as in q.
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For example, :J{ is the subgraph that contains u and v in Figure 2.6. A path in ç
is a subgraph of ç such that the node set and edge set can be numbered as

{v1••. vN+1} and {el'" eN}, respectively, so that ew is the edge which connects Vw to

Vw+1, W = 1. .. N. A trellis is a layered directed graph where the nodes in V( ç) can

be partitioned into sets V1'"VN+l' so that the edges can only go from Vw to Vw+1

in the w-th time instant. Figure 2.7 illustrates a trellis.

/--------..,
/'

--- Path Q

Figure 2.7: The depiction of a layered directed graph (trellis)

A trellis encoder can be thought of as a mapping between a set of messages %

to a codebook C,

f :% --+ C ç S, (2.18)

where the codebook C is a subset of allowed channel input sequences S, Therefore,

a trellis encoder is a Finite 8tate Machine (F8M) that has a trellis ç, input label

Ile) and output label lo(e) along every edge e E E( ç). The input and the present

state determine the output and the next state. In a trellis, all F8M states are

depicted as a column of dots and are repeated at each time instant. A trellis stage

corresponds to proceeding from one column to the next and a trellis path is a

sequence of states that an encoder has visited based on the input bits. In Figure

2.7, a trellis stage and a typical path, Q is shown.
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2.3.2 FSM Encoders
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As indicated in section 1.2, convolutional codes differ from block codes as they

introduee memory into the encoded data by using a shift register structure. Sinee

convolutional encoders have finite memory, they form a particular subclass of

finite state machine (FSM) encoders, as illustrated in Figure 2.8. Although

general FSM encoders are completely described by a trel1is, they may not have a

shift register structure.

General

FSM Codes

Trellis Codes
Non-Recursive Convolutional Codes

Convolutional Codes (Non-Recursive and Recursive)

Figure 2.8: Illustration of the different classes in general FSM codes

In the fol1owing discussion, several recursive systematic convolutional (RSC)

encoders and a sample FSM (non-convolutional) encoder will be presented.

Berrou et al. in [6] used RSC encoders to construct the original turbo codes

based on parallel concatenation, which will be discussed in section 2.5.1. The

recursive systematic convolutional encoders get their name as one of the outputs

is the message stream and the next input into the shift register is obtained by

feeding back a weighted sum of shift register contents. A sample block diagram

for a rate 1/2 RSC encoder is shown in Figure 2.9.
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m

Figure 2.9: A sample block diagram of a rate 1/2 recursive systematic convolutional encoder

0/00

1/11

0/01

11

1/10

Figure 2.10: One stage of the trellis of the RSC encoder shown in Figure 2.9

An RSC encoder can be described by the generator polynomial, G = [1, g2/g1],

where 1 denotes the systematic output, gl and g2 are the feedback and

feedforward polynomials, respectively. In Figure 2.9, gl is 70ct and g2 is 50et while

one stage of the trellis for this encoder is shown in Figure 2.10.

The nature of recursive versus nonrecursive convolutional encoders can best he

illustrated through an example. Figure 2.11 shows a nonrecursive convolutional

encoder with generator polynomial, G = [gll g2], where gl = 30et and g2 = 20ct'
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Figure 2.12 shows a similar recursive convolutional encoder, with generator

ploynomial, G = [1, g2/g1], where the generator sequences are the same as above.

Cl = [1100]

+

ID = [1000]
D

C
2

= [1000]

Figure 2.11: The schematic block diagram of a rate 1/2 nonrecursive convolutional encoder

Cl = [1000]

ID = [1000]
+ D -

C
2

- [1- 111]

Figure 2.12: The schematic block diagram of a rate 1/2 recursive convolutional encoder

Given the same input sequence, the nonrecursive encoder produces an output

codeword of weight 3 and the recursive encoder produces an output codeword of

weight 5. This demonstrates the potential of recursive convolutional encoders to

produce codewords with increased weights relative to nonrecursive encoders. This

results in a larger distance between codewords with lower weights, which in turn

leads to better performance.

As can be seen in Figure 2.8, general F8M codes can include a wide variety of

codes that can be represented by a trellis, including non-linear codes. Hence they

provide a lot of flexibility to the designer, as codes can be constructed based on a
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system's constraints. An intuitive reason as to why a designed code may perform

better is that code optimization (search for the best code) is performed over a

larger set (shown in Figure 2.8) rather than a subclass. An example of a general

FSM code is shown in Figure 2.13 and it should be noted that this code does not

have a shift register structure. Although this trellis is similar to the one shown in

Figure 2.10 with respect to input labels and state transitions, the output labels

differ on sorne of the edges.

0/00

1/10

0/00

1/10

Figure 2.13: One stage of the trellis of a general FSM encoder

2.3.3 Trellis Closing

Graph based decoders as described in section 2.4 require knowledge of the final

state of the trellis. As a convention, state '0' is always assumed to be the starting

and finishing state. The process of adding tail bits to force the state machine to

end in a predefined state is known as trellis closing. For nonrecursive

convolutional codes, trellis closing is accomplished by shifting K-l input zeros,

where K is the constraint length. However, this will not work for ReS and

general FSM encoders as the tail bits are dependent on the final state of the

encoder. The smallest number of these bits corresponds to the shortest path from
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the final state of the encoder to state '0'. The shortest path can be found using

the Viterbi algorithm, and the tail bits from this path can then be appended to

the encoded output.

2.3.4 MIMO Channels as Block Encoders

Block encoders are a class of encoders, which accepts an input block and output a

block of data. In a block code the information sequence is divided into blocks of

length k, and each block is mapped into outputs of length n. This mapping is

independent from the previous blocks, i.e., there exists no memory from one block

to the next. The MIMa channel described in section 2.1.2 is an example of a

block encoder. In this case, Table 1 represents the look up table, where the input

block (which is 2 bits) must match the entry in the left column. Then the

corresponding output in the right column can be read out.

2.4 Decoders

This section will introduce different types of soft decision decoders. Initially a

discussion of what a soft decision decoder is trying to calculate will be provided.

Then different techniques such as the BCJR [19] and SOVA ([20] and [21])

algorithms and soft· decision block decoding will be considered. Without loss of

generality, it shall be assumed that the encoder is of rate lin, i.e., k = 1.

2.4.1 Decoders as Mappings and Probabilistic Decoding

Parallel concatenation of constituent encoders offer the ability to build powerful

codes, which utilize a relatively simple soft decision-decoding algorithm. This is

possible because the turbo decoder is constructed from simple constituent

decoders which share bit reliability measures. Similar to the encoder, the channel

can be thought of as a mapping from the set of allowed channel inputs S to the

set of received messages ~

9 : S --'; '1{. . (2.19)
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The decoder can also be thought of as a mapping between the received set and

the decision set,

r.p : 1( --7 v. (2.20)

Rence, the whole communications system can be thought of as going from M (the

message set) --7 V. To minimize the message error probability going from M to V

is to maximize the aposteriori probability,

ID = argmax P (ml y), (2.21)
mEM

where y is the received sequence and ID is the decoded sequence. Alternatively, if

one wants to obtain a soft decision of the message bits, the array of probabilities

can be evaluated,

P(m1 = Oly)
P(m1 = 11y)

P(mN = Oly)
P(m

N
= 11y) .

(2.22)

Although neither P(mly) nor P(mw = Oly) can be evaluated directly, they can be

rewritten in terms of known quantities. Using Bayes' Rule, the aposteriori

probability is given by,

P(mIY) = P(cIY)

p(ylc)P(C)

P(y)

p(ylc)P(m)

P(y)

(rr;=l p(yjl cj)) P (m)

P(y)

(2.23)

where it is assumed that the source is binary, memoryless and has equiprobable

outputs, the encoder is a one to one mapping from the message bits to the

codeword bits and the channel is memoryless.

Assuming an AWGN channel, the probabilities can be replaced with

probability density functions evaluated for a given Yj and Cj' Rence the

probability P(mly) can be written as,
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P(y) is usually not evaluated as it is common to all terms and is a constant.

2.4.2 Maximum Likelihood Decoding

25

(2.24)

(2.26)

Maximum Likelihood (ML) decoding for convolutionally encoded messages was

first proposed by Viterbi [22], while Forney [5] introduced the trellis diagram and

explained the Viterbi algorithm as the shortest path problem. Assuming that the

prior probabilities on all the message bits are equal and P( mw = 0) = P( mw = 1)

= lf2, the ML decoder computes the nearest message given the received channel

vector. Using the probabilistic decoding lemma in [23], the probability in

Equation (2.23) can be expressed as

P(mIY) = _1_ TI ,(ew )' (2.25)
P (y) cwEE(QUI)

where ,( ew) is the trellis edge weights and Qm is the path corresponding to

message m and codeword c. Going from equation (2.23) to (2.25), the products

have been reindexed from coordinate indices to edges along the trellis path

corresponding to m, where edge ew E E( Qm) corresponds to the k = 1 message bit

and n coded bits in the w-th time instant. The trellis edge weight, ,(ew), is given

by,
1 n

,(ew ) = "2ilP(YjW 1cjw = lo (ew )) •

Based on the probabilistic decoding lemma, the maximum aposteriori problem

becomes equivalent to finding a path Qm (ML decoding) in the trellis such that
A 1

Qm = argmax-- II ,(ew )

QUI P (y) cwEE(QUI)

~ arg~:xex{~.) !og(-r(ew ))], (2.27)

= argmin L d(ew )

QUI cwEE(QUI)
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where the exponent has been dropped from the last expression as it is a

monotonically increasing function. The trellis distances are defined as,

d (ew ) = -log ( 'Y (ew ) ) • (2.28)

(2.29)

The term, d(ewJ can be thought of as a distance measure between the received

vector y and a particular codeword x. Thus, the shortest path through the trellis

YI with these edge weights, correspond to. the optimum solution and the input

and output label specify IÎl and ê, respectively.

The recursive algorithm for finding the shortest path from u to v can be

expressed as [34],

1. Initialize w = 1, Pl = {a} and d(PI ) = a (d() is the distance of the edge or

path).

2. For every v E Vw+l (the set of aIl possible states in the w+1-th stage), find

the shortest path from a (start) to v. Let the shortest path from a to u

(the state at time w) be denoted by Pu, then the shortest path from a to v

corresponds to the edge ew = uv that minimizes d(Pu) + d( ew)' Update the

shortest paths and their lengths as follows,

Pv = {Pu,ew}

d(Pv ) = d(Pu) + d(ew)

3. If w = N (The end of the trellis), then output the overall shortest path

from a E VI to tE VN, else increase w by 1 and go to step 2.

The distance metric used in the algorithm is the Euclidean distance for an

AWGN channel. To decode the message, it is assumed that the trellis starts and

finishes in the a-th state. Example 1 illustrates the Viterbi algorithm on a simple

trellis.

Example 1

Consider the following trellis, where the first label on the edge is the input and

output and the second label is the Euclidean distance of that edge assuming that

the received sequence was [0.8408 -0.3381 -0.0254].
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1/0 0.0006

0/0 0.0006

1/0 0.1143

0/1 1.7905

0/0 0.707~/00.1143

1/1 1.7905

1/1 0.025

Figure 2.14: The trellis diagram illustrating the Viterbi algorithm

To apply the Viterbi algorithm in an efficient manner, two support quantities need

to be defined:

Path Metric at astate u: The distance of a path from the O-th state to state u.

Node Metric at the w-th stage: is a L x 1 veetor of minimum path metrics for all L

states in the w-th stage.

To illustrate these two quantities, the node metric (NMw) for each of the w = 1... 3

stages in the above trellis can be calculated. The node metric is initialized to (0,

oot. In the first stage,

1
0 0.707)

NM
j
(0) = min 00 + 00 = 0.707,0-th state

1
0 0.025)

NM
1

(1) = min 00 + 00 = 0.025,0-th state

(2.30)

Similarly, the node metrics for the second and third stages are,

0.1397 lst state
NM =

2 1.8158 ' lst state

0.1403 O-th state
(2.31)

NM =
3 00' Don't Care

Equation (2.30) êJ (2.31) also indicates which starting state gave the smallest

distance. Once the end of the trellis is reached, a back track operation through

these states will give the corresponding inputs. In this case,

O-th ---f 1-st ---f O-th.
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The corresponding message is 1110'. The highlighted path is shown in Figure 2.14-

2.4.3 The BCJR Decoder

The BCJR (named after its authors: Bahl, Cocke, Jelinek and Raviv) algorithm is

an efficient way of performing soft decision decoding [19]. Consider a message m,

encoded by a trellis encoder and transmitted over a memoryless channel. The

posterior bit/symbol probability, e.g., P(mw = 0 1 y) can be written as,

P(mw = Oly) = l: P(mIY)
mE'M

such that rn'UJ =0

l: P (mw)rr;=1 P (Yjwl xj )
mE'M

such that mw=0

where the trellis edge weights 1 (ew) are given by,

l(ew)=P(mw=1/(ew))rlP(YjwIXjw =cjW =lo(ew)).
j=1

(2.32)

(2.33)

(2.34)

Intuitively, 1 (ew) is the number of distinct paths through the edge, ew• The BCJR

decoder will evaluate the above probability for an bits in the packet. To do this

efficiently, the BCJR decoder will first set up the edge weight matrix, T, where

the entries of the matrix are 6wjg , which is the edge weight (ca1culated using

Equation (2.34)) going from state f to 9 in the w-th stage (N is the size of the

data packet and L is the total number of states in a stage),

IN 11

I1LL 1NLI

INIL

INLL

(2.35)

AIso, the decoder ca1culates two support quantities: the forward and backward

metrics (a, (3, respectively) for each stage. The forward metric is the SUill of an
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weighted paths from O-th state to each of the states in a stage. The forward

metric, Œ w , for the w-th stage can be calculated in a recursive fashion:

(2.36)

where Œw is a 1 x L matrix. Similarly, the backward metric is defined as,

13
W

- l = r w13w, (2.37)

where f3w is a L x 1 matrix and the initial conditions are av = f3N = 1.

Conceptually, the backward metric is the same as the forward metric, except that

it is evaluated starting from the end of the trellis. Therefore the sum of the

weighted paths from the O-th state to the w-th stage in a trellis is given by,

Total = Œw13w= I: G w(l)f3w(l) . (2.38)
aU states L

According to probabilistic decoding lemma [19], the probability, P(mw = Oly)

(Equation (2.33)) is equivalent to finding the number of paths passing through

the edge having mw = 0 over the total sum,

r*j3
P(mw= Oly) = Œ W

_
l w w, (2.39)

o.w13w
where * indicates a modified r w' Example 2 illustrates the computation of (2.39).

Example 2

Consider the trellis shown in Figure 2.15. The trellis edge weights (the second

label) were found using Equation (2.34). Based on the above trellis, the r matrix

is given by,

0.1 0.9 0.5 0.3 0.2 0
r= .o 0 0.3 0.5 0.4 0

(2.40)

(2.41)

(2.42)

The support quantities are,

Œl = [0.1 0.9],Œ2 = [0.32 0.48],Œ3 = [0.256],

133 = [1],132 = [0.2 O.4r ,131 = [0.22 0.26r·

Ta find the probability of the 2nd bit being zero, then Equation (2.39) is evaluated,

where r; zs,

o
0.5 . (2.43)
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The allowed paths are highlighted in Figure 2.15. Substituting in Equation (2.39),

P(m = 0ly) = 0.19 = 0.742. (2.44)
2 0.256

0/0 0.1tr0/o 0.5 % 0.2

1/1 0.3

1/1 0.9
1/0 0.3

1/0 0.4

0/1 0.5

Figure 2.15: The trellis diagram illustrating the BCJR algorithm

2.4.4 Implementation of the SOVA Decoder

Soft Output Viterbi Algorithm (SOVA) decoder is a variation of the Viterbi or

the minimum distance decoder, but it also outputs reliability values as weIl as the

hard decision outputs. SOVA was initially proposed in 1989 [20], however, the

algorithm only considered the most likely path for the computation of the

reliability values. Hence, the performance of this version of SOYA in a turbo

decoder was about 0.7 dB worse than using a BCJR decoder. In 1997, a

computationally efficient implementation of SOVA involved applying the Viterbi

Algorithm bi-directionally [21]. In this implementation, it was possible to consider

aIl paths in the computation of the reliability values, hence allowing the

performance to be within 0.3 dB of the BCJR decoder. This section will focus on

this implementation of SOYA. Similar data structures as those defined in the

BCJR decoder are used here, i.e., T, a, f3. However, the distance matrix, D, will

replace the trellis edge weight matrix, T,

D = -ln(r).

The forward metrics can be calculated using Equation (2.46),

(2.45)
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• ([ L times] )a w = mIn a -1 . .. a -1 + D -1 ,w = 1. .. N ,
along w w w
each

columll

31

(2.46)

where a ü is initialized to [0, 00 .•• oo]T ((L - 1) infinities). To find the backward

metrics, each stage matrix is transposed, T w, W = 1. .. N and their orders are

reversed,

r back = [r;lr;.J"lrn·
Similarly the backward metrics are given by,

• ([ L times] )13 -1 = mm 13w ... 13w+ Db k ,w = N ... 1,
W along ac w

each
column

where Dback = -ln(Tback) and (3N is [0,00 ... oo]T ((L ~ 1) infinities).

(2.47)

(2.48)

To find the reliability values on each bit, D.Wl the distance matrix, D w' needs

to be modified. Specifically, the distance matrix is altered so that the smallest

path metric in the stage that has a different message bit (in the w-th position)

can be found. Intuitively, this means that the confidence in the w-th decoded bit

is proportional to how close the closest neighbouring message point is (who is

different in the w-th position). Equation (2.49) expresses this concept

mathematically,

D.w= min (aw+ D: + 13w) - shortest, (2.49)

where shortest is the path metric of the decoded message. The function, mm m

Equation (2.49) will find the smallest element in the matrix. The difference

between D: and D w is that the edges, which correspond to the same message bit

as the decoded message, are set to infinity, and all other distances are kept finite.

As in the BCJR decoder, the soft decisions are the probabilities on the decoded

bits. These probabilities are given by [20],
A e~'"

P(mw = mwly) = ~. (2.50)
1+e'"

Example 3 illustrates the SOYA algorithm using the same trellis as in Example 2.
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Example 3

Once again, consider the same trellis,

0/00.1--&0/00.5

1/1 0.3

1/1 0.9

0/0 0.2

1/0 0.4
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Figure 2.16: The trellis diagram illustrating the SOYA algorithm

The distance matrices are

2.302 0.105 0.693 1.204 1.609 00

D=
1.204 0.693 0.91600 00 00

(2.51)

1.609 0.916 0.693 1.204 2.302 00

D =
back 00 00 1.204 0.693 0.105 00

The support quantities can be found by applying the Viterbi algorithm to the above

trellis,

2.302 1.309 1.714
a=

0.105 0.798 00

(2.52)

1.609 2.1201.714
(3=

0.916 0.916 00

The decoded message is '101' and the path metric for this decoded message is

(shortest =) 1.714. To find .12, D 2 must be modified,
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(2.53)

(2.54)

The finite path edges are highlighted in Figure 2.16. Substituting this into (2.49),

. [1.309 1.309 00 1.204 2.120 2.120 ]
D. = mm + + -1 714

2 0.798 0.798 1.204 00 0.916 0.916 .

[

00 4.633]
= min 2.918 00 -1.714

= 1.204

The corresponding probability is,

e1.204

P (m2 = 01 y) = 1204 = 0.769 ,
1 + e'

which is close to the BCJR decoder output of 0.742.

2.4.5 Soft Decision Block Equalization

(2.55)

This section will consider channel equalization as an example of decoding of block

encoders. Conventionally an equalizer is a filter that accepts a soft input and

produces a hard output. Alternatively, a soft decision equalizer accepts soft

inputs and produces soft outputs, i.e., the probabilities on the input symbols. As

stated in section 2.3.4, the outputs of a MIMü channel do not have any memory

and are only dependent on the present input. Hence the equalizer will not require

graph based techniques to evaluate P(mly). Instead, the probability of the input

symbol is found by appropriately summing the probabilities on the output

symbols. In this case, the message ID is the transmitted symbol, the coded symbol

is Hs and r is the received sequence, where it is assumed that the receiver has

perfect channel state information. Let a general realization of the channel matrix

for a 2 transmit / 2 receive antenna be given by,

au a12
H = (2.56)a

21
a

22

Then the four possible outputs, given the inputs are shown in Table 2.
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Table 2: The outputs of the fading channel (noiseless)

s Hs

(-1, _1)T (-all-a12 , -a2Ca22)T

(1, _1)T (all-a12 , a21-a22)T

(-1, I)T (-all+a12 , -a21+a22)T

(1, I)T (all+a12 , a21+a22)T
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(2.57)

The soft decision equalizer is at the front end of the receiver, where it receives a

noisy version of the signaIs in Table 2. It ca1culates the probabilities of these

symbols, which is a multivariable Gaussian as shown in Equation (2.57),

1 Jlr-Hs l12

P [r IHs] = (J2:rrŒt e 2a
2

•

The probability that the first transmitted BPSK symbol is a -1 given the output

of the quasi-static Rayleigh faded channel is

1 pHHs = (-a ll - a12,-a21-ant)P[Hs]
P[SI = -llr] = - , (2.58)

P [r] +P [r IHs = (-a
ll

+ a12 ,-a 21 +a22 t) P [Hs]

where the channel was assumed to be a one to one mapping. The terms, P[r] and

P[Hs] can be ignored in the ca1culation of the probabilities as they are constants.

The probabilities from Equation (2.58) are assumed to be the channel

observations and can be fed to a subsequent soft input channel decoder.

2.5 Concatenated Encoders and Turbo Decoding

This section will introduce the concept of turbo encoding and decoding, while

turbo equalization will also be discussed. In the latter, a soft decision equalizer is

moved into an iterative loop with the turbo decoder to improve the overall

system performance.
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2.5.1 The Parallel Concatenated Encoder

Figure 2.17 and Figure 2.18 illustrate a rate 1/3 and 1/5 parallel concatenated

encoder, respectively. A parallel concatenated encoder is composed of two

primary components: constituent encoders and interleavers. The constituent

encoders are usually identical and the interleavers (denoted 111, 112, etc.) permute

the data sequence in sorne predetermined manner.

Figure 2.17: The block diagram of a rate 1/3 parallel concatenated encoder

m [m,pl
Encoder 1

~
q

Encoder 2

r
Encoder 3

S
Encoder 4

Figure 2.18: The block diagram of a rate 1/5 parallel concatenated encoder

In reference to Figure 2.17, m is the interleaved version of the message and the

parity output vectors are given by p and q. A concatenated code, which uses

multiple encoders joined via interleaving, can increase the free distance over a

non-interleaved counterpart [24]. Also the choice of the constituent encoders has a

large impact on this free distance. The recursive and non-recursive codes that

were considered in section 2.3.2 have the same minimum free distance and hence
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have the same first error event probability [1]. However these two codes when

used in the context of a concatenated encoding scheme have significantly different

performances. Regardless of the type of interleaver used, the non-recursive

encoders produce low weight codewords for low weight messages. Therefore, the

free distance of the concatenated code is limited in this case. However, when a

single '1' is fed into a RSC, the encoder will enter astate other than the aIl zero

state and not return to the zero state for as long as the encoder will run.

Therefore, a packet with a single '1' will have a high weight codeword and is no

longer a limiting case on the free distance of the parallei concatenated encoder.

Hence using a RSC constituent encoder will result in an increased minimum

distance, and better performance. As a final note, a systematic constituent

encoder is preferred to a non-systematic one, as the message bits in the codewords

(the systematic part) provide a good starting point for the turbo decoder.

Although a RSC encoder may be used, there is still a chance of a low weight

codeword occurring in both branches of the parallei concatenated encoder.

Therefore to ensure high weight outputs of the concatenated code, the interleaver

should ensure that low weight encodings of one permutation coincide with the

high weight encodings of the other branch. Clearly, a system having a larger

interleaver will have a larger dmin (and better performance) than a smaller

interleaver. Apart from the interleaving shown in Figure 2.18, a second block of

interleaving may be added to prevent burst errors due to the channel as shown in

Figure 2.19. After multiplexing the output of the encoder, it can be modulated

and transmitted on the channel (not shown).

Source
Parallel

Concatenated
Encoder

Burst
Interleaver

To

Channel

Figure 2.19: The schematic block diagram of a SISO transmitter showing the burst

interleaver
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2.5.2 The Iterative Turbo Decoder

The black diagram of the turbo decoder for a parallel-concatenated code is shown

in Figure 2.20 where r is the received vector from the channel and YI and Y2 are

the noisy version of [IÏJ. p] and q, respectively. It is assumed that the appropriate

deinterleaving / interleaving are the front and back ends of each decoder.

The equations for the turbo decoder can be written as

(2.59)
i ( i-l) i-l

x 2 = CP2 Y2,XI - Xl

X~ = CPI (YI'X~) - x~

where cp is the soft decision decoder (i.e., BCJR or SOVA) and x~ is the extrinsic
J

information at decoder j in iteration i. As can be seen in Equation (2.59), the

turbo decoder consists of constituent decoders functionally iterating over the

received sequence. The initial condition is chosen to be x~ = O. The vectors of

extrinsic information, are treated as if they contain independent probabilities on

the message bits, m (x~ is treated as an independent Gaussian random variable
J

with a mean (lIz ... lIz) (N elements as k = 1) and an identity covariance matrix).

YI
1

m
r Decoder 1

1---. DEMUX
Y2 Xi

Decoder 2
2

----.
i-l xiXl From l

Previous
Iteration

Figure 2.20: The block diagram illustrating the turbo-decoding algorithm

In section 2.4.3 and section 2.4.4, the aposteriori probability was conditioned only

on the received sequence y. In the turbo decoder, the aposteriori probability must

be conditioned on both the received sequence and the extrinsic information
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(2.60)
(rr;=l P (Y2il Ci)) (p (X~-ll m)) .

P (Y2' X~-l)

Therefore, the trellis edge weights that are used in the BCJR and SOVA decoders

are redefined as,

ry (ew ) = P (X;:l! mw = II (ew )) fI P (Y2jw 1cjw = lo (ew ))j=l (2.61 )

and P(mIY2,x~-1) replaces P(mly) in equation (2.32). With these new definitions

the probabilities can be calculated using BCJR or SOVA algorithms. After

computing the aposteriori probabilities, the following array of probabilities must

be evaluated,

P(ml = Oly)
P(ml = 11y)

P(mN = Oly)
P(m

N
= 1Jy) .

(2.62)

This array is the output of 'Pk and to find the extrinsic information, the array of

the current decoder must be divided by the array calculated by the previous

decoder, as depicted by the log domain equation in Equation (2.59). The hard

decision outputs are given by the maximum in each column of Equation (2.62).

The corresponding equations describing a system with four constituent

decoders are given by,

x~ = 'P4 (Y4' x~-\ x~-\ X~-l ) - X~-l - X~-l - X~-l

(2.63)

i ( i i i) i i iXl = 'Pl Yl,X
4
,X3 ,X2 - X4 - X

3
- X

2

where the decoded message is found by hard thresholding x~. As can be seen in

Equation (2.63), in every iteration, each constituent decoder uses aIl the available

extrinsic information. The block diagram of the parallel concatenated decoder

using four constituent decoders is shown in Figure 2.21.
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From

~
Previous

.. Iteration
~

Y4
:: Decoder 4 :

x4

'-- From ~yt

~ '-- Previous

-+ Iteration
~ '--.Î\-0

Ya
cl Decoder 3 1

Xa

Î
~

From

l '-- Previous~'-4t
~ Iteration

Y2 J Decoder 2 ~~ \J
x2

1

~'---

YI l r-
I Decoder 1 1

Xl

1

1 ID

Figure 2.21: The block diagram of the turbo decoder using four constituent decoders
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The interleaver that is between the encoded streams in Figure 2.17 prevents the

construction of a joint trellis at the receiver. Hence the iterative turbo decoder is

sub-optimal, as it does not necessarily choose the most likely sequence or bit

values for a received codeword.

2.5.3 Turbo Equalization

Since the quasi-static fading channel can be treated as a block encoder, the

receiver can consider it as a serially concatenated with the parallel concatenated

encoder. Raphaeli first proposed turbo equalization in 1998 [25], where the

equalizer was moved into the iterative decoding loop, which resulted in a

significant performance improvement [26]. Unlike the constituent decoders in the

iterative loop, which exchange extrinsic information on the message bits,

information on the codewords needs to be exchanged. The equations which

describe this operation for the nR = 2 antenna system is given by,
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Wi = cP (r, Wi-l ) _ Wi-l

Demux Wi to form YI and y2

(2.64)

x~ = 'Pl (Yl'X~) - x~

z~ = 'Pl (Yl'Z~) - Z~

Mux z~ and z~ to form Wi-l

In Equation (2.64), the operation of the soft decision equalizer is depicted by </J.

The symbols z~ and z~ are the log-likelihoods on the codeword bits corresponding

to the message bits (x~ and x~). Although each of the constituent decoders is

repeated twice, the log-likelihoods on codeword and message bits are calculated in

one pass. The block diagram of the combined receiver is shown in Figure 2.22 .
.--------

YI
Zi

1

r Soft Y 1--"-- Descision f-----. DEMUX
Y2

Turbo i MUX 1-----
Equalizer Decoder

- Z2

-~

-

W i.I 1 Previous 1
W.

1

1

Iteration
1 m

Figure 2.22: The schematic block diagram of the turbo equalizer for a SISO system

2.6 Chapter Summary

This chapter focused on reviewing concepts that are fundamental in the area of

communications and the particular topic of turbo codes.

The multipath-fading model, which is based on field observations, was shown

to be mathematically tractable using a Rayleigh distributed fading parameter.

This mathematical model was then extended to a MIMO channel. The capacities

of various channels were then discussed. In particular the capacity equations for a

fixed and variable MIMO channel were studied.
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Using the channel and FSM encoders as examples, the encoding and decoding

processes for the block and graph (trellis) based techniques were discussed. Block

decoding was illustrated by equalizing (i.e., 'decoding') the channel. An

introduction to graph theory was provided to describe the algorithmic

implementation of the maximum likelihood decoder and two soft decision trellis

decoders.

Finally these encoders and decoders were combined into the structure of a

parallel concatenated encoder and turbo decoder. Furthermore, it was shown that

by moving the soft decision equalizer into the iterative loop, turbo equalization

can be performed.
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In a typical urban environment where a fixed base station communicates with a

mobile terminal, a line of sight (LOS) path rarely exists. Hence, the received

signal will consist of a weighted sum of delayed versions of the transmitted signal.

The resulting amplitude variation in the received signal is known as fading.

Diversity schemes have been shown as an effective means to combat fading.

These methods require a number of signal branches, all carrying the same

message but having independent fading statistics. The success of diversity

techniques depends on the degree to which the signais on the different branches

are uncorrelated. Space-time coding schemes combine spatial diversity with

channel coding and (or) equalization. In this chapter, previous work in the field of

space-time coding will be discussed, starting with the Bell Labs layered space

time architecture prototype. Following this, space-time trellis codes and space

time block codes will be considered. Finally this chapter will conclude with a

discussion of antenna diversity, which make use of turbo codes and iterative

processing techniques.
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3.1 Layered Space-Time Architecture

Foschini et al. [27] investigated the capacity of MIMa channels and have shown

that the capacity of the channel grows linearly with the number of transmit and

receive antennas where the total transmit power is the same as the corresponding

8I8a case. This framework has led to the vertical BLA8T (Bell Laboratories

Layered 8pace Time) or V-BLA8T system, which has a high rate of transmission

in indoor environments [28]. The block diagram of a V-BLA8T system is shown

in Figure 3.1.

data

RXf---.f V-BLAST
signal

f-----.f Processing

Veetor
Encoder

data

TX

Figure 3.1: The schematic block diagram of the V-BLAST system (courtesy of [13])

Each stream is encoded using a 1 D encoder, where the input data can be read

out in a vertical or diagonal direction. The diagonal BLA8T (D-BLA8T) system

performs better than the V-BLA8T system, however, coding constraints, and a

higher decoder complexity prevent it from being used [28]. The V-BLA8T system

achieves lower capacity than the diagonal system, however the lower encoder and

decoder complexity make it very attractive from an implementation perspective

[28]. The V-BLA8T transmission architecture is shown in Figure 3.2.

Each encoded stream is QAM modulated and transmitted from nT

transmitters. The power of the transmitted symbol is proportional to l/nT so that

the total radiated power is constant and independent of nT [28]. The receiver

consists of nR receivers (nR ~ nT), whose outputs are fed to a V-BLA8T decoder.

The vector decoding process is simply a demultiplexing operation followed by a

bit to symbol mapping.



Figure 3.2: The V-BLAST transmission architecture (courtesy of [51])

There are 3 main differences of the V-BLAST system over traditional multi

access techniques. Unlike CDMA, the V-BLAST system does not require a large

channel bandwidth; it only requires a small fraction in excess of the symbol rate 

similar to conventional QAM systems. Unlike FDMA, the transmitted symbol

occupies the entire system bandwidth and unlike TDMA, the entire system

bandwidth is used simultaneously. Taken together, these differences account for

the high spectral efficiencies that V-BLAST is able to achieve [28].

The detection process of the vector of transmitted symbols will now be

considered. It shall be assumed that the receiver has symbol synchronous

1 [1 1 1]Tsampling and ideal timing. Let a = al' a2, ... , a
nT

denote the vector of

transmitted symbols, then the corresponding received nR vector at the first time

instant is given by,

r(~) = Hal + z, (3.1)

where z is the additive white Gaussian noise. The detection algorithm produces

the decision statistics: y: ... Y~T from r(~). Quantizing y~, k = 1. .. nT will produce

the data symbols. The detection process uses linear combinatorial nulling and

symbol cancellation to successively compute Y~ [29]. It was shown in [28] that the

optimal order to find these decision statistics is in the order of highest SNR to

the lowest SNR. Without loss of generality, y: will correspond to the most

confident decision statistic and y~ corresponds to the least confident (based on

SNR). The procedure to calculate the decoded symbols â~ is shown in [29] and is

summarised here:
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(3.2)

(3.4)

Step 1: Using the nulling vector, w~, form a linear combination of the

components of r(~) , to yield y:
l (I)T 1

YI = W I r(l)'

Step 2: y: is then quantized to obtain â::
â: = Q(y:), (3.3)

where Q(.) denotes a thresholding operation appropriate to the constellation that

is used.

Step 3: Assuming that â: = a:, â: is subtracted from the received vector

resulting in the modified received vector r(~),

1 1 ~1(H)
r(2) = r(l) - al l ,

where (H\ denotes the lst column of H. Steps 1-3 are repeated for antennas 2 to

nT by operating on the modified received vectors r(~) to r(~T)' The nulling vector

that is used in the above procedure is found using the MMSE or the zero forcing

criterions. The above procedure is very similar to the operation of the decision

feedback equalizer [28]. As in the DFE, if the detector makes an error on â:, the

remaining â:+
l

to â:
T

could be in error (error propagation). Hence, the reason for

the ordering is that the detector would be most confident (correct) in detecting

the bit with the highest SNR, which results in a smaller probability of error

propagation. Figure 3.3 shows the results obtained using a V-BLAST setup where

nT = 8 transmitters, nR = 12 receivers and the above ordering scheme. Since each

block consists of 8x100 symbols (4 bits /symbol), the system reaches 10-5 at a

channel SNR (P/ cl) of 23.8 dB or an EiNo value of 6.8 dB. The system was

operated at a carrier frequency of 1.9 GHz and a bandwidth of 30 kHz. Uncoded

16 QAM at each transmitter yields a raw spectral efficiency of 25.9 bits/s/Hz

[29].
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10 '
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4 5 6 7 8 9 10

Eb/No (dB)

Figure 3.3: Performance of the V-BLAST system with 16 QAM, nT = 8, n R = 12 and 25.9

bps/Hz (courtesy of [29])

3.2 Space-time Trellis Codes

Tarokh et al. originally proposed Space-Time Trellis Codes (STTC) [9], which

combines channel coding and symbol mapping onto multiple transmit antennas.

The STTC scheme achieves the same diversity advantage as the Maximal Ratio

Receive Combining (MRRC) technique. The system diagram is shown in Figure

3.4.

s (l) S(l)

Ti (l)

rn (l)/L REceive,

Cl (l)

Cn (l)
T

Space-Time
Enoder

Information
I-----~

Source

Figure 3.4: The schematic block diagram of the space-time trellis code system (courtesy of [42])
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There are two criterions, which drive the construction of the code: the rank and

determinant criterions. In [9], Tarokh et al. considered the probability that the

receiver decides erroneously in favour of

(3.5)

assuming that

(3.6)

was transmitted, where C; is the symbol transmitted from the i-th antenna at the

t-th transmission time. The rank criterion states that in order to achieve

maximum diversity (nTnR, where nT and nR is the number of transmit and receive

antennas), B(c, e) must be full rank for any codewords c and e, where B(c, e) is,
1 1 1 1 1 1

el - Cl e
2

- C
2 eN - CN

2 2 2 2 2 2
el - Cl e

2
- C

2 eN - CN

B(c,e) = e 3 _ c 3 3 3 e 3 _ c 3 (3.7)
1 1

e
2

- c
2 N N

enT _ cnT enT _ cnT enT _ cnT
1 1 2 2 N N

If B(c, e) has a rank of r, then the diversity of the system is rnR . To achieve the

largest coding gain, the minimum of the nr-th roots of the sum of the

determinants of aH nT x nT cofactors of B(c, e)B t (c, e) must be maximized

(where t is the transpose conjugate operator). These criterions translate to the

following design rules for designing the space-time encoder:

• Transitions departing from the same state differ in the second symbol

• Transitions arriving at the same state differ in the first symbol

Figure 3.5 shows the 4 PSK, 4 states, 2 antenna space-time code. The edge label

XI~ indicates that the signal Xl is transmitted over antenna 1 and ~ is

trarrsmitted over antenna 2. Therefore the block diagram of the space-time

encoder is as shown in Figure 3.6, where encoder 1 and 2 are firrite state

machines, which produce different outputs for the same input and present state.
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00/ 00 01/01 02/02 03/ 03

00/3001/3102/3203/33 11

Figure 3.5: The trellis of the space-time trellis code for 4-PSK, 4 States and 2 bits/s/Hz

(courtesy of [9])
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li

Encoder 1

Encoder 2

Ta Antenna 1

Ta Antenna 2

Figure 3.6: The block diagram of the space-time trellis encoder

Suppose that the code vector c was transmitted, and the receive vector, r was

received,

(3.8)

Optimum decoding at the receiver implies that an e is chosen such that the

aposteriori probability

P(elr,H(t),t = l,.··,N) (3.9)

is maximized, where H(t) is of size n R x nT' Assuming that an codewords are

equiprobable and that the channel is AWGN, then the optimum decoder is [9],
N 2

e = arg min l:llr(t) - .jE:"H(t)c(t)11 . (3.10)
e=e(l),...e(N) t=l

Hence, the decoder constructs a joint trellis (from the data of each antenna) and

using a vector form of the Viterbi decoder, the corresponding message can be
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decoded. However, if the number of antennas is fixed, the decoding complexity of

the space-time trellis code increases exponentially as a function of the diversity

level and transmission rate [9]. The performance of an 8 PSK, 64 state space-time

code over a block faded channel is shown in Figure 3.7. The path gains are

assumed to be constant for 130 channel uses. There are two transmit and two

receive antennas and the rate of this system is 3 bits/s/Hz. Based on the curve

shown in Figure 3.7, a BER of 1.3 x 10-5 is reached at a channel SNR (P/ ri) of

16.8 dB or an Eh/No value of 9 dB with a frame size of 2x130 symbols (3 bits per

symbol).

10" r.------,-----,---,-----,---,.......---.----,------,

10

~
:0
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.D

2
Cl..

e
Lü
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E
r;>
u.. -2

10 ..

5 8 9 10

Figure 3.7: Performance of the 64 state space-time trellis coded system with 8 PSK, nT = 2,

n R = 2 and 3 bps/Hz (courtesy of [9])

3.3 Space-time Block Codes

In the hope of reducing the exponential decoder complexity of STTC, Alamouti

proposed a simple transmit diversity scheme [13], known as space-time block

coding. This scheme was later generalized by Tarokh et al. [30], to an arbitrary
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number of antennas. Unlike space-time trellis codes, these codes have the

property of having a simple maximum likelihood-decoding scheme at the receiver.

The block diagram of the receiver for 2 transmit and 2 receive antennas is shown

in Figure 3.8. A space-time block code is defined as a n x nT matrix, C, where n

is the block length of the code and nT is the number of transmit antennas. For

example, the space-time code matrix which uses 2 transmit antennas is,

SI

G = *
2 -s

2

(3.11)

The i-th column in G2 is the transmitted constellation point (from the modulation

scheme) on the i-th antenna and the pt row corresponds to the symbols

transmitted at time t and the elements of the 2nd row are symbols transmitted at

t + T, where T is the symbol period. The channel transfer matrix is given by,

~2]
/zz2 '

(3.12)

where the elements of H are defined in the same way as III section 2.1.2.

Assuming that the channel coherence time is greater than a block length and

(3.14)

(3.15)

(3.13)

there are nR = 2 receive antennas, the received signaIs at time tare given by,

li = ~ISI + ~2S2 + ZI

r2 =/zzl SI + /zz2 S2 + Z2

and the received signaIs at t + Tare

r3 =-~IS; +~2S; +Z3

* * ,
r4 =-/zzIS2 + /zz2 S1 + Z4

where Zj are the complex random variables representing the receiver thermal

noise. The combiner (shown in Figure 3.8) constructs the following two signaIs,

s\ =~*lli + ~2r3* + Jz;l r; + /zz2 r;

(3.16)

Expanding this set of equations (using Equation (3.13) and (3.14)),
- ([,2 [,2 [,2 [,2) [,* [,* [, * [, *
SI = '''II + ''12 + "21 + "22 SI + ''1I ZI + ''2I Z3 + ''12 Z2 + ''22 Z4

- ([,2 [,2 [,2 [,2) [, * [, * [,* [,*
S2 = '''II +''12 +''21 +''22 S2 -''11 Z2 -''2I Z4 + ''12 Z1 + ''22 Z3

These combined signaIs are fed to the ML detector. The decision criteria for

choosing Si for the signal S1 is given by,
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(~21 +~22 +hîl +hî2 )lsJ +d
2(SI'Si)

::;; (~21 +~22 +hîl +h;2) ISk 1

2+d
2(SI' Sk ), Vi :f. k '

where d(·) is the Euclidean distance. Similarly, the detector

signal S2 when Equation (3.18) is satisfied [13],

(~21 +~22 +hîl +hî2)lsJ +d2(S2,Sj)

::;; (~21 +~; +hîl +hî2) ISk 1
2+d

2(:52,Sk ), Vi :f. k
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(3.17)

chooses Si for the

(3.18)

hu

~
Channel

h
21

SI
Estimator ..

l
SI

Combiner 82
ML

Detector

t--. .Channel
! h

12 SIr,- h
22Estlmator

Figure 3.8: The block diagram of the receiver for the space-time block coding scheme for n R

= 2 (courtesy of [32])

It is important to note that there is no memory between consecutive blocks and

the block length is typically very short (a maximum of n = 8 was shown in [31]).

To improve performance, usually a more powerfuI code such as the Reed-Solomon

[32] or turbo codes are concatenated with the space-time block code [33]. Further

work incorporated the space-time block code in a multi-user detector, which used

a MMSE interference suppression technique [32]. The performance of the space

time block code using 2 transmit 1 2 receive antennas is shown in Figure 3.9. To

reach a BER of 10-5
, a channel SNR (PI cl) of 9.9 dB or an Ebl No value of 6.9 dB

is required.



phapter ! A Review of Coded Space-Time Processing

, ,..... _ ,

52

0::
w
al

10"4 ":::::::::: ::::::::::::::::: ::::::::::::::::::::::

o

:::::::::: .....

4 6 8

Figure 3.9: Performance of the space-time block coded system with BPSK, nT = 2, n R = 2

and 1 bit/s/Hz (courtesy of [13])

3.4 Turbo Coded Modulation

To improve the performance of space-time codes, Stefanov et al. proposed

combining turbo codes with space-time coding [10]. Their system model consisted

of a parallel concatenated encoder, whose outputs are punctured and then fed to

a modulator, which was then transmitted on nT antennas. The block diagram of

the transmitter is shown in Figure 3.10.

The input to the modulator requires n bits for every output symbol. To

reduce the correlation of adjacent bits, an interleaver is added between the

parallel concatenated encoder and the modulator, so that systematic and parity

bits are assigned to different modulated symbols. Also, in the event of deep

fading, it distributes the burst errors evenly in the packet. The 4 PSK modulation

scheme is shown in Figure 3.11.
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/
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Encoder

Interleaving
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Modulator

Figure 3.10: The schematic block diagram of the transmitter with a parallel concatenated

encoder (courtesy of [10])
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Figure 3.11: The 4 PSK modulation scheme used; s-systematic bit, p-parity bit (courtesy of

[10])

The receiver computes the log-likelihood ratios using the modulated symbols

from the antennas. After deinterleaving, the turbo decoder uses these log

likelihoods as if they are observations from BPSK modulation over an AWGN

channel [la]. The block diagram of the receiver is shown in Figure 3.12.

Turbo
Decoder

Deinterleaving
• Log-Likelihood

Computation/

Figure 3.12: The schematic block diagram of the receiver (courtesy of [10])

The received signal at the j-th antenna is given by [la],
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(3.19)

where nT is the number of transmit antennas, Ci are the complex symbol outputs
2"

of the modulator, which belong to the set of constellation points, A = {CJi=! and

Zj are modelled as independent samples of zero mean complex Gaussian random

process with a variance of No/2 per dimension. Hence, the received signaIs,

r! ... rn correspond to nnT coded bits, b,
R

b = (bl, ... bn,bnH, ... ,bnnJ. (3.20)

The group of bits, b(i.l)n+l, ... ,bin is used to select the constellation point for the i-th

antenna, Ci' i = 1, ... , nT [10]. The log-likelihood ratio for the 'W-th element ofb, is

given by,

(3.21 )

which can also be written as,

""' P [7j ... rn ,b is transmitted)
A (b

w
) = log L...tb:bw=l fi • (3.22)

""'. P [ri ... rn . ,b is transmitted)
L...tb:bw=O R

Since, the modulation is a one to one mapping, b can be replaced with c. By

Baye's rule, the joint probability can be replaced with the conditional probability

in Equation (3.22). A product of probabilities can further replace the conditional

probability, as r! ... rn are independent given c = (Cl'" Cn ),
R T

(3.23)

Hence, substituting for the noise statistics, the log-likelihood ratio of bw becomes,

(3.24)
[

1 I:nT 1

2

]r. - a ..C.
nn J i=l 1.,] 1.

I:C:C=f(b),b(W)=1 I1j =1 exp - No

A (bw ) = log [ 2] ,
1 I:nT 1r. - a ..C.

nn J i=l 't,J Z

L:C:C=f(b),b(W)=O I1j =1 exp - No

where f(·) defines the mapping from b to c and the receiver is assumed to have

complete channel state information (ai,j is known). Figure 3.13 illustrates the
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performance of the turbo coded modulation scheme. A black faded channel is

assumed where the path gains are constant for a period of l = 130 channel uses.

The turbo codes with an interleaver size of 5200 information bits after 10

iterations, performs 8 dB better than the corresponding 16 state space-time trellis

code [10].

10. ....

10"6 : :::: > :::::::::::::.;: ••.•••.• ::. [:: ::::::::::":::::::::::: •• :::::::::::::'::::::::: •.• '

~ N'~'1300": ::.:::::::::: ::::;:: "':'.':' ,:,:::" ...
-+- N = 2600
-B- N = 5200

10 rL':::=========---l-__-I...-__----L l-__---,L-__~---l

2 4 5 6 7 8
Eb/No (dB)

Figure 3.13: Performance of the turbo coded modulation system with 4 P8K, nT = 2, n R = 2,

and 2 bits/s/Hz (courtesy of [10])

3.5 Turbo Space-Time Processing

Aryavistakul in [11] proposed two new coded layered space-time architectures,

where he modified the structure that Foschini had suggested in [8], to

accommodate iterative processing. Again, a quasi-static random Rayleigh channel

model is assumed, where the fading is stationary within a data block, but

statistically independent between different data blocks. The first architecture

applies coding across multiple signal processing layers (L8T-I, L8T stands for

layered space-time) and the other applies independent coding within each layer
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(LST-II). The block diagram of these two systems is shown ln Figure 3.14 and

Figure 3.15.

Layer n/l

Figure 3.14: The block diagram of the LST-I architecture (courtesy of [11])

In the first system, the encoded outputs are interleaved and multiplexed onto

nT streams and modulated. At the receiver, the outputs of the nR antennas (where

nR is assumed to be equal to nT) are decoupled through a space-time equalizer

and an interference canceller. This output is deinterleaved and the entire data

block is passed to the decoder. The extrinsic information from the decoder can

then be reinterleaved and passed back to the soft decision space-time equalizer,

which would complete the l"t iteration. Using these decisions, the interference

canceller can remove the effect of the pt antenna.

Sonrce

~~
~ ~ DI\!.n

Out.

Lllyer ft"

Figure 3.15: The block diagram of the LST-II architecture (courtesy of [11])
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In the second approach, the information bits are divided into nT streams and

fed to nT parallel encoders. The encoded outputs are then interleaved and

modulated. At the receiver, each of the nT streams (nR = nT) are decoupled and

independently deinterleaved and decoded. The output of L8T-II produces nT

information blocks at a rate of l/nT times the output rate of L8T-I [11], hence

preserving the overall rate. As can be seen by the above structure, the

interference canceller uses the extrinsic information from the decoder, which is

more reliable than the data decisions produced by the space-time equalizer.

Before a discussion on the performance of these two systems, the space-time

equalizer should be considered. The black diagram of the space-time equalizer is

shown in Figure 3.16. The outputs of the antennas are fed to nR linear

feedforward filters given by Wj(t). The filtered outputs are combined and sampled

at the symbol rate. The sampled signal is fed to the MAP processor, which

applies the BCJR algorithm to produce the apriori probabilities on the modulated

bits as described in section 2.4.3. The tentative hard decisions (which are found

by quantizing these apriori probabilities) produced by the MAP processor are fed

to the feedback filter B'(/). This output is subtracted from the sampled signal and

is the input to the MAP processor at the next iteration [11].

e

Soft Input

from Decoder

Soft Output

to Decoder
+ MAP

+ Processor
T -

BIU)
Tentativ

~U)

~111 (1)

Hard

Decision

Figure 3.16: The block diagram of the space-time equalizer with MAP processing (courtesy of

[11])
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The performance of both these systems was studied by varying the number of

transmit and receive antennas. It was found that the L8T-I performed poody for

nT = nR = 2 as the decision errors prevent the system from approaching low block

error rates regardless of the number of iterations. When the number of antennas

is increased to 4, the error floor is lowered. With 3 iterations, the effect of the

decision errors almost completely disappears when using soft decisions (at the

output of MAP processor in the space-time equalizer) [11]. The L8T-I

performance for nT = 2, 4, and 8 antennas after 6 iterations is shown in Figure

3.17. 8ince the black size is 400 bits and the rate of the system is nT bps/Hz (as

the modulation scheme is 8 P8K and the rate of the code is 1/3), L8T-I reaches a

bit error rate of 10-5 at -5.7 dB for the 8 antenna system. Hence, this system is

approximately 5.1 dB away from the capacity limit (the capacity limit is

calculated using Equation (2.16), where the 1;2 is dropped as the channel matrix is

complex).

The performance of L8T-II for nT = 2, 4, and 8 after 6 iterations is shown in

Figure 3.18. Unlike in L8T-I, very little improvement is observed after 2

iterations. Therefore, for a large number of transmit and receive antennas, coding

across the layers provides better performance than independent coding within

each layer. However with the two transmit and two receive antennas, the former

is heavily affected by decision errors and therefore provides poorer performance

than the latter [11]. For the L8T-II system, a BER of 10-5 is reached at an 8NR

of -3.5 dB for the 8 antenna system, which is 7.3 dB away from the capacity

limit.



Chapter 3 A Review of Coded Space-Time Processing 59

10° ,-----==:::-r~=--""""""=-----_,_---__._----_r_---____,

10

.......... ;.
. .. . .;..

... z<"'." ....•.•.......
. .. - ... -.

·5

.. .........

nT =8

• 1 LI==L:=ST::',:::II~ --.L -i.. -----i.. -----i -----l10"'<-
·15 ·10

2 .
co

Cl::

Figure 3.17: LST-I performance with nT = n R = 2, 4, 8 and nT bits/s/Hz (courtesy of [11])
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Figure 3.18: LST-II performance with nT = nR = 2,4,8 and nT bits/s/Hz (courtesy of [11])
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3.6 Chapter Summary
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In this chapter, previous work in the field of antenna diversity systems was

discussed. In particular, each system was described and its performance results

were stated.

The prototype developed by Bell labs, known as V-BLAST, was shown to

achieve very high spectral efficiency, however, the required channel SNR (P/ cr)

was in the order of 24 dB. At these SNRs, the receiver simply decorrelates aIl the

received samples as there exists very little additive noise. Due to these high

SNRs, this system is more suited for fixed wireless networks.

Space-time trellis codes, developed by Tarokh et al., combined coding with

antenna diversity. Although the spectral efficiency was much lower than V

BLAST, the system performed at lower channel SNRs (P/ cr). However the

complexity of the joint decoder at the receiver grew exponentially with the

diversity level and transmission rate (keeping the number of antennas constant).

To reduce this complexity, Alamouti and then Tarokh et al. constructed

space-time block codes. These codes were much simpler in their construction than

the previous, hence having reasonable complexity at the receiver. However this

system did not perform as weIl as the space-time trellis codes. In both cases, the

reduced performance was due to weak codes.

Stefanov et al. and Ariyavisitakul, respectively applied turbo codes and

iterative processing to an antenna diversity system. As expected, the systems

performed significantly better than the previous systems: Stefanov's 4 state, 2

antenna was 8 dB better than the 16 state, 2 antenna space-time trellis system

and Ariyavisitakul's 8 antenna system performed about 5.1 dB from the capacity

limit. Although Ariyavisitakul had the lowest Eb/ No of aIl previous systems, a

great deal of signal processing is required at the transmitter and receiver.
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Previous systems required high SNRs to achieve low bit or frame error rates in

quasi-static Rayleigh fading channels. To achieve transmission at much lower

SNRs, the proposed system combines turbo coding with antenna diversity. The

system design and the performance under different scenarios of varying antennas,

and code rates will be described. Finally the performance of the proposed system

will be compared to the capacity limit.

4.1 Proposed Coded Diversity System

The block diagram of the transmitter and receiver of the nT transmit and nR

receive antenna system is shown in Figure 4.1 and Figure 4.2 where nT = nR• The

systematic and parity bits (which are interleaved) of the parallei concatenated

encoder are uniformly divided onto nT antennas. Fading on the MIMü channel is

spatially uncorrelated, quasi-static and Rayleigh. At the receiver, the nR streams

are received, deinterleaved, demultiplexed into two observations (YI and Y2 from

section 2.5.2) and fed to the turbo decoder, which has the same structure as in

section 2.5.2. AlI the blocks, which are dashed, are not essential for the system to

function, however they may be used to improve performance.
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Figure 4.1: The schematic block diagram of the transmitter of the proposed system
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Figure 4.2: The schematic block diagram of the receiver of the proposed system

The Matlab (v5.3) simulation environment was used to simulate all the

following systems. To decrease simulation time, the BCJR algorithm, which was

used as the soft decision decoder , was compiled into an executable using the

Matlab to C compiler. The simulation time that was required to generate the

curves was in the order of 1.5 days for the small packet, 2 antenna system to 5

days for the small packet, 4 antenna system with turbo equalization. These

simulations were catried out on a PIlI 733 MHz processor with 384 MB RAM. It

was found that as long as the program did not require more memory than the on

board RAM, the simulation time per bit were the same for the larger packet.



Chapter 4 Turbo Coded Diversity Transceiver

4.2 The 2 Transmit and 2 Receive System
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In this section, the performance of the 2 transmit and 2 receive system will be

discussed. Also it will be assumed that the parallel concatenated encoder is of

rate 1/3 and the constituent encoders are described by the trellis shown in Figure

2.10. Although aIl the graphs are expressed in terms of the normalized SNR,

Eb/ No, this section and the following will express this quantity simply as SNR.

4.2.1 Performance on a Uniformly Faded Channel

In this system, there exists a uniform fade over the whole packet. If one of the

streams experiences a deep fade, then 1/2 of the bits are lost. In such packets, the

decoder cannot correct too many of the bits, and therefore it is expected that the

BER curve will have a slow roll off. The system's performance is shown in Figure

4.3.

ct:
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Figure 4.3: The performance on a lUliform1y faded channel (2 transmit / 2 receive)
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As was predicted, a high SNR is required for achieving low BERs, i.e., a BER

of 10-5 is reached at 11.7 dB. Also it was observed that although there was sorne

gain in the first couple of iterations, the last five iterations did not provide any

significant improvement.

4.2.2 Performance on a Block-Faded Channel

Although quasi-static fading is assumed, the fades usuaIly remain constant for l

channel uses. Tarokh et al. in [9] assumed that l is 130 and this will be assumed

here as weIl. Hence, if a deep fade occurs, only 260 bits (130 x 2 antennas) will be

lost instead of half the packet. Since the turbo code is quite powerful, it is

assumed that it should perform better than in the previous case. The performance

curve of this system is shown in Figure 4.4.
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Figure 4.4: The performance on a block faded channel (2 transmit / 2 receive)

An SNR of 1.92 dB is required to reach a BER of 10-5
, which is a gain of 9.78

dB over the previous system. As in the preceding case, the last five iterations do
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not provide any significant improvement. This is probably due to fades, which

still knock out too many parity bits, resulting in a saturation of the performance.

4.2.3 Performance on a Fully Interleaved Channel

In the previous set-up, it is possible to have consecutive deep fades knocking out

many parity bits in the same packet. Although this does not occur often, these

packets would reduce the performance of the system. Ideally the decoder could

correct errors in a packet if the channel changed at the symbol level and if the

receiver knew the channel matrix. This scenario is not realistic, but it can be

mimicked if an interleaver is placed before the transmitter. This interleaver,

known as a channel interleaver, would permute the data such that each element

in the interleaved output cornes from a different packet. Hence, the channel

interleaver would require N packets to permute a block of N bits. The receiver

would receive aIl N packets and then deinterleave and demultiplex them back

into their appropriate codewords. Although sorne bits may be lost due to deep

fades, the majority will not be, allowing the turbo decoder to correctly decode the

packet. Hence, it is expected that the performance on a fully interleaved channel

should be better than the previous scenarios. The performance curve of this

system is shown in Figure 4.5.

An SNR of 0.91 dB is required to reach a BER of 10-5
, which is an

improvement of 1.01 dB over the previous system. This gain is due to channel

interleaver, which implies that the added signal processing seems to be

worthwhile.
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Figure 4.5: The performance on a fully interleaved channel (2 transmit / 2 receive)

4.2.4 Performance with Turbo-Equalization

In Figure 4.2, the soft decision equalizer can be brought into the iterative loop

with the decoder while still maintaining a fully interleaved channel (indicated by

the dotted feedback line). The receiver will now perform turbo equalization over

the transmitted data. The performance curve of this system is shown in Figure

4.6.

A bit error rate of 10-5 is reached at -0.52 dB, which is a gain of 1.43 dB over

the previous system. This gain was mostly realised in the last five iterations,

which implies that turbo equalization improves the reliability of the parity bits.

Clearly having the decoder trade extrinsic information on the codewords with the

equalizer provides a significant gain.
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Figure 4.6: The performance on a fully interleaved channel with turbo equalization (2

transmit / 2 receive)

4.2.5 Performance with a Larger Packet 8ize

67

In section 2.5.1, it was indicated that the performance of a parallel concatenated

code would increase if a larger interleaver between each constituent encoder was

used. Therefore the packet size was increased to 18400 (which is la times bigger

than the previous cases) and the simulation of the system on a fully interleaved

channel without and with turbo equalization was rerun. The performance curves

for these two scenarios are shown in Figure 4.7 and Figure 4.8, respectively.



Chapter 4 Turbo Coded Diversity Transceiver 68

10 '

ffi 10'
co

10'5 Lr---"'l---1:-s7'tI;:-te-ra--:t;-io-n--" " " , " " , " " " , '
--fT- 2nd Iteration
--;Or- 4th Iteration
--A- 8th Iteration
--<>-- 10th Iteration10,6ë======c'--- -L- --l --l- L-~_ ___l
-0.8 -0.6 -OA -0.2 0 0.2

Eb/No (dB)

Figure 4.7: The performance on a fully interleaved channel for a larger packet (2 transmit / 2
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Figure 4.8: The performance on a fully interleaved channel with turbo equalization for a

larger packet (2 transmit / 2 receive)
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At a BER of 10-5
, the required SNR is 0.08 dB and -1.21 dB for the fully

interleaved and turbo-equalized systems, respectively. This is a gain of 0.83 dB

and 0.69 dB with respect to the corresponding smaller packet size systems. In the

turbo-equalized scenario, there exists a large gap between the 8th and lOth

iterations, which suggests that a more iterations would result in an additional

performance improvement. Unlike curves for the packet size of 1840, these curves

require a smaller falling range, i.e., 1 dB and 0.375 dB versus 1.4 dB and 1.25 dB

for the fully interleaved channel and turbo equalized, respectively.

4.3 The 4 Transmit and 4 Receive System

In this section, the performance of the 4 transmit and 4 receive system will be

discussed. Also, it will be assumed that the parallel concatenated encoder is of

rate 1/5 and the constituent encoders have a trellis that is shown in Figure 2.13.

The general FSM encoder trellis was used as it performed significantly better

than the RSC encoder trellis of Figure 2.10.

4.3.1 Performance on a Uniformly Faded Channel

In this case, as in the 2 antenna system, the fade is uniform over the whole

packet. If one of the streams experiences a deep fade, then 1/4 of the bits are lost.

Hence to reach low BERs, high SNRs will be required and the curve will have a

slow roll off. The performance curve of this system is shown in Figure 4.9.

As expected, a high SNR is required for achieving low BERs, i.e., a BER of

10-5 is reached at 4.29 dB. Although there is sorne improvement in the first five

iterations, subsequent gain in the next five iterations is not as significant.
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Figure 4.9: The performance on a uniform1y faded channel (4 transmit / 4 receive)

4.3.2 Performance on a Block-Faded Channel

In this section, the fading will be assumed to be constant for 130 channel uses.

This system's performance should be better than the corresponding 2 antenna

system as there are more parity bits. The performance curve of this system is

shown in Figure 4.10.

Clearly the system performs better in a block-faded channel than a uniformly

faded channel. An SNR of -0.43 dB is required to reach a BER of 10-5
, which

corresponds to a gain of 4.72 dB over the previous system. Unlike the 2 antenna

system, there exists a uniform improvement in the performance as the turbo

decader iterates. This is probably because there are enaugh parity bits ta pravide

good extrinsic information to the decoder even in deep fades. There is almost a

2.35 dB gain at a BER of 10-5 between the corresponding 2 and 4 antenna system.

This gain is due to the added diversity and coding advantage (4 vs. 2 and 1/5 vs.

1/3).
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Figure 4.10: The performance on a block faded channel (4 transmit / 4 receive)

4.3.3 Performance on a Fully Interleaved Channel

In this section, the performance of the 4 transmit and 4 receive will be considered

where the channel interleaver is present at back and front ends of the transmitter

and receiver, respectively. The performance curve of this system is shown in

Figure 4.11.

To reach a BER of 10-5
, an SNR of -1.14 dB lS required, which is 0.71 dB

better than the previous system. This gain is due to adding the channel

interleaver. Also, there seems to be a significant performance improvement in the

last five iterations.
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Figure 4.11: The performance on a fully interleaved channel (4 transmit / 4 receive)

4.3.4 Performance with Turbo-Equalization

Similar to the 2 antenna case, the soft decision equalizer can be brought into the

iterative loop, which can realise another performance improvement. The

performance curve of this system is shown in Figure 4.12.

A BER of 10-5 is reached at -2.52 dB, which is a gain of 1.38 dB over the

previous system. As in the 2 antenna case, a significant gain can be realised when

equalization and turbo decoding is performed jointly.
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Figure 4.12: The performance on a fully interleaved channel with turbo equalization (4

transmit / 4 receive)

4.3.5 Performance with a Larger Packet Size

In this section, the performance of the 4 transmit and 4 receive will be considered

where the packet size is increased 10 times. The performance curve for the fully

interleaved and turbo-equalized systems are shown in Figure 4.13 and Figure

4.14, respectively.

At a BER of 10-5
, the required SNR is -1.89 dB and -3.27 dB for the fully

interleaved and turbo equalized systems, respectively. Hence, by increasing the

interleaver size, 0.67 dB and 0.75 dB was gained in performance compared to the

corresponding small packet systems. In the turbo-equalized scenario, a significant

gain exists between the 8th and 10th iteration, which suggests that more iterations

would further improve performance. Also, the BER curve falls almost uniformly

until a particular SNR, after which, the BER curve falls very steeply. Unlike

curves for the packet size of 1840, these curves require a very small falling range,

i.e., 0.38 dB versus 1.5 dB for the 18400 and 1840 packet sizes, respectively.
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4.4 Asymmetric MIMO Channels

Unlike the mobile terminal, the receiver or the base station has more signal

processing power available to it. Hence, it is conceivable to put more receive

antennas on the base station, to better detect and decode the signal. If a system

has 2 transmit and 3 receive antennas, referring to the discussion in section 2.1.2,

the transmitted data exists as points in a 2-dimensional plane, but the channel

maps these points into a 3-dimensional space. Thus there exists greater

separation between the received points, which the decoder can then use to

increase its performance. As a topic of further study, the number of receive

antennas was varied in the above systems, to see how much the performance

would increase. Figure 4.15 and Figure 4.15 illustrates the performance of the 2

and 4 transmit antenna systems on a fully interleaved channel with turbo

equalization where the number of receive antennas was increased to 3 and 6,

respectively.
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Figure 4.15: The performance on a fully interleaved channel with turbo equalization (2

transmit / 3 receive)
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Figure 4.16: The performance on a fully interleaved channel with turbo equalization (4 transmit /

6 receive)

To reach a bit error rate of 10-\ an SNR of -2.59 dB and -4.64 dB was

required for the 2 and 4 antenna systems, respectively. Therefore, adding 50 %

more receive antennas corresponds to a gain of about 2 dB.

4.5 Performance Comparison of the Space-Time Systems

In section 2.2.2, a numerical technique to calculate the MIMü capacity for a

changing H was provided. In this section, the performance of the above systems

will be measured with respect to this capacity limit. The rates of transmission for

the 2 and 4 antenna systems are R = 2/3 bps/Hz and R = 4/5 bps/Hz,

respectively (Rm is 1 for BPSK and Re is 1/3 and 1/5 for the 2 and 4 antenna

systems, respectively). In Equation (2.16), the normalized SNR, Eh/No, can be

adjusted so that CT (capacity calculated at the T-th iteration, where T is 100,

000) is approximately equal to R. The results of this capacity analysis for the

symmetric system are shown in Table 3.
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System Eb/No (dB) from Capacity Difference

Simulation Limit (dB) (dB)

at a BER of 10-5 as BER ~ 0

2 Antenna System
-1.21 -2.40 1.19

(18400)

4 Antenna System
-3.27 -5.60 2.33

(18400)

Although the 4 antenna system reaches the same bit error rate as the 2 antenna

system at a lower SNR, it is about 1.15 dB further from the capacity limit than

the 2 antenna system. The reason as to why the 4 antenna system performs worse

is that the general FSM code shown in Figure 2.13 should be further optimized

(by adjusting the state transitions, input and output labels) in the context of the

4 branch parallel concatenated encoder. A summary of the capacity analysis for

the asymmetric system is shown in Table 4.

Table 4: Capacity bounds for the asymmetric turbo equalized systems

System Eb/No (dB) from Capacity Difference

Simulation Limit (dB) (dB)

at a BER of 10-5 as BER ~o

2,3 Antenna
-2.59 -4.40 1.81

System (1840)

4,6 Antenna
-4.64 -7.50 2.86

System (1840)

For the asymmetric scenario, the difference between performance and the

capacity limit increased by about 0.6 dB to 1.81 dB and 2.86 dB for the 2 and 4

antenna systems, respectively. The increased separation is due to the fact that

additional coding was not added to take full advantage of the increased diversity

gam.
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The equation to determine the throughput of the system is given by,

Th h
Clock frequency x Pipeline factor x A BIC factor (4 1)

roug put = . .
# of Clock cyclesjsamplejiteration x # of iterations

The limiting factor in the system throughput is the decoder as it is more complex

than the encoder. Currently, Xilinx has developed a 3GPP compliant turbo codec

for the Virtex II FPGA device which requires 3 dock cydes/bit/iteration of the

turbo decoder [52]. Since the equalizer is simply a lookup table, it is assumed to

add 1 more dock cyde per bit/iteration. Therefore, Equation (4.1) results in a

throughput of 1 Mbps at a dock frequency of 40 MHz. If the decoder was

implemented on an ASIC, then a further gain of two can be achieved. This gain is

because an ASIC has less overhead than a corresponding FPGA implementation

[53]. The throughput can potentially be increased to 20 Mbps when a pipelining

option is used, where it is assumed the number of turbo decoder blocks is equal to

the number of iterations. Other than an increase in the size of the chip, this

throughput would be the same for the 4 antenna system.

4.7 Chapter Summary

In this chapter, the design of the proposed coded antenna diversity system with

its performance results were presented. The performance was shown to increase

significantly when the number of antennas was increased from 2 to 4 and the

coding rate decreased from 1/3 to 1/5. Performance was increased by fully

interleaving the transmitted data, joint equalization and decoding and using

longer packets. The performance analysis showed that turbo equalization on a

fully interleaved channel for the larger packet (18400 bits) with 2 and 4 antennas

performed within 1.19 dB and 2.33 dB of the Shannon limit, respectively. The

asymmetric systems performed slightly worse and are about 1.81 and 2.86 dB

from the capacity limit, respectively.
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The presence of fading in wireless environments increases the error probability

and stipulates the use of good coded diversity schemes. Diversity schemes have

been used in fading channels and in particular antenna diversity has been shown

to increase the capacity of a wireless communication link significantly. Good

channel codes, which add redundancy and memory to the transmitted data, are

required to achieve this increased capacity. In 1993, Berrou et al., proposed a new

encoding and decoding scheme, commonly referred to as turbo codes, which are

capable of achieving near capacity performance on an AWGN channels [6]. In this

work, we proposed a power efficient turbo coded antenna diversity system and

investigated its performance on a quasi-static Rayleigh fading channel.

In Chapter 2, we described the baseband equivalent fading model when there

exist multi element antenna arrays at the transmitter and receiver. This model,

termed the multi input multi output (MIMO) channel, is memoryless, and it has

fades that are spatially uncorrelated between the antennas and independent from

one fade to the next. Under this assumption, the channel capacity is an average

of the capacities under different realisations of the channel transfer matrix. Since

the analytical expression is difficult to calculate [7], we briefly describe a

numerical technique to evaluate the channel capacity. After establishing the

MIMO channel capacity, the construction of parallel concatenated encoders and
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the process of turbo decoding were presented, which also inc1uded the concept of

turbo equalization.

Chapter 3 considered prevlOUS work in the field of coded space-time

processing. In particular, the V-BLAST architecture [8], the space-time trellis

codes [9], space-time block codes [13], turbo coded modulation with antenna

diversity [la] and layered space-time architecture with iterative processing

proposed in [11] were explored. We observed that although the V-BLAST system

could send more bits through the channel (26 bps/Hz), the channel SNR (PI cr)

that was required could only be supported through a large power supply.

Although space-time trellis codes and space-time block codes operate at lower

channel SNRs, these SNRs are still high for the rates of transmission (3 bps/Hz

and 1 bpsjHz, respectively). In [la], turbo codes were applied to antenna

diversity, which resulted III significantly better performance than the

corresponding space-time trellis code. However, Stefanov et al. were still quite far

from the capacity limit. In [11], a layered space-time architecture with iterative

processing was proposed. This system was within 5.1 dB of the capacity limit,

with a medium rate of transmission (8 bps/Hz) using 8 antennas. However, this

performance was achieved with significant signal processing at the receiver.

In Chapter 4, the design and simulation results of the proposed system were

presented. The system design was motivated by the performance of parallel

concatenated codes on a single input and single output Gaussian channel, and the

ability of antenna diversity to improve performance in fading channels. To

achieve a further performance gain, a soft decision equalizer was at the front end

of the receiver. We explored the performance under symmetric antenna

configurations with 2 and 4 antennas. In each configuration, five cases were

considered: uniform fading, block fading, fully interleaved channel, turbo

equalization on a fully interleaved channel and increased packet size. Figure 5.1

and Figure 5.2 illustrate the performance of these 5 cases with respect to the

capacity bound for the 2 and 4 antenna systems respectively.
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From the above figures, it is clear that the turbo-equalized system performed

significantly better than any other case. The best performance was the system

with turbo equalization on a fuIly interleaved channel for the larger packet. These

systems reached 10-5 at an Eb/ No of -1.21 dB and -3.27 dB, which are 1.19 dB

and 2.33 dB from the Shannon limit for the 2 and 4 antenna cases, respectively.

As a topic of further study, the number of receive antennas was increased, to

observe if the above gain was due to diversity alone or due to a combination

coding and diversity. If 50 % more receive antennas were added, the performance

increased by about 2 dB for the 2 and 4 antenna systems. However, the resulting

systems were about 1.81 and 2.86 dB away from the capacity limit. Clearly

increasing the number of antennas without an appropriate decrease in the coding

rate is not accompanied with an increase in performance with respect to the

Shannon limit.

Compared to previous literature, this is the first coded antenna diversity

system, which is closest to the capacity limit on a quasi-static Rayleigh MIMO

fading environment. These systems reach smaIl BERs (10-4
- 10-5) at negative

channel SNRs and negative Eb/ N08, i.e., the power of the signal is less than the

noise. In fact, the best 4 antenna symmetric system reaches a BER of 10-5 at a

channel SNR of -1.23 dB or an Eb/ No value which is 1.66 dB lower than the -1.6

dB limit for reliable communication on a SISO system1 [37]. Such low SNRs are

weIl suited for finite power mobile terminaIs in the field. Using a CDMA

modulation scheme, a 2.5 MHz bandwidth per user can support 2 Mb/s (which is

the maximum rate of transmission in the current 3GPP standard [54]) with the 4

antenna system (rate of transmission is 0.8 bps/Hz).

1 Recently it has been shown that MIMü systems have the potential to outperform the -1.6

dB bound [7]. The proposed coding scheme, to the best of our knowledge, is the first one to

overcome this limit, with negative channel SNRs.
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This thesis has focused on power efficient transmission on quasi-static Rayleigh

fading MIMO channels. This objective has been successfully achieved by

combining iterative decoding and antenna diversity schemes. As an area of

further research, this system can be extended to high spectral efficiencies by

changing the coding schemes to higher rate codes and (or) by changing the

modulation. Other areas of research are to use a more sophisticated interleaver,

and to evaluate these systems in a non-Rayleigh environment, for example,

Ricean. Finally it would be interesting to apply this space-time scheme in the

context of a multi-user scenario where the interference from other users must also

be considered.
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