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Abstract 
 

Herpes simplex virus 1 (HSV-1) and cytomegalovirus (CMV) are ubiquitous and very 

prevalent pathogens. Infections with these agents result in a variety of clinical syndromes, 

ranging from asymptomatic to severe infection, with high mortality rates and significant 

long-term morbidity, particularly in vulnerable in immunocompromised or immature 

populations. The use of inbred mouse strains that accurately replicate disease and exhibit 

natural genetic variation in susceptibility has been particularly useful to understand 

fundamental mechanisms of virus disease pathogenesis. Further, random chemical 

mutagenesis with N-Ethyl-N-Nitrosourea (ENU) is a powerful tool to identify new 

mutations on genes and pathways critical to immunity. We have developed an ENU 

mutagenesis platform followed by a high-throughput infection pipeline allowing us to 

screen a high number of mice for susceptibility to either CMV or to HSV-1 infection. We 

generated and tested more than 264 pedigrees, for a total of 4200 animals for gained 

susceptibility to infection. Doing so, we found 6 families exhibiting susceptibility to HSV-

1 and 1 to CMV. We selected one pedigree susceptible to HSV-1 for further analysis. We 

found a non-synonymous mutation in the linker domain (LD) of STAT5A (W484G). CD8+ 

T cells and NK cell responses were affected in STAT5AW484G mice, as their numbers were 

reduced following infection with HSV-1, as were the antigen experienced CD44+ CD8+ T 

cells. After stimulation with IL-2, which is mediated in part by STAT5A, NK cells did not 

increase the expression of IL-2Rβ as much as wild type mice, while the expression of IL-

2Rα on CD4 and CD8 T cells was abrogated. These results show that STAT5A is 

important to the T cell and NK cell immune responses to HSV-1 and CMV infection and 

a single point mutation in its LD is sufficient to compromise STAT5A function. We also 

analysed a pedigree susceptible to CMV and identified a critical mutation on the 

uncharacterized GTPase GNL1. NK cells, which play a non-redundant role in CMV 

resistance, were drastically reduced in mutant animals, causing viral susceptibility. NK 

cells also exhibited an increase in caspase 3 activity accompanied with a dysfunctional 

cell cycle progression after IL2 and IL15 stimulation, two cytokines critical for NK cell 
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biology. The inactivation of p53 rescues the NK deficiency and cell death. We showed 

that GNL1 is crucial for NK cells homeostasis and that GNL1 inactivation leads to NK 

deficiency and MCMV susceptibility. Taken together, our results allow for a better 

understanding of the mechanism governing the immune response to herpesviruses and 

lymphocyte biology, facilitating the elaboration of antiviral and immune treatment. 

 

  



 4 

Résumé 
 

Le virus de l’Herpès Simplex de type 1 (VHS-1) et le Cytomégalovirus (CMV) sont des 

pathogènes très prévalents. Les symptômes cliniques sont variés, allant d’une infection 

asymptomatique à de sévères infections pouvant causer la mort ou des effets morbides 

a long-terme. Les populations immunosupprimées ou au système immunitaire immature 

sont particulièrement à risque. Afin de comprendre les mécanismes fondamentaux de la 

pathogenèse, l’utilisation de souche de souris consanguines fut particulièrement utile. 

Ces différentes souris répliquent les hauts points de l’infection et possède une variation 

génétique naturelle dans la résistance au virus. De plus, l’introduction aléatoire de 

mutation chez la souris par l’agent chimique N-Ethyl-N-Nitrosourée (ENU) est un outil 

puissant afin de découvrir de nouvelles cascades de signalisation et gènes mutés 

critiques à l’immunité. Dans le cadre de cette thèse, nous avons développé une 

plateforme de mutagenèse couplée à un pipeline d’infection à haut volume permettant de 

tester de grandes quantités de souris pour la susceptibilité à CMV et VHS-1. Nous avons 

généré et infecté plus de 264 pédigrées, pour un total de 4200 animaux. Ce faisant, nous 

avons trouvé 6 familles susceptibles à VHS-1 et 1 à CMV. Nous avons sélectionné un 

pédigrée susceptible à VHS-1 pour de plus amples analyses et avons identifié une 

mutation non synonyme dans le domaine de liaison (DL) de STAT5A (W484G). Les 

cellules T CD8 et NK étaient affectés par la mutation. Leurs nombres étaient réduits 

suivant l’infection, tout comme ceux des cellules T CD44+ CD8+ ayant déjà vu l’antigène. 

Après stimulation avec IL-2, donc le signal est en partie médié par STAT5A, les cellules 

NK n’ont pas augmenté l’expression du récepteur IL-2Rβ, tandis que l’expression de IL-

2Rα était abrogée chez les cellules T CD4 et CD8. Ces résultats démontrent que STAT5A 

est important pour la réponse immunitaire à VHS-1 et CMV des cellules T et NK, et qu’une 

mutation ponctuelle dans le DL de STAT5A est suffisant pour compromettre sa fonction. 

Nous avons aussi sélection un pédigrée susceptible a CMV et identifié une mutation 

critique dans la GTPase non caractérisée GNL1. Les cellules NK, qui jouent un rôle 

essentiel et non redondant dans la résistance à CMV, étaient drastiquement réduites, 
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causant la susceptibilité au virus. Le niveau d’activité de caspase 3 était élevé chez les 

NK, en plus d’avoir un cycle cellulaire dysfonctionnel après stimulation avec IL-2 et IL-15, 

deux cytokines critiques à la biologie de ces cellules. L’inactivation de p53 restaure un 

nombre normal de NK et diminue la mort cellulaire. Nous avons démontré que GNL1 est 

crucial à l’homéostasie des cellules NK et l’inactivation de GNL 1 cause une déficience 

en cellules NK et la susceptibilité à CMV. Dans l’ensemble, nos résultats permettent une 

meilleure compréhension des mécanismes régissant la réponse immune aux virus 

herpétiques et la biologie des lymphocytes, facilitant l’élaboration de traitements 

antiviraux et immunitaires. 
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Chapter 1 – General introduction and 
literature review 

 

 

Throughout known time, viruses and humans have been in a fight for their survival. For 

some viruses, co-evolution with their host has helped them to increase their efficiency, 

while minimizing the negative impact on the host, allowing them to propagate. However, 

these pathogens can be opportunistic, causing severe disease if the host immune system 

is compromised or immature. Herpesviruses are among those types of pathogen. These 

highly prevalent viruses have adapted to their host, whether human or animal, allowing 

them to replicate and survive without causing severe damage. Yet, infections result in a 

variety of clinical syndromes, ranging from asymptomatic infection to a severe infection 

with high mortality risk and significant long-term morbidity. This is particularly true in 

vulnerable populations, including infants or individuals with a compromised immune 

system (graft recipients, HIV-infected patients, cancer patients and the elderly) (1, 2). In 

this thesis, we focused on two of these viruses: herpes simplex virus 1 (HSV-1) and 

cytomegalovirus (CMV). More specifically, we investigated the immune response to 

infection and a host gene that is important for resistance to the virus.  

 

The first chapter of the thesis consists of a literature review separated in three sections. 

The first section discusses the biology of HSV-1 and CMV, their pathology and the 

immune response to these viruses. The second section focuses on the biology, regulation 

and functions of natural killer (NK) cells. These lymphocytes are central to resistance to 

CMV and are also the main subject of chapter 4 of this thesis. Lastly, the third section of 

this literature review examines different genetic approaches to the study of host 

resistance, with an emphasis on forward genetics and ENU mutagenesis.  
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Herpesviridae 
 

Early descriptions of herpesvirus infection date to thousands of years ago. Sumerian 

tablets (~3000 BC) and Ebers papyrus (~1500 BC) contain descriptions of genital lesions 

resembling those of HSV (3, 4). Later, in ancient Greece, the physician Hippocrates 

described what were possibly HSV lesions and named them herpes, from the Greek word 

Herpein (to creep, to crawl). It was only during the 1930s that the first link between 

recurrent lesions and the individuals carrying neutralizing antibodies was made (4). 

Herpes simplex viruses were the first human herpesvirus to be discovered and they are 

the most studied.  

 

The first description of the cytomegalovirus came much later than the first identification 

of HSV-1. The asymptomatic nature of the virus in healthy patients might have contributed 

to the delay in the recognition of this viral disease. Enlarged cells from the kidney section 

of stillborns were first described only in the 1880s (5). Later, during the 1930s, the same 

cellular inclusions were also described in the salivary glands of children deceased from 

various causes. During the 1950s, Margaret Smith isolated the murine CMV (MCMV) 

found in salivary glands, thus giving her name to the strain (6).  

 

Herpesviruses are not limited to HSV-1 and CMV. The Herpesviridae family is composed 

of various viruses that are able to infect a large spectrum of species, from catfish to 

humans (7). This family is constituted of enveloped viruses with a large encapsidated 

DNA genome and the ability to establish lifelong latent infection in the host cell following 

the initial acute infection. These viruses are classified in three sub-families, according to 

their genomic similarity, biological properties and cellular tropism (8, 9). The 

Alphaherpesvirinae are neurotropic viruses that are also able to infect epithelial cells. 

They have a short replication cycle (around 12h) and establish latency in neurons (10). 

In humans, this sub-family is composed of the herpes simplex virus 1, herpes simplex 

virus 2 (HSV-2) and the varicella-zoster virus. Although HSV-1 and HSV-2 are closely 

related, the former is associated with non-genital disease (mainly labial lesion), while the 
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latter is associated with genital lesions. The Betaherpesvirinae are able to infect a variety 

of cell types, including immune cells. These viruses have a larger genome and are 

characterized by a long replication cycle (up to 24h) (11). The human CMV (HCMV) along 

with the human herpes virus 6 and 7 compose this subfamily in humans. The last 

subfamily is the Gammaherpesvirinae. These lymphotropic viruses also possess 

oncogenic properties (9). The Epstein Barr virus and the Kaposi sarcoma virus are the 

two human viruses that form this family.  

 

HSV-1 and CMV virion structure 
 

As mentioned above, HSV-1 and CMV are two large enveloped DNA viruses. Their 

genome is comprised of a single double-stranded DNA molecule, with both strands 

encoding for approximately 192 open reading frames (ORF) on a ~230kb molecule for 

CMV and ~90 ORF on ~152kb for HSV-1 (11-13). In both viruses, the genome is 

contained in an icosahedral capsid with a T=16. The capsid is surrounded by a matrix of 

protein forming the tegument. These proteins play an important role during the early steps 

of viral replication. The tegument/capsid complex is enclosed by a lipid envelope 

containing viral glycoproteins.  

 

The HSV-1 and CMV genomes share a common structure that has a peculiar 

arrangement. Indeed, both genomes are composed of two main regions, called unique 

long and unique short regions. Each contains single copies of different genes (14, 15) 

and is flanked by two small inverted repeated regions. This means that there will be two 

copies of the viral gene when a gene is encoded in the repeated regions, while only one 

copy of the viral gene will be found in unique regions. Since the unique regions are flanked 

by repeated inverted sequences, these viruses have the ability to rearrange their genome. 

This can result in a virus having unique long and unique short regions pointed in different 

directions. Moreover, if a cell is infected with two different viruses, new genome particles 

can be composed of the unique long section from virus A and the unique short section 

from virus B. 
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The HSV-1 and CMV replication cycles 
 

Although they are from two different sub-families, HSV-1 and CMV share a similar 

replication cycle (reviewed in (10, 11)). Briefly, following the interaction between the viral 

glycoprotein and their cellular receptor, the viral and cellular membrane fuse, allowing for 

the release of the viral capsid and tegument protein into the cytoplasm. These proteins 

allow the virus to regulate the cellular host’s immune and stress response, but they are 

also important for the initial transcription of viral genes. The capsid migrates to the 

nucleus, releasing the viral DNA in the nucleoplasm. At this point, the viral genome 

circularizes. Viral gene expression occurs in three sequential steps. First, immediate early 

genes are transcribed by the cellular RNA polymerase II. These genes mainly encode for 

viral transcription factors. Second, following the production of immediate-early protein, 

delayed early genes are transcribed, allowing for the replication of the viral genome. The 

viral genome is replicated as a concatemer, forming a long strand of viral DNA, which can 

then be cleaved to encapsulate a single genome copy. Third, the late genes are 

transcribed. These genes encode for capsid and structural protein as well as tegument 

protein.  

 

The capsid formation occurs in the nucleus of the infected cells, where one copy of the 

viral genome is inserted in the newly produced capsid. The fully formed capsid then exits 

the nucleus via enveloping and de-enveloping events within the double nuclear 

membrane. The naked capsid and the tegument protein are then re-enveloped with 

cytoplasmic vesicles containing the viral glycoprotein. The viral envelope originates from 

the endoplasmic reticulum and the Golgi. The virus exits the cell via budding or cellular 

lysis. Although the replication cycle of HSV-1 and CMV are similar, their length differs; 

around 12 hours for HSV-1, while the CMV cycle can take up to 24 hours.  
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HSV-1 pathogenesis and immunology 
 

Herpes simplex infections are very common. Indeed, about 80% to 100% of the 

population is seropositive for HSV-1 (16, 17). HSV-1 infection, when it is not 

asymptomatic, usually causes mild symptoms. Typically, infection of the oro-labial 

epithelium will result in pustules that later rupture and form an ulcer and a crust (18). HSV-

1 is usually associated with oro-labial infection, while HSV-2 is the main cause of genital 

infection. However, this dichotomy is changing, as HSV-1 represents nearly half of the 

cases of genital HSV-1 in the United States (19). Although HSV-1 cold-sores contain 

infectious viral particles, asymptomatic virus shedding can also occur. Indeed, about 65% 

of HSV reactivations are asymptomatic (20).  

 

Herpetic keratitis is a complication of viral reactivation. During the initial orolabial infection, 

the virus infects the sensory neurons, innervating that region, and is then transported to 

the trigeminal ganglia, where the virus replicates and establishes latency, facilitating the 

propagation of the virus to the cornea (21). The damage caused on the cornea by the 

virus and the subsequent immune inflammation can cause loss of visual acuity and even 

blindness (22).   

 

HSV-1 can cause severe symptoms in immunocompromised or immature individuals. The 

infection can lead to fulminant herpetic lesions as well as injury of internal organs, such 

as the inner mouth, trachea and oesophagus, as well the cornea (causing keratitis) and 

even the retina (18). The most severe outcome is herpes simplex encephalitis (HSE), a 

complication during which the virus uses retroaxonal transportation in neurons to infect 

the central nervous system (CNS), causing necrosis and brain tissue destruction (23).  If 

untreated, HSE provokes life-long damage and leads to death. People of all ages can 

suffer from HSE. About 90% of HSE cases are due to HSV-1 (the other 10% are linked 

to HSV-2) and 33% of HSV-1 encephalitis cases affect children and young patients 

between 6 months and 20 years old (24, 25). The majority of cases in neonates are 

caused by HSV-2 infection during delivery (26, 27). Individuals over the age of 50 
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represent 2/3 cases of HSE, highlighting the importance of aging in susceptibility to 

herpetic encephalitis (24).  

 

Typically, HSV-1 infection can be treated using the medication, acyclovir, which is an 

analogue to guanine. After being converted by the viral thymidine kinase, it inhibits the 

viral polymerase from replicating the virus genome (28-30). However, this type of drug 

has limited potency and efficacy, and has also been prone to the development of resistant 

infection in immunocompromised patients. To this day, there is no HSV-1 vaccine. As a 

result, there is an urgent need for the development of alternative therapeutic strategies. 

 

HSV-1 latency 
HSV-1 has the ability to establish latent infection in sensory nerves. Following an initial 

infection of the epithelial cells, where it produces the typical cold-sore, the virus 

propagates to the sensory neurons in that region (31). For oro-labial infection, the viral 

capsid is then transported via retro-axonal transport to the neuron nucleus, in the 

trigeminal ganglia (32, 33). At this point a second acute infection occurs in the trigeminal 

ganglia. In highly susceptible individuals, the virus can propagate to the central nervous 

system via anterograde axonal transport, causing severe complications such as herpes 

simplex encephalitis (HSE). 

 

Following acute nervous system infection, a shutdown of viral activity occurs. Although 

the exact causes are unclear, immune pressure by CD8 T cells on the infected cells could 

contribute to the establishment and maintenance of viral latency (34, 35). During latency, 

the viral genome stays in the nucleus as a circular episome and only the latency 

associated transcripts (also known as LATs) are produced (36). After a stress, hormonal 

change, fever, UV exposure or immune change, the virus can reactivate. The new viral 

capsid is transported to the epithelium to produce another acute infection (37, 38). This 

latency-reactivation cycle can persist throughout the infected individual’s lifetime. 
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The immune response to HSV-1 infection 
HSV-1 is a well-studied natural human virus that involves an immune response from 

various actors. To better understand the mechanism of the anti-HSV-1 response, the 

mouse model of infection has been used. Although HSV-1 is not a natural murine 

pathogen, the mouse model can replicate the hallmarks of the human disease. The use 

of this model has made it possible to elucidate the critical role of type 1 IFNs in the immune 

response to HSV-1. During the mid-70s, a study by Gresser et al. showed that inhibition 

of the IFN response by anti-interferon antibodies increases LD50 as well as shortening 

the latency period of HSV-1 (39). Later work using laboratory inbred mouse strains has 

found that IFN production was much higher in resistant C57BL/6 (B6) mice than in 

susceptible BALB/c animals (40). A study of IFN-α/β knock-out (KO) mice has confirmed 

the importance of type 1 IFN, as these mice were highly susceptible to ocular infection by 

HSV-1 (41). Indeed, IFN-α/β, in collaboration with IFN-γ, is crucial to the resistance to the 

early stages of HSV-1 infection, even in absence of lymphocytes (T, B or NK cells).  

 

Molecular recognition of HSV-1 
The early production of type 1 IFN is the consequence of the detection of viral 

components by pattern recognition receptors (PRRs). Viral DNA and RNA can be 

recognized by a variety of PRRs, leading to the activation IKKε and TBK1, which in turn 

activate IRF3. Along with the activation of NF-κB, these cascades ultimately lead to the 

expression of type 1 IFN. The paracrine and autocrine effect of IFN will then stimulate the 

expression of interferon-stimulated genes NF-κB and the STATs to induce a strong innate 

and adaptive response to HSV-1 (42, 43). 

 

During HSV-1 infection, various PRRs are engaged and implicated in the production of 

IFN. Wand et al. showed that the DNA-dependent activator of IFN regulatory factor (also 

known as DAI or DLM-1/ZBP1) can recognize HSV-1 infection and induce IFN-β 

production (44). Cytosolic RNA sensors contribute to the type 1 IFN production. Both 

retinoic acid-inducible gene I (RIG-I) and melanoma differentiation-associated gene-5, 

which traditionally sense the HSV-1 dsRNA during infection, also participate in the 



 26 

sensing of viral DNA and contribute to the secretion of IFN (45-48).  Activation of RIG-I 

mediates STING upregulation, which in turn is essential for the IFN-α/β response and 

anti-HSV-1 immunity (49).  

 

HSV infection can also be recognized in synergy by RIG-I and TLR9 to induce the 

production of type 1 IFN (50). TLR9 can sense the CpG motif of the HSV genome to 

induce an appropriate antiviral response (51, 52). TLR3 can also be engaged by the viral 

double-stranded RNA, inducing a type 1 IFN response. Mutations in TLR3 can cause 

severe complications, such as viral encephalitis (53-55). The end goal of the production 

of cytokines, such as IFNs, by the infected cells is to block viral replication, but also to 

activate the various cellular actors of the immune compartment.  

 

NK cells 
NK cells are the prominent cellular effectors of the innate immunity system against HSV-

1 infection. NK cells express activating and inhibitory receptors that are important for the 

regulation of their function (56). The balance between these two signals dictates whether 

target cells will be killed or not. In healthy cells, binding of class I MHC to the inhibitory 

receptor causes the inhibition of the cytotoxic and secretory NK functions. During 

infection, viruses downregulate MHC-I expression to escape their recognition by T cells 

and, as a side effect, lower the inhibitory signals in NK cells, thus enabling their activation.  

 

HSV-1 expresses the viral protein ICP47, which blocks MHC-I expression by inhibiting 

TAP1 antigen transporters. This allows the virus to escape CD8 T cells, but makes it a 

target of NK cells’ cytotoxic activity (57, 58). Although NK cells play an important role in 

HSV immunity, their necessity for viral resistance is debatable. In mice, depletion of NK 

cells, using either anti-NK1.1 or asalio-GM1, increases susceptibility to ocular, intra-

venous (i.v.) and cutaneous HSV-1 infection (59-62). However, no effect was observed 

using an intra-peritoneal (i.p.) or a footpad infection  (63-66). Although their importance 

might be variable, the activation of NK cells contributes to the anti-HSV-1 response. 
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Dendritic cells 
IFN α/β production by dendritic cells is also a defense mechanism against HSV-1. More 

specifically, human plasmacytoid dendritic cells (pDC) recognize HSV-1 in order to 

produce type 1 IFN ex-vivo (67). This recognition seems to be mediated by TLR9, 

although inactivation of either pDC or TLR9 in mice does not increase susceptibility to the 

virus (68, 69). The function of pDC might be subtler and differ in mice and humans, as a 

decrease in pDC numbers is associated with an increase in HSV-1 dermatitis in human 

patients (70). However, their role in the activation of other immune cells, such as CD8 T 

cells, is important for the build up of a robust antiviral response. 

 

B and T cells 
Activation of the adaptive compartment is crucial to the resistance to HSV-1. Both B and 

T cells play an important role in controlling infection. Indeed, a transfer of serum 

containing neutralizing immunoglobulin increases survival of immunosuppressed mice 

(71). Moreover, B cell deficiency in mice is associated with an increase in keratitis and 

encephalitis in the ocular model of infection (72), thus highlighting the importance of the 

humoral immunity in HSV-1 resistance. 

 

Cellular immunity is particularly important for the anti-HSV immune response. 

Lymphopenic mice are highly susceptible to HSV-1 infection and viral encephalitis (66). 

CD8 T cells are central to HSV-1 adaptive immunity. Following cutaneous infection, a 

rapid increase in the number and activation of CD8 T cells that are specific to viral 

glycoprotein and activation is observed in the draining lymph node (73). This quick 

response is due to the presence of antigen presenting cells such as DCs. Once the CD8 

T cells are activated and recognize infected cells, they can produce perforin and 

granzyme to induce apoptosis in the infected cells, limiting the virus spread (reviewed by 

(43)). Helper CD4 T cells are also important for the anti-HSV-1 response, as their IFN-γ 

production contributes to CD8 T cell recruitment and to protection from encephalitis (66). 

Infiltration of cytotoxic T cells in the trigeminal ganglia is essential to control viral 

replication and prevent viral reactivation (35). Interestingly, the interaction of CD8 T cells 
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with infected neurons do not cause apoptosis, as that could be detrimental to the host. 

Instead, granzyme A and B seem to act in a non-cytotoxic fashion to limit viral spread (74, 

75). For instance, granzyme B directly cleaves to the immediate-early viral protein ICP4, 

a molecule essential for the expression of viral genes. Thus, the T cells compartment is 

central to resistance to HSV-1 during acute and latent infection in both epithelial and 

neuronal tissues. 

 

Immune response during herpes simplex encephalitis 
HSE is not only one of the most severe complications of herpes simplex infection, but 

also the most common viral encephalitis in the developed world (76). HSE was first 

discovered in the early 1940s when evidence of HSV infection in the brains of neonates 

with encephalitis was found by Smith et al. (77). We had to wait until the 1980s and the 

commercialisation of acyclovir to finally be able to treat the disease, which was otherwise 

lethal to adult and infant patients alike (4, 78, 79). The mechanism of the disease has 

only begun to be deciphered over the last 20 years.  

 

Immune response in HSE patients 
Although HSV-1 infection is quite ubiquitous, only a small fraction of the population is 

affected by HSE. It was hypothesized that genetics factors could play a major role in the 

development of the disease. The first description of a recessive mutation causing lethal 

HSE was on the Stat1 gene (80). Infants carrying the mutation had an impaired response 

to IFN-α/β and IFN-γ couldn’t activate the STAT1-containing transcription factor. Later, 

studies by the Casanova group identified the NF-κB essential modulator (NEMO) as a 

genetic etiology of HSE (81). Further genetic studies of rare cases of herpes encephalitis 

in children have elucidated the role of UNC-93B, TLR3 and IFN-α/β/λ in resistance to the 

virus. Indeed, loss-of-function mutation in UNC93B1, TLR3, TRIF, TRAF3 or TBK1 has 

resulted in severe encephalitis. Transformed fibroblast cells from these patients weren’t 

able to properly respond to HSV-1 or TLR3 ligands such as poly I:C, and showed a 

deficiency in the production of IL-6,  IFN-α, β and λ (54, 55, 82-84).  
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The TLR3-IFN pathway is crucial to the resistance to HSV-1 in the CNS. A crucial proof 

of this was obtained using induced pluripotent stem cells derived from dermal fibroblasts 

of TLR3 and UNC93B1 deficient patients, which were differentiated into neurons and 

oligodendrocytes (85). Cells from the patients were much more susceptible to HSV-1 

infection than wild-type individuals, highlighting the importance of the TLR pathway in 

CNS cells (85, 86). These cells show a deficiency in their intrinsic antiviral response, 

dependent on the TLR3 pathway and type 1 IFN, which can account for the brain specific 

damage observed during HSE infection. Recently, Andersen et al. have found that a 

functional deficit in the IFN regulatory factor 3 (IRF3) caused by an autosomal dominant 

mutation on that gene leads to HSE in adolescent patients (87). PBMCs from that patient 

had an impaired IFN-β induction after poly(dA:dT) or HSV-1 stimulation due to a lack of 

phosphorylation and dimerization of IRF3, highlighting the central role of IFN in the control 

of HSV-1 in the CNS. These studies on children affected with HSE are important, as they 

allow for an understanding the role that innate immunity plays in the resistance to herpes 

encephalitis. However, they do not explain the whole extent of the disease. Indeed, these 

studies focus on children affected with HSE, which only account for a third of all the cases 

of HSV-1 encephalitis (24). This raises an important question: what are the mechanisms, 

either from innate or adaptive immunity, leading to HSE in the other two-third of patients 

suffering from HSV-1 encephalitis? To answer this, the usage of the mouse model of 

infection can be extremely useful.   

  

Mouse model of HSE 
Although the study of sporadic cases of HSE has allowed a better understanding of the 

disease, the usage of laboratory mice has shown to be a powerful model for the 

investigation of their immune mechanisms. Very early, it was found that resistance to 

HSV-1 varied from one inbred strain to another, as A/J and BALB/c succumb to the virus, 

while C57BL/6 resisted (88). This discovery gave rise to a multitude of mouse models of 

infection for HSV-1. Indeed, depending on the route of infection, different aspects of the 

pathogenesis, including acute and latent infections, can be studied.  
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Intra-peritoneal inoculation involves the spread of the virus to visceral organs as well as 

the infection of the CNS (66, 89, 90). This route also involves the immune system from 

both regions. The cutaneous model of infection allows for the evaluation of the immune 

response in the periphery and imitates the classical cold sore commonly observed in the 

general population (90, 91). Although the evaluation of the HSE is less obvious in this 

model, footpad infection with HSV-2 has been extremely useful in understanding the 

mechanism of neuronal replication and latency of that virus in the dorsal root ganglia (92). 

The ocular route of infection is quite versatile as it allows for the study of different aspects 

of natural infection in humans, including keratitis, latency in trigeminal ganglia and HSE 

(93, 94). Using this model, Lundberg et al. performed an association study and found a 

susceptibility locus on chromosome 6 that determines HSV-1 resistance and influences 

latency (89). The intra-cranial model of infection directly involves the viral replication in 

the CNS, by bypassing any viral replication in the periphery (95). The intra-nasal model 

of infection also has the advantage of directly involving the infection of neurons and the 

propagation of the virus to the CNS, while being less invasive and demanding than the 

intra-cranial model (96). 

 

The mouse model of HSV-1 infection is used to validate human HSE genes and 

understand the mechanism of action. Using knock-out mice, both STAT1 and UNC93B1 

were confirmed as essential to HSE resistance (97, 98). Moreover, these studies highlight 

the importance of type 1 IFN in the control of HSE, as seen in human patients.  

Interestingly, although the UNC93B1 deficient mice were able to control virus replication 

in the brain, these mice still exhibited HSE.  

 

Susceptibility to viral encephalitis is not limited to the TLR3 pathway. Indeed, KO mice for 

Myd88, an adaptor molecule for TLR7 and 9, are susceptible to HSE (96). Recognition of 

cytosolic viral DNA is crucial to the resistance to encephalitis. Reinert et al. have shown 

that HSV-1 sensing by cyclic GMP–AMP synthase (known as cGAS) followed by the 

activation of STING in the microglia is necessary for resistance to HSE (99). As such, 
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mice deficient in either of those molecules have an impaired IFNα/β production in 

microglial cells and succumb to HSV-1 infection.  

 

More recently, using an i.p. model of infection, we have shown that the loss-of-function 

mutation in the ptprc gene (encoding for CD45) causes HSE (66). These mice showed 

defective T and B cell development. Resistance to HSE was restored when CD4 and CD8 

T cells were adoptively transferred to the mice. Encephalitis was shown to result from of 

a lack of control of the virus in the periphery. However, the benefit of T cells is site 

dependent. For instance, T cell infiltration in the brain of infected mice is associated with 

an increased mortality rate. In an intra-nasal (i.n.) model of infection, mice deficient in the 

chemokine receptor CXCR3 showed a reduction in T cell recruitment, microglia activation 

and decreased weight loss (100). The neuro-inflammation caused by the T cells infiltration 

is detrimental to the infected animal, causing HSE. However, using the corneal model of 

infection, dysregulation of CXCL10 was detrimental to the animal, as the HSV-1 specific 

CD8 T cells could not be recruited to the trigeminal ganglia to control viral replication and 

spread (101). Thus, it is crucial to maintain a balance between an efficient anti-HSV-1 

immune response limiting the risk of HSE, while controlling the extent of the inflammation 

to reduce damage to brain tissue.  

 

Overall, these studies demonstrate that crucial cell-specific and time-dependent immune 

mechanisms need to be tightly regulated not only to curb viral replication but also to avoid 

overwhelming inflammatory responses, which can be productively studied in mouse 

models.  

 

CMV pathogenesis and immunology 
 

CMV is an extremely prevalent virus, with an IgG of seroconversion ranging from 60 to 

100%, depending on socioeconomic and geographical status (102). The virus is easily 

transmitted via fluid exchange, like saliva, blood or breast milk, as well as transplacental 

transmission. HCMV infection usually causes mild to no symptoms in healthy individuals, 
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both during acute infection and reactivation following latency. As the name of the virus 

suggests, it tends to form a large owl eye inclusion in infected cells, which were initially 

found in biopsies of stillborn babies, infected newborns and in organ transplantation 

patients with complications (102-104).   

 

The large cellular tropism of CMV allows the virus to produce a diversity of symptoms in 

individuals with an immature or compromised immune system. Solid organ 

transplantation recipients under immunosuppressive treatment can suffer from severe 

HCMV viremia causing end-organ disease including hepatitis, pneumonitis, retinitis and 

gastrointestinal ulceration (102, 105). Although prophylactic treatment with ganciclovir 

reduces the risk of complications, these late onset diseases can occur after treatment is 

withdrawn. In AIDS patients, CMV is an opportunistic pathogen mainly causing retinitis, 

although other organs can also be affected by the virus. HCMV is also associated with an 

increased mortality, even in patients undergoing antiretroviral therapies (106). Congenital 

HCMV infection, either from primary or latent maternal infection, can also cause severe 

damage to the foetus. This can be exacerbated by the mother sometime not recognizing 

the CMV related symptoms (fever and malaise) (107). HCMV infections are the most 

common cause of congenital viral infection leading to hearing loss and brain damage 

causing cerebral palsy or mental retardation (108). 

 

HCMV is also a risk factor for the elderly population. Indeed, cytomegalovirus infection is 

associated with an increased inflammation rate, changes in numbers and frequencies of 

different types of immune cells and increased mortality rate (109). Latent infection also 

contributes the immunosenescence of both the adaptive and innate compartments, which 

limits their capacity to respond to pathogens and vaccines, increasing susceptibility to 

novel infections. Latent HCMV induces a reduction in the naïve and immature T and NK 

cells (110, 111). The latent infection accelerates epigenetic aging: Patients who are 

seropositive for CMV have the kind of increased DNA methylation change that is 

associated with aging in the immune cells, which causes a premature dysregulation of 
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the immune compartment (112). Overall, although CMV infection might initially be benign, 

the latent and opportunistic nature of the virus makes it a concern for public health.  

 

The main treatment for CMV infection is ganciclovir. As with acyclovir, ganciclovir inhibits 

the viral DNA polymerase after phosphorylation via the viral kinase UL97, thus blocking 

viral replication (113). However, ganciclovir cannot be used for a long-term treatment, 

since bone marrow toxicity has been observed (114). Foscarnet is another viral DNA 

polymerase inhibitor that directly targets the enzyme without need for pre-activation or 

conversion. Foscarnet has to be administered intravenously, limiting the ease of use of 

the treatment (115, 116). This drug is mainly used for the treatment of keratitis in AIDS 

patients. Long-term use of ganciclovir and foscarnet is known to produce viral resistance. 

No vaccine is available against HCMV, reinforcing the need to develop novel and 

innovative treatments against the virus. 

 

CMV latency 
As explained previously, CMV is able to infect a large variety of cell types, including 

hematopoietic, epithelial and stem cells. Consequently, latency is not limited to one cell 

type (117, 118). Studies with both HCMV and murine CMV (MCMV) have shown the 

capacity of the virus to establish latency in hematopoietic progenitors, myeloid cells, 

macrophages and epithelial cells (119, 120). In humans, the myeloid lineage seems to be 

the major carrier of the latent viral genome. More recently, neuronal progenitors have 

been proposed as a potential latency site for HCMV, which would not be surprising in 

view of the neuronal pathogenesis observed during congenital infection (121-123). 

 

As is the case with HSV-1, CMV latency is characterized by a shutdown of most of the 

viral activity. The major immediate early promoter (MIEP), which is essential for the 

expression of the immediate-early lytic gene, is highly repressed during latency via 

histone methylation, thus blocking viral replication (124). Consequently, one major 

reactivation trigger is chromatin modification, which occurs during the differentiation of 

monocytes, macrophages and DCs (117, 118). More recently, IL6 stimulation of the ERK 
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pathway in DCs and the CREB transcription factor have been shown to induce MIEP 

activation and HCMV reactivation (125-127). This induction leads to the production of new 

viral particles, further dissemination of the virus and activation of a subsequent anti-CMV 

immune response.  

 

Immune response to CMV infection 
Contrarily to HSV-1, which can infect both human and mouse hosts, HCMV is restricted 

to humans, limiting its analysis to an in-vitro and ex-vivo context. To skirt this limitation, 

usage of the murine CMV, a natural mouse pathogen, have been particularly successful 

both at replicating the hallmark of the human disease and at deciphering the mechanism 

of resistance to the virus in-vivo.  

 

As with HCMV, the murine virus has the ability to infect many types of tissues, including 

epithelial cells, fibroblasts, monocytes and macrophages (128). MCMV can also establish 

latency in myeloid cells and reactivate following immuno-suppresive or cortisone 

treatment (129, 130). Both viruses share many features, including their genetic 

organisation, viral replication and pathogenesis. These similarities make MCMV a 

practical and powerful tool for the study of the antiviral immune response to 

cytomegalovirus in a controlled laboratory model.   

 

T cells  
As discussed previously, T cells are important for the control of CMV infection. More 

specifically, CMV infection induces a strong CD8 T cell response, leading to the 

production of a large pool of cytotoxic T cells (review by (131)). Helper CD4 T cells also 

contribute to the activation of CD8 T cells via the secretion of IL-2 , especially during the 

latent phase of the infection (132, 133). Following clearance of the virus, this population 

will contract and form memory T cells. Sylwester et al. have demonstrated that in a HCMV 

seropositive patient, around 10% of memory CD4 and CD8 T cells are devoted to this 

virus, showing the high imprint of the CMV on the adaptive immune system (134). The 

CMV specific CD8 T cells numbers tends to increase with age, which results in the 
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accumulation over time of the CMV-specific memory T cells (135, 136). The capacity of 

the virus to enter latency and reactivate can explain this. This capacity ultimately leads to 

a premature “aging” of the T cells compartment (as discussed previously) (112).   

 

B cells 
CMV infection is also known to induce a humoral response against a variety of antigens. 

In humans, HCMV infection induces the production of immuglobulin targeting surface 

glycoproteins B and H, tegument protein pp65/3 and pp150, and the non-structural viral 

protein EI1 (137, 138). The production of neutralizing antibodies seems to be especially 

important for restraining the propagation of the virus and the development of systemic or 

aggravated disease. In a guinea pig model of infection, the presence of neutralizing 

antibodies increases survival during congenital infection in pregnant mothers (139). Thus 

the production of CMV specific antibodies reduces the severity of the infection.  

 

Innate responses: PRRs, dendritic cells and NK cells 
During the early stage of infection, MCMV infects a variety of cells, such as epithelial 

cells, hepatocytes and hematopoietic cells. Infection of dendritic cells lead to the 

recognition of viral particles causing the secretion of type 1 IFN (140, 141). Activation of 

TLR3 and TLR9 by the viral components causes the activation of TRIF and MyD88 

respectively, leading to the secretion of IFN-α/β (142, 143). CMV infection also triggers 

TLR2, which is better known for the recognition of bacterial peptidoglycan (144). Indeed, 

HCMV glycoprotein B and H can bind to TLR2, promoting the secretion of pro-

inflammatory cytokines (145). Following the recognition of the virus, pDCs and 

conventional DCs will produce IFN-α/β, which is important for the activation of NK cells 

(142, 146-148). Moreover, pDCs secrete IL-12, IL-15 and IL-18, which contribute to NK 

cell proliferation and IFN-γ secretion. Interestingly, although DCs are important for NK 

activation during MCMV infection, their ablation has limited impact on the capacity of NKs 

to respond to the virus and does not cause an increase in overall susceptibility (149, 150). 

This suggests that the activation of NK cells relies on various redundant signals. However 
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NK cells provide a key barrier to early infection. This will be further discussed below (see 

section “Recognition of CMV infection by NK cells in mice”). 

 
NK cells 
NK cells are essential and are non-redundant in the resistance to CMV infection. In both 

human and mouse, NK deficiency, either in absolute number or functional deficiency, 

causes severe susceptibility to CMV infection (review by (151) and (141)). During acute 

infection, NK cells’ capacity to produce IFN-γ is crucial to the activation of the immune 

system and the antiviral response. Moreover, following activation and recognition of the 

infected cell via the NK receptors, natural killer cells can directly kill the infected target by 

secreting perforin and granzymes. Viral proteins, or immunoevasins encoded by m04, 

m06 and m152 will block the expression of certain MHC-Is, allowing evasion from the T 

cells of the adaptive immune system(141, 152, 153). MCMV immunoevasins also interact 

with NK cell receptors. Recognition of CMV-infected cells by NK cells is discussed in more 

detail in the next section. Nonetheless, recognition of the virus by the NK cells and the 

subsequent production of IFN-γ is important for the activation of the T cells response. NK 

cells are essential actors in the anti-CMV response, bridging innate and adaptive 

immunity. 

 

Recognition of CMV infection by NK cells in mice. 
As discussed previously, NK cells are essential for the resistance to CMV infection. 

Recognition of infected cells by NK cells, NK activation and cytokine production controls 

the propagation of the virus and contributes to the extent and quality of the immune 

response. NK cells directly contact the infected cells via surface receptors to trigger cell 

death. NK cells express a great diversity of activating and inhibitory receptors that are 

able to interact with MHC I molecules and viral proteins. 

 

Usage of the mouse model of infection has allowed us to decipher the complexity of the 

anti-MCMV response to NK cells. The cells express various receptors that recognize 
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ligands on target cells and modulate their activation, either to increase or to dampen it 

(reviewed in (56)). Inhibitory receptors signal via immunoreceptor tyrosine-based 

inhibitory motifs (ITIM) located in the cytoplasmic tail of the receptor. This leads to the 

recruitment of phosphatase containing Src homology 2 domains (SHP1 and 2) to interfere 

with the activating signal (154). This is important, as NK cells must not kill normal cells 

that express a normal level of MHC-I. In contrast, with the engagement of an activating 

receptor, a signal is transmitted via the immunoreceptor tyrosine-based activating motifs 

(ITAM). This time, kinase containing Src homology 2 domains (Syk and ZAP70) are 

recruited to trigger different signals leading to degranulation and the production of  

cytokines and chemokines (154). 

 

The NKs express many receptors, some of which will be discussed in more detail in the 

section “Regulation of NK activation”.  Briefly, the CD94-NKG2 family of heterodimer 

receptors recognize non-classical MHC-I on cells and can activate (NKG2C and E) or 

inhibit (NKG2A) NK cells (56, 155, 156). NKG2D can recognize a multitude of ligands 

leading to the activation of the cell (157, 158). KLRG1 is an inhibitory receptor able to 

recognize cadherins on cells. In mice, Ly49 receptors are also an important family that is 

capable of recognizing MHC-1 molecules on cell surfaces, leading to the inhibition of the 

cells (reviewed in (56)). Ly49H is a particularly important receptor since it is able to directly 

recognize the viral protein m157 (159). The Ly49 family will be discussed in more detail 

in the next section (Genetics of MCMV recognition by NK cells).  

 

In mice the Ly49 NK receptors are encoded by C-type lectin-like Ly49 genes. In humans, 

the killer Ig-like receptor (KIR) family is responsible for recognition (160). Although the 

molecular nature of these receptors differs between humans and mice, their overall 

function remains the same. As such, it is the genetic background that dictates the allele 

of the receptors and the H2 molecule expressed in a given individual, which is a major 

determinant of the viral recognition of NK cells. The mechanism of viral recognition by NK 

cells has been greatly improved by the study of various inbred mouse strains that show 

differential resistance to MCMV infection. 
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Genetics of MCMV recognition by NK cells 
The natural resistance of inbred mouse strains to the MCMV has been a valuable tool to 

decipher the mechanism that underlies NK cells antiviral response. For example, 

C57BL/6 mice are naturally resistant to MCMV infection, while BALB/c mice are 

susceptible. Using classical genetics methods with these two strains, Scalzo et al. were 

able to map the resistance to MCMV to the new Cmv1 locus on chromosome 6 located 

in the NK-cell complex (NKC) region (161). This resistance was independent of the mouse 

major histocompatibility complex (H-2). Subsequent studies with C57BL/6 and DBA/2 

mice determined that the activating receptor Ly49H was driving the resistance to MCMV 

(162, 163). Like other activating receptors, Ly49H signalling is transduced via DAP12, an 

ITAM. Following infection, Ly49H-DAP12 signalling is necessary to build an adequate 

resistance to MCMV (164, 165), as engagement of this complex leads to an increased 

proliferation of NK cells and the production of IFNγ is necessary to build a proper antiviral 

response.  

 

Although most Ly49 receptors are known to interact with class I molecules, Ly49H does 

not interact with self-MHC-I, but rather directly recognizes the viral MHC-class 1-like 

glycoprotein m157 (159). When expressed on the surface of infected cells, m157 binds 

to Ly49H, activating the NK cell (166). As such, cells infected with m157-gene deficient 

viruses are not recognized by Ly49H+ NK cells, resulting in a higher viral load (167). 

Recognition of m157 by Ly49H+ NK cells leads to a strong activating response able to 

counter an inhibitory signal. Indeed, NK cells can kill cells expressing m157, even if the 

target cells express a normal level of MHC-I, which would normally protect against NK 

killing (168). Interestingly, m157 also binds to the inhibitory receptor Ly49I from 129/J 

mice (159, 168). Although the virus expresses an MHC-class 1 like protein capable of 

triggering a strong antiviral response in C57BL/6J mice, the engagement of an inhibitory 

receptor in 129/J mice allows the virus to escape NK killing. This could explain why the 

virus kept the expression of m157.  
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Other wild-type variants of m157 can bind even more inhibitory receptors. The m157 from 

the G1F wild type strain of MCMV can be recognized by the inhibitor receptor Ly49C from 

the C57BL/6, NZB and BALB/c strain (169). Although m157G1F predominantly interacts 

with the inhibitory receptor Ly49C over Ly49H, no increase in susceptibility was observed 

in C57BL/6 NK cells expressing both receptors. Furthermore, the recognition of m157 by 

Ly49C is regulated in cis by the MHC-I. Indeed, β2m KO mice that do not express the 

MHC class 1 are susceptible to the virus, allowing for the inhibitory signal from Ly49C to 

be triggered by m157G1F (170). Using BALB substrains that are congenic for different H-

2, Pyzik et al. were able to determine that the strength of the signal between the MHC-I 

and Ly49C vary from one haplotype to another, thus modulating the interaction between 

m157 and Ly49C (171). These studies demonstrate the importance of NK cells in the 

control of herpesviruses infections. Thus, understanding the mechanism regulating their 

functions and biology will help to better define HSV-1 and CMV pathogenesis.  

 

Natural killer cell biology 
 

NK cells are defined by the surface markers CD3- CD56+ in humans and CD3- NK1.1+  or 

CD3- NKp46+ in mice (review in (172)). Murine NK cells also express the integrin α2 

CD49b, which can be recognized by the DX5 monoclonal antibody (173). The 

asialoganglio-N-tetraosylceramide (asialo-GM1) is also an NK antigen that is expressed 

in most species.  

 

As discussed above, NK cells play an important role in the control of CMV infection. 

However, they were originally known for the capacity to kill tumor cells without the need 

of prior sensitization (174-176). Indeed, NK cells receive both activating and inhibitory 

signals from target cells. This prepares them to kill a cell unless they receive an inhibitory 

signal, which puts them in a tolerance state. The MHC-I molecule is one the main 

molecules that sends that tolerance signal to the NK cells. During infection or in tumor 

cells, down regulation of the MHC-I leads to a reduction of the inhibitory signal in NK cells, 
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the subsequent activation of the NK cells and the killing of the target cells. This process 

is known as the missing self hypothesis (177). 

 

NK role in tumor control 
NK cells play a central role in the clearance of tumors. Unlike T and B lymphocytes, 

recognition of tumor cells by NK cells depends on signals delivered by activating and 

inhibitory receptors (176, 178) and/or stimulation by cytokines such as IL-2, IL-15, IL-18 

and IL-21(179-181). In humans, there are two major categories of NK cells which are 

divided according to the potency of their cytokine or cytotoxic response (182-185). 1) 

CD3-CD56bright NK cells are high producers of IFN-γ, which is central to tumor elimination, 

as IFN-γ allows Th1 differentiation for the direct killing of tumor cells. 2) CD3-CD56dim NK 

cells efficiently release cytotoxic molecules, directly killing cancer tumors that express low 

levels of MHC-I (182). Manipulating NK cells functions could allow the development of 

novel anti-cancer therapy. Over 177 clinical trials targeting NK cells were reported over 

the last four years in North America and Europe (according to www.clinicaltrials.gov). 

  

NK cell development 
 

NK cell development is a well-regulated process whereby they acquire the capacity to 

rapidly kill a deviant cell, while maintaining tolerance for healthy cells. The development 

of these lymphocytes occurs in the bone marrow and involves a series of steps of 

differentiation (Fig. 1.1).  

 

Overview of hematopoiesis 
Like other lymphocytes and hematopoietic cells, NK cells originate from hematopoietic 

stem cells (HSC). These cells can be further subdivided into three subtypes (186-190). 

The earliest progenitors are the long-term HSCs, which are long-lived self-renewal cells 

capable of long-term reconstitution within the hematopoietic compartment in irradiated 

mice. Long-term HSCs are pluripotent, as they can give rise to all cells from the 
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hematopoietic compartment. These cells will then give rise to the short-term HSCs. These 

cells are also self-renewing and pluripotent. However, their capacity for self-renewal and 

reconstitution is limited to 8-12 weeks after transplantation in an irradiated individual, 

hence the name short-term HSC (190, 191).  

 

 

Figure 1.1 – Development of conventional NK cells 

The different stages of the NK development are illustrated. The surface 

marker used to identify them by flow cytometry are listed below. Lineage 

negative (Lin-) are defined as CD11b-, Gr-1-, B220-, CD3- and Ter119-. The 

transcription factors involve in the transition between each step are also 

identified. The dash line represents the bifurcation to another lineage during 

differentiation process. References: (173, 187-192). 
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As HSCs continue their differentiation, they produce multipotent progenitors (MPP), losing 

the capacity for self-renewal, but remaining capable of producing all hematopoietic cell 

types. From here, MPPs differentiate into two lineage-specific progenitors: the common 

myeloid progenitor (CMP) and the common lymphoid progenitor (CLP) (191). CMPs have 

the capacity to produce all myeloid cells, including erythrocytes, megakaryocytes, 

granulocytes and monocytes. Dendritic cells can originate from both CMPs and CLPs. 

CLPs can produce all lymphocytes (192). These cells will give rise to B, T and NK 

progenitors. Both B and NK progenitors will remain in the bone marrow throughout their 

development, while T progenitors migrate to the thymus for further specialisation.  

 
Development in the NK cell lineage 
From the CLP, NK cell development follow various highly regulated differentiation steps. 

Although the exact walkthrough of the earliest steps of the NK lineage development is still 

up to debate, it seems that CLPs differentiate into early innate lymphoid progenitors 

(EILP), which are able to produce all innate lymphoid cells (ILC1, 2, 3 and NK). EILP use 

the T-cell factor 1 (TCF1) transcription factor and express the α4β7 integrin as well as 

CD127 (IL-7Rα) (193). The next step would be the common innate lymphoid progenitor 

(CILP). This progenitor is also restricted to the innate lymphoid cells and cannot produce 

T nor B cells. CILP is dependent on the expression of the transcription factor E4pb4 (also 

known as NFIL3), as KO mice lack that population (194, 195). However, whether the CILP 

originates from EILP or directly from CLP is still unclear (195). 

 

CILP then produces the earliest NK progenitor: the pre-pro NK (ppNK) (196, 197). At this 

stage, ppNK still do not express CD122 (IL-2Rβ, a subunit of the IL-15 receptor), which 

is essential for further NK development. However, they express high levels of IL-7Rα. 

Expression of the transcription factor inhibitor of DNA binding 2 (ID2), which is essential 

to the development of NK cells and other innate cells, also starts at this stage (198-201). 
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Following this, ppNK develop into NK progenitors (NKP). At this point they start 

expressing CD122, but lose expression of CD127. The NKP will then develop into 

immature NK cells (iNK). At this stage, expression of NK1.1 and the transcription factor 

T-bet and Eomes start, which are necessary for the production of mature NK cells (202). 

From here, iNK become mature NK (mNK) cells and can exit the bone marrow. The 

transition from iNK to mNK is dependent on the expression of the SH2-containing inositol 

phosphatase-1 (SHIP1), which regulates PI3K function (a key player in the mTOR 

pathway)(203). At this step, mNK cells express the integrin CD11b as well as high levels 

of Eomes and T-bet.  

 

NK cell maturation 
Mature NK cells are not a uniform population. They can be separated into 4 stages of 

maturation, according to the expression of CD27 and CD11b (204). These stages are 

defined as followed, from less to most mature: double negative (DN, CD27-CD11b-), 

CD27 single positive (CD27 SP, CD27+CD11b-), double positive (DP, CD27+CD11b+) and 

CD11b single positive (CD11b SP, CD27-CD11b+). The function of these cells varies, as 

less mature NK cells have a higher proliferative capacity, while more mature NK cells are 

more cytotoxic as well as having a higher presence in peripheral sites (204-206). 

Moreover, expression of different Ly49 NK receptors is higher in the mature NKs, as they 

are ready to respond and attack deviant cells. Indeed, gene expression profiles have 

shown that DN and CD27 SP NK cells have a higher expression level of cell cycle genes, 

such as the cyclins, while CD11b SP preferentially express genes involved in secretory 

pathways and cytotoxicity (204). Thus, NK maturation is necessary a fully functional NK 

cells compartment. 

 

NK cell education 
The main mechanism by which NK cells regulate their activation is an interaction with 

MHC-I molecules. Their ability to recognize the MHC-I molecules has to be validated in 

order to assure the efficiency of the inhibitory signal and avoid any risk of autoimmunity. 

During their development, NK cells are “educated” to recognize MHC-I molecules. This 
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concept is called classical education. It was highlighted by studies of MHC-I or inhibitory 

receptor deficient mice in which NKs were not autoreactive, but rather hyporesponsive 

(207-209). The developing NK cells have to be able to interact with MHC-I, using the Ly49 

molecules for example, in order to be fully mature and become “licensed”. This 

 NK cells to acquire their full effector function. If the NK cells fail this 

interaction, the result will be a hyporesponsive “unlicensed” NK with a killing ability lower 

than normal cells (210). Education of NK cells can also be achieved via the interaction of 

the NK inhibitory receptors and non-classical MHC-I molecules (210). This process, called 

non-classical education, can be either MHC-I dependent or independent. For instance, 

interactions between the non-classical H-2Q1a (HLA-E in humans) and the NKG2A/CD94 

inhibitor receptors can induce the education of NK cells (211, 212). The same result can 

be observed with the MHC-I independent binding of CD48 to the inhibitory receptor 2B4 

(213). The end result of these interactions is the development of tolerant NK cells capable 

of cytotoxic and secretory activity.  

 

NK cell diversification 
Historically, natural killer cells were considered as a somewhat homogeneous lymphocyte 

population. However, multiple recent studies have highlighted the diversification of NK 

cells (as reviewed by Tesi et al., (214)). Indeed, diverse type of NK cells can be found in 

various organs, playing different roles and functions. For instance, conventional NK (cNK) 

cells are mainly found in the spleen and blood. These cells originate in the bone marrow, 

where they follow the classical development, maturation and education processes. By 

contrast, tissue-resident NK cells, such as liver or thymic NK cells, follow a different 

development path (215). Liver NK cells originate from hematopoietic stem cells (HSC) 

that stayed in the fetal liver during embryonic development (embryonic day 16-17 in mice), 

at which point most HSC migrate and colonize the bone marrow (216). As for thymic NK 

cells, they also follow a different development path, since they originate from the pro-T 

progenitors that migrated from the bone marrow to the thymus (172, 215). Although 

different NK cells share a common function, the tissue resident cells exhibit some unique 

properties. Liver NK cells express TRAIL, enabling them to directly kill target cells, but do 
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not express DX5, nor the Ly49 receptors that cNK cells express (205, 217, 218). Thymic 

NK cells also express CD127, which blurs the lines between NK cells and the other innate 

lymphoid cells (215, 219). 

 

NK cells as Innate Immune Cells 
In recent years, the classification of NK cells in the context of innate immunity has 

changed. NK cells are now being considered as a part of the Innate lymphoid cells, a 

group of lymphoid cells lacking Rag-dependent rearrangement cells that are important for 

the immune response, especially in the periphery (220, 221).  These cells include the NK 

cells, the ILC1, ILC2 and ILC3. Like NK cells, ILCs quickly produce cytokines following 

activation, but are mainly found in mucosal tissue and in the periphery (201, 220). ILC1 

are IFNγ producers and are dependent on the transcription factor T-bet for their 

development. Unlike NK cells, ILC1 do not require the transcription factor EOMES nor do 

they depend on IL-15. ILC2 requires IL-7 and the transcription factor GATA3 for their 

development. They produce IL-5 and IL-13 following activation. ILC3 are IL-17 and IL-22 

producers and are dependent on RORγt during development.   

 

Although the function of ILCs and NK cells might differ, they share the same lymphoid 

progenitor and require the expression of the γc receptor for their development (also 

named CD132, a subunit of the IL-2 family of receptors) (198, 222). NK and ILC1 form 

the group 1 ILCs (223). They share a common early development, dependence on T-bet 

and the capacity to produce IFNγ. This can sometimes make them difficult to distinguish, 

especially during inflammation in peripheral organs.   

 

NK cells regulation by IL-2 and IL-15 
 

Cytokines, such as IL-2 and IL-15, play a central role in modulating NK cell biology (224). 

Both cytokines bind the IL-2Rβ and γc receptor subunits. Soluble IL-2 binds IL-2Rα, IL-

2Rβ and γc complex on the NK cell surface. Traditionally, IL-15 is trans-presented by IL-
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15Rα expressed on the surface of activating cells, such as dendritic cells and monocytes. 

The IL-15/IL-15Rα complex then binds the γc/IL-2Rβ receptor on the surface of the NK 

cells (225, 226). 

 

Figure 1.2 – IL-15 pathway in NK cells 

Low and high dose of IL-15 have different effects on the NK cells function. A) At a low IL-

15 dose, the MAPK pathway and the JAK/STAT5 pathway are activated, while 

phosphorylation of the mTOR pathway is low. Engagement of these pathways also result 

is cross-activation (dashed arrows). B) At high IL-15 dose, the mTOR pathway is 

activated, leading to an increase in translation and metabolic activity. Cross-inhibition 

between AKT and RAF occurs at high doses (dashed blunted line). The size of the angled 

arrow illustrates the level of the gene transcription and its effect on NK function for each 

pathway at the different conditions. References: (230-235) 
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Signalling downstream of the IL-2 and IL-15 receptors triggers three main pathways 

crucial for NK cell biology. Following cytokine-receptor interaction, phosphorylation of the 

receptor tails engages: i) MAPK, ii) PI3K-mTOR and iii) the JAK1/3-STAT5 pathways 

(224, 227, 228) (Fig. 1.2). The activation and phosphorylation of the Ras-Raf-MEK1-ERK-

1/2 lead to the expression of various genes, which in turn leads to 

 (179, 229). The phosphorylation of JAK1 and 

JAK3 leads to the phosphorylation of two STAT5 molecules; STAT5A and STAT5B, which 

dimerize to form the STAT5 complex and translocate to the nucleus to induce gene 

transcription (230-233). Finally, the activation of the serine-threonine kinase complex 

mTORC1 pathway promotes various anabolic processes, including protein and lipid 

synthesis, while inhibiting catabolic processes such as autophagy (234-236). 

 

Although IL-2 and IL-15 share similar receptors and signalling pathways, their function is 

not entirely conserved. The temporal expression of IL-2 and IL-15 during NK cell 

development, maturation and activation explains the different functions performed by 

each cytokine (224, 237-239). Although not exclusive, the predominant role of IL-15 is in 

NK homeostasis and development, while IL-2 is more involved during inflammatory and 

immune response (224). Moreover, the dosage of IL-15 determines the pathway 

engaged; low doses of IL-15 trigger phosphorylation of STAT5, thereby resulting in an 

increase in viability, whereas a high concentration of IL-15 triggers the mTOR metabolic 

pathways (240). 

 

The affinity of the IL-15/ IL-15Rα complex for the IL2Rβ and γc chain is greater and 

stronger than the receptor affinity for soluble IL-2. Although both IL-2 and IL-15 induce 

the expression of similar genes, cytokine concentration and receptor availability influence 

gene expression (241). As such, temporal expression of the IL-2Rβ, γc and the IL-2Rα 

following stimulation of the NKs dictates the function of IL-15 and IL-2. Initially, high 

expression of IL-15Rα, IL-2Rβ and γc on the cell surface is coupled with low expression 

levels of IL-2Rα, making IL-15 a stronger and more efficient inducer of NK activation, 

proliferation and survival than IL-2 (237, 242, 243). Interestingly, following NK cell 



 48 

activation by the IL-15/IL-15Rα complex, the receptor IL-15Rα is cleaved by the 

presenting cells (e.g. DC). The complex IL-15/IL-15Rα is  internalized by the NK cells, 

leading to a reduction in STAT5 phosphorylation (244). The NK cells can later recycle the 

IL-15/IL-15Rα complex by sending it back to its surface to be presented in cis and 

stimulate its own survival and proliferation.  

 

Control of NK cell homeostasis  
 

Stimulation of NK cells by cytokines, such as IL-2 and IL-15, engage in a variety of 

cascades involved in NK cell biology and homeostasis. For instance, activation of STAT5 

is central to the survival and development of NK cells. Mice deficient in STAT5 show 

significantly reduced NK numbers (231, 245, 246). Later studies have shown that IL-15-

induced phosphorylation of STAT5 increases the expression of the anti-apoptotic MCL-1 

and blocks the expression of pro-apoptotic BIM and NOXA (247, 248). The IL-15/STAT5 

signalling pathway is also regulated by ID2, a transcription factor involved in NK 

development and maturation (200). Id2-/- NK cells have impaired NK development and 

increased apoptosis leading to an NK deficiency, caused by an upregulation of the E-

protein SOCS3, which causes a reduction of STAT5 phosphorylation and NK survival 

(199). SOCS3 mediates the ID2/STAT5 pathway, which in turn regulates NK 

development, homeostasis and survival. STAT5 has also been shown to regulate NK cell 

maturation. In STAT5 deficient mice, NK cells number are decreased and the remaining 

NK cells exhibit an accumulation of immature CD27-CD11b- and CD27+CD11b- 

populations (249). 

 

Cytokine stimulation of NK cells also triggers the mTOR pathway, which is central to NK 

development and homeostasis. NK cell specific deletion of mTOR affects normal NK cell 

development, leading to a severe loss of NK cells in peripheral organs (240). Presumably, 

this loss is a result of the requirement for mTORC1, which is involved in robust 

proliferation during the immature NK cell stage. Meanwhile, residual NKs present a 
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substantial block in differentiation. Similarly, the deletion of PDK1, an upstream mTOR 

kinase, causes severe defects in NK cell development (250). Interestingly, a recent report 

showed that tuberous sclerosis 1 (Tsc1)-dependent regulation of mTOR is critical for the 

regulation of proliferation in immature NK cells undergoing extensive proliferation to 

generate a pool of peripheral NK cells (251). Without this regulation, immature NK cells 

seem to die with elevated mTOR activity, leading to a decrease in NK cell frequency 

during development by activation-induced apoptosis. Thus, Tsc1-dependent negative 

regulation of mTOR provides a checkpoint during NK cell development. 

 

mTOR pathway regulation of ribosome biogenesis and function 
The activation of the mTOR pathway and the mTORC1 complex directly controls 

ribosome function. mTORC1 activates the ribosomal protein S6 Kinase (S6K), which in 

turn phosphorylates ribosomal protein S6, a component of the 40S ribosome (252-254). 

Consequently, activation of S6K increases ribosome biogenesis, leading to an increase 

in protein synthesis.  The phosphorylation of S6 and the increase in ribosomal activity 

stimulate both cell growth and size, thus reinforcing the importance of the mTOR pathway 

in cell homeostasis (255). 

 

Following activation of mTOR and S6K, the Eukaryotic initiation factor 4E-binding protein 

(4EBP) is phosphorylated (252, 256). 4EBP initiates the cap-dependent translation by the 

eukaryotic initiation factor 4E (eIF4E), thus increasing RNA translation and ribosomal 

activity (257). Thus, mTOR is an important regulator of protein synthesis, both via a direct 

control of ribosome biogenesis and the modulation of RNA translation.   

 

Regulation of mTOR by Transforming Growth Factor–β 
Transforming growth factor–β (TGF-β) is one of the best-known immunosuppressive 

cytokines that maintains immune homeostasis and prevents autoimmunity (258). 

Recently, Viel et al., demonstrated that the anti-proliferative and anti-inflammatory aspect 

of TGF-β on NK cells is mediated by the inhibition of the mTOR pathway (259). In this 

study, NK cell specific TGF-βR2 deficient mice exhibited enhanced mTOR activity and 



 50 

cytotoxic activity in response to IL-15. This was further confirmed by the shared gene 

expression signature involved in metabolism, proliferation, and effector functions of NK 

cells treated with TGF-β or rapamycin along with IL-15 stimulation. Although the exact 

molecular mechanism remains unclear, this study suggests the involvement of the SMAD 

pathway in the inhibition by TGF-β of the NK differentiation.   

 

Interestingly, neither development nor homeostasis were affected in NK-TGF-βR2-/- mice 

(259). This is inconsistent with a previous study showing an increase in NK numbers and 

maturation in the spleen and bone marrow of transgenic mice expressing a dominant 

negative form of TGF-βR2 under the control of the CD11c promoter (260). 

in NK cell phenotypes might be due to the different timing of the abrogation 

of TGF-β signalling, e.g., the CD11c promoter turns on earlier than does the NCR1 

promoter. Nonetheless, suppression of TGF-β signaling in NK cells using the respective 

models enhanced either antiviral or anti-tumor immunity (259, 260). 

 

The mechanism of NK cell activation  
 

Whether it is via recognition of infected or tumoral cells, or following cytokine stimulation, 

NK cell activation involves various pathways leading to the production of cytokines and 

the triggering of the killing activity. Engagement of MAPK is particularly important for the 

cytotoxic function of NK cells. Activation of the NK activating receptor NKG2D leads to 

the phosphorylation of ERK2 and JNK1, causing the reorganization of microtubules and 

the polarization of granules to the cytotoxic synapse (261, 262). Moreover, co-activation 

of NK cells with IL-12 and the activating receptors 2B4 or NKG2D increase 

phosphorylation of the Vav-1 and ERK pathways, leading to an enhanced killing activity 

(263). 

 

mTORC1 activation is indispensable for the induction of NK cell effector functions. During 

poly(I:C) induced inflammation in vivo, NK cells upregulate the mTORC1 activity, increase 
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in cell size and increase their glucose uptake, all of which are characteristic of glycolytic 

reprogramming (240, 264). Notably, treatment of NK cells with the mTOR inhibitor 

rapamycin disturbs their effector functions during poly(I:C) induced inflammation in vivo. 

This treatment resulted in reduced expression of IFN-γ and granzyme B (240, 264-266). 

This  supports the idea that mTORC1-mediated metabolic reprogramming is linked to NK 

cell effector function. Furthermore, rapamycin treatment in MCMV-infected mice also 

affects NK cell effector function and proliferation, leading to an elevated viral burden (240, 

266). 

 

Regulation of NK activation 
We previously extensively discussed the role of different activating and inhibitory 

receptors in the regulation of the anti-MCMV functions in NK cells. Ly49 receptors in mice 

and KIRs in humans play a central role in the inhibition and activation of NK cells during 

infection via the recognition of MHC-I molecules or viral protein. However, NK cells 

express various receptors responsible for their activation in other contexts.  

  

NKG2D is a C-type lectin glycoprotein expressed in the surface of human and mouse NK 

cells which are part of the NKC. Its expression is not limited to NK cells, as CD8 T cells, 

TCRγδ T cells, macrophage and NKT cells can also express the receptor (267). NKG2D 

recognizes various ligands that resemble MHC-I, which are upregulated during 

transformation or infection (268). These ligands are present in a large variety of tumors 

and infected cells. , which in turn 

can modulate the level of activation of the NK cells (157, 158). NKG2A is another C-type 

lectin receptor that forms a heterodimer with CD94. After binding the non-classical HLA-

E molecule in human or H-2Q1a in mice, NKG2A/CD94 triggers the inhibition of NK 

function (155, 156). 

 

The killer cell lectin-like receptor subfamily G member 1 (KLRG1) is a C-type lectin 

receptor that is coupled with an ITIM in its intracellular domain (269). KLGR1 binds the E, 

N and R-cadherin, leading to the inhibition of the IFN-γ production and cytotoxic activity 
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by NK cells (270, 271). Its expression is increased during MCMV infection, which 

suggests that KLRG1 has a role in the cessation of NK function after activation.  

 

2B4 (also known as CD244) is part of the immunoglobulin superfamily and is expressed 

on various cell types, including NK cells (272). Its ligand is CD48, which is expressed on 

hematopoietic cells. 2B4 has a dual activating and inhibitory function. The exact nature 

of the dual function remains unclear. Indeed, engagement of 2B4 with antibodies or CD48 

activates NK cells (273). However, in patients with immunodeficiency X-linked 

lymphoproliferative disease with a mutated signaling adaptor protein (also known as SAP, 

downstream of 2B4), stimulation of 2B4 causes inhibition of NK cells (274, 275). 

 

NK cells are also capable of antibody-dependent cell-mediated cytotoxicity (ADCC) via 

the expression of the Fc receptor CD16 (FcγRIIIa) (276). Binding of CD16 causes not 

only killing of the target cells, but also increases production of IFN-γ and expression of 

IL-2Rα (CD25) (277). This efficient cytotoxic ability of NK cells shows potential for the 

development of novel therapeutic antibodies.  

 

NK cell memory 
Recently, the dogma that immunological memory is only elicited by adaptive immunity 

has been challenged by several studies demonstrating that enhanced response upon re-

exposure to the same antigen can be generated by cells of the innate immunity such as 

NK cells (278, 279). During the last few years, several findings regarding memory or 

memory-like NK cells prompted the study of epigenetic modifications related to the long-

lasting effect and rapid induction of effector functions by NK cells (280, 281). To this day, 

three stimuli are known to generate memory-like NK cells: hapten, viral pathogens (such 

as cytomegalovirus) and cytokine cocktails (Fig 1.3).  
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Hapten-induced memory NK cells.  
An original work on memory NK cells employed contact hypersensitivity in which hapten 

sensitization induced long-lived hepatic NK cells with antigen-specific memory responses 

in mice lacking both B and T cells (282). A later study showed that memory NK cells 

Figure 1.3 – Development, activation and memory of NK cells 

Hematopoietic stem cell give rise to conventional NK cells and tissue resident 

NK cells. After stimulation and/or recognition of a threat, NK cells activate, 

proliferate, produce cytokine and/or kill the target cells. This also lead to an 

increase of the NK compartment. Following the clearance of the tumor or the 

infected cells, the NK cell compartment contract via apoptosis, to return to its 

size prior to the stimulation. CMV, cytokine cocktail and hapten can also 

generate memory-like (long-lived) NK cells, which can then be easily 

reactivate.  
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mediate contact hypersensitivity caused by hapten monobenzone (283). The generation 

of the memory NK cells requires the activation of NLRP3 and the inflammasome in tissue 

resident macrophages.  

 

CMV-induced memory NK cells.  
Clear evidence was obtained in the model of murine cytomegalovirus (MCMV) infection 

in which Ly49H+ NK cells expanded in response to the m157 MCMV glycoprotein 

expressed on infected cells, and formed a memory pool of NK cells following a contraction 

phase (284). After the primary infection, the Ly49H+ NK cells persist for months and 

display enhanced IFN-γ production and degranulation upon secondary MCMV infection. 

More recently, virus-specific NK cell memory responses have also been observed in 

infected or vaccinated immunocompetent rhesus macaques (285). Analogous to MCMV 

infection, long-lasting NK cells are also observed upon human CMV (HCMV) infection. 

These long-lived cells are called memory-like NK cells or adaptive NK cells due to their 

ambiguous antigen specificity.  

 

A long-lasting NK cell subset was initially characterized by the expression of NKG2C and 

CD57 in individuals serologically positive for HCMV (286). The expansion of the NKG2C+ 

NK cell subset was observed in response to acute infection or reactivation of latent HCMV 

(286-290). More recently, the HCMV induced memory-like NK cells were further defined 

by the lack of expression of the FcεRIγ chain, one of the adaptor proteins that associates 

with CD16, and the additional loss of SYK kinase expression, a molecule downstream of 

CD16 signalling (291). Although there is a complete shutdown of FcεRIγ, SYK expression 

remains elusive. The NK cell subset shows enhanced ADCC against target cells coated 

with autologous serum from HCVM-infected individuals (292-295). Thus, NK cells can 

broaden the recognition of target cells using ADCC as the diversity and specificity of 

ADCC is determined by the antigen recognized by the antibody.  
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Cytokine-induced memory-like NK cells.  
Lastly, memory-like NK cells were generated by in-vitro exposure of either human or 

mouse NK cells to inflammatory cytokines IL-15/IL-12/IL-18 (296). These cytokine-

induced memory-like (CIML) NK cells acquired the ability to elicit enhanced IFN-γ 

production when stimulated with the same cytokine cocktail up to 4 months later (297, 

298). The subsequent CIML NK cell response is mediated by the IL-2Rα-STAT5 pathway. 

Following the pre-activation with IL-12, IL-15 and IL-18, CIML NK cells quickly respond to 

a minimal concentration of IL-2, in a CD25/STAT5 dependent manner (298, 299). The 

increased STAT5 phosphorylation is followed by high proliferation and IFN-γ production 

by the CIML NK cells. This type of memory-like NK cell has shown a high potential for 

immunotherapy: Adoptive transfer of cytokine-induced memory NK cells into tumor-

bearing mice induced greatly enhanced anti-tumor response (300) and is currently being 

tested in a Phase I clinical trial for the treatment of AML patients (NCT01898793).  

 

The enhanced capacity to produce IFN-γ by the cytokine-induced memory NK cells is 

maintained after homeostatic expansion in lymphopenic Rag- and common γ-chain-

deficient recipient mice (301), suggesting that the memory property is stably heritable. A 

study showing epigenetic imprinting of the IFN-γ locus in the CIML NK cells demonstrated 

stable hypomethylation of the IFN-γ conserved non-coding sequences-1 (CNS-1) region, 

in contrast to a completely methylated CNS-1 region in naïve NK cells (302). This CNS-1 

displays binding sites for T-bet, STAT4, NF-kB, and NFAT and is also found 

hypomethylated in Th1 cells possessing the ability to stably express IFN-γ (303). This 

indicates that CIML NK cells acquire enhanced effector functions 

 

 

Genetic approach to the immune response 
 

As discussed in previously, genetic approaches have been extremely useful in 

deciphering the different mechanisms used by the immune system and NK cells to control 
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viral infections. Indeed, in-vitro cell cultures and the mouse model involving gene 

inactivation allow for the study of the importance of NK cells during infection.  

 

Human studies 
 

Studying the genetic cause of an infectious disease in humans can be quite difficult. HSV-

1 and HCMV are very prevalent viruses that either cause mild symptoms or are 

asymptomatic. The most aggravated cases are usually observed in patients with rare and 

severe immunodeficiency (78, 151). The study of those patients has allowed for a better 

understanding of HSE and genes that are important for lymphocyte and NK development. 

As the type of sample acquired (mainly blood) is limited in human patients, confirmation 

of a candidate gene has to be done in in-vitro cell culture or knock-out mice. Recently, 

the development of CRISPR/Cas9 technology, which accelerates the generation of 

genetic models, has facilitated this process (304). 

 

The sequencing and annotation of the human genome has allowed the emergence of 

novel genetic methods, such Genome-wide association studies (GWAS), which do not 

rely on prior hypotheses related to the genes of interest. Such a method allowed for the 

association of the IFNL3 variant in the clearance hepatitis C virus following ribavirin and 

IFN-α treatment (305-307). However, the extremely high prevalence of HSV-1 and HCMV 

makes the success of GWAS studies harder to achieve, due to high numbers of 

confounding variables.  

 

More recently, the increased availability and reduced cost of next-generation sequencing 

has made it possible to use it to pinpoint mutations that cause viral susceptibility. Loss-

of-function mutations in IFN regulatory factor 7 (IRF7) were successfully identified via this 

approach in a child suffering from life-threatening influenza that compromised IFN-α/β 

response (308). This method is currently actively applied in clinical patients affected with 

severe herpesviruses infection.   
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Studies of human patients afflicted with severe diseases have been extremely useful to 

understand different immune mechanisms that are important for host resistance to viral 

infection. However, this approach is limited by the natural occurrence of severe mutations 

in the population, which tends to be extremely low. For instance, there is only 1 case of 

HSE per ~500,000 individuals per year worldwide (23). The type of tissue available and 

the amount and variety of experiments available is also restrictive when working with 

human patients. Thus, the usage of the mouse model complements and extends the 

research of genetic factors that are important for the immune response to viral infection.  

 

The mouse model 
 

Usage of the mouse model has furthered understanding of the importance of various 

genes in the immune response to pathogens. This model permits for the evaluation of the 

pathogenesis in various organs at different time points, which is not possible in human 

studies. Moreover, many genetic and immunological tools are available for the study of 

host resistance in mice. Thus the mouse model is a powerful tool for the study of the 

immune response. Indeed, the mouse model tracks infection via various routes, which 

can target specific aspects of disease from a variety of pathogens. 

  

 

The ability to directly question the role of a gene in a controlled environment was 

instrumental to the advancement of our knowledge of the immune system. The candidate 

gene approach, or reverse genetic approach, in which a gene of interest is altered, is a 

powerful method of directly investigating the role of a specific gene (309). By targeting 

specific genes and inactivating them, it is possible to assess the importance of a given 

gene in various infectious contexts and its role in the development of immune cells. This 

can be achieved by introducing a specific DNA sequence into oocytes. It can also be 

accomplished by targeting a gene in the embryonic stem cells to create a knock-out 
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(ablation of expression) or to produce a knock-in (alteration of the expression) (310). 

Recently, the development of CRISPR-Cas9 technology, which can insert mutations at 

the zygote level, has facilitated the production of mutated mice, resulting in the generation 

of animals carrying mutations on both alleles within weeks (311). 

 

The reverse genetic approach is a powerful method of dissecting and building a better 

understanding of different pathways and genes that are important for host resistance. 

This method was instrumental in the discovery and understanding of many pathways 

involved in HSV-1 and MCMV immune responses. The reverse genetic approach, 

however, is limited by prior knowledge of the gene and the topography of its genetic region 

(312). However, this is an ideal method to complement and confirm linkage analysis or 

forward genetic studies. 

 

Forward genetics 
 

Forward genetics is a powerful method to discover novel genes important for a given 

disease. Instead of testing the role of a specific gene in a disease or infection (candidate 

gene approach or reverse genetic), forward genetics takes advantage of natural or 

chemically induced phenotypic variation and genetic analysis using crosses of mice to 

discover new genes or new alleles at the source of the phenotype of interest (313, 314). 

This approach does not require a prior hypothesis, as any gene can potentially be causing 

the phenotype.  

  

The use of inbred mouse strains has been particularly useful to understand the genetics 

of MCMV resistance. The natural variation of the resistance of different inbred strains can 

be used to map and identify important loci containing potential candidate genes that can 

then by targeted for inactivation (315). Indeed, the variation in viral susceptibility of the 

C57BL/6, DBA/2, BALB/c and MA/MY mouse strains, among others, have been exploited 

in various linkage analyses for MCMV resistance (162, 163, 316, 317). The usage of F2 

crossed between two strains exhibiting polymorphic markers and quantitative trait loci 
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(QTL) mapping have been instrumental to the discovery of various genes involved in the 

NK response to MCMV, including the NKC locus, which was discussed above.  

 

Recombinant congenic strains (RCS) can also be used for host resistance analysis. The 

RCS consist in a panel of sub-strains originating from two parental mouse strains, such 

as A/J and C57BL6, that were intercrossed and backcrossed to produce mice carrying 

different fragments of the parental genome (around 12.5% of one strain and 87.5% of the 

other) (318). In our group, we successfully used RCS mice to map resistance loci for 

coxsackievirus B3 and influenza (319, 320). 

 

Mutagenesis of the mouse genome 
 

As the usage of inbred mice strains is limited by their diversity, chemical mutagenesis 

offers a powerful alternative to generate mutated animals carrying genetic lesions in any 

type of gene.  It allows for the discovery of novel genes and pathways involved in host 

resistance. The alkylating agent N-Ethyl-N-Nitrosourea, or ENU, is considered one of the 

most potent mutagens of the mouse germline (321). Indeed, ENU has the ability to induce 

more mutations per locus (~150x105) than X-rays (13x105 to 50x105) or chlorambucil 

(~127x105) (322-324). Both X-rays and chlorambucil produce complex lesions in the 

genomic DNA, such as deletions or inversions, while ENU has the advantage of 

introducing single point mutations. It preferentially mutates spermatogonial stem cells, 

thus facilitating the propagation of the mutation. When coupled with a rigorous breeding 

scheme and infection protocol that facilitates the isolation of a phenovariant mutation, the 

usage of this mutagen can result in the generation of a monogenic model of infection.  

 

The random nature of ENU mutagenesis results in the introduction of a mutation in any 

region of a gene (325). A gene could be mutated in two different ENU studies in ways 

that impact different sections and which could reveal the multifunctional nature of the 

protein. Although mutations are most frequently AT to TA transversions, ENU mutations 

are randomly distributed across the genome at a frequency that depends on the ENU 
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dosage and the mouse genetic background (326). It has been estimated that male 

C57BL/6 mice (G0) receiving an intra-peritoneal injection of ENU (90 mg/kg) over three 

weeks and mated to wild-type female mice produce G1 animals carrying on average 

one/two DNA variants per Mb and 90 exonic ENU-induced mutations. Second-generation 

(G2) progeny of these mice inherit about 45 ENU-induced exonic mutations, which are all 

heterozygous. For a recessive screen, two of the G2 mice are back-crossed to their G1 

father, resulting in third-generation (G3) progeny bearing on average five homozygous 

protein-coding mutations (327). Then, large cohorts of G3 mice are tested to identify the 

phenotypically distinct mice most likely to bear a large-effect mutation, which can be first 

localized by genetic mapping and sequencing.  

 

Working with a pathogen can however present challenges, as the infection can result in 

a complex disease involving more than one gene. Thus the identification of the ENU 

mutation causing the viral susceptibility can be challenging. The usage of new 

technologies, such as next-generation sequencing for exome sequencing, will help to 

identify the ENU mutations that cause phenodeviance (328).   

 

The three main advantages of this approach for novel genes discovery are: 1- point 

mutations induced by ENU are random and can therefore alter any gene; 2- the spectrum 

of possible phenotypes is broader and more profound than what would normally be 

tolerated by natural selection; 3- ENU mutations can alter individual protein domains and 

splicing products such that multiple functions of genes can be separately revealed. Thus, 

an ENU mutagenesis platform coupled with an efficient phenotyping system allows for 

the discovery of genes that are important for host resistance.  

 

The possibilities that ENU mutagenesis offers have resulted in a worldwide effort to 

discover genes and pathways crucial to cancer, development, neurology, metabolism, 

immunity and host resistance (329). Many groups have used this approach, resulting in 

the generation of hundreds of phenovariant mouse pedigrees. For example, at the time 

of writing, the Mutagenetics database, reporting ENU efforts at the UT Southwestern 
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Medical Center and the Australian Phenomics Network, had found over 260 genes 

mutated by ENU that cause a phenotype (330, 331). In our more recent ENU attempt, our 

research group identified more than 8 genes involved in host resistance to cerebral 

Malaria (332-335), Salmonella (336, 337) and HSV-1 (66, 338). In this thesis, I will also 

present two more ENU pedigrees susceptible to HSV-1 and MCMV infection.  
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Thesis rationale, hypothesis and objectives 
 

Rationale 
 

CMV and HSV-1 are extremely prevalent viruses that can establish life-long latent 

infection (16, 17). Infections result in a variety of clinical syndromes, ranging from 

asymptomatic infection to severe, if not lethal, infection in individuals with an immature or 

compromised immune system. In these individuals, CMV infection can cause fever, 

mononucleosis and even neurological lesions as significant as blindness and mental 

retardation (108). HSV-1 infection in infants can result in fulminant eruptions and lethal 

herpes simplex encephalitis (2). As such, HSV1 is the leading cause of viral encephalitis 

in the developed world.  

 

Treatment options for the management of organ specific or disseminated disease are 

limited to compounds that target the viral polymerase, have long-term toxicity and 

inevitably lead to the emergence of drug resistance (29, 339). These shortcomings 

together with the increasing prevalence of genital HSV1 (340) and a corresponding rise 

in neonatal infection, an aging population and technological advances in health care 

create an urgent need for the development of alternative therapeutic strategies. A 

possible approach to filling this gap is the investigation of host genes that are critical to 

the outcome of host-pathogen interactions. Indeed, a large body of clinical, 

epidemiological and experimental data has demonstrated the role of inheritable host 

factors in governing susceptibility to infectious diseases (reviews in (341)). Further, 

chemical mutagenesis of the mouse germline with N-Ethyl-N-Nitrosourea has been 

proved to be a powerful tool to screen and identify new mutations critical to immunity to 

infection. ENU allows for the discovery of novel genes or pathways involved in host 

resistance; the discovery of novel functions on known genes; and the dissection of 

functional domains of genes involved in viral infection. 
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Hypothesis 
 

The severity and outcome of CMV and HSV1 infections are dependent upon host 

response to infection. I hypothesize that random chemical mutagenesis in mice followed 

by high-through phenotyping for susceptibility to viral challenge represents a systematic 

approach to investigate genes that are critical to the outcome of infection. Identification 

and functional characterization of such genes should provide new insights into the 

molecular mechanisms underlying viral pathogenesis and therefore facilitate the design 

of innovative and effective interventions for improved outcomes.  

 

 

Objectives 
 

Aim 1 

The first objective of this thesis is to initiate an ENU mutagenesis platform to perform 

recessive screens to identify deviant mouse pedigrees susceptible to HSV-1 and MCMV. 

We aim to develop a high-throughput infection platform for HSV-1 and CMV allowing the 

phenotyping of high numbers of animals. To do so, a mouse model of infection for MCMV 

and HSV-1 infection has to be developed and tested. Deviant families with a progeny 

showing a susceptibility of 20 to 25% would then be selected for further analysis.  

 

Aim 2 

The second objective is to identify and characterize the ENU mutation causing HSV-1 

susceptibility in a deviant pedigree, using next-generation sequencing and genetic 

mapping. We selected the Keagan pedigree, a family susceptible to HSV-1 infection 

identified during the completion of Aim 1. Following the identification of the mutation, we 

aim to decipher the role of the mutated gene in the immune response to HSV-1 and its 

function in the immune system.  
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Aim 3 

The third objective is to identify the mutated gene causing MCMV susceptibility in the 

ENU pedigree Glynn (identified in Aim 1), using genetic mapping and exome sequencing. 

Once identified, we aim to characterize the gene, its function in MCMV susceptibility and 

the immune system. We also aim to understand the importance of the mutation in NK cell 

biology, as these cells are essential to host resistance to MCMV. 
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Bridging statement from Chapter 1 to Chapter 2 
 

Host genetics play an important role in resistance to HSV-1 and CMV. Since analysis of 

the human patient affected with severe herpesviruses infection relies on rare cases and 

involve severe immunodeficiency, the mouse model of infection is a powerful alternative 

to understand the mechanism involved in the antiviral response. Indeed, usage of inbred 

strains showing various levels of susceptibility has allowed to decipher the genetic 

structure of host resistance to complex diseases. To discover novel genes and pathways 

involved in susceptibility to HSV-1 and MCMV, we have used ENU-induced mutagenesis. 

Coupled with robust a breeding scheme and phenotyping platform, this method allows 

generation of monogenic model of infection carrying mutations critical to the antiviral 

response. During my Ph.D., we have produced over 261 G1 ENU animals and tested 

more than 4200 G3 progenies for resistance to HSV-1 and MCMV. Chapter 2 describes 

the development of the ENU platform, including the generation of the high-throughput 

infection models and the identification of 7 deviant pedigrees.  
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herpesviruses susceptibility genes. 
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Abstract 
 

Herpes viruses infect a majority of the population but only a portion of exposed individuals 

manifest severe clinical disease. Host genetics is an important determinant of the onset, 

severity and outcome of pathogen challenge. The use of inbred mouse strains has been 

particularly useful for understanding fundamental mechanisms of infectious disease 

pathogenesis, including the impact of host genetics. Here, we have developed an ENU 

mutagenesis platform based on the generation of three-generation pedigrees of mice 

carrying homozygous mutations followed by a high-throughput infection pipeline that 

allows us to screen numerous mice for susceptibility to either cytomegalovirus (CMV) or 

herpes simplex virus 1 (HSV-1) infection. We also developed genotyping tools for efficient 

genetic localization of the ENU mutation. We validated our mapping tools by identifying a 

novel mutation on the oculocutaneous albinism II gene that causes a pale coat colour and 

red eye phenotype. We also tested more than 264 pedigrees and 4200 progeny for viral 

susceptibility. Doing so, we have generated and identified six ENU pedigrees exhibiting 

susceptibility to HSV-1 infection and one to CMV. These families can then be used to 

better understand the mechanism of altered host responses against viral infection. 

 

Introduction 
 

Host susceptibility to infection and viral pathogenesis are highly variable, leading to rapid 

clearance of the pathogen burden in certain individuals or the development of severe 

disease in others.  The resulting disease symptoms are mediated by intricate interactions 

between the pathogen’s virulence factors, the genetic makeup of the host, and the 

environment. Despite this complexity, the study of Mendelian (single gene) genetic 

variants in humans and mice has provided important new insights into mechanisms of 

host resistance to infection. This forward genetic approach begins with the observation of 

a phenotype variation and proceeds with the identification of a causal genetic change 

(mutation) that allows the revelation of entirely new genes and mechanisms. The goal of 
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this process was to illuminate our understanding of the host response against Herpes 

simplex virus 1 (HSV-1) and cytomegalovirus (CMV). 

 

 HSV-1 and CMV are two large DNA viruses from the herpesviridae family that infect and 

establish latency in a large proportion of the human population. Although these pathogens 

produce mild to no symptoms in the majority of healthy individuals, primary infection or 

reactivation can cause severe diseases in patients with an immature or compromised 

immune system (graft recipients, HIV-infected patients, cancer patients and the elderly) 

(1, 2). 

 

HSV1 acute infection in healthy individuals usually provokes simple cutaneous eruptions. 

However, if untreated, infection in infants can cause fulminant eruptions and lethal herpes 

simplex encephalitis (HSE, review by Kimberlin, (2)). As such, HSV1 is the leading cause 

of viral encephalitis in the developed world. Various studies of HSE cases have shown 

that single gene defects can produce a severe and/or lethal infection. Mutation in either 

TLR3, UNC93B, TRAF3  or TBK1 can cause herpes simplex encephalitis (HSE), a severe 

form of HSV-1 that affects the central nervous system (54, 55, 82, 84). The mouse model 

has been an essential tool that has allowed scientists to understand the genetics of host 

resistance to herpesviruses. Using the natural susceptibility of inbred strains, numerous 

loci and genes crucial to the immune response have been identified (314). Moreover, the 

usage of knock-out mice have been extremely useful in comprehending the role of human 

susceptibility genes in HSE (96, 98, 342-344). Moreover, resistance loci to HSV-1 in 

models of encephalitis (89, 345) and keratitis (346) and cutaneous (347) infection 

identified secreted TNFα and the number of NK1.1+ cells as important modifiers of 

disease. 

 

Although CMV infection causes mild to no symptoms in adults, infants and the 

immunocompromised can suffer from fever, mononucleosis and even neurological 

lesions as important as blindness and mental retardation (108). Genetic lesions impairing 

specific cell types can also cause serious herpetic infection. For instance, mutations in 
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GATA2, MCM4 or PRF1 result in either a reduction of NK cell (and sometimes also T cell 

and myeloid cell) numbers or impaired function, causing severe CMV or HSV-1 infection 

in affected individuals (151, 348-352). Mouse models have also informed the 

characterization of the host response against CMV. Studies involving the naturally 

resistant C57BL/6 (B6) and the susceptible BALB/c mouse strains have been key for the 

characterization of the non-redundant role of natural killer (NK) cells in the control of 

infection through the interactions of activating NK receptors and viral and host proteins in 

a model of murine CMV (MCMV) (162, 163, 169, 353-355).  

 

The genetic diversity in mouse inbred strains is a limiting factor in the search for novel 

genes and pathways involved in viral host resistance. Chemical mutagenesis using N-

ethyl-N-nitrosourea (ENU) is a productive alternative which allows for the discovery and 

understanding of novel genes and pathways that are involved in host resistance against 

viruses. ENU is a powerful mouse mutagen that creates random point mutations by 

creating DNA adducts that result in heritable mutations during DNA replication and cell 

proliferation. Although in a minority of cases small deletions have been described, the 

action of ENU on DNA results in nucleotide substitutions. Point mutations induced by 

ENU have a strong bias towards AT to TA transversions (321, 322). These mutations can 

result in missense, nonsense or splice-site mutations that cause hypomorphic, 

hypermorphic or neomorphic alleles (356). Hence, an added advantage of ENU is that it 

can reveal not only information about a protein in a given process, but also about 

functionally important domains of a protein, improving our understanding of protein 

function.  

One of the primary sites for the mutagenic action of ENU is the pre-meiotic 

spermatogonial cell. Following a period of transient sterility due to the depletion of 

spermatogonia by the ENU treatment, injected male mice are bred to propagate the 

mutation. The breeding schemes depend on the allelic characteristics required (dominant 

or recessive screen) and the strains required for subsequent genetic mapping. Here, we 
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have used a three-generation breeding scheme followed by a high-throughput pathogen 

challenge to scan the genome for recessive mutations which cause viral susceptibility.  

 

The ENU mutagenesis approach has been successful at identifying viral susceptibility in 

mice, highlighting the role of TLR3, TLR9 and the type 1 interferon pathways, and helpful 

in increasing understanding of the involvement of inflammatory monocytes in the antiviral 

response to mouse (M)CMV (328, 357). As mentioned above, we have shown the 

importance of the Ptprc gene in promoting optimal CD4-CD8 T cell interactions to clear 

HSV-1 infection in a murine model HSE (66). Using ENU mutagenesis, other groups at 

McGill University have also studied the importance of JAK3, USP15 and CCDC88B in 

susceptibility to cerebral malaria (332, 333, 335), as well as the role of USP8, STAT4 and 

ANK1 in resistance to salmonella infection (336, 337, 358). 

 

In this study, we present the ENU platform we designed to identify novel mutations 

causing susceptibility to herpesviruses using a high-throughput infection with HSV-1 or 

MCMV. We developed and validated a single nucleotide polymorphism (SNP) mapping 

panel to localize recessive mutations in closely related C57BL/6 and C57BL/10 mice.  

Overall, we identified six pedigrees that segregate susceptibility to HSV-1, and one 

pedigree showing MCMV susceptibility. These unprecedented resources represent 

invaluable tools to better understand the mechanism underlying the variation in host 

responses against herpesviruses.  

 

Results 
 

Development of genetic tools used for identifying novel ENU 
mutations important for host resistance 
In order to discover novel genes and pathways critical for resistance to herpesviruses, we 

have developed a recessive ENU mutagenesis platform using two different strategies. In 

both cases, resistant male C57BL/6 mice were injected with ENU and bred for three 
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generations to segregate homozygous mutations. For the HSV-1 susceptibility screen, 

we used a pure C57BL/6 (B6) breeding scheme to reduce the possibility of the influence 

of a mixed genetic background on resistance. For the MCMV screen, we used a 

mix C57BL/6 and C57BL/10 (B10) breeding schemes to allow mapping of the mutation 

using linkage analysis. The risk of the influence of a mixed genetic background on the 

phenotype of infected mice is lessened since MCMV is a natural mouse pathogen.  

 

To map the mutations in a B6/B10 cross, we built a panel containing polymorphic SNP 

between B6 and B10. The B6 and B10 strains are closely related genetically; whereas 

the relatedness reduces the risk of a background effect, an obvious limitation is that it 

decreases the number of polymorphic markers available. Moreover, the genome 

sequence and genotype information on the C57BL/10 strain are limited. Thus, to generate 

a genotyping panel, we re-examined data previously obtained with the mouse genotyping 

JAX Diversity Array that contains more than 600 000 SNPs (359). Using this microarray 

we had already identified 7499 SNPs distributed in clusters between B6 and B10, 

although major gaps remained (320). To fill the gaps, we selected SNPs from the Mouse 

Phenome Database that are private to the C57BL/6J strain (i.e., divergent from all other 

C57BL strains). When the B6 SNP was different, the result was validated by Sanger 

sequencing using DNA from B6 and B10 mice. We tested 117 SNPs and found 43 to be 

polymorphic. Combined with the SNP from the JAX Diversity Array, we generated a panel 

containing 255 SNPs, with an average distance of 9.6 mb between markers (66, 320, 

332, 360) (Fig. 2.1 and Sup. Table 2.1). Chromosomes 2, 15 and 18 each have 1 region 

with a distance exceeding 25 Mb between markers, while chromosome X has 3 regions. 

Those uncovered gaps could reduce the significance of the linkage analysis for a deviant 

ENU-induced phenotype residing in those regions. With this caveat, we have built 

nevertheless a genotyping tool that allows us to map an ENU mutation on any 

chromosome.  
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Validation of the B6/B10 genotyping tools 
To identify phenodeviant homozygote ENU mutations, we performed a three-generation 

breeding scheme, where G0 B6 males are injected with ENU and then outcrossed with a 

genetically closely related B10 female (Fig. 2.2 A) to produce G1 males. These G1 

animals were bred as founders of individual pedigrees by crossing to wild-type C57BL/10 

female mice; then, the daughters of this mating (generation 2 or G2) were back-crossed 

to the G1 father to bring ENU-induced sequence variants to homozygosity in the G3 

generation. We aimed at testing at least 16 G3 offspring by pedigree for susceptibility to 

virus challenge considering that, should a recessive immune variant be segregating in the 

pedigree, we expected to observe about 4 (25%) affected mice.  

 

During this process, we identified a pedigree, named Tre, where deviant animals showed 

light fur colour and pink eyes (Tregrey, Fig. 2.2 B). Mutant mice were born with about 25 

% (10/44) Mendelian frequency and were easily distinguished from their wild-type 

littermates at weaning. To validate the efficiency of our B6/B10 SNP panel, we genotyped 

10 Tregrey and 11 Trewt mice to map the causal mutation. We observed a significant peak 

on chromosome 7, with a logarithm of odds (LOD) score of 6.3 (Fig. 2.3 A), between 

marker rs32285588 (position 54.41mb) and marker rs32060039 (position 78.96mb) (Fig. 

2.3 B). By querying the Mouse Genome Informatics (MGI) database, we determined that 

only one gene in the interval was associated with a similar phenotype: the gene for 

oculocutaneous albinism II (Oca2). Using Sanger sequencing, we sequenced all 24 exons 

and adjacent splice junctions. We identified the ENU mutation to be a unique A to T 

transversion in Oca2 (Fig. 2.3 C) on position chr7: 56,323,725 bp. This mutation lies on 

the polypyrimidine splice junction downstream of exon 13 (Fig. 2.3 D), which could alter 

mRNA splicing and stability. This substitution was absent in all 37 strains sequenced by 

the Sanger Institute (http://www.sanger.ac.uk/science/data/mouse-genomes-project). 

This gene encodes for the OCA2 melanosomal transmembrane protein, which plays a 

central role in melanosome biogenesis and is associated with a defect in eye colour and 

coat pigmentation in both mouse and human (361, 362). This result supports the 

efficiency of our B6/B10 SNP panel as a means of identifying novel ENU mutations. 
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Identification of an ENU deviant pedigree susceptible to MCMV 
In order to proceed to high-throughput MCMV infections, we optimized a 7-day infection 

protocol. Mice were administered intravenously with a dose of 5 x 103 plaque forming 

units that is normally contained by C57BL/6 mice but results in uncontrolled replication in 

MCMV-susceptible BALB/c mice, which eventually succumb by day 7 post-infection (Fig. 

2.4 A). Spleen index (SI), the ratio between the spleen weight and the initial mouse 

weight, is another phenotype distinguishing susceptibility or resistance. In C57BL/6 or 

C57BL/10 resistant mice, the response to MCMV leads to extra-medullary hematopoiesis 

taking place in the spleen, which increases their spleen weight and, by consequence, 

their  SI (363) (Fig. 2.4 B). Hence, we expected susceptible animals from a deviant 

pedigree to show a decrease in survival by day 6 or 7 post-infection and a reduced SI. 

Following infection, mice were weighed and monitored daily for clinical signs. At the 

experimental end-point, mouse spleens and livers were harvested and weighed (Fig. 2.4 

C). Pedigrees with G3 showing a decrease in survival and lower SI were considered 

deviant. We tested 1200 G3 mice derived from 61 pedigrees for susceptibility to MCMV 

(Fig. 2.5) and found that certain animals from the Glynn family succumbed before day 7 

and showed a relatively low spleen index (6 susceptible mice out of 34 G3 tested), like 

the susceptible BALB/c control. This result demonstrates the identification of a pedigree 

showing MCMV susceptibility using the ENU mutagenesis platform. This family has been 

characterized in a subsequent study (chapter 4 of this thesis). 

 

Identification of ENU deviant pedigrees susceptible to HSV-1 
To discover novel HSV-1 susceptibility genes, we had to develop an infection pipeline 

allowing us to test large numbers of animals. We aimed to establish a survival screen 

following infection by intraperitoneal (i.p.) injection. To achieve this, we used increasingly 

infectious inoculums of the virus to identify the dose that better differentiates C57BL/6 

and susceptible A/J mice in terms of survival (Fig. 2.6). At the lower doses (2x103 and 

5x103 PFU), about 20% of A/J mice survived the infection.  At the higher doses (1x104 
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and 5x104 PFU), all susceptible A/J mice succumbed to the virus and showed signs of 

encephalitis such as motor disturbances (circling, paralysis, lethargy) or asocial behavior. 

These symptoms were not observed at a lower dose. Hence, to reduce the risk of false 

positives we opted to use a dose of 1x104 PFU to identify pedigrees showing altered 

response to HSV-1 in a high-throughput screen.  

 

To screen for recessive mutations conferring susceptibility to HSV-1, we again 

established three-generation pedigrees. This time, however, ENU treated B6 G0 males 

were crossed with wild-type B6 females (Fig. 2.7 A). We used a pure B6 background to 

limit the residual susceptibility observed in the mixed B6/B10 background. G3 animals 

were infected and monitored for 14 days for clinical symptoms (Fig. 2.7 B). We tested 

3020 G3 mice derived from 206 pedigrees and found an increase in susceptibility in 6 

pedigrees (Fig. 2.7 C to H). All 6 families, Keagan (5/27; sick G3 / total G3 tested), 

Dominik (7/41), Francesco (4/19), Baldwin (4/14), Holmes (5/21) and Tavon (4/15), 

displayed a lower survival rate than the wild type B6 control. In each pedigree, we 

observed between 20 to 25% susceptible G3 mice. Studies are ongoing to identify the 

ENU mutations segregating in these families using next-generation sequencing. The 

Keagan pedigree is presented in a later chapter of this thesis (chapter 3).  

 

Discussion 
 

Infections with HSV-1 and CMV are very common and prevalent in the population. 

Although the majority of infections are clinically mild, primary infection with these agents 

during the fetal or newborn period or in immunocompromised patients can be fatal. Host 

genetics critically determines the outcome of infections. The identification of susceptibility 

genes in patients with presumed monogenic disorders has provided key insights into the 

pathogenesis of viral infection and host defence mechanisms, such as the TLR3-type I 

interferon pathway in the control of HSE as well as NK cell cytotoxic functions that curb 

HCMV infections (78, 151). As a complement to clinical studies, random ENU 
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mutagenesis, combined with the use of mouse models of infection, provides a productive 

and unbiased approach to querying the mouse genome for antiviral mechanisms (310). 

In this study, we established an ENU mutagenesis platform, conducted high through-put 

screening for altered responses to CMV and HSV-1 and developed resources to identify 

new genes and pathways important for host resistance to herpesvirus infection. We tested 

61 pedigrees for resistance to MCMV and 206 mouse pedigrees for resistance to HSV-1 

(Table 2.1). One candidate pedigree with susceptibility to MCMV and 6 candidate 

pedigrees expressing susceptibility to HSV-1 were found. 

 

We used a three-generation breeding scheme, where G3 animals were screened for viral 

susceptibility. These same G3 animals could then be used directly for the identification of 

the mutation via mapping or exome sequencing, according to two strategies. In the first 

strategy, we took advantage of the C57BL/6 and C57BL/10 strains. These two strains 

originated in 1921 from a common C57BL parental ancestor (364). Since they originate 

from an inbred colony, no other strains are known to have contributed to the genetic 

background of B6 and B10 mice (364). This strain combination allows us to reduce the 

impact of a potential modifier gene (365) while providing enough genetic polymorphism 

for efficient mapping. In the second strategy, we carried the screen in a pure B6 

background. 

 

Since the C57BL/10 strain was not sequenced, we discovered new polymorphic SNPs 

between B10 and B6 mice using genotyping data from the Jackson Laboratory Diversity 

Array (359) and from the Mouse Phenome Database. Validation of these SNPs yielded a 

success rate of 36.8%, allowing us to produce a genotyping panel that was successfully 

used in various studies including the ENU project (66, 320, 332). The panel contains 255 

SNPs that provide genome-wide coverage, with the exception of 6 regions larger than 25 

Mb on chromosomes 2, 15, 18 and X. This panel can be used to support the identification 

of behavioral (366, 367) and immune phenotypes (368) distinguishing B6 and B10 strains. 
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The B6/B10 SNP panel was validated on a pedigree showing a visible coat colour 

phenotype that we identified during the production of the G3 ENU mice. We mapped a 

T/A to A/T transversion on a splice junction of the Oca2 gene. This type of ENU mutation 

is not frequent. Most ENU induced mutations are A/T to T/A (44%) or A/T to G/C (38%) 

(322, 369, 370). Moreover, only 26% of mutations affect the splicing of a transcript. We 

are not the first group to identify an ENU mutation in Oca2. Four other pheno-deviant 

pedigrees have been characterized in previous studies (371). A recent review of a large 

panel of ENU-induced mutations identified multiple ENU-induced alleles in 43 out of 129 

mutated phenovariant genes (371) suggested that this could result from gene size and 

sequence specificity.  

 

Mutations within the Oca2 gene (previously called P gene) are known to cause 

oculocutaneous albinism type 2, which is characterized by skin and hair 

hypopigmentation and ocular change, which we observed in the Tre mice (372). The 

Oca2 gene is important in melanosome biogenesis (373), small molecule transport across 

the melanomal membrane (374), and in regulating the melanosomal pH (375). Affected 

individuals suffer from visual inattention, nystagmus (rapid involuntary eye movement) 

and strabismus (abnormal eye alignment) (376), which we have not studied in our ENU 

mice. Further studies of the Tre pedigree are needed to understand the impact of the 

ENU mutation on Oca2 mRNA stability and protein expression, as well as its impact on 

the albinism phenotype observed.  

 

We performed an MCMV susceptibility screen on the G3 ENU mice and found one deviant 

pedigree. Although we tested a low number of G1 (N=61), we could quickly identify a 

susceptible family, which allowed us to highlight the efficiency of this type of screen. This 

approach has been very successful for identifying genes crucial in the innate response. 

MCMV has the ability to counteract and evade a variety of host resistance pathways and 

mechanisms, making it an excellent tool to identify genes central to host resistance (377). 

Various other ENU studies have allowed the decryption of complex TLR pathways and 

antiviral responses resulting from MCMV (328, 357, 378). We found that susceptible mice 
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from the Glynn pedigree exhibit a low spleen index, which suggests a reduction in 

cellularity following infection (363). Deep characterization of this pedigree will be 

performed to identify the mutated gene and its function in the immune response to MCMV 

(see chapter 4 in this thesis). 

 

We also performed a susceptibility screen against HSV-1 infection and HSE. To our 

knowledge, we are the first group to develop an ENU platform for herpes simplex 

infection. The mouse model of infection has served to validate important aspects of HSV-

1 pathogenesis (96, 98, 342-344). Here, we have implemented a HSV-1 model of i.p. 

infection which leads to HSE symptoms in susceptible mice, allowing for a high number 

of ENU mutated mice to be rapidly processed. An initial study in the B6/B10 cross 

identified 2 candidate pedigrees, one of which was carrying a mutation on ptprc, encoding 

for CD45, the mutation of which causes a severe lymphocyte deficiency (66). The 

observation of background susceptibility in various pedigrees led us to carry the HSV-1 

screen in a pure B6 background. We tested families from 206 G1 and found 6 deviant 

pedigrees that showed clustering of HSV-1 susceptibility in terms of survival.  

 

In the HSV-1 susceptibility screen, both the B6/B10 and the pure B6 breeding scheme 

produced a similar yield, with approximately 1 deviant pedigree per 30 G1 tested and 1 

per 34 G1 tested, respectively. Our HSV-1 screen was also more efficient than the MCMV 

screen, which yielded 1 deviant pedigree per ~60 G1. The frequency of MCMV 

susceptibility is similar to that observed in a previous study that estimated that there were 

290 genes with non-redundant function in resistance to MCMV (379). If we assume non-

allelism among HSV-1 susceptibility pedigrees, we can deduce that there are about 580 

(twice as many) critical genes for HSV-1 susceptibility in the mouse genome. Differences 

in life cycle and growth properties, cellular tropism and diseases caused by MCMV and 

HSV-1 may explain the discrepancy. It is notable, however, that an average frequency of 

1 over 50 screened pedigrees has been observed in other screens at McGill University 

using pathogen challenge, in particular, Salmonella Typhimurium and Plasmodium 

berghei (310). Genes identified in the Salmonella screen such as Ank1 (336), Usp18 
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(358) and Stat4 (337) indicated the importance of iron homeostasis, negative type I IFN 

signals and NK-cell dependent IFNγ production in Salmonella pathogenesis. The 

characterization of mutations in Ccdc88b (333), Themis (334) and Usp15 (335) 

highlighted the role of CD8+ T cell responses and type I IFN pathways in the control of 

resistance to cerebral malaria. Overall, these studies demonstrate the value of ENU 

mutagenesis to identify critical host response mechanisms against infection. 

 

In this study, we established an infection platform to challenge high numbers of mice with 

MCMV and HSV-1. This work highlights the feasibility of an in vivo HSV-1 susceptibility 

screen performed in C57BL/6 germline mutant mice as a means of finding critical 

components of host resistance to HSV-1 that are required for survival. We produced and 

tested more than 4000 G3 mice and identified 7 deviant pedigrees. We also built genetic 

tools to map and identify the mutations. Thus, we developed a solid forward genetic 

strategy to study herpesviruses susceptibility that could also be applied to other viral 

agents.  

 
Material and methods 
 

Mouse and viruses 
C57BL/6, C57BL/10, A/J and BALB/c mice were purchased from Jackson Laboratory (Bar 

Harbor, Maine, USA). Subsequent ENU-mutagenized animals were housed at the McGill 

University Life Science Complex. MCMV strain Smith (ATCC #VR1399) was produced in 

salivary glands and titered as previously described (355). HSV-1 strain 17 originates from 

Dr. Subak-Sharpe laboratory and was amplified and titered as described previously (380). 

 

ENU mutagenesis and breeding 
ENU mutagenesis was performed as described previously (66). Briefly, 90 mg/kg of ENU 

(Sigma-Aldrich) was injected IP in B6 males, which were then outcrossed with B6 or B10 

females to produce G1 mice. G1 males were crossed again with a B6 or B10 females to 
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produce G2 progeny. Two G2 females were then backcrossed with their G1 father to 

generate the G3 mice used for the screens of viral susceptibility.  

 

Mice Infections 
Mice were infected IV with 4x103 PFU of MCMV or IP with 104

 

 

DNA extraction, genetic mapping and Sangers sequencing.  
Whole genomic DNA was extracted using a phenol and chloroform method (381). 

Genotyping of the Tre pedigree was performed at the McGill University and Genome 

Quebec Innovation Centre (Montreal, Quebec, Canada) using the massArray platform 

from Sequenom. Linkage analysis was performed as described previously (66) using R/qtl 

software (version 3.3.2). The LOD score was determined using the coat colour as the 

phenotype. Identification and amplification of the mutation loci on Oca2 was done by 

polymerase chain reaction (PCR) using primers targeting the exons (Sup. Table 2.2). 

PCR product was sent to Genome Quebec for Sanger sequencing and sequences were 

then analysed using Sequencher software (version 5.0.1) 
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Figures and Figure legends 
 

Figure 2.1 – Genetics map of the B6/B10 SNP panel 

255 SNP polymorphic markers between the B6 and B10 strain were selected to build a 

genotyping panel. Every horizontal bar represents a SNP. Coordinates can be found in 

the Supplemental Table 1.1.  

 

  



 81 

 
  



 82 

Figure 2.2 – Breeding strategy for the B6/B10 ENU screen and identification of grey 

pedigree 

(A) G0 B6 males were treated with ENU and outcrossed for 2 generations with B10 

females. G2 females were then backcrossed with the G1 male to produce G3 progeny 

that were then phenotyped. (B) Pictures of a grey mouse and a wild type mouse from the 

Tre pedigree identified during the production of ENU mutant mice are shown. 
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Figure 2.3 – Identification of an ENU mutation in Oca2 linked to a grey coat 

phenotype 

(A) Genome wide linkage analysis of the Tre pedigree was performed on 21 G3. The QTL 

analysis led to a peak with an LOD score of 6.3 on chromosome 7. All Treygrey G3 mice 

were genotyped, while only 11 Treywt were genotyped. (B) Haplotype of the Tre pedigree 

on chromosome 7. “A” represent B6 allele, “B” represent the B10 allele and “H”, a 

heterozygote. (C) A representative illustration of the ENU mutation on Oca2 in the 

genomic DNA of Tregrey and Trewt mice. (D) Schematic representation of the gene 

structure of Oca2. The asterisk represents the site of the ENU mutation upstream of 

exon 14.  
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Figure 2.4 – Development of an MCMV infection pipeline 

(A) ENU G3 mice were weighed, infected with MCMV and monitored for 7 days. Spleen 

index was determined and deviant families were selected for further studies. (B) Survival 

and (C) SI of the B6 or B10 resistant control and the susceptible BALB/c mice were 

determined following IV infection with MCMV. ****p<0.0001, one-way ANOVA with Tukey 

correction for multiple comparison.  
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Figure 2.5 – MCMV screen of the ENU mutagenized mice 

G3 animals were infected with MCMV in 25 infections and the spleen index was 

determined at the infection end point. The spleen indexes of the susceptible mice from 

the Glynn pedigree that succumbed to the infection are in red. All the G1 pedigree tested 

are represented. The spleen indexes of all the resistant F2(B6xB10) and susceptible 

BALB/c controls are also displayed.  
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Figure 2.6 – In vivo titration of HSV-1 

Resistant B6 or susceptible A/J mice were infected with (A) 103, (B) 5x103, (C) 104 or (D) 

5x104 PFU IP of HSV-1. Animals were monitored for 14 days for severe signs of disease.  
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Figure 2.7 – HSV-1 screen of the ENU mutagenized mice 

(A) C57BL/6 males were injected with ENU and crossed with B6 female for three 

generations to produce G3 progeny which carry ENU homozygote recessive mutations. 

(B) G3 mice were weighed, infected with 104 PFU of HSV-1 and monitored for 14 days. 

Deviant pedigrees could then be selected for further characterization. (C) Survival rates 

of the Keagan, (D) Dominik, (E) Francesco, (F) Baldwin, (G) Holmes and (H) Tavon 

pedigrees and the resistant B6 and susceptible A/J mice used during the HSV-1 screen 

are displayed.  
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Table 2.1 – ENU screen for susceptibility to Herpesviruses 

 

ENU screen MCMV HSV-1 

Pedigrees tested 61 206 

G3 animals tested 1200 3020 

Candidates 1 6 
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Supplemental material 
 

Supplemental Table 2.1 – Polymorphic markers between C57BL/6J and C57BL/10J 

mice.  

 

Marker Name Chromosome Position C57BL/6 C57BL/10 

rs31652442 1 4,905,893 AA CC 

rs3708897 1 22,348,543 AA GG 

rs32737961 1 39,032,305 CC TT 

B10SNPS0005 1 43,063,842 TT AA 

rs13475886 1 61,228,463 TT CC 

rs13475913 1 70,127,169 TT CC 

B10SNP2G0002 1 75,483,331 GG AA 

rs31767016 1 82,636,707 TT CC 

B10SNP2G0015 1 95,571,814 TT CC 

B10SNP2G0019 1 118,565,405 CC AA 

rs6327099 1 131,282,938 AA GG 

rs31375526 1 138,180,275 TT CC 

rs13476148 1 144,862,429 TT GG 

B10SNPSG0013 1 152,988,092 CC TT 

rs13476182 1 153,950,459 TT GG 

rs6341208 1 165,062,830 TT AA 

B10SNPSG0020 1 173,342,737 TT AA 

B10SNPS0019 1 188,081,175 AA GG 

rs3680295 1 190,724,768 AA GG 

B10SNPS0021 2 3,582,646 AA GG 

rs13476344 2 9,314,267 TT GG 

rs33142586 2 23,743,224 CC CC 

B10SNPS0024 2 25,034,194 GG CC 

B10SNPS0026 2 50,942,492 CC TT 

rs13476554 2 67,080,320 TT TT 

rs33162749 2 78,639,333 AA AA 

B10SNPS0030 2 84,313,007 TT CC 
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B10SNPS0032 2 103,735,349 CC AA 

B10SNPSG0021 2 122,094,116 TT GG 

rs13476801 2 138,305,756 GG AA 

B10SNPS0036 2 146,096,051 CC TT 

rs13476872 2 159,118,061 AA GG 

B10SNPS0037 2 164,025,160 AA GG 

rs27312411 2 169,272,130 AA GG 

B10SNPS0041 3 4,365,615 TT CC 

rs13476956 3 5,370,727 GG AA 

rs31500060 3 16,369,915 TT CC 

B10SNPS0044 3 25,440,271 CC GG 

rs30354938 3 31,168,870 AA GG 

B10SNPS0046 3 51,646,346 TT CC 

rs31596392 3 56,511,763 AA GG 

B10SNPSG0029 3 67,807,084 GG AA 

B10SNPS0050 3 84,907,155 TT CC 

rs30661719 3 101,914,952 AA GG 

B10SNPS0051 3 107,273,295 AA GG 

rs16790854 3 121,962,207 TT CC 

B10SNPSG0034 3 122,116,882 GG AA 

B10SNPS0056 3 146,593,495 CC TT 

rs31594267 3 151,882,540 AA CC 

rs32143059 4 6,301,848 AA AA 

B10SNPSG0036 4 7,149,610 CC TT 

rs32410424 4 19,603,384 TT CC 

rs13477622 4 28,249,360 AA GG 

rs32786595 4 40,225,498 TT CC 

B10SNPS0062 4 45,462,131 AA CC 

rs13477746 4 65,605,269 TT CC 

B10SNPS0064 4 66,040,938 AA GG 

rs28325196 4 85,069,930 CC TT 

B10SNPS0065 4 87,804,727 CC AA 

rs28154736 4 93,285,727 GG AA 

rs28234425 4 100,667,454 CC GG 
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B10SNPS0067 4 112,653,568 TT TT 

rs6381371 4 115,708,649 CC TT 

rs4224765 4 125,991,071 CC TT 

B10SNPS0069 4 126,253,529 GG CC 

rs32203940 4 132,774,342 TT CC 

rs3661982 4 139,269,393 TT AA 

B10SNP2G0026 4 142,217,407 TT CC 

rs33367397 5 18,216,206 TT CC 

B10SNPSG0050 5 23,345,000 AA GG 

rs29779004 5 32,629,170 TT CC 

rs46835784 5 44,059,873 TT CC 

B10SNPS0079 5 67,382,789 AA GG 

rs13478320 5 71,133,300 GG TT 

rs33067522 5 81,685,659 TT CC 

B10SNPS0081 5 88,988,451 GG AA 

rs33249065 5 92,510,104 TT CC 

B10SNP2G0043 5 109,001,097 CC AA 

rs3662161 5 117,909,356 TT CC 

B10SNPS0086 5 129,799,057 TT CC 

rs13478542 5 135,358,052 GG GG 

B10SNPS0087 5 148,405,352 GG AA 

B10SNPS0089 6 4,944,845 GG TT 

rs3710142 6 8,012,701 TT CC 

B10SNPS0091 6 23,322,761 TT AA 

rs30764547 6 28,665,910 TT AA 

rs33852049 6 54,899,850 AA GG 

rs30915467 6 60,541,414 GG AA 

rs6157367 6 67,237,174 AA TT 

B10SNPS0097 6 84,280,591 CC TT 

B10SNPS0099 6 104,875,242 AA CC 

rs30421807 6 105,962,107 TT AA 

rs13478995 6 117,420,898 GG CC 

rs30215744 6 123,650,316 0 TT 

B10SNPSG0065 6 125,060,262 AA GG 
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rs6334723 6 134,651,968 AA GG 

B10SNPS0104 6 147,720,182 AA GG 

B10SNPS0105 7 7,014,667 TT CC 

B10SNP2G0049 7 28,467,081 TT AA 

rs31221380 7 38,216,957 TT GG 

rs32285588 7 54,410,823 GG AA 

B10SNP2G0060 7 71,519,895 GG TT 

rs32060039 7 78,961,795 GG CC 

rs31304724 7 81,933,528 TT AA 

B10SNPS0115 7 104,565,567 AA GG 

rs13479454 7 115,608,885 AA AA 

B10SNPS0118 7 130,492,865 AA GG 

rs13479522 7 136,179,208 TT CC 

rs13479540 7 141,188,625 AA GG 

B10SNPS0122 8 4,235,918 CC TT 

rs33166255 8 7,701,082 CC GG 

rs33157972 8 12,958,088 AA GG 

rs3661760 8 24,557,766 GG TT 

B10SNPS0126 8 48,705,306 GG AA 

rs30970745 8 49,539,911 CC TT 

rs13479749 8 50,761,812 TT GG 

rs33080067 8 60,422,745 AA GG 

B10SNPS0127 8 64,124,535 CC TT 

rs32729089 8 77,477,256 AA TT 

B10SNPS0130 8 86,611,947 CC TT 

rs33601490 8 94,031,516 TT CC 

rs32361852 8 103,462,818 GG AA 

B10SNPS0132 8 106,217,064 CC AA 

rs33004646 8 109,160,587 AA GG 

rs33610973 8 120,904,596 CC TT 

B10SNPS0133 8 126,154,896 AA GG 

rs29887009 9 8,307,298 GG GG 

rs13480109 9 25,697,427 AA GG 

B10SNPS0139 9 44,891,469 AA TT 
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rs29644859 9 52,593,224 AA CC 

rs29640230 9 65,282,831 AA GG 

rs6396602 9 69,294,580 CC AA 

rs3673457 9 81,753,447 CC TT 

B10SNPS0144 9 87,513,872 TT GG 

rs13480362 9 97,693,921 TT CC 

B10SNPS0145 9 106,375,830 AA GG 

B10SNPS0147 9 122,496,139 TT AA 

B10SNPS0152 10 25,103,948 AA TT 

rs29336522 10 29,577,040 CC TT 

rs13480575 10 33,372,829 TT CC 

rs29356879 10 43,717,117 CC TT 

rs13480619 10 57,472,268 TT CC 

B10SNPSG0099 10 62,547,650 GG AA 

rs29344872 10 83,411,614 GG AA 

rs13480728 10 99,701,075 TT CC 

rs13480770 10 113,178,567 TT AA 

B10SNPS0162 10 126,774,961 CC AA 

B10SNPS0163 11 5,927,550 AA GG 

rs26895374 11 8,476,784 GG TT 

rs29413390 11 21,040,136 AA GG 

B10SNPS0165 11 24,352,635 GG GG 

rs6406223 11 37,583,571 TT GG 

B10SNPS0168 11 46,027,800 GG TT 

rs26979995 11 50,271,114 CC TT 

rs6268547 11 62,886,983 TT CC 

rs13481117 11 79,065,732 GG TT 

B10SNPS0171 11 83,361,835 CC TT 

rs29436909 11 94,499,650 CC AA 

B10SNPS0173 11 105,208,941 TT GG 

B10SNPS0175 12 4,035,991 CC TT 

rs29158719 12 5,967,934 GG GG 

B10SNPS0178 12 25,626,291 AA GG 

B10SNPS0179 12 33,783,681 TT GG 
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rs13481403 12 40,215,580 AA AA 

rs13481439 12 50,066,538 TT CC 

B10SNPSG0101 12 55,293,511 CC GG 

rs6385807 12 56,859,360 GG TT 

rs29172987 12 69,022,193 TT CC 

rs29173065 12 76,989,416 AA GG 

B10SNPS0184 12 85,893,620 TT CC 

rs13481569 12 86,986,254 GG AA 

rs29206394 12 99,208,162 TT GG 

rs13481634 12 108,071,865 GG GG 

rs13481676 13 6,303,301 TT CC 

rs13459139 13 12,155,224 CC TT 

rs3701424 13 19,519,989 CC TT 

rs6230023 13 22,362,899 GG AA 

B10SNPS0190 13 23,458,896 TT AA 

rs13481741 13 31,195,478 CC TT 

rs3722313 13 41,538,155 TT CC 

B10SNPS0192 13 44,605,368 GG AA 

B10SNP2G0077 13 60,294,898 TT GG 

rs51679066 13 66,467,951 AG AA 

B10SNPSG0116 13 83,826,961 TT GG 

rs3702296 13 101,979,187 TT CC 

B10SNPS0198 13 107,699,046 CC TT 

rs31187642 14 10,769,899 GG AA 

B10SNPS0200 14 13,021,464 CC TT 

rs31151615 14 22,151,051 AA GG 

B10SNPS0202 14 30,518,255 GG AA 

B10SNPSG0125 14 55,673,056 TT GG 

rs30650651 14 59,200,668 TT CC 

rs30264676 14 74,815,528 AA TT 

B10SNPSG0131 14 77,195,309 CC TT 

B10SNP2G0083 14 96,734,196 GG TT 

rs31059846 14 100,024,215 TT CC 

rs3722416 14 116,406,008 GG AA 
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rs3710901 14 120,021,467 AA TT 

rs31233932 14 124,508,019 GG AA 

rs13459145 15 7,117,980 CC CC 

rs32488968 15 11,377,555 TT TT 

rs32266845 15 16,094,380 TT GG 

B10SNPS0214 15 25,941,148 CC TT 

rs13482496 15 27,973,454 CC CC 

rs3702158 15 56,992,041 AA GG 

B10SNPS0218 15 63,931,032 GG AA 

rs31155407 15 64,892,362 GG CC 

rs31350865 15 70,219,592 AA GG 

B10SNPS0219 15 83,618,701 GG AA 

rs3700812 15 93,667,136 TT CC 

B10SNP2G0093 15 100,309,099 CC TT 

B10SNPSG0155 16 4,972,820 AA GG 

rs4165283 16 21,678,473 CC CC 

rs4165506 16 27,156,167 GG AA 

B10SNPS0225 16 29,856,457 AA GG 

rs3663871 16 41,688,007 AA GG 

B10SNPS0227 16 44,261,352 TT CC 

rs3687811 16 47,489,432 GG AA 

rs4187220 16 54,901,204 CC TT 

rs4201223 16 72,027,066 AA AA 

B10SNPS0232 16 87,736,505 CC TT 

B10SNPS0234 17 3,690,688 GG AA 

rs4137196 17 5,332,903 GG GG 

rs33304902 17 8,850,537 AA GG 

B10SNPS0236 17 24,310,623 TT AA 

rs29512740 17 25,523,395 GG TT 

rs33442265 17 29,663,445 AA GG 

p17.12 17 33,782,245 TT CC 

rs33334258 17 39,307,300 GG AA 

B10SNPS0237 17 47,451,200 CC TT 

P17.25 17 51,934,244 TT AA 
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p17.17 17 56,679,267 TT CC 

p17.11 17 56,897,783 AA GG 

rs13483058 17 61,680,643 TT CC 

rs13483071 17 65,343,085 TT CC 

B10SNPS0239 17 66,263,080 GG AA 

B10SNPSG0168 17 84,624,403 AA GG 

rs33353857 17 89,633,195 GG CC 

rs13483208 18 11,477,238 AA GG 

rs13483221 18 15,408,257 CC TT 

rs13483296 18 35,365,919 TT AA 

B10SNPS0247 18 46,803,584 TT CC 

rs13483369 18 54,774,495 CC CC 

B10SNPS0249 18 65,425,288 GG AA 

rs13483448 18 77,559,708 TT CC 

B10SNPS0251 18 83,497,271 GG AA 

rs31112038 19 15,408,257 GG CC 

B10SNPS0255 19 23,378,788 TT GG 

rs31241164 19 35,648,431 AA GG 

B10SNPS0258 19 46,875,560 AA GG 

rs30608930 19 52,433,860 GG GG 

rs6368704 X 55,120,804 TT CC 

B10SNP2G0134 X 120,117,110 TT AT 

B10SNP2G0150 X 147,904,667 AA GG 

rs13459160 X 158,414,344 GG TT 

rs31819915 X 166,416,706 GG TT 
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Supplemental Table 2.2 – Primers for sequencing Oca2 exons 

Primer Name Sequence (5’    3’) 

pOCA2.1F GAGCCACTGAGCCTTTCAAC 

pOCA2.1R ATCTACACATTTTCAATATAGGCTTG 

pOCA2.2F AGCAGGCTGAGCAAAACAG 

pOCA2.2R TCAGACTAACAGAATGGATTTGAA 

pOCA2.3F CGGAAGGGCAGTGTTTTAAG 

pOCA2.3R TCCCATAAAATGGAGGGAAA 

pOCA2.4F AGTGCACTCCTGCAAGCAT 

pOCA2.4R GAATTCGCCATCATTTGTGA 

pOCA2.54 GGCCAAGATAAGTGATTTTGAA 

pOCA2.5F TGGTGGGGAAATCTTTTGTC 

pOCA2.6F ACTGACAATCAGTATTAAGTACCACAA 

pOCA2.6R GAAGTATGGGCAAGTCTCAGG 

pOCA2.7F CATCAGAAGCTGTCCCAACA 

pOCA2.7R CTATCCGTCCCAAAGCACAC 

pOCA2.8F GCAAGCTGCTTTTAACGGTAGT 

pOCA2.8R CTCTTTAACAGGTGTAATCATTTCTG 

pOCA2.9F CATTGCTTTGTGAGCTTTCCT 

pOCA2.9R AATGGAGTTACTGCCGTTGG 

pOCA2.10F TCATTTGAGAATATTTGTTAGAGACTG 

pOCA2.10R TTCCTTATAAATCACTCAGTCTTGG 

pOCA2.11F GGGCTTTTCTGTCTGTGAGG 

pOCA2.11R TCCGTAGGAATTGCTCCTTC 

pOCA2.12F CACCCACTCATACCCCTCAT 

pOCA2.12R AAGGCATAACTGAAGACCTTGAA 

pOCA2.13F CCCCCTTGATATCTTTTTCATT 

pOCA2.13R CATCACATGAAACAATTTGAAACA 

pOCA2.14F GTAAGGGCAGCCCATTTTTA 

pOCA2.14R TCAAGAGATATGCCATCTTGACT 

pOCA2.15F GATATCCATCCAGCCAGAGC 

pOCA2.15R GCTTCCTGAAGCCATTTTGA 

pOCA2.16F TCCATATCTTGGAGTCATTAGTAAAAA 

pOCA2.16R CCCAGAACATGCATACGTCTC 
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pOCA2.17F GAATCGATGTGCCTTCCTGT 

pOCA2.17R TCTCCTGATTTTCCCCTCCT 

pOCA2.18F AGCCCCTCTGTGTTTCCAG 

pOCA2.18R CTCCTGCTCATGAGAACTTCC 

pOCA2.19F CTGAGGACTGAGGGTGGAAG 

pOCA2.19R CGCAATATGTTCCTTCATGC 

pOCA2.20F GCTGTCAGTGTCACCTTGCT 

pOCA2.20R ACCGTCTGCATCCAGATACC 

pOCA2.21F GCAGCCATTAAATGCTAGGC 

pOCA2.21R CCACATCCATCTCCACACAG 

pOCA2.22F CACAGTTTGCAGTACAGCATTG 

pOCA2.22R AAAACCCGGGTCACCTTAAC 

pOCA2.23F AAGGATAACCTGTGCCTACCC 

pOCA2.23R GCAACAGAGGAGCTGGTTTC 

pOCA2.24F AAAACAAGGTTCTTTAGGTTTCG 

pOCA2.24R GAAGTCTCCAGGATTCTCCTCA 

pOCA2.25F TCACATCACAGCCTCTGAGC 

pOCA2.25R AGCATGCATTGGTGCTTTTT 

pOCA2.26F GATTCTGGGGCCACATTCT 

pOCA2.26R GGTCTTCTGCAAATCAAACTCC 
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Bridging statement from Chapter 2 to Chapter 3 
 

To discover novel genes and pathways important for host resistance to HSV-1, we 

completed an recessive ENU mutagenesis screen and tested near 200 pedigrees for 

susceptibility to the virus. Doing so, we identified 6 deviant families exhibiting 

susceptibility to HSV-1. We selected one pedigree, named Keagan, for further analysis. 

In Chapter 3, we use a next-generation sequencing and linkage analysis to identify the 

mutation causing the phenotype in Keagan mice. We found a missense mutation in the 

DNA binding site of the transcription factor STAT5A, causing an altering the response to 

IL-2, HSV-1 and MCMV in lymphocytes. 
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Abstract 
 

Herpes Simplex virus type 1 (HSV-1) is a ubiquitous neurotropic virus that can cause 

severe clinical disease particularly in the setting of immunosuppression. To identify novel 

mechanisms important to the antiviral immune response, we characterized an N-ethyl-N-

nitrosourea (ENU) mutated pedigree identified in a survival screen of mice challenged 

with HSV-1. Using linkage mapping and next-generation sequencing, we found an 

association between HSV-1 susceptibility and a locus on chromosome 11 bearing a non-

synonymous single nucleotide variation (SNV) in the genes Smurf2 (T364K) and Stat5a 

(W484G). When isolated in a homogenous C57BL/6 background, neither the combined 

nor individual mutations affected the survival of HSV-1 infected mice. Moreover, infection 

of Smurf2-/- mice further excluded a role of SMURF2 in the control of HSV-1 susceptibility. 

However, CD8+ T cell and NK cell responses were affected in STAT5A (W484G) mice, 

as their numbers were reduced following infection with HSV-1 as was the generation of 

antigen experienced CD44+ CD8+ T cells. Disminished cytotoxic lymphocyte responses 

were also observed upon infection with cytomegalovirus (CMV) compared to wild-type 

littermates. STAT5A is a multi-modular transcription factor essential for lymphocyte 

biology, the activation of which can be monitored through IL-2 and lymphocyte-specific 

protein tyrosine kinase/JAK3 dependent expression of IL-2R sub-units. In our mutant 

mice, following ex-vivo stimulation with IL-2, NK cells had reduced expression of IL-2Rβ 

compared to wild type mice, while the expression of IL-2Rα on CD4 and CD8 T cells was 

abrogated. The W484G mutation resides on the α5 helix of the STAT5A linker domain 

(LD) that connects the DNA binding domain and SH2 domain of the protein. Taken 

together, these results show that STAT5A is important to the T cell and NK cell immune 

responses to HSV-1 and CMV infection and a single point mutation in its LD is sufficient 

to compromise STAT5A function.  
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Introduction 
 

Herpes virus simplex 1 (HSV-1) is a ubiquitous neurotropic dsDNA virus that latently 

infects 60% of the worldwide population. Although most infections are asymptomatic, 

primary infection or reactivation of HSV-1 can cause severe ophthalmic and neurological 

lesions leading to blindness, encephalitis or even death in individuals with an immature 

immune system or in immunocompromised patients (2, 90). Numerous studies in humans 

and mice have highlighted the critical role of innate and cell-mediated immune responses 

in the control of the severity and outcome of infection with HSV-1 (66, 78, 90). Analysis 

of families affected with encephalitis have shown the importance of the TLR3/NF-

κB/Interferon (IFN) pathway in susceptibility to HSV-1 in the central nervous system. 

Patients carrying mutations in either TLR3, TRAF3, UNC-93B, TRIF, NEMO, TBK-1 or 

STAT1 causing abnormal Interferon (IFN) α, β and λ production are predisposed to viral 

encephalitis (54, 55, 80, 82-84, 382). Studies using mouse models of infection have also 

contributed to a better understanding of the role of human candidate genes in the 

pathogenesis of HSV-1 (96, 97, 343), highlighting the importance of cellular virus sensing 

by innate receptors in HSV-1 resistance. In addition, multiple cell types have been shown 

to contribute to the control of HSV-1 in vivo. Among the most important of these cell types 

are natural killer (NK) cells and T cells, whose role in anti-HSV-1 immunity involves 

cytokine production, principally IFNγ, and the killing of virally infected cells (66, 383, 384). 

Hence, the frequency and severity of HSV-1 infection is markedly increased in patients 

with congenital NK cell or T cell immunodeficiencies, transplant recipients and AIDS 

patients (385-389). In mice, the peripheral control of HSV-1 replication via CD4+ T cell 

IFNγ production and the recruitment of CD8+ T lymphocytes at the site of infection has 

been shown to be crucial to the survival of infected mice (66). In addition, CD8+ T cell 

lymphocytes play a critical part in preventing HSV-1 reactivation, as demonstrated by the 

correlation between tissue persistence of HSV-1 specific CD8+ T-cells in mouse skin after 

viral clearance and local protection from exogenous re-inoculation (390, 391). 
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The signal transducers and activators of transcription (STAT) proteins are important for 

the immune response. STATs 1 to 6 form a large family of transcription factors, all of 

which consist of a helical N-terminal domain, a coiled coil domain, a DNA-binding domain, 

a helical linker domain (LD), an Src homology 2 (SH2) domain, and a transactivation 

domain located in the C-terminus region (392). The STATs are not only central to the 

antiviral response; they help dictate the development, homeostasis and activation of 

immune cells. STAT5 is crucial for downstream signalling of IL-2 family cytokines; IL-2, 

IL-4, IL-7, IL-9, IL-15 and IL-21 (393). These cytokines are a fundamental component of 

T and NK cell biology (224). In addition, STAT5 maintains effector CD4+ and CD8+ T 

cells during viral infection. Activation of NK cells by IL-2 and IL-15 is also mediated by 

STAT5 during murine cytomegalovirus (CMV) infection (266, 394). 

 

STAT5 is comprised of two molecules, STAT5A and STAT5B, which are capable of 

forming homo or heterodimers, and/or tetramers following phosphorylation by JAK3 and 

JAK1 (395-397). Stat5a-/- and Stat5b-/- mice exhibit a defect in mammary gland 

development and lactogenesis or in a sexually dimorphic growth hormone-dependent 

defect (398, 399). Unsurprisingly, inactivation of both STAT5A and STAT5B causes a 

severe increase in perinatal death (400). The knock-down of JAK3 or STAT5A/B causes 

a severe reduction of T, B and NK cells, illustrating the key role of STAT5 in lymphocyte 

development (401-403). Both the inactivation of either STAT5A/STAT5B and the 

blockage of their ability to produce tetramers results in a reduction of the lymphocyte 

population, as well as in a reduction of the expression of IL-2Rα following IL-2 stimulation, 

thus blocking the positive feedback loop normally occurring after activation (231). 

However, these phenotypes are not as penetrant in single mutants, underlining possible 

redundancy between the two molecules. 

 

Random chemical mouse mutagenesis is a N-ethyl-N-nitrosourea (ENU)-induced 

mutagenesis is a powerful tool for the study of gene function and the generation of human 

disease models (66, 310). Using a three-generation breeding scheme to isolate recessive 

mutations combined with an efficient phenotyping platform of mice challenged by 
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intraperitoneal challenge with HSV-1, we previously identified the Keagan pedigree with 

animals susceptible to HSV-1 infection (Chapter 2 of this thesis). In this study, we proceed 

to identify a novel mutation in the region overlapping the LD of the transcription factors 

STAT5A. We show that STAT5A W484G mutation is sufficient to compromise lymphocyte 

responsiveness to IL-2 ex vivo and to alter the NK cell and CD8+ T cell response during 

both HSV-1 and CMV infection in vivo.  

 

Results 
 

Identification of a novel mouse mutant with altered susceptibility 
to HSV1 
We previously performed an ENU mutagenesis study followed by high-throughput HSV-

1 infection. ENU treated B6 mice were bred for three generations to capture homozygote 

recessive mutations causing viral susceptibility. Doing so, we found a deviant pedigree: 

Keagan exhibited ~20% susceptibility to HSV-1 (Fig. 3.1 A). To identify the ENU mutation, 

we selected 3 susceptible animals for whole exome sequencing (WES). We found 55 

ENU single nucleotide variants (SNV) unique to the Keagan pedigree (Table 3.1). Of 

those SNV, only 4 non-synonymous homozygote mutations were shared in at least 2 of 

the 3 samples. We tested for the presence of those mutations by PCR and Sanger 

sequencing on the mice from the Keagan pedigree and found no clear segregation of the 

mutations in the susceptible animals.  

 

To clarify the mutation causing HSV-1 susceptibility in the Keagan family, we used the 

data from the whole-exome sequencing to perform an association study where SNV 

unique to that pedigree would be used to genotype the mice tested during the screening 

(Table 3.2). The ENU mutation would be in linkage disequilibrium and segregate in 

susceptible animals while resistant mice would carry the reference B6 allele or be 

heterozygote. We built a 55 SNP panel containing all the SNVs (synonymous and non-

synonymous) unique to the Keagan pedigree (Fig. 3.1 B). Doing so, we found a significant 
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peak on chromosome 11 (LOD score of 3.64, p<0.05, Fig. 3.2 C), with two underlying 

mutations (Fig. 3.2 D). 

 

The first ENU mutation was a C to A transversion at position 106,703,035 bp on 

chromosome (chr.) 11, within exon 11 of the gene Smurf2. This mutation is predicted to 

cause a threonine to lysine change at position 364 of the SMURF2 protein (Fig. 3.2 A). 

This is a highly conserved residue among vertebrates (Fig. 3.2 C). SMURF2 is an E3 

ubiquitin ligase which plays a major role in the regulation of TGF-beta signalling (404). 

Although this mutation does not lie in an active domain of the protein (Fig. 3.2 B), Wiesner 

et al. have suggested that the region between the WW3 and the HECT domain might 

interact with SMAD7, regulating the expression of TGFβR on cells surface (405). 

 

The second mutation at position chr.11: 100,740,662 bp was a T to G transversion in 

exon 13 of the Stat5a gene. This nucleotide change causes a tryptophan to glycine 

substitution at position 484, within the LD of the STAT5A protein (Fig. 3.2 E). Although 

the function of the LD in STAT proteins is incompletely characterized, this mutation could 

be of importance, as W484 is strictly conserved in STAT5A relatives from different 

species, suggesting a conserved structural/functional role of this residue in STAT5A 

activity. Moreover, W484 is conserved among all STAT family members (Fig. 3.2 G). This 

substantiates the potential importance of the mutation in STAT5A function. STAT5A and 

B are very similar and both seem to be important for the development of the immune 

system. Stat5a-/-Stat5b-/- double mutant mice have a low survival rate and defective 

development of T, NK and B cells (245, 402). However, these defects were not as 

significant in the single mutants, revealing a certain level of redundancy in the signalling 

of STAT5A and STAT5B. 
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Survival to HSV-1 infection is independent of Smurf2T363K or 
Stat5aW484G 
To determine the ENU mutation causing HSV-1 susceptibility in the Keagan pedigree, we 

isolated the SMURF2 and STAT5A mutation by serial back-crossing and intercrossing to 

C57BL/6 mice. The mice were then challenged with the virus. The survival of homozygous 

Smurf2T364K mice to HSV-1 infection was identical to wild-type littermates (Fig, 3.3 A). 

Smurf2KO animals were also tested and no significant susceptibility was observed (Fig. 

3.3 B), confirming that the ENU mutation in Smurf2 did not cause HSV-1 susceptibility. 

Homozygous Stat5aW484G were then tested, but no significant difference in mortality was 

observed in the mutant mice (Fig. 3.3 C). To rule out the possibility that both mutations 

were required for viral susceptibility, we generated Smurf2T364K/Stat5aW484G double 

mutant mice. We did not observe a decrease in survival following challenge with HSV-1 

(Fig. 3.3 D). Nonetheless, STAT5 function is crucial for mounting an adequate immune 

response and for proper lymphocyte development. Thus, we further validated the effect 

of the ENU mutation on STAT5A on lymphocyte function. 

 

Stat5aW484G lymphocytes have impaired IL-2 responses 
To validate the effect of the STAT5A W484G mutation on the protein function, we first 

quantified STAT5A expression in spleen from wild-type and mutant mice (Fig. 3.4, A and 

B). The ENU mutation in the LD of STAT5A reduced its expression in Stat5aW484G mice, 

which could impact the capacity of lymphocytes to respond to cytokine or pathogen 

stimuli. To answer this, we directly examined STAT5A-dependent lymphocyte 

phenotypes. IL-2 receptor sub-units IL-2Rβ (CD122) and IL-2Rα (CD25) are 

transcriptional targets of STAT5A whereas Stat5a-deficient lymphocytes are irresponsive 

to IL-2 cytokine stimulation (406). To test this, we stimulated Stat5aW484G NK cells with IL-

2 to stimulate proliferation and produce lymphokine activated killer cells (LAK). NK cells 

from Stat5aW484G animals did not proliferate as much as the wild type littermates, and thus 

produced fewer LAK cells (Fig. 3.4 C). Moreover, expression levels of the IL-2Rβ (CD122) 

were lower in the mutant cells (Fig. 3.4 D), confirming the effect of the STAT5A ENU-
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induced mutation on NK cells (231, 402). We further confirmed the effect of the STAT5A 

mutation on CD4 and CD8 T cells by quantifying the expression of IL-2Rα (CD25) 

following stimulation with IL-2 and αCD3 cross-linking. Following the engagement of IL-2 

to the IL-2R, JAK3 is phosphorylated, which in turn activates STAT5A and STAT5B (407). 

A reduction in the intensity of JAK3 signaling dampens the IL-2 downstream effects. Thus, 

Jak3+/- cells were also used as a control. The capacity of IL-2 to induce increased 

expression of CD25 in both CD4 and CD8 cells (Fig. 3.4, E to H) was high in wild-type 

cells, intermediate in Jak3+/- cells and almost completely abolished in cells from 

Stat5aW484G mice, demonstrating a defect in JAK3/STAT5A signaling and confirming the 

effect of the W484G mutation on STAT5A function.  

 

Stat5aW484G mice show aberrant lymphocyte response following 
herpesviruses infection  
To examine the role of Stat5aW484G in the lymphocyte response to virus infection, we 

challenged animals with mouse cytomegalovirus (MCMV). NK cells are essential to the 

immune response to MCMV. Infection leads to the proliferation of NK cells, the direct 

killing of infected cells and the secretion of cytokines necessary for the activation of T 

cells (reviewed in (315)). As STAT5 is crucial to the activation of NK and T cells, we 

expected the ENU mutation to alter the response to the virus, as observed after IL-2 

stimulation. Following MCMV infection, not only did we observe a decrease in total 

splenocyte numbers (Fig. 3.5, A), but we also observed a severe decrease in the total NK 

cell population (Fig. 3.5, B and C). Moreover, both CD4 and CD8 T cells were reduced at 

day 7 post-infection (p.i., Fig. 3.5, D to F). Interestingly, the low CD8 T cell number was 

coupled with an accumulation of naïve CD62L+CD44- (Fig. 3.5, H and I). Thus, the ENU 

mutation on the DNA binding site of STAT5A altered NK and T cell responses to MCMV 

infection. 

 

The defect in lymphocyte population following infection was also confirmed using an HSV-

1 infection model. In infected wild-type mice, the NK cell population increased, while a 
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reduction in NK cell numbers was observed at day 21 p.i. (Fig. 3.6, A and B). The mutation 

on STAT5A also caused a decrease in the proportion of splenic CD8 T cells, which was 

not observed in Stat5a+/+ animals (Fig. 3.6, C and D). Moreover, following reinfection at a 

high viral dose two weeks after the initial infection, the CD44+ antigen experienced CD8 

T cells were reduced by half in Stat5aW484G mice when compared to wild-type mice. (Fig. 

3.6, E and F). Thus, this mutation on the LD site of STAT5A is sufficient to alter NK and 

T cell responses to HSV-1 and MCMV. 

 

Discussion 
 

Genetic background can dictate the outcome of a viral infection. Various studies, in both 

humans and mice, have highlighted the importance of a single gene mutation in host 

resistance to HSV-1 (54, 66, 78, 80, 90, 98, 342, 343, 408).. In a previous study, we used 

ENU mutagenesis to generate mice carrying single point mutations resulting in 

susceptibility to HSV-1 (see Chapter 2 of this thesis). In this work, we selected the Keagan 

pedigree for further analysis. We used whole exome sequencing to identify the ENU 

mutation that causes susceptibility, but couldn’t identify a mutation that segregates among 

the 3 susceptible animals sequenced. We then used the ENU SNVs unique to that 

pedigree to map the mutation and found a significant peak at chromosome 11, with 

Smurf2 and Stat5a as candidate genes. While we could not recapitulate viral susceptibility 

in the different mouse strains carrying either one or both of the mutations, we pursued the 

analysis of the Stat5aW484G mutant. The mice carrying the ENU mutation on STAT5A 

exhibited abnormal T and NK cell populations following MCMV and HSV-1 infection, as 

well as an incapacity to upregulate the expression of the IL2R subunits after stimulation.  

 

We had previously injected B6 males (G0) with ENU and then bred them for 3 generations 

with females to produce G3 mice for phenotyping (see Chapter 2 of this thesis and (310)). 

We used a sequencing/genotyping strategy where the G3 animals were used for both 

phenotyping and sequencing. Although this strategy was successfully used to identify 
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ENU mutations in a mixed C57BL/6 – C57BL/10 breeding scheme (66, 332), we found 

this technique to be limiting when using a pure C57BL/6 background. Due to the low 

amount of SNV identified during exome sequencing, genome coverage was not optimal 

during the subsequent genotyping step. As an alternative approach, whole genome 

sequencing of selected susceptible G3 mice would have allowed the discovery of more 

SNVs and the generation of a larger genotyping panel. This in turn would have increased 

coverage and genotyping efficiency while retaining a pure B6 breeding scheme. Another 

approach is the direct sequencing of the original G1 male. Indeed, other groups used a 

strategy where the whole genome of the G1 male is sequenced in order to build a large 

genotyping panel to be applied on animals from subsequent deviant pedigree (328, 409). 

This method allows for quick genotyping of the susceptible G3 using all the SNVs from 

the parental G1 male as soon as the deviant pedigree is identified. 

 

Although we identified an ENU mutation on the LD site of STAT5A that causes an 

abnormal lymphocyte response to HSV-1, this mutation does not explain the whole extent 

of the susceptibility we observed in the original Keagan animals. Three hypotheses could 

explain this discrepancy. First, in conjunction with STAT5A, a secondary gene or an 

alternate gene which we did not identify could be contributing to HSV-1 susceptibility. In 

the process of isolating the Stat5a mutation, we may have lost the second ENU mutation, 

thus losing susceptibility. This hypothesis is the most plausible, as the mutation on 

STAT5A altered the T cell response to the virus, and T cells are central to the control of 

HSV-1 infection (35, 66, 73). Second, HSV-1 susceptibility may be the result of another 

mutation, independent of Stat5a, that we could not map or sequence due to a lack of 

coverage and/or power. To confirm/reject either of these two hypotheses, full genome 

sequencing should be used to increase the number of markers, resulting in better genetic 

mapping. Moreover, phenotyping additional G3 animals may have helped to resolve the 

problem. Third, the mutation could have been on a non-coding gene such as a long non-

coding RNA (lncRNA), which is known for playing a central role in the regulation of 

inflammatory responses, the NF-κB pathway and the function of different IFN induced 

genes during viral infection (410). The expression of more than 200 lncRNAs is modified 
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during HSV-1 infection (411). Here again, by using the technique of whole genome 

sequencing, we could have identified an HSV-1-susceptibility ENU mutation that impacts 

a non-coding gene. 

 

Nevertheless, we have identified a single point mutation on the transcription factor 

STAT5A in our Keagan mice. The W484G ENU mutation lies in the LD region of STAT5A 

(Fig. 3.7) (397, 412, 413). Although the W484 position is strictly conserved in all STAT 

family members and in all species examined, the LD region of STAT proteins remains 

incompletely characterized (Fig. 3.2, G).  For instance, a mutant in the linker domain of 

STAT1 (A544) failed to stimulate transcription. However, this mutant protein was normally 

tyrosine- and serine-phosphorylated, accumulated in the nucleus, and bound a high 

affinity STAT site in an electrophoretic mobility shift assay (EMSA), suggesting that the 

mutation abolished recruitment of transcriptional co-activators (412). A mutation in the 

linker domain of STAT3 (I563) associated with hyper immunoglobulin E syndrome was 

found to reduce STAT3 tyrosine phosphorylation due to conformational changes (414). 

Hence it has been proposed that the LD region of STAT proteins is involved in protein-

protein interactions or inter-domain allosteric communications, which would be aberrant 

in STAT5A W484G mutant proteins. Moreover, previous studies have shown that 

STAT5A and STAT5B can form tetramers, which are critical for cytokine responses and 

normal T and NK cell function (231). STAT5 tetramers can bind to sequences with a very 

broad range of spacing between tandem DNA-binding motifs. It has been proposed that 

such binding could be facilitated by the LD region of the STAT5 protein (415). Thus, the 

W484G mutation could compromise DNA binding affinity, leading to a weaker interaction 

between the STAT5 tetramers and the DNA molecules, and causing the impaired 

lymphocyte response observed in our Stat5aW484G mutant mice.  

 

Although additional studies are required to understand the precise role of residue W484 

in STAT5A protein function, we found that mice carrying the W484G mutation in the LD 

site of STAT5A display an abnormal lymphocyte response during viral infections. 

Previous studies have shown that STAT5A is essential for IL-2 response in T cells (231, 
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245, 402, 406). Here, we show that STAT5A is sufficient to abrogate IL-2 responses in 

both T cells and NK cells. No increase in the expression of IL-2Rα was observed following 

stimulation, thus indicating a defect in the positive feedback loop usually observed in IL-

2 stimulated T cells (231, 406), which can explain the unbalanced T cell population in 

HSV-1 infected mutant mice. The effect of the mutation on the capacity of T cells to restrict 

viral replication at the site of infection is also to be assessed. The reduction in the T cell 

number could have impaired the production of IFNγ by CD4 T cells at the infection site, 

thus reducing the recruitment and antiviral function of the CD8 T cells against HSV-1(66). 

 

We showed that NK cell proliferation is compromised by the ENU mutation on STAT5A 

following IL-2 stimulation during MCMV or HSV-1 infection. To our knowledge, this is the 

first report of the importance of STAT5A for NK function during infection, independently 

of STAT5B. It was previously shown that impairing both STAT5A and STAT5B impairs 

NK development and reduces NK numbers (231, 402). Also, NK cells from Stat5b-/- mice 

display a defect in cytotoxic activity and proliferation when stimulated with IL-2 (246). 

Here, we show that the W484 residue of the STAT5A protein is essential for proper NK 

proliferation following stimulation, suggesting that damaging the LD domain of STAT5A 

is enough to reduce the efficiency of the STAT5 signaling, even if STAT5B remains intact.  

 

The modulation of the STAT5 pathway and subsequent NK and T cell responses is a 

powerful tool for the development of a novel immune therapy for cancer treatment. For 

instance, as CIS a negative regulator of the JAK1/STAT5 function, and GITR is a negative 

regulator of IL-15 activation that reduces STAT5 phosphorylation, a novel immune 

therapy could target CIS and GITR to increase NK and T cell functions and ameliorate 

clinical outcomes (416-419). Understanding the importance of the different domains and 

functional residues of STAT5A should be helpful for the development of novel, potent 

immunotherapeutic strategies for cancer. 
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Materials and Methods 
 

Animals and viruses 
ENU Stat5aW484G mice were produced and housed in the animal facility of the Goodman 

Cancer Centre, McGill University. C57BL/6J and A/J were purchased from Jackson 

laboratories (Bar Harbor, Maine, USA). JAK3-/- mice were provided by Dr Phillipe Gros 

and SMURF2KO mice were provided by Dr Jeff Wrana (Lunenfeld-Tanenbaum Research 

Institute). The MCMV Smith strain was obtained from ATCC (#VR1399). The virus was 

produced in salivary glands as previously described (420). HSV-1 was originally isolated 

by Dr. Subak-Sharpe and produced as described previously (421). For infection, mice of 

8 to 10 weeks of age were infected i.p. with 104 PFU of MCMV or HSV-1. Animals were 

monitored daily for up to 21 days.  

 

DNA extraction and whole-exome sequencing  
Genomic DNA from tail biopsy was extracted using phenol/chloroform as described 

previously (381). Whole-exome sequencing from 3 susceptible Keagan animals was 

completed as previously described (204). Briefly, exome capture was performed using a 

SureSelect Mouse All Exon kit (Agilent Technologies) and parallel sequencing on an 

Illumina HiSeq 2000 (100-bp paired-end reads). Sequence analysis was performed 

through the Canadian Centre for Computational Genomics (C3G) pipeline, which follows 

the stepwise procedures of the Broad Institute’s GATK best practices. Raw sequencing 

reads were trimmed using Trimmomatic (422) to obtain a high quality set of reads for 

sequence alignment. The trimmed reads were aligned to the mouse reference genome 

(mm10/GRCm38) using a fast, memory-efficient Burrows-Wheeler transform aligner 

BWA-mem (423). Mapped reads were further refined using the GATK (424) and Picard 

program suites (found at http://broadinstitute.github.io/picard) to improve mapping near 

insertions and deletions (indels: GATK indel realigner), to remove duplicate reads with 

the same paired start site (Picard mark duplicates), and to improve quality scores (GATK 

base recalibration). Variants were called using the GATK haplotype caller in gvcf mode 
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to allow efficient downstream merging of multiple samples into one variant file to 

streamline downstream variant processing procedures which included variant annotation 

and functional annotation with SNPeff (425). 

 

Genetic Mapping 
SNV that are unique to the Keagan pedigree, have a depth of read of at least 5x and were 

present in at least 2 of the 3 sequenced samples were selected to produce a 55 marker 

genotyping panel. SNP primer design and genotyping was performed at the McGill 

University and Génome Québec Innovation Centre using Sequenom iPLEX Gold 

Technology. Linkage analysis was performed with R/qtl software version 3.3.2 and the 

LOD score was calculated using survival as phenotype (66). 

 

Protein expression analysis 
STAT5A expression was measured in the spleen lysate from 8-week-old mice. Proteins 

were prepared using the T-Per Tissue Protein Extraction Reagent (ThermoFisher, 

#78510). Western blots were carried out following a standard protocol. 25μg of protein 

were migrated on an 8% denaturing gel and transferred onto nitrocellulose membranes. 

The anti-STAT5A antibody (clone E289, #ab32043) from Abcam and the anti-GAPDH 

antibody (clone FL335, #sc-25778) from Santa-Cruz Biotechnology were used. Bands 

intensities were measured using the ImageJ software (v1.50i). 

 

Immunophenotyping 
Single cell preparations from the spleen were produced and stained with different 

antibody cocktails. The following antibodies and reagents were acquired from 

eBiosciences: CD3e (145-2C11), CD8a (53-6.7), CD122 (TM-b1), CD4 (L3T4), CD62L 

(MEL-14), CD49b (DX5), CD44 (1M7), CD25 (PC61.5) and Fixable Viability Dye eFluor 

506. All flow cytometry was performed on a BD Canto II machine and analysis was done 

using the FlowJo software (version 10.3). 
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Ex-vivo lymphocyte stimulation 
For the NK/LAK proliferation assay, 15x106 splenocytes were cultured for 7 days in 

complete RPMI containing 2000U/ml of hIL-2 (Peprotech). Media was replenished on day 

3. For the stimulation of the T cells, 106 splenocytes were cultured in 1ml of complete 

RMPI and stimulated with 10ug/ml plate bound αCD3 (145-2C11, eBioscience) and 1000 

U/ml of hIL-2 for 72 hours. Cells were then prepared for flow cytometry analysis. 

 

STAT5A structure and protein sequence alignment 
STAT5A protein structure was obtained from the RCSB Protein Data Bank, as described 

by Neculai et al. (66). Analysis of the structure was performed using USCF Chimera 

software (version 1.11.2). Protein sequences were obtained from the Uniprot Protein 

Knowledgebase or the NCBI Protein Database. Alignments were performed using the 

ClustalW2 alignment tool or the CLC Sequence Viewer software (version 6.8.1).  
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Figures and Figures legends 
 

Figure 3.1- Mapping the susceptibility mutation in the Keagan pedigree 

(A) Mice from the Keagan pedigree were weighed, infected with 104 PFU of HSV-1 and 

monitored for 14 days. Survival rates of the Keagan mice and the resistant B6 and 

susceptible A/J mice used during the HSV-1 screen are displayed. (B) Homozygote SNVs 

unique to the Keagan pedigree were used to produce a panel with 55 polymorphic 

markers. (C) A QTL analysis was performed on the G3 from the Keagan pedigree. The 

dash line represents the α threshold of 0.05. (D) Haplotypes of chromosome 11 showing 

the segregation of the ENU mutation (A), the reference C57BL/6 allele (B) or heterozygote 

genotype (H). 
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Figure 3.2 - Genetic location of the Smurf2 and the Stat5a ENU mutations 

(A) Diagram of the ENU mutation on Smurf2 showing the amino acid substitution. (B) 

Protein structure of SMURF2. (C) Alignment of Smurf2 on the mutation site. Accession 

numbers: Mouse – NP_079757.2, Human – NP_073576.1, Rhesus Macaque – 

AFE71357.1, Common chimpanzee – JAA29960.1, Rat – 157818165, Cattle – 

DAA18293.1, Green Sea turtle – EMP40178.1, Wild duck – EOB06683.1, Tupaia – 

ELW67486.1, African clawed frog – AAG50422.1. (D) Diagram of the ENU mutation on 

Stat5a showing the amino acid substitution. (E) Protein structure of STAT5A showing the 

location of the ENU mutation. (F) Alignment of STAT5A and STAT5B at the site of the 

ENU mutation. Uniprot entry numbers: Mouse – P42230, Human – P42229, Bovin – 

Q95115, Rat – Q62771, Sheep – P42231, Pig – Q9TUZ1, Zebrafish – Q68SP3, STAT5B 

Mouse – P42232, STAT5B Human – P51692. (G) Alignment of the murine STATs in the 

region in which the linker domain overlaps with the DNA domain of STAT5A (positions 

475 to 583). The W484 residue is highlighted in grey. The bar plot represents the 

conservation level of each residue. Uniprot identifier numbers: STAT1 – P42225, STAT2 

– Q9WVL2, STAT3 – P42227, STAT4 – P42228, STAT5A – P42230, STAT5B – P42232 

and STAT6 – P52633. 
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Figure 3.3 - HSV-1 susceptibility of SMURF2 and STAT5A mutants 

(A) Smurf2T364K, (B) Smurf2KO, (C) Stat5aW484G and (D) Smurf2T364K/Stat5aW484G double 

mutant mice were infected with HSV-1 with 104 PFU IP. Wild-type littermates, resistant 

B6 and susceptible A/J mice were also infected. Animals were monitored for 14 days for 

clinical signs. Statistics: Log-rank (Mantel-Cox) test. 

 

  



 126 

 
  



 127 

Figure 3.4 – Stat5aW484G lymphocyte response to IL-2 

(A) STAT5A expression in spleen lysates from Stat5a+/+ and Stat5aW484G mice was probed 

by Western blot. The relative band expression (N=3) of STAT5A is shown in (B). (C) 

Fifteen million splenocytes from wild type and Stat5aW484G mice were stimulated with 

2000U/ml of IL-2 for 7 days to produce LAK cells. NK1.1+CD3- cells were then analyzed 

by FACS and counted. (D) The mean fluorescence intensity of CD122 was measured on 

these LAK cells by FACS. A representative histogram plot of CD122 expression of mutant 

and wild-type cells is shown. (E) 106 splenocytes were stimulated for 72h with 103 U/ml 

IL-2 and/or plate-bound CD3. Expression levels of CD25 were measured in CD4+CD3+ 

cells. (F) Representative histogram of CD25 expression in CD4 T cells. (G) CD25 

expression level was also measured in CD8+CD3+ cells after IL-2/CD3 stimulation (H) A 

representative histogram of CD25 expression is also displayed. Statistics: *: p<0.05, **: 

p<0.01, ***: p<0.001, ****:p<0.0001 (Student T test or two-way ANOVA). 
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Figure 3.5 – Stat5aW484G lymphocyte response to MCMV infection  

(A) Total splenocyte number was determined in uninfected (PBS) animals and infected 

mice at day 5 and 7 p.i. (B) Total NK cell numbers were also quantified via the expression 

of DX5 and CD3. (C) Representative plot of DX5+CD3- NK cells from splenocytes of 

infected mice at day 7. (D) Total CD4+CD3+ and (E) CD8+CD3+ splenocytes were 

quantified at day 5, day 7 or in uninfected (PBS) animals. (F) Representative plot of CD4+ 

and CD8+ in CD3+ splenocytes at day 7 p.i. (G) Expression of CD62L and CD44 were 

measured in CD4+CD3+ and (H) CD8+CD3+ cells. (I) CD62L and CD44 on CD8+CD3+ 

cells at day 7 p.i. Statistics: *: p<0.05, **: p<0.01, ****:p<0.0001 (two-way ANOVA). 
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Figure 3.6 – Stat5aW484G lymphocytes response to HSV-1 infection 

 (A) NK cell were quantified in the spleen at day 7, 14 and 21 p.i. with 104 PFU of HSV-1. 
(B) Representative flow cytometric dot plots showing DX5+CD3- NK cells from Stat5aW484G 
and Stat5a+/+ mice at day 21 p.i. (C) Frequency of CD8 T cells in wild-type and mutant 
mice from day 7 to 21 p.i. (D) Representative flow cytometric dot plots showing 
CD3+CD8+ T cells at day 21 p.i. (E) CD44 proportion in CD8 T cells at day 28 p.i., following 
a re-infection at day 23 with 5x104 PFU. (F) Representative FACS plot of CD44+ in 
CD3+CD8+ spleen cells at day 28 p.i. Statistics: *: p<0.05, **: p<0.01 (two-way ANOVA). 
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Figure 3.7 – Molecular modelling of wild-type W484 residue on the three-

dimensional structure of STAT5A homodimer 

The STAT5A DNA binding domain is illustrated in blue. The portion of the linker domain 

overlapping in function with DNA binding domain is coloured in green. The rest of the 

linker domain is in yellow. The tryptophan residue on position 484 is in red.  

 

 

  



 134 

 
 



 135 

Table 3.1 – Exome sequencing analysis of susceptible Keagan mice 

 

Criteria SNV 

In 2 of 3 samples, Depth Read  55 

Missense or Nonsense 40 

Homozygote mutant in at least 1 sample 14 

Homozygote mutant in at least 2 sample 4 
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Table 3.2 – List of ENU SNV unique to the Keagan pedigree 

 

Chr Position Ref 

Allele 

Alt 

Allele 

Gene Avg 

Depth 

Effect Type Codon 

Change 

AA 

Change 

# 

Sample 

Alt 

Homo 

Alt 

Het 

1 12,832,900 G A Sulf1 27 Nonsense tGg/tAg W759* 2 0 2 

1 40,040,105 C T Map4k4 101 Silent taC/taT Y210 2 0 2 

1 145,493,559 A T B3galt2 45 Missense aAc/aTc N101I 3 0 3 

1 176,299,295 T G Olfr417 131 Missense gaT/gaG D82E 3 0 3 

2 25,448,389 G A B230208H17Rik 28 Missense cCa/cTa P166L 2 0 2 

2 76,582,914 G T Ttn 55 Missense Cag/Aag Q14351K 2 0 2 

2 84,898,400 A G Tnks1bp1 356 Missense Agc/Ggc S305G 2 0 2 

2 92,253,259 G T Cry2 118 Missense Ccc/Acc P465T 2 0 2 

2 162,774,355 T A L3mbtl1 27 Missense tTc/tAc F196Y 3 0 3 

3 38,790,604 T A Fat4 85 Missense Ttt/Att F1575I 2 0 2 

3 86,802,687 T A Cd1d1 72 Missense Acg/Tcg T68S 2 1 1 

3 129,565,046 A T Cfi 97 Splice site   2 0 2 

4 86,471,687 C T Dennd4c 3 Silent acC/acT T1287 2 2 0 

4 100,151,578 A T Ube2u 5 Start gained   2 2 0 

4 145,730,520 G A Gm13251 5 Missense Cat/Tat H566Y 2 0 2 

5 30,666,775 T C Ccdc164 33 Splice site   2 1 1 

5 123,897,556 T C Mlxip 56 Silent ggT/ggC G233 3 0 3 

5 138,749,767 A C Stag3 49 Silent acA/acC T1117 3 0 3 

5 144,309,947 T C 2810453I06Rik 6 Missense aTc/aCc I44T 2 2 0 

5 151,847,890 T C Stard13 42 Missense cAc/cGc H948R 3 1 2 

6 43,065,879 T C Olfr441 245 Missense gTa/gCa V46A 2 0 2 

6 128,383,150 A G Fkbp4 79 Missense Tca/Cca S336P 2 0 2 

6 133,005,534 T C Tas2r140 17 Missense aAt/aGt N93S 2 0 2 

6 139,717,282 A G Pik3c2g 144 Missense gAc/gGc D775G 2 0 2 

7 49,918,065 C T Gm5595 5 Missense Ggt/Agt G165S 2 0 2 

8 128,006,012 A G Sipa1l2 86 Missense gTg/gCg V519A 3 1 2 

9 3,004,860 A T Gm11168 23 Missense Aca/Tca T134S 2 0 2 

9 46,018,657 A G Sik3 43 Missense Acc/Gcc T784A 2 1 1 

9 63,515,384 T A Smad3 75 Missense Acc/Tcc T144S 2 1 1 

9 106,926,106 T C Dock3 183 Silent tcA/tcG S330 2 1 1 

10 127,558,220 T G Baz2a 79 Missense aaT/aaG N925K 2 0 2 

11 84,872,662 A G Usp32 16 Missense gTt/gCt V224A 3 1 2 

11 100,740,662 T G Stat5a 162 Missense Tgg/Ggg W484G 3 1 2 

11 106,703,035 G T Smurf2 39 Missense aCa/aAa T351K 3 2 1 

11 120,624,402 A C Hmga1-rs1 23 Missense aAg/aCg K67T 2 0 2 

12 109,751,230 G A Eml1 167 Missense Gtg/Atg V320M 3 2 1 

12 120,188,582 A T Abcb5 16 Missense aaT/aaA N79K 2 2 0 

13 12,794,807 T C Gm2399 26 Missense aTc/aCc I60T 2 0 2 

13 25,035,571 A C Gpld1 26 Missense cAt/cCt H29P 2 0 2 

13 27,667,431 T C Prl8a1 28 Missense aAc/aGc N164S 2 0 2 

13 41,198,558 G A Gcm2 40 Silent aaC/aaT N361 2 0 2 
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13 49,303,414 G A 1110007C09Rik 79 Missense Cgt/Tgt R37C 3 0 3 

13 64,895,591 A C Cntnap3 25 Missense aTt/aGt I211S 2 0 2 

13 120,146,372 T C Nnt 59 Missense gAa/gGa E546G 2 0 2 

14 16,191,054 A G Lrrc3b 29 Missense gTa/gCa V22A 3 0 3 

14 56,388,654 C T Adcy4 111 Silent tcG/tcA S979 2 0 2 

15 71,743,197 T C Col22a1 105 Silent acA/acG T758 3 1 2 

15 81,900,685 A G Mei1 15 Missense cAc/cGc H87R 3 1 2 

15 100,001,570 A G Dip2b 60 Missense cAt/cGt H344R 3 1 2 

16 10,741,929 G C Clec16a 58 Frame shift   2 0 2 

16 91,495,676 A G Ifnar1 73 Missense gAa/gGa E191G 2 0 2 

17 34,020,175 C A Kifc1 39 Missense Gtt/Ttt V407F 2 0 2 

18 12,623,987 T C Lama3 21 Missense Tct/Cct S981P 3 2 1 

18 37,902,070 T A Pcdhgc5 94 Missense cTg/cAg L59Q 2 2 0 

19 43,889,250 G A Abcc2 35 Silent ttG/ttA L678 2 0 2 

 

Abbreviations: Chr - Chromosome, Ref - Reference allele, Alt - Alternative allelle, Avg - 

Average, AA - Amino acid, Homo - Homozygote, Het - Heterozygote.  
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Bridging statement from Chapter 3 to Chapter 4 
In Chapter 2, we presented the ENU mutagenesis screen that we performed to discover 

novel genes and pathways important for host resistance to herpesviruses. We found 6 

deviant pedigree susceptible to HSV-1 and 1 susceptible to MCMV. In Chapter 3, we 

analysed the Keagan family, a family originally susceptible to HSV-1, identified a mutation 

in DNA binding site STAT5A. In the next chapter, we studied the deviant family 

susceptible to MCMV: Glynn. Using linkage analysis and whole-exome sequencing, we 

identify a non-sense mutation abrogating the expression of the GTPase GNL1. We found 

that the GNL1 mutation causes severe NK cells deficiency in mice. NK cells from GNL1 

mutant mice were unable to respond to IL-2 and IL-15, hindering their homeostasis and 

increasing NK cells death. We also found that inactivation of p53 rescue the NK cell 

deficiency and cell death.   
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Abstract 
 

To identify novel genes and pathways central to host resistance to mouse 

cytomegalovirus (MCMV), we used random chemical mutagenesis with N-Ethyl-N-

Nitrosourea and found a critical mutation on the highly conversed GTPase GNL1. The 

GNL1 mutant mice were highly susceptible to MCMV. Classical bone-marrow derived NK 

cells, which play a non-redundant role in viral resistance, but not tissue resident NK cells, 

were drastically reduced, causing viral susceptibility. NK cells missing GNL1 showed 

increased apoptosis and lacked homeostatic proliferation in vivo. In culture, explanted NK 

cells showed cell cycle blockage after stimulation with IL-2 and IL-15, two cytokines 

critical for NK cell development, homeostasis and survival. The inactivation of p53 in 

GNL1 mutant mice rescued both the increased cell death and the NK deficiency. We show 

that GNL1 is crucial for NK cell homeostasis and that GNL1 inactivation leads to a p53 

dependent NK deficiency and MCMV susceptibility. 

 

Introduction 
 

Natural Killer (NK) cells are innate lymphocytes that play a crucial role in the control of 

viral infections, in particular of herpesviruses such as cytomegalovirus (141). NK cell 

activation is tightly regulated by the sum of inhibitory and activating signals emanating 

from a wide array of germ-line encoded receptors that allow NK cells to sense and rapidly 

respond to their environment (56, 154). Inhibitory receptors, most of which bind MHC 

class I molecules, provide a dominant signal that protects “self” from NK cells attack and 

include the Killer Immunoglobulin Receptors (KIRs) in humans and Ly49s in mice. 

Activating receptors elicit signals that promote cytotoxic granule mobilization, cytokine 

secretion as well NK cell proliferation. 

 

The model of infection with mouse cytomegalovirus (MCMV) has been very useful to 

delineate NK cell functions during the host response against the virus. NK cells contribute 
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to the control of MCMV infection by directly eliminating virus infected cells. In the C57BL/6 

(B6) mouse strain, MCMV resistance depends on the activating Ly49H NK cell receptor 

recognizing its ligand, the viral protein m157, on infected cells (159, 162, 163). The 

antigen-specific recognition leads to Ly49H+ NK cell activation and expansion, which are 

sustained by pro-inflammatory cytokines IL-2, IL-18 and IL-33 (148, 167, 426). NK cells 

also impact the outcome of infections through regulatory functions whereby NK cells 

regulate the maturation of dendritic cells (427) and, depending on the cytokine milieu, can 

either dampen (IL-10 production) (428) or boost (IFNγ and TNFα) the adaptive T cell 

antiviral response cell response (429). 

 

NK cells develop from a common lymphoid progenitor in the bone marrow; however, 

individual tissues contain phenotypically and functionally distinct subsets (215). 

Moreover, certain tissue resident NK cells have different developmental requirements. It 

is the case of thymus NK cells which differ from conventional bone-marrow derived NK 

cells by requiring IL-7 signals for their development (219), whereas liver NK cells express 

TRAIL and CD49a (217, 218). 

 

IL-2 and IL-15 are central to NK survival, proliferation and differentiation. Receptors of 

both cytokines share two subunits: γc and IL-2Rβ (also named CD122) (430). Triggering 

of the receptor activates the JAK3/STAT5, the RAS/MEK/ERK and the PI3K/mTOR/AKT 

signaling pathways leading to NK cell differentiation, proliferation, survival and activation 

(240, 248, 250, 431, 432). This signal also increases the expression of CD122 on the cell 

surface, creating a positive feedback loop (250). Consequently, the absence of the γc 

subunit causes severe NK deficiency in mice (433). 

 

In humans, inherited NK cell deficiency (NKD), in which NK cell counts are below 100 

cells/ul, are often associated with a lack of other lymphoid cells, as with SCID patients 

who also lack T cells and B cells (151). There are combined NKDs associated with normal 

T cell count but low levels of myeloid cells. This is the case of the first reported non-T cell 

NK cell-deficiency associated with increased susceptibility to the Varicella-Zoster Virus, 
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Herpes simplex virus 1 (HSV-1) and CMV infections (385). Autosomal dominant 

mutations in the Gata2 gene, a hematopoietic transcription factor, were found to lead to 

NK and B cell deficiency with monocytopenia (434). Both development and cytotoxic NK 

cell function are perturbed, although the latter can be partially compensated by type I IFN 

treatment (348). Compound heterozygous rare mutations in Go-Ichi-Ni-San complex 

subunit 1 (GINS1), which is essential for DNA replication, were found associated with 

chronic neutropenia and NK cell deficiency (435). By contrast, only patients with 

autosomal recessive mutations in the minichromosomal maintenance (MCM)4, a member 

of the hexameric complex involved in DNA replication, have normal T and B cell counts 

but very few circulating NK cells (351, 436). The NK cells left displayed a strong 

proliferation defect in response to IL-2 or IL-15 stimulation and an excess of spontaneous 

apoptosis (351).  

 

To decipher the pathways crucial for host resistance, we have used a forward genetics 

approach. N-Ethyl-N-Nitrosourea (ENU) mutagenesis is a powerful mutagen used to 

introduce random point mutations in spermatogonial stem cells, allowing us to generate 

mice showing a large spectrum of phenotypes (325). Following a large throughput screen 

against a pathogen, this unbiased system can be used to identify novel genes and 

pathways crucial for host resistance. ENU mutagenesis was previously used to identify 

novel genes and pathways important for NK cells immune response to MCMV, among 

which Itgb2  (437), Unc13d (438) and Stat1 (379). 

 

In this study, we generated an ENU pedigree carrying a critical mutation on the 

uncharacterized GTPase guanine nucleotide binding protein-like 1 (GNL1) which renders 

the mice highly susceptible to MCMV infection. GNL1 is part of the HSR1-MMR1 family 

of large GTPases, which are known to be important for cell cycle progression, 

development and ribosome biogenesis (439-444). For instance, GNL2 and GNL3 are 

crucial for ribosome biogenesis and their disruption causes MDM2-mediated activation of 

p53 (420). GNL3L disruption also causes a p53 dependent cell cycle arrest (445). We 

found that animals bearing the critical ENU mutation on GNL1 were NK deficient due to 
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the inability of these cells to respond to IL-2 and IL-15 stimulation, causing a cell cycle 

arrest and increased cell death. The inactivation of p53 rescues the NK deficiency and 

cell death observed in the GNL1 mutant mice.   

 

Results 
 

Identification of a deviant pedigree 
To identify novel genes crucial for viral resistance and the immune compartment, we used 

a forward genetics approach. We mutagenized and screened a large cohort of mice for 

susceptibility to MCMV. We used ENU, a powerful mutagen able to produce random point 

mutations in spermatogonial stem cells. We started by injecting Generation 0 (G0) B6 

male mice with ENU and mating them with C57BL/10J (B10) females to produce G1 

males, which were used as the founder of a given pedigree. We used a three-generation 

breeding scheme to capture recessive mutations in G3 mice (66) (Fig. 4.1 A), where 

homozygote mutations are expected to segregate in about 25% of animals. G3 mice were 

then infected intravenously with 4x103 pfu of MCMV and monitored for 7 days for clinical 

signs, at which point the mice were sacrificed and spleens were weighed. Doing so, we 

found one pedigree, named Glynn, with a lower survival rate than the resistant control F1 

(B6xB10) mice (Fig. 4.1 B). Susceptible animals within the pedigree (GlynnS) also had a 

low spleen index, comparable to the BALB/c susceptible control (Fig. 4.1 C). 

Splenomegaly caused by extra-medullary hematopoiesis will take place in the spleen of 

resistant mice, increasing its weight and, by consequence, the spleen index. Susceptible 

mice will not show this increase (363), which is what we observed in the GlynnS animals. 

Uninfected GlynnS mice were also smaller in weight (Fig. 4.1 D) and size (Fig. 4.1 E) 

when compared to littermates, thereby leading us to believe that the ENU mutation could 

affect a gene important for mouse development. 
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Identification of an ENU mutation causing MCMV susceptibility 
To identify the ENU mutation in the Glynn pedigree, we took advantage of the B6/B10 

mixed background to perform a linkage analysis on the G3 mice using survival as the 

phenotype. Using a panel of 255 SNP polymorphic between the B6 and B10 strains (332), 

we found a significant quantitative trait loci (QTL) on chromosome 17 from 29.66 Mb 

(rs33442265) to 47.45 Mb (B10SNPS0237, from (360)) with a logarithm of odds score of 

6.1 (Fig. 4.2, A and B). In that interval, the B6 allele carrying the ENU mutation clearly 

segregated in the susceptible animals while resistant mice were either heterozygote or 

had the wild type B10 allele. 

 

This region of chromosome 17 is very dense, with over 461 genes (according to the 

Mouse Genome Informatics database), including H2 genes. To identify the mutation 

causing MCMV susceptibility, we performed whole-exome sequencing on the genomic 

DNA of two susceptible animals. Eleven novel ENU homozygote mutations were shared 

between the two samples (Table 4.1), of which only 2 encoded for a damaging mutation. 

The first one caused a frame shift on the predicted gene Gm17647 on chromosome 2. 

Since no linkage was found on that chromosome, we excluded this mutation as a potential 

candidate. The second mutation was the only one located on chromosome 17 and was 

found directly underneath our QTL loci at position 36,120,530. We identified a T to A 

mutation on the 8th exon of the gene Gnl1 (Fig. 4.2 C), changing the Cysteine on position 

365 (of a 607 amino acid protein) to a premature stop codon (C365X). The presence of 

the mutation was confirmed by Sanger sequencing on all animals used during the 

screening. All susceptible animals carried the C365X homozygous mutation, while 

resistant mice were either heterozygote or homozygote wild type (Fig. 4.2 D). Animals 

were then backcrossed twice to the parent strain B6 and intercrossed to isolate the Gnl1 

mutation.  

 

GNL1 function is not well defined. It belongs to the HSR1-MMR1 family of large GTPase 

(439). The GTPase site takes the form of five permutated circular motifs (G5-G4-G1-G2-

G3). GNL1 has been shown to be important for cell cycle progression (446). Other genes 
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from that same family are known to be important for controlling cell cycle, for stem-cell 

biology, embryonic development and ribogenesis (420, 440-442, 445, 447). Interestingly, 

GNL1 is highly conserved among vertebrates and insects (Fig. 4.2 E). Our mutation lies 

in a very conserved region of the protein, impairing its GTPase domain.  

 

GNL1 is highly expressed in immune organs 
To better understand the role of GNL1 in MCMV susceptibility, we started by examining 

Gnl1 mRNA expression in wild type animals using in situ hybridization. Gnl1 is expressed 

throughout the body, with high expression levels in the brain and immune organs such as 

the thymus, spleen and bone marrow (Fig. 4.3 A). This was corroborated by real time 

PCR analysis to measure the relative expression of Gnl1 transcripts (Fig. 4.3 B). Our 

results confirmed the results found by Lara-Astiago et al. (448) that showed, using 

RNAseq, that Gnl1 was highly expressed in immune cells and hematopoietic stem cells. 

Our ENU mutant mice (named Gnl1C365X) expressed lower levels of the messenger than 

the wild type littermates (Fig. 4.3 C). Moreover, we could not detect the full-size protein 

using an N-terminal specific antibody, nor could we detect a truncated version in Gnl1C365X 

mice (Fig. 4.3 D), showing that our ENU mice are null mutants.  

 

Gnl1C365X mice are susceptible to MCMV, but the NK cell response 
is normal 
To confirm the importance of GNL1 in host resistance to MCMV, we performed an 

infection time-course on our mutant mice. From days 2 to 5 post-infection (p.i.), Gnl1C365X 

mice show very low spleen index when compared to their wild type littermates, as well as 

high splenic viral load (Fig. 4.4, A and B). Gnl1C365X mice succumb to the infection 

between day 5 and day 7. Since NK cells play a critical role in early host resistance, we 

verified if these cells could respond to the viral infection. IFNγ is critical for establishing 

an adequate anti-MCMV early response (421). We first quantified the intracellular 

production of IFNγ by NK cells on day 2 p.i. after re-stimulation (Fig. 4.4 C). No defect in 

the production of type 2 interferon was detected. NK cells from mutant mice produced 
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IFNγ at very high levels, which correlates with the high viral load observed in Gnl1C365X 

mice. We then verified if the NK maturation program was normal in Gnl1C365X mice during 

the peak of viral replication (on day 4). We measured the expression of CD11b and CD27 

to separate the NK cells into four populations (double negative (DN); CD27 single positive 

(SP); double positive (DP) and CD11b SP), from the less mature but proliferative CD27-

CD11b- cells to the highly cytotoxic CD11b+CD27- NK cells (204). No significant difference 

was observed between mutant and wild type mice, showing that the susceptibility of 

Gnl1C365X to MCMV is not due to a maturation defect following infection (Fig. 4.4 D). We 

also confirmed that the activation of NKs was normal in the mutant mice by quantifying 

the expression of CD69 and KLRG1 (Fig. 4.4 E). Both Gnl1+/+ and Gnl1C365X NK cells 

show similar activation levels following infection. Thus, the inability of Gnl1C365X mice to 

control infection is not due to a lack of activation of the NK cells.  

 

Recognition of viral components by NK cells is crucial for host resistance. Indeed, the 

activating receptor Ly49H is central to the recognition of infected cells via its interaction 

with the viral protein m157. We assessed the capacity of Ly49H+ NK cells to proliferate 

following infection. Mice were infected with MCMV for 5 days and then injected with BrdU 

3 hours prior to the sacrifice. Proliferating cells were determined by quantifying the 

incorporation of BrdU in Ly49H+ NK cells. No proliferation defect was observed in 

Gnl1C365X (Fig. 4.4 F). In fact, NK proliferation levels were higher in mutant mice: These 

levels seem to be driven by the high viral load found in these mice (Fig. 4.4 B). 

Interestingly, although the Ly49H+ NK proliferation was strong in Gnl1C365X mice, the NK 

population was smaller in mutant mice than in their wild type litter, in both infected and 

PBS treated animals (Fig. 4.4 G). This led us to believe that our ENU mutant mice could 

have a reduced NK population.  

 

The viral load in Gnl1C365X mice is higher than in wild type mice, limiting our ability to 

measure NK function in an inflammatory environment equivalent to wild type mice. To 

validate that Gnl1C365X NK cells behave like wild type cells in a similar environment, we 

took advantage of Ly49h-/- mice, which lack Ly49H+ NK cells, and performed an adoptive 
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transfer. Splenocytes from either Gnl1+/+ or Gnl1C365X mice were transferred into Ly49h-/- 

mice followed by MCMV infection. In this context, splenic viral load was similar between 

both groups (Gnl1+/+: 5.15±0.93, Gnl1C365X: 5.28±0.69, Mean±SD Log10 PFU/g). No 

difference was observed in the proliferation (via BrdU incorporation) between the wild 

type and the mutant Ly49H+ NK (Fig. 4.4 H). Thus, in comparable environments, no 

differences in NK response was observed between the groups.  

 

GNL1 deficiency affects the integrity of the main immune organs 
Although no critical defect was observed in the NK function in the Gnl1C365X mice, the 

reduction in NK proportion observed during the proliferation assay (Fig. 4.4 B) led us to 

believe that the composition of the immune compartment could be compromised in these 

animals. We performed a hematology analysis of wild type and mutant mice and did not 

observe a significant decrease in the white blood cell count (Fig. 4.5 A). However, 

Gnl1C365X show signs of anemia, as the red blood cells, hemoglobin and hematocrit values 

were low. We previously observed that uninfected Gnl1C365X mice are smaller than their 

wild type littermates (Fig. 4.1 E). This size difference is also reflected in the size of 

immune organs and overall blood cell number, which were both reduced in the mutant 

animals (Fig. 4.5, B and C). Moreover, the proportion of Gnl1C365X animals per litter is 

smaller than normal. At weaning age (3 weeks old), only 12–15% of the animals are 

homozygous mutants, instead of the expected 25% Mendelian ratio. This suggests either 

an in utero or perinatal developmental problem. Consequently, the ENU mutation on 

GNL1 seems to have a pleiotropic impact on the animals. 

 

Knowing that the size of the immune compartment was reduced, we further examined cell 

repertoires in the spleen and thymus. We first observed a reduced proportion of splenic 

B220+ cells in the mutant mice (Fig. 4.5 D). No significant difference was observed in the 

frequency of monocytes and macrophages in the Gnl1C365X mice (Fig. S4.1, A and B). 

Thymus T cell populations were also similar between the mutant and the wild type mice 

(Fig. 4.5 E). Splenic T cell proportions in Gnl1C365X mice were equal to wild type animals 

(Fig. 4.5 F). However, a reduction in the CD44+ CD4 T cells sub group was noticed in the 
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Gnl1C365X mice (Fig. 4.5 G). To verify if the difference in effector CD4 T cells could impact 

T cell function and the antiviral response, Gnl1C365X mice were challenged with HSV-1. 

We have previously shown that T cells, but not NK cells, are critical mediators of the 

antiviral response against HSV-1 and herpes simplex encephalitis (66). However, no 

significant increase in mortality was observed in Gnl1C365X mice (Fig. 4.5 H), showing that 

the difference observed in T cell subpopulations does not impact the capacity of these 

cells to mount an appropriate antiviral response. Gnl1C365X are resistant to HSV-1, a 

pathogen primordially controlled by T cells, while being susceptible to MCMV, a virus 

primarily controlled by NK cells. Thus, MCMV susceptibility seems to be driven by a cell 

specific defect.  

 

The absence of GNL1 leads to a NK deficiency 
Although interesting differences were observed in the adaptive compartment of the GNL1 

mutant animals, the timeframe of the susceptibility to MCMV observed previously led us 

to believe that a deregulation of innate immunity could explain this phenotype. Knowing 

the importance of NK cells in the resistance to MCMV, splenic DX5+CD3- cells were 

quantified. Flow cytometry analysis showed that the NK cell compartment is greatly 

reduced in mutant mice, in both proportion and cell numbers (Fig. 4.6, A and B). A similar 

reduction was observed in the blood compartment (Fig 4.6 C). These low NK numbers 

are comparable to the ones observed in NK deficient human patients (151), who tend to 

suffer from severe herpesvirus infection. The reduction is also observed when using 

NK1.1 to detect NK cells in the spleen, bone marrow and lymph nodes (Fig. 4.6, D and 

E). However, this phenotype was not observed in the thymus. NK cell deficiency is not 

observed in thymic NK cells, which can be explained by the fact that conventional NK 

(cNK) cells use a developmental pathway which is distinct from that of thymic NK cells 

(172). To further understand the extent of the deficiency, liver conventional NK cells 

(DX5+, CD49a- NK1.1+ and CD3-) and liver resident NK cells (DX5-, CD49a+, NK1.1+ and 

CD3-) were quantified (Fig. 4.6, F and G). As expected, cNKs were greatly reduced in the 

liver of Gnl1C365X mice. Comparatively, no deficiency was observed in the liver-resident 

NK cell population. Indeed, DX5- liver-resident NK cells proportion was similar in wild-
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type and mutant mice. The absence of phenotype in the tissue resident NK compartment 

could also be due to the origin of the liver-resident NK cells, which differs from that of the 

cNK cells (449). Hence, GNL1 deficiency leads to a reduction in the numbers of various 

cells types, but the most dramatic deficiency was observed in the cNK population.  

 

To verify that NK deficiency affects the killing ability of the NK compartment, thus causing 

viral susceptibility, we performed a rejection assay. Normally educated NK cells rapidly 

eliminate MHC-1-/- cells, while leaving MHC-1+/+ self-cells unarmed. Differentially stained 

splenocytes from MHC-1-/- mice and from either Gnl1+/+ or Gnl1C365X mice were injected 

into Gnl1+/+ or Gnl1C365X animals. Eighteen hours post injections, spleen cells were 

harvested and quantified by flow cytometry (Fig. 4.6 H). Although Gnl1C365X showed a 

lower killing than wild-type (although not significant), mutant NK cells were able to kill the 

MHC-1 -/- cells. To confirm that cell rejection is NK dependent, mice were treated with anti-

asialo GM1 prior to the injection in order to deplete NK cells. No killing was observed, 

confirming that NK cells drove the MHC-H1-/- splenocyte killing. Hence, the cytotoxic 

activity of Gnl1C365X NK cells was not abrogated by the low NK cell numbers.  

 

To better understand the cause of NK deficiency, NK maturation was analyzed in 

uninfected Gnl1C365X mice using the expression of CD27 and CD11b. GNL1 is important 

for the maturation of NK cells (Fig. 4.7 A). Indeed, an accumulation of the less mature 

double negative NK cells coupled with a reduction of the most mature CD11b+ single 

positive cells was observed in the mutant animals. This defect in maturation was also 

reflected in the expression of NK receptors. Gnl1C365X mice had lower amounts of NKs 

expressing the activating receptor Ly49H and Ly49G2, while no difference was observed 

in the expression of the inhibitory receptor Ly49A and Ly49I/C (Fig. 4.7 B). Interestingly, 

although their numbers were reduced, Ly49H+ NK cells could respond to MCMV infection 

(Fig. 4.4 G). Moreover, following infection, Ly49H+ NK cell proportions in mutant mice 

were higher than in wild type mice (Fig. S4.2 A). Nonetheless, in a steady state context, 

the absence of GNL1 caused a delay in NK maturation as well as a reduction in the 

expression of activating receptors.  
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To confirm that NK deficiency directly causes viral susceptibility, 2x105 wild type NK cells 

were adoptively transferred into Gnl1C365X mice and were then challenged with the virus. 

As expected, when NK numbers are increased, Gnl1C365X mice regain resistance (Fig. 4.7 

C). In contrast, mutant mice remain susceptible when incompetent Ly49h-/- NK cells that 

do not recognize MCMV are transferred, confirming that the NK deficiency led to the viral 

susceptibility observed in Gnl1C365X mice.  

 

GNL1 is important for NK cell survival 
Members of the MMR1-HSR1 family of large GTPase are known to play an important role 

in the cell cycle progression (440, 441, 445, 446). An absence of GNL1 could compromise 

cell proliferation, thereby resulting in the NK deficiency that we observed in the ENU 

animals. Cell proliferation was measured in Gnl1C365X NK cells by quantifying the 

expression of intracellular Ki67; no reduction was detected (Fig. 4.7 D). To understand 

the impact of the GNL1 mutation on NK cell survival, the activity of caspase-3 was 

measured. A significant increase in cleaved caspase-3 activity of splenic NKs was 

observed in mutant mice (Fig. 4.7 E). No increase was observed in T and B cells (Fig. S2 

B to D). This increase in apoptotic NK cells was reflected in a drastic increase in NK cell 

mortality in Gnl1C365X mice (Fig. 4.7 F), showing that the absence of GNL1 leads to an 

increase in NK cell death, which suggests a defect in NK homeostasis and could 

contribute to the NK deficiency observed in the mutant mice.  

 

NK cell homeostasis is compromised in the absence of GNL1 
Our hypothesis is that GNL1 could be important for the homeostasis of NK cells. To test 

this, we performed a competitive homeostatic proliferation assay between Gnl1C365X 

(expressing CD45.2) and B6CD45.1 (expressing CD45.1) NK cells. We adoptively 

transferred equal amounts of enriched NK cells of each genotype into lymphopenic Rag2 
-/-γc-/- (Fig. 4.8 A). Five days later, 75% of the splenic NK cells harvested expressed 
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CD45.1, suggesting that Gnl1C365X NK cells are unable to proliferate as efficiently as wild-

type cells in a homeostatic condition.  

 

IL-2 and IL-15 are crucial cytokines known to play a central role in NK development, 

proliferation and survival (450). Both cytokine receptors share common subunits (γc and 

IL-2Rβ) that lead to the phosphorylation of STAT5 (451). To verify if the reduction in 

homeostatic proliferation is caused by an inadequate response to these cytokines, we 

quantified the expression of CD122 (IL-2Rβ) on bone marrow and spleen NK cells. In 

both organs, expression of CD122 on the surface of NK cells was reduced (Fig. 4.8, B 

and C). This defect could influence the capacity of NK cells to respond to IL-2 and IL-15. 

Thus, enriched NK cells were stimulated ex-vivo and cell cycle progression was 

measured. When stimulated with either IL-2 or IL-15, NK cells missing GNL1 proliferated 

at significantly lower levels than wild type cells (Fig. 4.8, D and F respectively). We 

examined cell cycle progression in cytokine stimulated cells using flow cytometry with 

propidium iodide DNA staining and the proliferation marker Ki67. We observed that 

mutant cells were mostly blocked at the G0 stage, while wild type NK cells could progress 

through the cell cycle (Fig. 4.8, E and G). However, this wasn’t a full blockage, since a 

low number of NK cells were able to enter the G1 and S/G2/M phases. 

 

To verify that the lack of response to IL-2 and IL-15 is NK specific and not due to a 

generalized defect directly downstream of the shared chains of the IL2/IL15 receptor, we 

tested the responsiveness of the IL-2Rβ pathway in T cells. CD4 and CD8 T cells were 

stimulated with IL-7, which increases T cell survival and expansion via IL-2Rβ and STAT5 

(452). No difference between wild-type and mutant cells was observed in the number of 

T cells produced following stimulation for both CD4 and CD8 T cells (Fig. 4.8 H). Thus, 

the defect observed in NK cells is not present in the adaptive T cell compartment. Overall, 

in the absence of GNL1, NK cells are unable to properly respond to IL-2 and IL-15, leading 

to a partial cell cycle blockage and a decrease in survival.  
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p53 mediates the NK deficiency observed in Gnl1C365X mice 
One key regulator of survival and homeostasis is the pro-apoptotic p53. Its activation 

triggers the cleavage of caspase 3, causing cell cycle arrest and apoptosis. As such, 

GNL3 and GNL3L, members of the MMR1-HSR1 family of GTPase, regulate p53 via the 

inhibition of MDM2, a E3 ubiquitin ligase that targets p53 (440, 445, 453). Ribosomal 

stress is also known to cause activation of p53 via the inhibition of MDM2 by the ribosomal 

protein L5 and L11 (review in (454)). The large GTPases Yqlf (a bacterial orthologs of 

GNL1 also named RbgA), Lsg1, GNL2 and GNL3 belong to the MMR1-HSR1 family and 

are important for ribogenesis (420, 443, 444, 455, 456). Abnormal expression of these 

proteins causes cell cycle arrest and/or cell death. Thus, we hypothesize that the 

abnormal homeostasis observed in Gnl1C365X NK cells could be mediated via p53.  

 

To test the involvement of p53 in the increased cell death observed in Gnl1C365X NK cells, 

we took advantage of p53 deficient mice and generated p53-/-xGnl1C365X double mutant 

mice. Inactivation of p53 significantly increased the total splenocyte count previously 

observed in Gnl1C365X animals (Fig. 4.9 A). More interestingly, the NK deficiency is 

rescued in the p53-/-xGnl1C365X double mutant, in both proportion and total NK cell 

numbers, showing the potential interplay between p53 and GNL1 (Fig. 4.9, B and C). As 

such, active Caspase 3 level of p53-/-xGnl1C365X NK cells were similar to the ones 

observed in wild-type cells (Fig 4.9. D). CD122 expression was also increased in the 

double mutant cells, highlighting the involvement of p53 in the homeostasis observed in 

Gnl1C365X NK cells (Fig. 4.9 E). Thus, the NK deficiency observed in the Gnl1C365X is 

mediated by p53.  

 

Discussion 
 

In this study, we report an ENU mutation on GNL1 causing severe MCMV infection and 

delineating a novel NK deficiency. Although the remaining NK cells could respond to an 

inflammatory environment, they are prone to cell death at steady state. This imbalance in 
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homeostasis is due to an inability of NK cells to respond appropriately to IL-2 and IL-15, 

leading to cell cycle arrest. The inactivation of p53 rescues the cell death and NK 

deficiency observed in Gnl1C365X animals. Interestingly, although NK cells were greatly 

reduced, T cell proportions remained normal. Following IL7 stimulation, Gnl1C365X T cells 

proliferated similarly as wild type cells. Moreover, mutant mice resisted HSV-1 infection, 

where T cells, but not NK cells, are essential (66). Numbers of monocytes and neutrophils 

in blood and spleen were normal. However, further experiments must be conducted to 

establish the integrity of the myeloid compartment.  

 

We have found that the absence of GNL1 expression led to a reduction in B cell 

population and an NK deficiency, while still retaining normal T and tissue-resident NK cell 

numbers. No reduction was observed in the myeloid lineage, which suggested a lineage 

specific role of GNL1 in hematopoiesis. As such, cNK cells follow a developmental route 

different than tissue resident NK cells (219, 457). In Gnl1C365X mice, the NK deficiency 

was only observed in conventional NK cells, while thymus and liver tissue-resident NK 

cells remained normal, reinforcing the lineage specificity of GNL1 function.  However, this 

does not exclude the possibility that GNL1 could also be crucial for other cell types. 

Indeed, Gnl1C365X mice are smaller than wild-type mice, suggesting a possible role in 

development. Interestingly, this type of NK deficiency has also been observed in human 

patients. Indeed, individuals carrying a mutation on MCM4, a protein involved in DNA 

replication, are NK deficient and highly susceptible to herpesviruses (351). Moreover, 

mutations in MCM4 also lead to short stature, which we observed in Gnl1C365X mice (436). 

Mutations in GATA2, also cause NK deficiency, B cell lymphopenia and monocytopenia 

(348) in humans. Similar to our GNL1 mutant, patients carrying the mutated GATA2 allele 

have a reduced mature CD56dim NK cell population, showing a maturation delay. Again, 

these patients suffered from recurrent infection with VZV, HSV and CMV (349). However, 

our Gnl1C365X mice were not susceptible to HSV-1 infection. 

 

Without GNL1 expression, NK cell homeostasis is unbalanced. This is caused by an 

inability to respond to IL-2 and IL-15, leading to an important cell cycle arrest. 
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Interestingly, a previous study has shown that GNL1 localization in HeLa cells is cell 

cycle-dependent and that its overexpression promotes G2/M transition (446). Similarly, 

we have found that following IL-2 or IL-15 stimulation, most Gnl1C365X NK cells stay at G0 

stage, confirming the importance of GNL1 in the cell cycle progression. To our knowledge, 

this is the first report of a cell cycle control by GNL1 in immune cells. Other members of 

the HSR1-MMR1 family have also been implicated in the control of the cell cycle. Indeed, 

GNL2 has been reported to be crucial to cell cycle exit (441), GNL3 controls cell cycle via 

MDM2 and p53 (440) and GNL3L promotes G2/M transition (445). 

 

We showed that the Gnl1C365X NK deficiency is mediated by p53, as its inactivation 

restored NK numbers as well as reducing cell death. The involvement of p53 in GNL1’s 

function is not surprising, as GNL2, GNL3 and GNL3L inactivation increases p53 

activation, causing cell death (441, 445), which is mediated by the destabilization of the 

MDM2/p53 complex. GNL3 disruption causes an increase in p53 activity and cell cycle 

blockage via the inhibition of MDM2 in a L5/L11 dependent manner (420, 453). 

 

Our results suggest a similar role for GNL1 (Fig. 4.9 F). In wild type cells, following the 

binding of IL2 or IL15 to their receptor, the cell cycle is initiated to promote translation and 

cell division. Signaling via mTOR also stimulates an increase in translation and ribosome 

biogenesis (252). We suggest that GNL1 could play a role in ribosome biogenesis or in 

maintaining ribosome/polysome integrity. In a wild type context, p53 is inhibited by MDM2 

as no ribosomal stress is present and the NK cell can normally divide. In the absence of 

GNL1, NK cell stimulation by IL2/IL15 does not result in a normal cell cycle progression, 

as translation is compromised. Without GNL1, ribosome biogenesis or ribosome integrity 

is aberrant, leading to the inhibition of MDM2 (possibly by L5 and L11) and the 

subsequent activation of p53. This induces a cell cycle arrest and cell death.  

 

Although this model explains the increased apoptosis and cell cycle blockage observed 

in Gnl1C365X NK cells, a question remains: Why is this cell deficiency and homeostasis 

defect specific to the NK cells? One explanation is that ribosomes and polysomes have 
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a level of heterogeneity that remains to be fully appreciated. Indeed, the protein 

composition of ribosomes varies according to their subcellular location (458). These 

ribosome associated proteins are linked to different functions, such as cell cycle and 

metabolism. It has been proposed that the different varieties of ribosome associate 

proteins provide ribosomes with a preference for certain pools of mRNA. As a result, 

different ribosome pools have preferences for different types of transcripts. (459). It is 

possible that the GNL1 function is specific to certain “pools” of ribosomes specific to the 

NK lineage. The absence of GNL1 would impact the NK cells, while minimizing the effect 

on other cell types. Another explanation is that GNL1 regulates the expression or the 

stability of ribosomal protein specific to the NK cell lineage commitment. This mechanism 

was observed in T cells, where the ablation of the ribosomal protein L22 impairs the 

development of αβ T cells and leads to a p53 induced cell death while sparing γδ T cells 

(460). Although both cell types share a common progenitor, L22 inactivation only affected 

αβ T cells. Similarly, ablation of GNL1 could impact a ribosomal protein that is specifically 

important for the homeostasis of the NK lineage, causing the NK deficiency observed 

while leaving other lineages untouched (T cells) or mildly affected (B cells). 

 

We also have to account for the possibility that GNL1 could play a role in the development 

and/or the lineage commitment of NK progenitors, contributing to the NK deficiency of 

Gnl1C365X mice. Indeed, the low cell number observed in the bone marrow of the mutant 

mice suggests a defect in hematopoiesis. Further study of GNL1 will be necessary to 

clarify its role in NK cell homeostasis and its interplay with p53.  

 

In sum, our MCMV screen of ENU mutated mice allowed us to identify a critical mutation 

on the uncharacterized Gnl1 gene. Our findings show that GNL1 is crucial to the proper 

cell cycle progression in NK cells following IL-2 and IL-15 stimulation and help to better 

understand the cellular mechanism regulating NK cell biology and homeostasis in a p53 

dependent manner. Study of the ribosome biogenesis and ribosome/polysome integrity 

of GNL1 deficient mice will provide a better understanding of the specific role of GNL1 in 

NK cells.  
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Materials and Methods 
 

Animals and virus 
C57BL/6J, C57BL/10J, A/J, BALB/c mice were purchased from the Jackson laboratories 

(Bar Harbor, Maine, USA). ENU-mutagenized mice were bred in the animal facility of the 

Goodman Cancer Centre, McGill University. Hematology analysis was performed by the 

McGill Comparative Medicine and Animal Resources Centre. The Smith strain of MCMV 

was kindly provided by Dr. Seung-Hwang Lee (University of Ottawa) and produced in 

salivary glands and titered as described previously (355). HSV-1 strain 17 was originally 

from Dr. Subak-Sharpe and was amplified as described previously (380). 

 

ENU mutagenesis and breeding 
ENU mutagenesis was performed as described previously (66). Briefly, G0 B6 male mice 

were mutagenized with three i.p. injection of 90 mg/kg of ENU (Sigma). These males were 

then outcrossed with female B10 mice to produce G1 mice. Males from those F1 hybrid 

mice were outcrossed again with female B10 mice to produce G2 animals, which inherit 

50% of the B6 sequence variants in the G1 mice. Two G2 females were then backcrossed 

with their G1 father to generate G3 animals, which were then screened for susceptibility 

to MCMV.  

 

Mice infection and virus load  
Mice of 7 to 8 weeks of age were infected intravenously with 4x103 pfu of MCMV or 

intraperitoneally with 104 pfu of HSV-1. Mice were monitored daily up to 7 days for MCMV 

infection and 15 days for HSV-1 infection. Animals that succumb to the infection were 

considered susceptible. To evaluate MCMV viral load, spleens and livers were harvested 

in RPMI 1640 and homogenized through a 70μm cell strainer or by using a Roche MagNA 

lyser and 1.4 mm ceramic beads. Five-fold dilutions of the homogenates were produced 

in DMEM and plated in MEF for a plaque forming assay as described previously (316). 
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MEFs from BALB/c mice were prepared as described previously (316). Splenomegaly 

was determined by the spleen index (SI) following infection using the following formula: 

SI = √([Spleen weight at the end point × 100]/Animal weight on day 0). 

 

In vitro infection time course 
The MCMV time course was performed as described by Jurak et al. (461). Briefly, 5x104 

MEF were infected at an MOI of 0.1 in a volume of 2ml. At 24, 48 and 72 hours p.i., 300ul 

of supernatant was taken out and replaced with fresh media. Virus load was determined 

as explained by Desrosiers et al. (316).The HSV-1 time course was done as described 

previously (380). We infected 2.5x104 MEF with HSV-1 at a MOI of 0.1. All supernatants 

and cells were harvested at 6, 12 and 24 hours p.i. For viral load determinations, samples 

were frozen and thawed three times to release all cell-associated virus. Viral titering was 

performed as described by (380). 

 

DNA extraction and genetic mapping 
Genomic DNA from the tail biopsy was extracted using phenol and chloroform as 

described previously (381). The genome scan was performed at the McGill University and 

Genome Quebec Innovation Centre (Montreal, Quebec, Canada). DNA from 6 

susceptible mice and 28 resistant animals from the Glynn pedigree were genotyped using 

a panel of 255 B6/B10 polymorphic SNPs; QTL analysis was performed with R/qtl 

software version 2.12.2; and LOD score was calculated using survival as phenotype as 

described previously (66).  

 

Whole-exome sequencing 
Whole-exome sequencing of the genomic DNA samples from two susceptible animals 

was performed as described by Caignard et al (66). Capture was performed using the 

SureSelect Mouse Exon kit (Agilent Technologies, USA) and sequenced using Illumina 

HiSeq 2000 (100-bp paired end reads) at The Centre for Applied Genomics (Hospital for 

Sick Children, Toronto, Canada). The analysis was performed at the Genome Quebec 

Innovation Centre (Montréal, Canada). The pipeline Canadian Centre for Computational 
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Genomics (C3G) follows the stepwise procedures of the BROAD Institute GATK best 

practices. Raw sequencing reads were trimmed using Trimmomatic (422) to obtain a high 

quality set of reads for sequence alignment. The trimmed reads are aligned to a reference 

genome (build (mm10/GRCm38) using a fast, memory-efficient Burrows-Wheeler 

transform aligner, BWA-MEM (423). Mapped reads are further refined using the GATK 

(424) and Picard program suites (http://broadinstitute.github.io/picard) to improve 

mapping near insertions and deletions (indels: GATK indel realigner); to remove duplicate 

reads with the same paired start site (Picard mark duplicates); and to improve quality 

scores (GATK base recalibration). Variants are called using the GATK haplotype caller in 

gvcf mode to allow efficient downstream merging of multiple samples into one variant file 

to streamline downstream variant processing procedures, which include variant 

annotation and functional annotation with SNPeff (425). 

 

RNA and protein expression.  
Expression of the Gnl1 gene was detected whole-mount in situ hybridization as described 

by Kennedy et al. (333). PCR amplification of the Gnl1 mRNA was performed using these 

primers: 5’- GCGCTATAATACGACTCACTATAGGGAGA-GGAATCCGTGACCCATCA 

TATC-3’ and 5’- GCATTAATTTAGGTGACACTATAGAAGCG-GAGGGAAAGAGGTG 

AACAAGAC-3’, which contain embedded T7 and SP6 polymerase promoter sites. Total 

organ RNA was extracted as described by Caignard et al (66). Quantitative reverse 

transcription PCR of Gnl1 was performed using these primers: 5’-

GTATGTAACTGGAGAGCTTGGG-3' and 5’-CGAGGGAAAGAGGTGAACAAG-3'. Total 

organ or cell RNA was reverse transcribed to cDNA using random hexamer and M-MuLV 

reverse transcriptase (Invitrogen) followed by an amplification with the Platinum SYBR 

Green SuperMix-UDG (Invitrogen). Detection of GNL1 protein was performed via 

immunoblotting, using a rabbit antibody specific for the N-terminal region of GNL1 

(Sigma-Aldrich, SAB4501227). 
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Immunophenotyping 
Single cell preparations from spleen, bone marrow, liver and lymph nodes were prepared 

and stained with various cocktails of antibodies. Antibody specific for B220 (RA3-6B2), 

CD3e (145-2C11), CD11b (M1/70), CD4 (L3T4), CD8a (53-6.7), CD122 (TM-b1), cKit 

(ACK2), CD127 (A7R34), CD62L (MEL-14), Gr1 (RB6-8C5), CD49b (DX5), CD44 (1M7), 

FLT3 (A2F10), Ly49H (3D10), Ly49G2 (eBio4D11), Sca1 (D7), CD69 (H1.2F3), KLRG1 

(2F1), NK1.1 (PK136) the Fixable Viability Dye eFluor 506 and the Cell Proliferation Dye 

eFluor 450 were from eBioscience. Antibodies against CD27 (LG.3A10), IFN , CD49a 

(Ha31/8) and Ly49A (YE1/48.10.6) were from BD Bioscience. Intracellular staining was 

performed using the Foxp3/Transcription Factor Fixation/Permeabilization kit 

(eBioscience). Caspase 3 activity was detected with the CaspGow fluorescein active 

Caspase-3 Staining Kit (eBioscience). All flow cytometry analysis was performed on a BD 

Canto II machine and using the FlowJo software (version 10.4). For the BrdU 

incorporation assay, mice were injected with 2mg i.p. of BrdU 3 hours prior to the sacrifice. 

Incorporation was measured using the FITC BrdU Flow Kit (BD Biosciences). 

 

Ex-vivo cell stimulation 
Splenic NK cells were enriched using the NK Cell Isolation Kit II on the MS separation 

column (Miltenyi). NK cells were enriched up to 88% for wild-type mice and 60% for 

Gnl1C365X animals. Splenocytes or enriched NK cells were stimulated with murine IL12, 

IL-15 or IL18 (Peprotech); human IL-2 (Peprotech) was used for cell cycle analysis; PMA 

and Ionomicyn (Sigma) were used for IFNγ detection or cell cycle analysis. 

 

Cell-cycle analysis 
Stimulated NK and T cells cells were stained with the appropriate antibodies cocktail 

followed an anti-Ki67 antibody (clone SolA15, eBioscience) and 7AAD (BD Bioscience) 

according to manufacturers protocol. Cells were acquired on a BD Canto II machine and 

analyzed using the FlowJo software (version 10.4). Analysis was performed as described 

previously (462, 463). Briefly, 7AADlowKi67- were considered in G0, 7AADlowKi67+ were 

considered in G1 and 7AADintKi67+ were considered in S-G2-M.  
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Killing assay and adoptive transfer 
The killing assay was performed as described previously (171, 464, 465). MHC-1-/- or host 

splenocytes were stained with a high dose of CFSE (Invitrogen, 20 μl, 10mM) or eFluor 

670 proliferation dye (eBioscience; 5 μl, 5 mM) prior to i.v. injection into wild type or 

mutant mice. Splenocytes were harvested 18 hours after the injection for analysis by flow 

cytometry. Adoptive transfer into Rag2-/-γc-/- mice was performed as described by Sun et 

al. (466). Equal numbers (105 cells) of B6CD45.1 and Gnl1C365X enriched NK cells were 

stained with eFluor 450 proliferation dye (eBioscience) prior to the i.v. injection. Five days 

after the injection, spleen cells were harvested for FACS analysis. 

 

Statistics 
Statistics were calculated using GraphPad Prism software version 6.0. Statistical tests 

employed for in vivo and ex vivo experiments are indicated in the figure legends. All data 

are displayed as the mean ± standard deviation.  
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Figures and Figure legends 
 

Figure 4.1 – Identification of an ENU mutated pedigree susceptible to MCMV 

infection 

(A) G0 mice were produced by injecting C57BL/6J (B6) mice with ENU and crossing them 

in a three-generation breeding scheme with the closely related strain C57BL/10J (B10) to 

enrich for homozygote recessive mutations. (B) Survival following MCMV infections of the 

Glynn pedigree (N=34), the F1 (B6xB10) resistant control (N=21) and the BALB/c 

susceptible control (N=19). (C) Spleen index of the resistant and susceptible animals of 

the Glynn pedigree, the F1 (B6xB10) resistant control and the BALB/c susceptible control 

from the survival screen (****p <0.0001 two-way ANOVA). (D) Body weight of 7- to 8- 

week old male and female from the Glynn pedigree was measured in uninfected animals. 

Pooled data from 4 experiments are shown (n = 13–24 per group, ****p <0.0001 two-way 

ANOVA) (E) Representative images showing the size of a 7-week-old male GlynnR and 

GlynnS. 
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Figure 4.2 – Identification of a critical mutation on the Gnl1 gene causing MCMV 

susceptibility. 

(A) Genome wide linkage analysis of the Glynn pedigree was performed on 34 animals 

(6 susceptible and 28 resistant) using polymorphic SNP markers between the B6 and B10 

genetic strains. QTL mapping led to a peak LOD score of 6.096 on chromosome 17. (B) 

Haplotypes of the median region of chromosome 17 showing the segregation of the 

C57BL/6 allele (A) in a (C57BL/10xC57BL/6 ENU) F2 cohort. (C) Genomic DNA of a 

GlynnR and GlynnS was amplified by polymerase chain reaction and analyzed by Sanger 

sequencing. The red box indicated the location of the C365X ENU mutation on GNL1. (D) 

Survival of the Gnl1C365X, Gnl1+/C365X and Gnl1+/+ animals from the MCMV screen. (E) 

Structure of GNL1 including the GTPase domain (G1 to G5), the nuclear location signal 

(NLS) and the ENU mutation. The alignment of GNL1 showing the conservation of the 

C365 residue was performed using a CLC Sequence viewer. Ascension number: Human 

- NP_005266.2, Chimpanzee - NP_001065264.1, Rhesus macaque - NP_001040604.1, 

Wolf - XP_848324.1, Cattle - NP_001096742.1, Mouse - NP_032162.2, Rat - 

NP_997665.1, Zebrafish - NP_001070721.1, Drosophila - NP_610055.1, Mosquito - 

XP_317131.4, Frog - NP_001072441.1.  

 

 

  



 164 

 

  



 165 

Figure 4.3 - Expression of Gnl1 in wild type and mutated mice 

(A) X-ray film autoradiography following antisense in situ hybridization showing bright 

labeling under dark field illumination in young mouse on p10. Parallel sections were 

stained with cresyl violet (cv), an antisense (as) or sense (s) probe to detect the Gnl1 

mRNA in the aorta (A), bone marrow (BM), cerebellum (Cb), cerebral cortex (Cx), dorsal 

root ganglia (DRG), epidydimis (Ep), hippocampus (Hi), kidney (Ki), liver (Li), lung (Lu), 

pelvic bone (PB), salivary gland (SG), small intestine (SIn), spleen (Sp), testis (Te), 

trigeminal ganglion (TG) and thymus (Th). (B) The expression of Gnl1 messenger in 

various organs from three wild type B6 mice was quantified by qPCR. Data representing 

mean expression levels normalized to Hprt expression are shown ± SD (C) Expression 

of Gnl1 mRNA from wild type and mutant brain tissue. Data representing mean 

expression levels normalized to Hprt expression are shown ± SD (4 repeats, *p <0.05). 

(D) Expression of the GNL1 protein in Gnl1+/+ and Gnl1C365X mice was detected by 

western blot. 
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Figure 4.4 – NK response to MCMV infection in Gnl1C365X mice 

(A) Wild type and mutant mice were infected i.v. with 4x103 PFU of MCMV. Spleen index 

and (B) splenic viral load were quantified at day 2, 4 and 5 p.i. (C) Intracellular IFNγ 

production in NK cells (NK1.1+, CD3-) was quantified by flow cytometry at day 2 p.i. (D) 

The 4-stage maturation program (using the expression of CD11b and CD27) was 

measured on splenic NK cells on day 4 p.i. Representative plots of the CD11b and CD27 

expression on NK1.1+CD3- cells are shown. (E) The expression of activation markers 

CD69 and KLRG1 was also measured on splenic NK cells (NK1.1+, CD3-) at day 4 p.i. A 

representative histogram of their expression on NK1.1+CD3- cells from Gnl1+/+ and 

Gnl1C365X animals is shown. (F) Mice were injected i.v. with PBS or 4x103 PFU of MCMV. 

Proliferation ability of NK cells was determined at day 5 p.i. BrdU was injected 3 hours 

prior to the sacrifice and incorporation was quantified in splenic Ly49H+ NK cells. A 

representative histogram of BrdU detection in NK1.1+CD3- cells from infected mice is 

displayed. (G) Expansion of the NK compartment was also measured at day 5 p.i. in 

infected and uninfected animals using the expression of DX5 and CD3. Combined data 

from 2 or 3 experiments are shown (n = 5–13 per group). (H) 20x106 splenocytes from 

Gnl1+/+ or Gnl1C365X mice were adoptively transfered into Ly49h-/- mice. Animals were 

infected with MCMV. At 5 days p.i., splenic Ly49H+ NK proliferation was also measured 

via the incorporation of BrdU. *p <0.05, **p <0.01, ***p <0.001, ****p <0.0001 (Two-way 

ANOVA).  
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Figure 4.5 – Immune populations are reduced in Gnl1C365X mice 

(A) Blood from Gnl1+/+ and Gnl1C365X mice was collected. White blood cells (WBC), 

platelets, red blood cells (RBC) were quantified, as well as hemoglobin and hematocrit 

levels. Results are representative of three independent experiments. **p<0.01, ***p 

<0.001 (two-tailed Students t-test). (B) Representative picture of the thymus and spleen 

from 7 week old Gnl1+/+ and Gnl1C365X mice. (C) Immune organs from 7- to 9-week old 

mice were harvested and cells were counted. Combined data from at least three 

experiments are shown (n = 16 to 30 per group). ****p <0.0001 (Two-way ANOVA) (D) 

B220 expression was also measured on spleen cells. A representative histogram of each 

group is shown. (n = 9–12 per group from 3 independent experiments). ***p <0.001 (two-

tailed Students t-test). (E) Expression of CD4 and CD8 was analyzed on thymus cells by 

FACS to quantify double negative (DN), double positive (DP), CD4 simple positive (CD4+ 

SP) and CD8 simple positive (CD8+ SP) thymocytes. Data from three independent 

experiments are shown (n = 8–13 per group). The dot plots showing the T cell population 

for each group is shown. (F) Expression of CD4 and CD8 was measured on CD3+ spleen 

cells to quantify splenic T cells (n = 9–12 per group from 3 independent experiments) (G) 

CD44 expression was quantified on CD4+CD3+ and CD8+CD3+ spleen cells. 

Representative histograms of the expression of CD44 is shown. Data represent two 

independent experiments combined (n = 9 per group). **p <0.01 (Two-way ANOVA). (H) 

Gnl1+/+, Gnl1C365X, resistant B6 and susceptible A/J mice were infected with 104 PFU i.p. 

of HSV-1. Mice were monitored for 15 days. Survival curves were analyzed using the Log-

rank (Mantel-Cox) test.   
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Figure 4.6 - NK deficiency in Gnl1C365X animals 

(A) The dot plots are representative of the DX5+CD3- NK cells from the spleen Gnl1+/+ 

and Gnl1C365X mice. NK cell proportions were quantified by FACS. Data are combined 

from 4 independent experiments (n = 14 per group). (B) Total spleen NK cell count was 

determined using DX5 and CD3 staining. (C) Blood DX5+CD3- NK cells from mutant or 

wild type mice were quantified by flow cytometry.  (D) Representative dot plots from 

spleen, bone marrow, lymph nodes and thymus showing NK cells. (E) NK1.1+CD3- NK 

cells were quantified by FACS. Graphs represent data from at least 2 independent 

experiments (n = 6–15 per group). *p <0.05, **p <0.01, ***<0.001, ****p <0.0001 (two-tail 

Students t-test). (F) Conventional NK cells (cNK: DX5+, CD49a-, NK1.1+ and CD3-) and 

liver-resident NK (CD49a+, DX5-, NK1.1+ and CD3-) were detected by FACS. A 

representative plot of cNK and liver resident NK is shown for each genotype. (G) Liver 

cNK and liver-resident NK cells were quantified in Gnl1C365X and Gnl1+/+ mice. Pooled 

data from two independent experiments are shown (n = 8 per group). ****p<0.0001 (Two-

way ANOVA). (H) Equal amounts of MHC-/- splenocytes (stained with CFSE) and Gnl1+/+ 

or Gnl1C365X (stained with efluor 670 dye) were injected in wild type or mutant mice. 18 

hours later, all splenocytes were analyzed by flow cytometry for presence of dyed cells. 

Surviving MHC-1-/- splenocytes were quantified and normalized to the self-cells. One day 

prior to the injection, certain animals were treated with anti-asialo GM1. Combined data 

shown are from two independent experiments.  
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Figure 4.7 - NK cell maturation and survival in uninfected Gnl1C365X mice 

(A) A representative plot of each genotype showing the expression of CD11b and CD27 

on NK1.1+CD3- spleens. The four-stage maturation program was measured by FACS. 

Combined data from 3 independent experiments are shown (n = 10–13 per group). **p 

<0.01, ****p <0.0001 (two-way ANOVA) (B) Expression of Ly49H, Ly49G2, Ly49A and 

Ly49 I/C on NK1.1+CD3- NK cells from Gnl1+/+ and Gnl1C365X spleens. Pooled data from 

at least 2 independent experiments are shown (n = 8–13 per group). **p <0.01 (two-tail 

Students t-test). (C) 2x105 enriched NK cells form Ly49h-/- or B6 mice were adoptively 

transferred into Gnl1C365X mice and then challenged with MCMV. Resistant control Gnl1+/+ 

were injected with PBS prior to the infection. Mice were monitored for 14 days for clinical 

signs. **p<0.01 (Log-rank Mantel-Cox test). (D) Expression of Ki67 in NK1.1+CD3- NK 

cells from the spleen of wild-type and mutant mice. Data from 2 independent experiments 

were combined (n = 6–7 per group). Representative histograms of the Ki67 expression in 

spleen NK cells from  Gnl1+/+ (red) and Gnl1C365X (blue) mice. (E) Spleen active Caspase-

3 levels in NK1.1+CD3- NK cells were determined by FACS by measuring the binding of 

DEVD-FMK (conjugated to FITC) to the active Caspase-3. Combined data from at least 

2 experiments are shown (n = 7–9 per group). A representative histogram of the active 

Caspase-3 expression in spleen NK cells from Gnl1+/+ (red) and Gnl1C365X (blue) mice are 

shown. (F) Dead NK1.1+CD3- spleen cells were quantified by FACS using a Fixable 

Viability Dye eFlour 506. Pooled data from 4 independent experiments are displayed (n 

= 15–16 per group). ****p <0.0001 (two-tails Students t-test). 
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Figure 4.8 – NK cell homeostasis in Gnl1C365X mice 

(A) Equal amounts of NK cells (105 cells) from B6CD45.1 and Gnl1C365X were adoptively 

transferred into Rag2-/-γc-/- mice. Five days later, spleens were harvested and NK cells 

were quantified by FACS using antibodies against CD45.1 or CD45.2. ****p<0.000.1 (two-

tails Student t-test, N=4). (B) CD122 median fluorescence intensity was measured on 

bone marrow (left) and spleen (right) NK1.1+, CD122+, CD3- cells. **p <0.01 (two-tails 

Students t-test). (C) Representative expression of CD122 on bone marrow and spleen 

NK1.1+ CD122+ CD3- cells from wild type and mutant mice. (D) We stimulated 25000 

enriched NK cells with 2000U/ml of IL-2 (represented by the red arrow). At day 3 p.i., total 

NK1.1+CD3- NK cells were counted. *p <0.05 (two-tails Students t-test). (E) The cells 

cycle progression was determined using Ki67 and 7AAD staining by FACS. ***p <0.01 

(Two-way ANOVA). (F) We stimulated 25000 enriched NK cells with 25ng/ml IL-15 

(represented by the red arrow). At day 3 NK1.1+CD3- cells were counted. **p <0.01 (two-

tails Students t-test). (G) The cells cycle progression was also determined using Ki67 and 

7AAD at day 3 p.i. ***p <0.001, ****p <0.0001 (Two-way ANOVA). (H) We stimulated 

25000 CD4 T cells or CD8 T cells with 25ng/ml of IL7 (represented by the red arrow). At 

day 3 p.i., total CD4+CD3+ and CD8+CD3+ cells were counted. Data are representative of 

at least 2 independent experiments. 
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Figure 4.9 – Inactivation of p53 rescues the GNL1C356X NK deficiency 

(A) Spleen from from Gnl1C365X and p53-/- single and double mutant mice were harvested 

and total splenocytes were quantified. (B) Splenic NK cell proportions were determined 

using NK1.1 and CD3. A representative dot plot of each group is shown. (C) Total splenic 

NK cell counts were also determined, using NK1.1 and CD3. (D) Active Caspase-3 levels 

in NK1.1+CD3- NK cells were determined by FACS by measuring the binding of DEVD-

FMK (conjugated to FITC) to the active Caspase-3.  A representative histogram of each 

genotype is displayed. (E) Expression of CD122 on NK1.1+CD3- cells was determined 

by measuring the median fluorescence intensity. A representative histogram of the 

expression of CD122 on NK1.1+CD122+CD3- cells is shown. (F) In the presence of GNL1, 

IL-2 or IL-15, stimulation leads to the initiation of the cell cycle and the increase in 

translation leading to cell division. At this point, MDM2 is bound to p53, allowing for cell 

survival and division. GNL1 could be beneficial by allowing for ribosome and polysome 

integrity. In the absence of GNL1, ribosomes and polysomes are compromised, leading 

to the sequestration of MDM2 by ribosomal proteins. This induces the release of p53, 

causing an increase in Caspase-3 activity and cell death. *p<0.05, **p<0.01, ***p0.001 

(Two-way ANOVA). Data are representative of 2 independent experiments.  
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Table 4.1 - Whole-exome sequencing analysis 

 

Shared mutation by sample 1 and 2 

Total shared mutations 73 

Homozygote mutations 11 

Synonymous/Nonsense/Damaging 5/4/2 

Located on chr17: 29.66-47.45mb 1 

Damaging 1 

 

  



 180 

Supplemental material 
 

Figure S4.1 – Myeloid cell and NK cell population in Gnl1C365X mice 

(A) Monocytes (Gr1+CD11B+) and (B) macrophage (F4/80+CD11B+) frequencies were 

measured in the spleen of uninfected 7–8 week old animals. Data are representative of 

three independent experiments (n=4 per groups per experiment).  
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Figure S4.2 – Cell survival is not decreased in Gnl1C365X B and T cells 

(A) Splenic Ly49H+ NK cells were quantified at day 4 and 5 following MCMV infection. 

Combined data from at least three experiments are shown (n = 16 to 30 per group). ****p 

<0.0001 (Two-way ANOVA). (B) Splenocyte from Gnl1+/+ and Gnl1C365X mice were 

collected and active Caspase-3 was measured by the binding of DEVD-FMK (conjugated 

to FITC) in B cells (C) CD4 T cells and (D) CD8 T cells. Pooled data from two experiments 

are shown (n = 7–9 per groups).  
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Conclusions and general discussion 
 

 

Herpesviruses are very successful pathogens. A key component of their success is their 

ability to infect a given host without causing a life-threatening infection which would hinder 

their transmission ability. Although symptoms of both HSV-1 and CMV tend to be mild, 

cases of patients suffering from severe herpetic infection resulting from single gene 

mutations have been reported (reviewed in (78, 151)). Host genetics plays a crucial role 

in resistance to the viruses. The study of human immunity to herpesviruses is limited to 

the number and variety of cases that have occurred; thus the quantity of tissue and cell 

types available are limited. As an alternative, mouse models are a fundamental tool for 

studying disease. Infection of different inbred mouse strains have allowed the dissection 

of the genetic architecture of host resistance. To discover new genes and pathways 

important for the HSV-1 and CMV immune response, we used ENU chemical 

mutagenesis coupled with a high throughput infection platform. Following the production 

and testing of over 261 pedigrees, we found seven deviant families susceptible to HSV-

1 or MCMV. We identified a mutation on the DNA binding site of STAT5A which alters 

viral lymphocyte responses and IL-2. We also observed a mutation which inhibits the 

expression of the GTPase GNL1, leading to an NK deficiency.  

 

The ENU approach 
ENU is a powerful tool which produces random single nucleotide mutations that can be 

propagated and isolated for further analysis. Compared to other commonly used 

mutagens, such as x-rays or chlorambucil, ENU has three main advantages (322-324). 

First, it is very efficient: ENU induces loss-of-function mutation at a given locus in 

approximately 1 sperm in 1000 and about one point mutation for every 1-2 Mb of genomic 

DNA.  This rate is about 100-fold higher than the spontaneous mutation rate and 3-fold 

higher than X-radiation. Second, ENU induces single point mutations rather than large 

deletions or complex multi-locus chromosomal re-arrangements as produced by X-ray or 
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chlorambucil treatment. Third, unlike chlorambucil, which targets post-meiotic cells, ENU 

induces mutations in pre-meiotic spermatogonial cells, allowing ENU-treated male mice 

to sire mutant offspring for extended periods of time. These advantages have made ENU 

the preferred method for genetic screens in the mouse.  

 

The ENU mutations can be propagated 

. Theoretically, mice can 

carry mutations in any type of gene and pathway, which can be probed for their role in 

the host response to virus infection by assessing viral susceptibility. This allows for the 

isolation of a mutation of interest and the generation of a monogenic model of infection. 

The Gnl1 and Stat5a mutant mice that we discussed in chapters 3 and 4 of this thesis are 

good examples of this.  

 

To discover new genes important for host resistance, we used a very stringent phenotype: 

survival. This method had the benefit of ensuring that the mutation found would have a 

critical function in disease pathogenesis. Of course, using such a severe phenotype has 

one major caveat

. Moreover, we expected that a certain proportion of such genes would 

have already been identified and characterized. The identification of ptprc (CD45) during 

an HSV-1 susceptibility screen is an excellent example of a mutation on a known gene, 

where the abrogation of CD45 causes severe T cell and NK cell lymphopenia (66). 

Nonetheless, discovery of that mutation allowed for a better understanding of the anti-

HSV-1 T cell response and the interplay between CD4 and CD8 T cells during infection. 

The STAT5AW484G pedigree is another example of an ENU mutation on a well-

characterized gene. However, the study of STAT5W484G mice allowed for the study of the 

STAT5 protein linker domain in T and NK cell responses, which revealed the role of a 

specific residue on protein function. Although the search for novel uncharacterized genes 

using a strong phenotype for screening represents a challenge, we were able to identify 

a mutation on the GTPase GNL1 that causes a severe susceptibility to MCMV. Prior to 
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our work, no clear function was reported for GNL1 in metazoans, whereas we have now 

established its crucial role in the fate of NK cells. 

Moreover, since ENU causes point mutations, it can better 

mirror the type of variation most frequently observed in the human population, and thus 

can produce more accurate models for the study of diseases. 

 

The type of phenotypic screen used will dictate the pathway investigated and will allow 

for further characterization. Hence various consortia worldwide have developed ENU 

screens focused on their own particular area of biological interest, from behaviour to 

development (467-469). The laboratories of Chris Goodnow and Bruce Beutler have also 

applied this approach to dissect the molecular regulation of the immune system. Some 

immunological screens have tested the integrity of TLR signaling in macrophages; the 

ability to mount a humoral response to antigenic challenge; and effectiveness in resisting 

MCMV infection (357, 470). The extent of the success of this technique has been quite 

impressive, as seen in the Mutagenetix database, which compiles discovered ENU-

induced phenotypes and mutations. The database currently contains 116 mutations 

affecting 75 genes that have been linked to immune-phenotypes (330, 331). Notable 

discoveries include the identification of new components of TLR signal transduction 

pathways such as the polytopic membrane protein, UNC93B (which is involved in the 

intracellular transport of nucleotide-sensing TLR3, TLR7/8 and TLR9), and the amino acid 

transporter, SLC15A4 (required for TLR7 and TLR9 signaling in dendritic cells), which 

have in turn provided tremendous insight into the system. Another example is the 

discovery of a key regulator of antibody responses, CARD11 (471). In this case, a single 

amino acid substitution revealed separate roles in lymphocyte activation and in immune-

regulation, a phenotype not observed in knock-out mice. Our in vivo screen for HSV-1 

susceptibility isolated 5 independent HSE families; additional work is required to validate 

these families. However, we can expect that their study will contribute to the identification 

of genes crucial to the immune response. 



 187 

 

The vast majority of ENU mutations identified to date are coding, frameshift, nonsense, 

and critical splicing mutations affecting protein function, which can be discovered using 

whole-exome sequencing. This approach, however, neglects a large part of the genome 

that does not code for proteins yet is critical for the regulation of pathogenesis (472), 

including regulatory RNAs (473). For instance, as well as directly regulating viral 

replication, microRNAs can play a determinant role on the regulation of the immune 

system (410, 411).. As discussed in chapter 3, whole genome sequencing of ENU deviant 

mice could cover the non-coding genome. Another alternative would be the usage of high-

throughput RNA sequencing (RNAseq). This next-generation sequencing method can be 

applied to sequencing both the mRNA and the non-coding RNAs, as well as their 

quantification. This technique was used in a study of human nasopharyngeal carcinoma, 

using ex-vivo cultures of healthy and malignant tissue (474). This approach would also 

permit for the integration of both host and viral transcriptomes to better define the 

pathways involved in the interplay between the host and the pathogen. RNA sequencing 

could also be used for the direct identification of coding mutations, as it gives both the 

sequence information and the expression levels. However, this technique demands that 

the mutated transcript be expressed and that the mutation lies directly in an exon. That 

would not have been optimal for the study of the GNL1C365X mutants (reduced transcript 

level) or the Tre pedigrees (mutation in a splice junction region). RNA sequencing could 

be used in conjunction with a linkage analysis, as it will allow for a better mapping and 

identification of the mutation. Regardless of the method used, selecting the right tissue is 

crucial for success (e.g. brain tissue for HSE model and spleen for CMV model). 

 

The advent of next-generation sequencing has rendered the ENU mutagenesis approach 

much more efficient and expanded its applications. For example, the Beutler group has 

developed a mutagenesis pipeline where mutations that cause phenovariance and the 

phenotype they cause are discovered simultaneously. For this,  all G1 males are 

sequenced using WES to call all ENU-induced coding mutations (313, 328). Each G1 is 

used to establish a pedigree, whereas WES information is used to generate 
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 Using these 

panels, G2 and G3 animals are genotyped prior to phenotyping. Cohorts of 30-50 G3s 

are passed through a phenotyping panel using blood cells, and then through in vivo 

challenges. Mouse phenotype data is then used to map the causative mutation. This 

method allows for the identification of the ENU mutation as soon as a deviant pedigree is 

identified (in “real time”). This approach also has the advantage of reducing the time 

between the phenotyping and the identification of the mutation, as well as giving a 

complete overview of all mutations, including incidental mutations which are not 

associated with the phenotype. However, it is costly, demands quick access to genomic 

platforms and in-house competence in animal care, in-vivo and in-vitro expertise with 

pathogens and an efficient bioinformatics team.  

 

As the availability of whole-exome sequencing increases and costs are reduced, the 

sequencing of human patients suffering from unexplained infections and/or diseases will 

become more common. The identification of genes underlying primary 

immunodeficiencies that result in severe disease has greatly benefited from this 

technology (475). Initiatives such as the 100,000 Genome Project in England leverage 

the increased availability of next-generation sequencing to identify damaging mutations 

in rare diseases and cancer (476). Another example of the use of whole-exome 

sequencing for diagnostics was the discovery of compound heterozygote mutations in 

IRF7 which cause life-threatening flu infections in children (308). Although very useful, 

next-generation sequencing still requires many steps of bioinformatic validation as well 

as in-vitro and in-vivo confirmation. This approach relies on the detection and accurate 

diagnosis of affected patients, and their families’ collaboration. Increased usage and 

awareness of these technologies should help to facilitate their application.  

 

To better understand the genetic determinants of host resistance and the numerous 

pathways involved in the immune response to viruses, the mouse model still remains a 

powerful and versatile tool. When used in a forward genetics project, like the one 

described in this thesis, the mouse model allows for the dissection of the different genes 
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and pathways crucial to the innate and adaptive response to a given pathogen. The 

capacity to randomly create and isolate different mutations on different regions of any 

gene allows for a better understanding of their functions. The mouse model also allows 

for a global overview of the immune response. This versatility and scope is not possible 

in human studies, as they rely on the natural occurrence of phenovariant mutations. The 

mouse model gives access to the analysis of the pathogenesis in a diversity of organs 

that are not accessible in human studies. The high variety of immunological and genetic 

testing applicable to the mouse model also makes it a powerful tool to dissect the 

complexity of the immune response. Thus, it is necessary to combine the patient-driven 

and the mouse model approaches to contextualize the different findings of both models.  

 

The development of CRISPR-Cas9 technology, which makes it possible to edit a given 

gene and generate a subsequent mouse or cells line, has also become an important tool 

for the study of host resistance (477, 478). The availability of commercial solutions 

facilitates the validation and analysis of candidate genes from ENU and human studies. 

CRISPR-based mutagenesis has become a very efficient method of producing organisms 

carrying loss-of-function alleles, and 

 (479). 

ENU mutagenesis, however, remains advantageous for in vivo screens as well as for 

generating a variety of alleles allowing for an in-depth characterization of a gene. As such, 

both methods play complementary roles in achieving a better understanding of the 

immunological mechanisms involved in resistance to CMV and HSE. 

 

Susceptibility to HSE 
HSV-1 is a highly successful virus: between 60 and 100% of the population is seropositive 

for the virus. HSV-1 can cause severe encephalitis, which results in long-term damage 

even when treated. The high prevalence of this virus, as opposed to the rarity of HSE 

cases, suggests that there is an important genetic component to the disease. Therefore, 

the interplay between the host response and the virus dictates the outcome of the 
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infection, whereby host genetic polymorphisms play a critically determining role in the 

effectiveness and magnitude of the immune response.  

 

Various human studies have shown the importance of the TLR3-IFN-α/β pathway in the 

resistance to HSE. Young children carrying Mendelian mutations affecting this pathway 

suffered from severe HSE (78, 480). These studies highlight the importance of cell 

intrinsic innate immunity in the control of the viral infection. However, these findings do 

not represent the whole extent of the causes of the disease; as of yet many cases of 

childhood HSE remain to be resolved. 90% of HSE is caused by HSV-1 (the other 10% 

by HSV-2) and only one third of those HSE cases affect children between 6 months and 

20 years old (24, 25). For example, HSE cases in neonates are mainly caused by HSV-

2, from mothers affected by a primary infection (26, 27). Moreover, approximately 50% of 

HSE cases are found in individuals over the age of 50; a population which tends to have 

been previously exposed to HSV-1 in their lifetime (24). Interestingly, the disease in those 

patients does not originate from the latent virus but rather from a novel primary infection, 

as the viral strain in the CNS is different than the one found in the periphery (481). These 

observations suggest the involvement of an immune mechanism other than cell- intrinsic 

innate immunity to the development of HSE.  

 

Whereas an intact cell-intrinsic TLR3 pathway is crucial to HSE resistance in children, a 

large proportion of HSE cases remain unexplained (482-484), adult cases in particular. 

The use of mouse models supports a key role for adaptive T cell functions in the control 

of CNS infection and the development of HSE. For example, in our laboratory, we have 

identified an ENU mutation in ptprc (encoding for CD45) during an HSV-1 resistance 

screen (66). This mutation caused lymphopenia, which leads to HSE even in the presence 

of a functional TLR3 pathway. In this thesis, I have described a mutation in STAT5A found 

during an HSV-1 screen which alters T and NK cell responses to the virus. We observed 

that T cells and NK cells bearing the mutation lack responsiveness to cytokines and the 

capacity to proliferate in response to pathogen challenge. More recently, our group also 

found a mutation during another ENU project in c-Rel, one of the five sub-units of NF-κB. 
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This mutation impacts both the stromal cells and T cells from the hematopoietic 

compartment (338). Taken together, these ENU mutants highlight the importance of 

adaptive immunity in the resistance to HSV-1 infection, and ultimately HSE.  

 

Questions regarding the type of HSE the mouse model replicates were raised. As the 

mutations found in ENU studies differ from the pathway described in children affected 

with HSE, one hypothesis is that the mouse model is better suited to describe the 

pathology observed in older patients. The two immune pathways or compartments would 

be critical at different points of human development: Cell intrinsic immunity appears to be 

more critical in newborns and young children, whereas adaptive immunity is vital to 

control adult HSE. After remission, children previously affected with HSE did not have 

increased recurrent labial infections and relapses were rare (408). Moreover, children 

with severe combined immunodeficiency (no T and B cells) are not more prone to HSE, 

but are susceptible to recurrent labial infections (485). In a more recent study, patient with 

severe HSE exhibit a normal T cell compartment, even if cell-intrinsic innate immunity 

was altered (486). A recent study by Koyanagi et al. has also showed that CD8 T cell 

accumulation in the CNS is crucial to resistance to HSE (487). HSV-1 has indeed 

developed a mechanism where the expression of the chemokine CXCL9 is 

downregulated by the viral protein UL13, thus promoting viral evasion. However, the 

recruitment of immune cells to the brain has to be balanced, as the transmigration of too 

many cells can lead to detrimental neuroinflammation (488). 

 

We found that the STAT5A linker domain is important for the modulation of the T cell 

response following HSV-1 infection.

 The intracranial model of infection, where the 

virus is injected in the brain, would be an appropriate method in this case, as the immune 

response to the virus in the brain could be measured (98). A better understanding of 

STAT5A functions will allow for the development of new treatments that either increase 

or decrease T cell response during infection. The modulation of STAT5A function by 
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targeting the linker domain could be a possible therapeutic avenue, allowing for the 

control of the T cell response, which in turn will influence viral replication and neuro-

inflammation.  

 

Susceptibility to CMV and NK cells 
MCMV is a powerful model for the study of the biology of NK cells. Although these cells 

were first characterized in studies involving tumor suppression, it is in the context of 

MCMV infection that many of their functions and mechanisms were defined (175, 176, 

315, 489). NK cells are essential, non-redundant lymphocytes for resistance to the virus. 

This central role of NK cells in the anti-MCMV response has been exploited in many 

studies, allowing for a better understanding of recognition/activation mechanisms, 

cytotoxicity and cytokine production (315, 490). NK cells will not only directly kill infected 

cells, but also secrete IFNγ, which activates T cells, specifically CD8 T cells. This 

activation is crucial to the subsequent control of MCMV infection (491). NK deficiency 

observed in Gnl1C365X mice could impact the T cell response to the virus. We could not 

measure the T cell response at a later stage of infection, since the animals succumb to 

the infection before the expansion of CD8 T cells (starting at day 4) (140, 492). Infection 

at a lower dose could facilitate the analysis of the T cell response, as mice would survive 

the infection. This approach will also allow us to study the memory-like NK cells that 

should be generated following the infection to verify the role of GNL1 in this process.  

 

During our ENU screen we found a nonsense mutation in the Gnl1 gene that completely 

abolished GNL1 protein expression and caused an NK deficiency. This specificity in the 

NK deficiency is interesting, since NK deficiency tends to be coupled with a reduction in 

lymphocytes and/or myeloid cells and general immunodeficiency (151). For instance, 

although mutations in Gata2 have been linked to NK cell-lymphopenia and susceptibility 

to viral infections, Gata2-deficiecy is also coupled with profound B-cell and 

monocytopenia leading to severe bacterial and fungal infections (350, 434, 493). Other 

ENU studies for susceptibility to MCMV have also found mutations in genes causing an 

NK deficiency. The Mutagenetix database reports 8 genes that, when mutated, can lead 
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to decreased NK cell numbers (330). These mutations also cause a reduction in T and B 

cell populations or affect NK function (330). One mutation in Flt3 dramatically reduced NK 

cell numbers, however the effect was due in part to a cell deficit in dendritic cells, which 

also impaired NK activation following infection. To our knowledge, the GNL1 phenotype 

that we have observed is similar to the one observed in patients who carry mutations in 

MCM4, a protein important for DNA replication; patients with MCM4 mutations have 

severely reduced NK cell numbers and severe susceptibility to herpesviruses, despite the 

fact that other immune cell populations, such lymphocytes and myeloid cells, appear 

normal (351, 436). However, a number of developmental problems were observed in 

MCM4 patients. Our screen for MCMV-susceptibility led to the characterization of Gnl1, 

which is crucial to NK cell homeostasis and survival. While it showed NK cell specificity, 

the mutation did not impair their activation or cytotoxic activity, suggesting that GNL1 can 

be used as a new entry point to exploit NK cells for the management of patients in clinics.  

 

The therapeutic potential of GNL1 
 

development of new therapeutic strategies. The modulation of NK proliferation by GNL1 

expression could be applied in different contexts. Although I will describe approaches that 

leverage GNL1, the modulation of NK proliferation could also be applied to other genes 

that are important for NK cell homeostasis and proliferation.  

 

Using Gnl1 as a marker for viral susceptibility. As NK cells play a key role in viral 

resistance, deficiency in these cells can cause severe herpetic, fungi or bacterial 

infections (151). For instance, a defect in Gata2 and Mcm4 leads to a reduction in NK cell 

numbers, causing severe herpetic infection in humans (348, 436). However, the genetic 

causes for other types of NK deficiencies causing CMV and herpesvirus susceptibility 

remain unknown. Using Gnl1 as a novel genetic marker for NK deficiency and/or immune 

defect can benefit patients: It can lead to a better description of the cause of the disease, 

with the end goal of facilitating treatment.  
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Gnl1-deficient mice as model to study inflammatory disease. NK cells are known to play 

an important role in inflammatory diseases; these can either be beneficial or detrimental. 

For instance, Systemic Lupus Erythematosus, rheumatoid arthritis, antiphospholipid 

syndrome and multiple sclerosis have been associated with an increase or a decrease in 

NK cell number, although the mechanism leading to this remains unclear (494). Moreover, 

a polymorphism in Gnl1 was associated with rheumatoid arthritis in two different GWAS 

(495, 496). Thus, mice carrying Gnl1-deficient isoforms or novel Gnl1-knock-in or Gnl1-

conditional alleles could be used to study the effect of the mutation in models of 

inflammatory diseases such as collagen-induced arthritis or experimental autoimmune 

encephalitis. It would also be pertinent to assess the importance of Gnl1 in the generation 

of memory NK cells, as cytokine-induced memory-like NK cells are prone to respond to 

an inflammatory environment (280) and could influence the outcome of this type of 

disease. Such studies would help increase the understanding of these illnesses and the 

development of new therapies. 

 

GNL1 as a target for therapeutic modulations of NK cell populations. Over 177 clinical 

trials targeting NK cells were reported during the last four years in North America and 

Europe (according to www.clinicaltrials.gov). As such, the production of NK cells as an 

adjuvant for the treatment of cancer is promising. One approach used for the treatment 

of leukemia patients is the pre-treatment of a graft with IL-2 in order to increase NK cell 

numbers and produce lymphokine-activated killer cells. These cells can then attack the 

remaining tumor cells and reduce the risk of relapse (review in (497)). However, this 

procedure increases T cell numbers as well. This increase can be detrimental to the 

patient, as it carries the potential risk of graft-versus-host disease. Moreover, regular 

injections of IL-2 are necessary, as these NK cells have a short lifespan.  The other 

approach used is the blocking of inhibitory KIR receptors in order to increase the 

activation of NK cells and their cytotoxic activity (498). The increased expression of the 

NK-stimulating ligand NKG2D on tumor cells by chemotherapeutic agents (such as 5-FU, 

Ara-C, cisplatin) can also be used to achieve the same end goal (499). However, neither 
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technique increases the NK pool, but rather modifies their function, which could lead to 

adverse effects.  

 

By modulating GNL1 expression, the NK cell population could be increased, while leaving 

their main function untouched. This could be achieved by increasing GNL1 expression or 

function in NK cells, or by using an expression construct carrying Gnl1 cDNA. This 

technique could also be used to increase NK cell numbers of patients affected with severe 

herpetic infection, while avoiding the long-term toxicity of classical drugs and decreasing 

the risk of drug resistance. Although promising, the modulation of GNL1 expression 

demands many studies, trials and much optimization.  

 

Final conclusion 
For my thesis, we aimed to use chemical mutagenesis to dissect the genetic factors 

involved in host resistance to viral infection, paving the way for the development of new 

therapies. Usage of ENU mutagenesis allows a better understanding of the immune 

response in three ways.  

 

1- Discovery of novel genes and pathways. The characterization of Gnl1’s 

function and its role in NK cell homeostasis via p53 and its importance in the 

IL-2/IL-15 response is a great example of the effectiveness of ENU.  

2- Discovery of novel functions of known genes. During my thesis, I closely 

collaborated on two other ENU screens that led to the identification of ptprc and 

REL as crucial genes for an efficient innate and adaptive response to HSE (66, 

338). 

3- Dissection of the specific protein region and its importance in the immune 

response. I generated an ENU mutation in the linker domain of the DNA binding 

site of STAT5A and described the importance of that region for T and NK cell 

responses to IL-2 and viral infection.  
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Although the aims of the project were ambitious, we can conclude that this ENU project 

was successful. During my thesis project, we identified known and novel genes that are 

important for antiviral immunity. These discoveries, which allow for a better understanding 

of the mechanism governing the regulation of the immune system, should ultimately help 

in the elaboration of antiviral and immune-mediated treatments. 
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