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Abstract

ln today's competitive environment, it is necessary to deliver products on time and within

budget. Unfortunately, design projects have been plagued by severe oost and schedule

overruns. This problem persists in spite of the significant aclvances that have been made

in design technology over the Iast two decades. In most of the cases, the problem of

overruns is due to poor estimation. The search for a solution bas become even more

pressing in the present era ofshrinking product cycle tintes.

Driven primarily by this need, this thesis presents new effort estimation models. Unlike

existing estimation techniques that are based on work breakdown structures with respect

to process or produet, the proposed models are based on a new metric for estimating

product complexity, which is based on product funetional decomposition.

The validity of the metric as a good predietor of design effort was tested usiog data

obtained from an experiment involving simple design tasks, and empiricaUy using

historical data collected for 32 projects from 3 campanies.

The performance of the new effort estimation models was tested in terms of a number of

objective criteria. The results indicated that the average estimation error of the models

ranged from 12% to 15%. The improve~ent in estimation accuracy accomplished by the

models ranged from 52% to 64% compared to estimates originally made by the

companies which had errors from 270.4 to 41%.

Moreover, models for estimating cost and duration, as weil as updating the estimates

during project execution, were derived. The applications of the derived models are

described through demonstrative examples. Thus, a complete methodology is given for

the estimation ofproject effort and duration.
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RisUlDé

Dans l'environnement concurrentiel d'aujourd'hui, il est nécessaire de livrer les produits

aux clients dans le temps et selon le budget établi. C'est malheureusement, la difficulté

principale à laquelle se heurtent les projects de conception. Ce problème persiste malgré

les avancées significatives de la technologie de conception au cours des deux dernières

décennies. Dans la plupart des cas, la cause du problème est la mauvaise estmation des

besoins. La recherche d'une solution est devenue de plus en plus pressante à cause de la

tendance généralisée de la réduction du cycle de développement de produits.

Guidée avant tout par ce besoin, cette thèse propose de nouveaux modèles d'estimation.

À la difference des techniques d'estimation existantes qui sont basées sur le

fractionnement du processus ou du produit, les modèles proposés sont orientés sur une

nouvelle mesure de performance définie dans l'optique d'estimation de la complexité

d'un produit. Ce modèle est orienté sur la décomposition du produit par analyse

fonctionnelle. Cette mesure a été validée en tant que prédiction d'effort requis pour la

conception, à travers de expériences réalisées dans le cadre d'activités simples de

conception, et avec une analyse empirique utilisant des données provenant de 32 projets

réalisés dans trois compagnies différentes.

La performance de ces nouveaux modèles d'estimation d'effort a été examinée en termes

de critères objectifs multiples. Les résultats ont indiqué que la moyenne de l'erreur

d'estimation des modèles était entre 120" et 15%. L'amélioration dans la précision

accomplie par les modèles se situe entre 520" et 640/a, par rapport aux estimations

originales des compagnies qui avaient des erreurs entre 2"" et 41%.

De plus, des modéles d'estimation des coûts et des délais, ainsi qu'une mise à jour pendent

l'exécution du projet, ont été développés. L'application de ces modèles est illustrée dans
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la thèse • l'aide d'examples pratiques. Cet ouvrage présente donc une méthodologie

complète d'estimation d'effort et de durée d'un projet de conception.
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Chapter 1

Introduction

"When you can measure whot you are speaking about, and express il in numhers, you

know some thing about it; but when you cannat measure il, when you CQIIIIOt express il in

numbers, your know/edge ;s ofa meager and unsatisfaclOry kind'

LordKe/vin, Popu/ar Lectures andAddresses, 1889 (Cook. 1982)

1.1 Motivation

In rnany aspects, design projects are not very different trom projects in any other

discipline; they ail require management skills, Le., the ability to plan, organize, coordinate,

and control. However, design projects are cbaracterized by a lack ofeasily identifiable and

measurable items that can provide data for the estimation of effort and feedback on

performance. Schedule slippage and cost overrun are typical for most design projects.

According to Bounds (1998), only 26% ofthe projects in the United States are completed

on time and within budget. In published papers, the reported average schedule overrun

ranges fram 41% to 258%, and cast overrun ranges trom 97% ta 151% (Norris, 1971;

Murmann 1994).

1.1.1 Consequences of OverruDI

Overruns have many consequences, such as:

• In sorne situations, cast or schedule overruns lead ta project termination

(Bronikowski, 1986).

• Schedule overrun increases the risk of product obsolescence due ta the increased risk

of missing the market window (Leech, 1972; Bronikowski, 1986; Cordero, 1991).

According to (Evans, 1990), delay is deadly, and in many cases cao lead to project
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failure. In the auto industry, one study indicates that each day of delay costs an

automobile finn over USSI million in lost profits (Clarlc et al., 1987).

• An initial delay in a project can engender further delays. Once a project faUs behind

schedule, one or both of the foUowing measures are usually taken: extending the

working hours of~ or increasing the number of people on the project. The first

measure may increase the stress on the team and lead to an increase in the error rate.

For instance, DeMaroo (1982) points out, "people under time pressure don't work

better, they just work Caster." As a result, the amount ofrework may be increased and

the completion tinte may he extended. The second measure requires additional

communication, caused by added personnel, which usually exacerbates the situation.

Brooks (1975) states, ~7he natural response ta a late project is to add manpower, like

dousing a tire with gasoline. This makes malters worse, much worse." The ability ta

add manpower is limited. Moving experienced people ftom one project to another just

endangers the 'robbed' project. AIse it takes up to six months to get new hires up ta

speed on a project; this exacerbates the communication task ofteam members.

1.1.1 Causes for OverruDs

There are many candidate causes for overruns. In order to identitY the major causes, two

studies were condueted, one by Thambain and Wl1emon (1986) the other by Phan et al.

(1988).

1.1.1.1 Stady by Damhaio and WilemoD

In this study, data was coUected mostly by questionnaires ftom 304 project leaders

(general managers and project managers) of 183 technical projects. Those questioned had

an average of 5.2 years experience in project management. The average project duration

was 12 months, and an average of8 people worked on a project. The survey investigated

what the managers believed to be the reason for oost and schedule overruns. Their reasons

were ranlced in order of importance and the results are shown in Table 1.1. This table

indicates that, for general managers, four of the top five reasons for overruns are

specificaUy related to planning, while for project managers, the top five reasons are related
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to planning and project dynamics. Furthennore, in spite of their disagreement on the

relative importance of9 ofthe 15 causes, general and project managers did strongly agree

on one cause, unreaIistic project planning.

Table 1.1 Reasons for schedule and cost overruns (Tharnhain and Wdemon, 1986)

•

RaDkby

General Project
Manager MaDager

1 10
2 3
3 8
4 1
S 14
6 13
7 S
8 9
9 4
10 2
Il 6
12 10
13 12
14 7
IS IS

Cause

InsufIicient front<Od planning
Umea1istic project plan
Projec:t scope underestimated
Customerl management changes
InsufIicient contingenc:y planning
Inability to traek progress
Inabi1ity to detcc:t probIems carly
Insufticient number ofcheck points
Stafting probIems
Tecbnical complexity
Priority shifts
No commitment by personnel ta plan
UJICOOPCI3Ûve support group
Sinkîng team spirit
Unqualifiecl project personnel

Agœement­

between
GM&:PM

Disagree
Strongly agn:e

Disagree
Disagn:e
Disagn:e
Disagrœ

Agree
Agree

Disagree
Disagree
Disagn:e

Agree
Agree

Disagree
Agree

•

1.1.1.1 Study by Phan et al.

In this study, questionnaires were sent to 827 members of the American Institute of

Certification of Computer Professionals. The 191 respondents were involved in

projects with an average duration of 14 months and an average of 17 people working

on a project. The cause of overruns was one of the points addressed. Forty four

percent of the respondents indieated that ovec optimistic planning was the usual cause

ofovernans. Minor changes, major changes and the Jack oftools were given as a cause

by 33%,36% and 170At ofthe respondents respectively.

While this survey was confined to information system development projects, the author

believes that the charaeteristics of the design process are similar regardless of the

object of design, i.e., mechanical, electrical, software; thus, lessons leamed in one
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design discipline should shed some 6gbt on problems in another. This idea is

demonstrated by the work in this thesis.

It can be concluded trom the above two surveys that poor estimation of cost and

duration is one of the major causes of project ovemms. The problem of poor

estimation is most likely due to inherent weaknesses in available approaches, which

make them inetrective in producing realistic estimates. The existence. ofsuch a probl!Ml

in the present era of shrinking produet cycle times bas made the need for sound

estimators more acute than ever before. Improving estimation accuracy is a vital issue

not ooly for companies that use traditional design approaches, but a1so for those

adopting newer approaches such as concurrent engineering. In other words, reducing

the cycle time of a project is a futile effort without heing better able to estimate the

required time within an acceptable degree oferror, and thereby, reduce the probability

of overruns in lime and cost. The emphasis must be on improving the accuracy of

estimating design effort. This is because ofthe foUowing.

• Sïnce labor costs make up the majority of the cost for most design projects, effort

estimation cao provide a good estimate ofproject cost.

• Scheduling cannot be made without determining the available resources and

estimating the required resources (effort).

• Without good estimates of project duration and cost, there is no way of

subsequentIy determining ifa project is on schedule or within budget.

In other words, reliable estimation of design effort is a necessary prerequisite for

developing reliable schedule and cost estimates, as weil as for monitoring the progress

ofa project (Adrangi and Harrison, 1987).

1.2 Scope and Objectives

This research is limited to design projects. A design project is a combination ofinterrelated

aetÎvities that must be executed in a particular order to complete a task (Elsayed and

Boucher, 1985). The task involves converting an idea or market need into detailed
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infonnation trom which a product or a system can be produced (HaI~ 1987). The

projects studied during the research for this thesis were restricted to mechanical and

electronic design; however, the intent was to develop a methodology which would he

applicable to any design project.

The research objectives are:

1) To develop a simple and useful metric for estimating product complexity which can he

used to estimate the required design effort.

2) To develop models for estimating design effort. The models atternpt to be:

• applicable to a wide range ofdesign projects

• reasonably accurate1

• easy to use

• parsimonious

3) To compare design effort estimation models that use traditional tool5, e.g., regression

anaIysis, and new tool5, e.g., artificial neural networlcs.

While its focus is on developing models for estimating design effort, this research bas an

additional objective, which is to derive models for estimating project cost and duration, as

well as being able to updating these estimate5 during project executiOD.

1.3 Thesis OrganizatioD

Review of the available relevant literature is presented in Chapter 2. The methodology

applied for developing the models proposed in this thesis including data collection and the

criteria used for evaluating the performance of the madels are the subject of Chapter 3.

Chapter 4 proposes a new metric for estimating product complexity and descn"bes the

validation methods used. Parametric estimation models using ttaditional regression analysi5

are presented in Chapter S. Chapter 6 introduces artificial neural networlcs as a promising

tool for estimating design effort. Complementary to the madels described in Chapters S

1 The average estimation error 10 Ile DOt more tban 250/0, and 75% ofthe estimations to Ile within 25% of
the aetuaI values.
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and 6, an anaIogy-based model is proposed in Chapter 7. Potential applications of the

models are demonstrated in Chapter 8. Lastly, Cbapter 9 concludes the thesis with a

summary of the tindings, identifies the limitations, and makes suggestions for future

research.

1.4 Contributions of tbis nais

This thesis claims the following contnoutions:

• The development of a very effective metric for estimating produet complexity. The

metric is based on produet funetional decomposition. Although a significant body of

work does exist on funetional decomposition, no previous researeh bas dealt with

quantifying product complexity in tenns offunctional decomposition.

• The development of new models for estimating design effort. These models Dot only

improve the accuracy ofeffort estimation, but also make answering the following tyPe

ofquestions easier:

• How much will a project oost?

• How long will a project take?

• Wbat will happen ifchanges in requirements are made?

• Because they are based on produet funetionality, the developed models have the

potential for being widely applicable in many disciplines.

• This is the first study that addresses a novel application of neural networks. As of

writing of this thesis, no researchers had yet applied this technology to this specifie

discipline.

• Adaptation ofNorden's model (effort distn"bution versus time) to estimate the duration

ofdesign projects and to model the variation ofproject duration with ehanging produet

requirements and/or staff levels.

It is worth mentioning that most of the materials presented in this thesis have been

published or accepted for publication as follows:
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Bashir, H. A, V. Thomson, 1999a, Metries for Design Projects: A Review, Design

Studies, Vol. 20, No. 3, pp. 263-277.

Bubir, H. A, V. Thomson, 1999b, Esrimating Design Complexity, Jouma/ of

Engineering Design, Vol. la, No. 3, pp. 247-257.

Bubir, H. A, V. Thomson, 1999c, Models for Esrimating Design Effort and Time, Design

Studies, (in press).

Bashir, H. A, V. Thomson, 1999d, An Analosy-based Model for Estimating Design

Effort, Design Studies, (m press).

Bashir, H. A, V. Thomson, 199ge, Estimatiog Design Effort Usmg Artificial Neural

Networks, Proceedings 01 the r IntematiOlltlI Cotiference on Engineering Design and

Automation, Vancouver, Canada, pp. 344-351.

Bubir, H. A, V. Thomson, 1999t: A Quantitative Estimation Methodolosy for Design

Projects, Proceedings 01 the International Cotiference on Industrial Engineering and

Production MtmDgement (lEPM'99), Glasgow, U.K. pp. 498-506.
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Chapter2

Review of Literatore

The main conclusion of the review ofthe work in Chapter 1 is that the inadequacy of the

available estimation methods is one of the major factors contributing to the problem of

design project ovemms, and that there is a need for construeting new models for

estimating design effort. Before describing these model~ this chapter reviews the existing

estimation methods, which mainly faU under one of the two foUowing categories: expert

judgement and the metrics approach. This is a brief review of the work done to date in

this area.

2.1 EIpert Judle.eut

ln its simplest fo~ expert judgment involves consulting one or more estimators who

use their experience trom past projects to arrive al an estimate. Since the late 1940's, a

number ofstruetured expert judgement methods have been proposed. These methods

include:

• Delphi Technique

• Critical Path Method (CPM)

• Program Evaluation and Review Technique (PERT)

• Work Break:down Structure (WBS)

2.1.1 Delpbi TecbDique

This technique was developed by the Rand Corporation in 1948 (Helmer, 1966). A group

of experts is asked to make individual predictions secretly. The average estimate is

calculated and presented to the group. The experts are then given the opportunity ta revise

their estimates, ifthey 50 wish. The process is repeated untiI none of the experts want to

change his or her estimates any furtber.
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2.1.2 Critical Path Method (CPM)

CPM was developed by Kelley and Walker (1959). It uses expert judgement to provide

duration estimates for project aetiviti~ which are arranged in a directed graph. Theo, the

total estimated time of aU the activities on the longest path is considered as the total

duration of the project and the summation of the estimated oosts of all the aetivities is

considered as the project cost.

2.1.3 Progra. Evaluation and Review Technique (pERT)

PERT was developed in 1959 as a joint effort ofBooz, Allen and Hamilton and the U.S.

Navy's Special Projeet Office. The technique is very similar to CP~ except it aIIows for

UDcertainty in the time estimates ofactivities (Levin and Kirkpatrick, 1966).

2.1.4 Work Breakdown Structure (WBS)

WBS bas beeo introduced by the United States Department of Defense (DOD) in 1963

and applied widely for schedules and cost estimation. The technique can he either produet

or process oriented. In the former, the end produet is broken down into subsystems. These

subsystems are further subdivided ioto sub-subsystems, and 50 on. While in the latter, the

end produet is broken down ioto the processes required to produce it (Mansuy, 1991).

The use of pure expert judgemeot in 80y fonn (simplest or structured) bas often led to

unsatisfaetory results. This is because ofthe following:

• The accuracy of estimation dePeJ1ds on the competence, experience, objectivity, and

perception of the estïmator. Experts estimate using analogies with other projects.

However, projects that appear to he similar cao in faet he quite different. Even when it

is known how one project differs ftom another, it is oot always apparent how the

differences affect cost and time. This al50 means that sensitivity analysis on such

estimations is not easily Pel'formed (Conte et al., 1986).

• Because they are usually done by people who are involved in the project, the

estimation cao he biased (Conte et al., 1986; Adrangi and Hani5On, 1987). According

10 DeMarco (1982), people underestimate the time they themselves will take 10 do

5Omething.
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• The benefit of the struetured methods is very limited, especially for large projects

(Leech, 1972; Putnarn, 1987b). For example, Kingel (1966) ascertained that under

Many circumstances, PERT calculations could be biased, and thus, give poor

estimates.

2.2 The Metries Approach

In this approach, the use of subjective estimation is minimized by assigning quantitative

indices to the attributes of projeet entities, e.g., design complexity, technical difficulty,

design team experienœ, etc. These indices are used to construet estimation models. A

metrics approach has the potential of a110wing managers to estimate design effort and

duration more accurately, and ta monitor the development of a produet more objectively

(Bashir and Thomson, 1999a). This is based on the following.

• A metrics approach is a more systematic way of overcoming the problem of biased

estimation that characterizes MOst ofthe available estimation techniques.

• Measurement is extremely important in rnaDaging any process. "If a process is not

being measured, then it is not heing managed" (Rummer and Brache, 1990).

• It has emerged as an effective management tool in disciplines such as software

development. According to DeMarco (1982), campanies that use software metrics

produœ substantially better estimates of effort and duration. Also, the application of

software metrics. bas proven to be effective in improving software quality and

productivity (Moller and Paulish, 1993).

On the other band, the metrics approach does not take into account unusua! situations or a

changing environment; therefore, it is only useful in a relatively constant environment.

The following sections review studies tbat have adopted the metrics approach ta address

the following type ofquestions.

• How much effort will be required?

• How many people are needed at any one time?

• How long will it take?
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The studies reviewed here are by Norden (1964, 1970), Griftin (1993, 1997), and Jacome

and Lapinskii (1997).

2.2.1 Study by Norden

Norden (1964, 1970) noted that there are regular patterns of manPOwer increase and

decrease independent of the type of work done, that is related to the way people solve

problems. On the basis of bis analysis, Norden succeeded in creating a useful model

(equation (2.1» that describes the utilization of manpower during each of the design

phases: planning, design, model, and release. Depending on the amount of overlap

between the phases, the entire project cycle may he represented or at least approximated

by equation (2.1).

y' =2Êate-ar (2.1)

•
where:

y = manpower in appropriate units, e.g., hours or man-months

y'= manpower in appropriate units, e.g., hours or man-months, required in lime periodt

Ê = total estimateddesign effort stated in the same units asy, e.g., hours or man-months

a = a shape parameter defined by the point in lime at which y' reaches ils maximum

value

t = lime, in equal unils such as weeks or months

e = the base ofthe noturallogarithm

The shape parameter, a, is computed as follows (Norden, 1964, 1970).

At rime, 10, al which peak effort occurs:

• 0.5
a=-t; (2.2)
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Note tbat the integraI ofequation (2.1) is:

y =Ê(l-e-ar2 ) (2.3)

where:

y = the CII1IIIIIotive lIIDnpOWer used through lime t. skIted in the same lDIits as Ê, e.g.,

hours or mon-months

•

Norden's model defines the relationsbip between effort and duratioD, i.e., if the effort of

doing a design can be determined, theu, the duration of a project can be predieted. The

shape of the curve defined by the model is shown in Figure 2.1 for manpower usage

versus time, where the area under each curve is total effort for a design phase and the time

ftom the start to a point at the end ofthe curve2 is phase duration.

One of the shortcomings of the model is the need to subjectively estimate its two

fundamental parameters: total design effort, Ê, and the shape parameter, a .
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Figure 2.1 Typical manpower pattern for a hypotbetical project

2 Sïnœ die curve taiJs out 10 iDfinity. a meIbod for estimatina an ead point is presented in Chaper 8.
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%.2.2 Study by GrifrlD

Griffin (1993) bas introduced a number of metrics and classified them under three

categories: project characteristics, outcome, and development process metrics. Metrics for

project characteristics include complexity and amount of change. Outcome metrics

include time through each phase (introduction, development time, concept to customer,.

total time),. cost of development, product commercial suceesS,. ~d customer satisfaction. .

Metrics for the development process include type of process used, delivery of customer

needs, and others. Most importantly,. Griffin investigated the POssibility of establishing

useful relationships between development time (the time between the first development

team meeting and the date offirst produet for sale) and the following:

The number of funetions that the produet Performs (produet

complexity) and the number of technologies or funetional

specialties involved (management complexity).

The percentage of change that bas been introduced in the

product and the manufaeturing process with respect to the

previous generation.

Use of. formai process: A formai process is usually called a phase review or stage-gate

process. In this process, the development is divided into a

series of phases,. and at the end of each phase,. completed

activities are reviewed and approved.

To do this study,. historical data were collected for 45 projeets. The following summarizes

the results ofthe anaIysis:

• The relationship between development time and the amount of change was positive

and statistically significant3 as indieted by the following regression model4:

3 l'be coefficient was • p < 0.0llevel ofsignificanœ.
4 This model is based on projects of simiJar compIexity across ODe compauy (oine data poiDIs), wbere DO

formai process was used. For more details, œfcr to GriJ:1in (1993).•
DT=S.3+0.18NN (2.4)
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where:

DT = development lime in months (the lime between the ftrst development team

meelingand the date offirstproductfor sale)

NN = percentage changefrom previousproduct (rangesfrom ()DA. to lOOOA.)

• Complexity had an influence on produet development time. However, due to

limitations in the sample data, no relationship was deduced between them.

• Cycle time was more predictable if a formai process for engineering was used by the

development team.

As an extension to the above worle, Griffin (1997) published a recent study in which she

developed the following multivariable models:

•
DT =8.4 +6.1 PC +0.18 NN -1.9 FP -0.09 FT

CT =10.4+3.8 PC +0.32 NN +0.IFP-0.16FT

1T = 13.8+4.5 PC +0.30NN+0.5 FP-0.15FT

(2.5)

(2.6)

(2.7)

•

where:

DT = development lime in months (the lime between the jirst development team meeting

and the date offirstproductfor sale)

CT = concept 10 eustomer in months (the lime between approval ofstrategy or idea and

the date ofjirstproduction)

17 = total time in months (begins when the idea for the product first surfaces and ends

with the dale offirst production)

PC = product complexity (number offimclions)

NN =newness (percentage ofchange)

FP = use ofaformalprocess (dichotomous (0 - J, no -yes»

FT = use ofCToss-funclional teams (dichotomous (0 - J, no -yes»

The above models were developed using data sets gathered for 343 projects from

different companies; however, these models only account for a small portion of data
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variation (If ranges from 0.15 to 0.30). Griffin argues that the heterogeneity of the

projects is the oo1y explanation for the unexplained variation. In addition, the author

suggests the foUowing other possible reasons:

• poor selection ofindependent variables,

• the assumption ofmodellinearity, and/or

• the weakness of the product complexity metric, whicb will he discussed further in

Chapter4.

Moreover, Griftin assumes that as complexity increases or percentage change increases,

the development time increases. This assomption is Dot a1ways true; in faet, as the

complexity increases or percentage change increases, the effort, but not necessarily the

development time, increases. More complexity leads to more effort; development time

depends on effort, resource availability, and on the amount of the work that cao he done

concurrently.

2.2.3 Study by Jacome and LapiDskii

To estimate the effort required for designing a new electronic product, Jacome and

Lapinskii (1997) propose a process-oriented model which takes ioto accoum three major

factors: size, complexity, and productivity. The first factor captures the size (number of

gates or transistors) of the design objects to he considered in the design task. The second

factor accounts for the task's relative difficulty in a particular environment. The third

factor considers the rate (effort pee gate or transistor) at which the task progresses.

In order to apply the model, the product is decomposed ioto manageable units

(components) caUed building blacks. The required design effort for each building black is

estimated by using equation (2.8).

Ê b =~~ NRECP (A"C.J
i l

• where:

Êb =the requireddesign effort/or a building block in man-months

(2.8)
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A; = activity; (for emmple. architecturaldesign)

Ct = emp/oyee category k in the contexl of activity i (for examp/e.

architectural designers)

NRECP(A;. Ct) = the partial aclivity effort of employee category k in the contert of
activity i (the number of architectural-designer-months required for

architectural design)

NRECP{A;,Ck) is computed as follows:

NRECP(A;,Ck ) = ES; CF;,k PF;,k (1- RF;,k) (2.9)

•

where:

ES; = effective size which is defined as the subset ofthe fundamental circuit types or the

building b/ock abstraction in which the activity i app/ies

CFiJc = the relative comp/mty ofan activity in the contert ofa particu/ar building black

compared to an average comp/exity ofthe same type in the SQIIIe environment

PF;Jc = productivity factor (effort in man-months per gate or transistor) of emp/oyees in

cotegory k invo/ved in aclivity i

RF;.e = reuse factor which captures the reduclion in effort due 10 the reuse of entire

building b/ocks

The effective size of an individual fundamental circuit type in the context of aetivity i

(ES;)is given by equation (2.10).

ES; = NE - (WF; RE) (2.10)

•
where:

NE = number ofelements ofan individualfundamental circuit in the conten ofactivity i

WF; = a weighting factor which accaunts for the impact of the number of repeated

e/ements in the contert ofactivity i

RE =number ofrepeatede/ements
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One advantage of ]acome and Lapinskii's model is the use of a combination of two

estimation approaches (a bottom-up and a metries approach). Such a combination helps to

avoid the weaknesses of any single approach and to capitalize on their joint strengths

(Boehm, 1981). However, the formulation ofthe produetivity factor, PF;,k, by ]acome and

Lapinskii works in the opposite way to the usual definition of produetivity. PF;,k should

he defined as number of gates or transistors per unit of effort, i.e., outputfmput.

Consequently, equation (2.9) would be reformulated as follows:

(1-RFi.k)
NRECP(A.;,Ck ) = ES; CF;.k ----..;...­

PF-L
I.~

(2.11)

•

•

The model developed by Jacome and Lapinskii is presently heing used in a software

system for effort estimation for eleetronie design.

2.3 SUDlDlary

In this chapter, the available estimation techniques have been outlined, and more detai1s

were given about the major studies that have adopted a metries approach to provide

essential project estimates. These estimates ineluded design effort (]acome and

Lapinskii), design effort distribution with lime (Norden), and duration (Griffin). It cao he

concluded ftom this review that ]acome and Lapinskii's model is relevant ooly for a

specifie application. Griffin's models do Dot apPear to prediet projeet duration weil, and

as pointed out, the fits ofthe models to actual projeet data are very poor.

Given that Norden's model can estimate the required manpower across the entire life ofa

projeet as weil as project duration once effort is estimated; then, further research is elearly

needed to be able to develop good effort estimation models for the general design

pracess. Nevertheless, solace should be taken ftom the fact that good estimation models

have been developed in certain domains, e.g., software development (Walston and Felix,

1977; Albeeht, 1979; Boehm, 1981). It remains to he seen how effective new models cao

he for the general design process.
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Chapter3

Methodology

Estimation models cao he classified into two major categories: empirical and theoretical.

However, at these early investigative stages, only empirical models are possible.

Empirical models are generally derived ftom historical data using the methodology

summarized in Figure 3.1. As Figure 3.1 shows, this approach involves the gathering of

data about project characteristics to identify the most significant factors to he included in

the model. Once these factors are identified, a theory of their interaction is formulated,

and a prototype for a model is proposed. Then, the model is evaluated using one or a

cambioation ofcriteria, 50 that a detennination cao he made about whether the model is

acceptable. Ifnot, the theory is revised and a new model is proposed.

3.1 Data COUectiOD

Ta build and test a model, data on past projects are required. The number of projects

depends on the number of variables to he included in the model. Theoretically, three

projects are sufficient for one variable model. Generally, v + 2 projects are needed for a

model involving v variables (Conte et al., 1986; Fenton and Pfleeger 1997). However, in

order to detect the underlying relationships, the number ofdata points must be determined

according ta the variability of data; in other wards, the more heterogeneous the projects

are, the greater the number ofprojects that are required.

3.1.1 Source of the Data

The models described in this tbesis were built and tested using historical data from 32

previously completed design projects ftom three different companies. These campanies

are:

• Nortel Networks (NN)
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• Canadian Marconi Company (CMC)

• General Eleetric Hydro (GE)

Gatherdata

•
No

•

Figure 3.1 Construction ofa model

NN is recognized as a world leader in the design and manufacture of electronic and

electrical produets including wireless communication networlcs power systems, etc.

Historical data trom S previously completed projects related to the development ofbattery

chargers were obtained trom NN. These projects were carried out in the period between

1994-1998.
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CMC is recognized as one of the world leaders in the design and manufacture of high­

technology electronic produets including avionics, communication systems, and athers.

Historical data trom 12 previously completed projects related to the development of

communication systems were obtained trom CMC. These projects were carried out in the

period between 1996-1998.

GE Hydro is a world leader in the design and construction of generators and turbines.

Historical data trom 15 previously completed projeets related to the development of

generators were obtained trom GE. These projects were carried out in the period between

1985-1999.

To ensure consistency of data, one persan supplied data for each company. Information

provided to the companies included a glossary oftenus, instructions for filling out fonns,

and some demonstrative examples. Interviews were also condueted to check the data The

collected data are presented in Appendix 1.

Below are the assumptions and definitions underlying the use ofthe coUected data.

1) Design managers honestly followed the given guidelines and instructions to provide

the required data; in other wards, the data were reasonably accurate, correct, and

consistent.

2) Design effort' was the total time in hours or man-months spent by ail the people

involved directly in the project including design managers. In this thesis, a man­

month coosists of 152 bours ofworking time'. Since an estimate cannot he made until

design requirements are determined, the models included thosep~ of design that

occurred between the end of the feasibility study and the release of detailed drawings

to manufaeturing.

3) The projects enjoyed good management, i.e., the amount ofnonproductive time was

small.

S l'be tenns: effort, design droit, and tota1 design effort are uscd inIen:baDgeably in Ibis thesis.
61bis bas been round 10 be coDSÜatalt wi1b pactical experieuœ wi1b the ;waage monthly lime offduc 10

holidays aDd vacaboas (Boehm, 1981).
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3.2 Facton AfF«tinl Design EfI'ort

Lessons leamed in software development indieate that estimation models should include

not only product-related facto~ but a1so project-related factors (e.g., see Walston and

Felix, 1977; Boehm, 1981; DeMarco, 1982; Jeffery, 1987). These factors should he

identified among the more than one bundred factors which influence different aspects of

the design process (Hales, 1987; Wallace and Hales, 1987). Nevertbeless, after reviewing

much previously published research (Walston and Felix, 1977; Boehm, 1981; Cooper,

1990; Griffin, 1993, 1997; leffery, 1987; Hajek, 1984; Hales, 1987; Jones, 1986; Wallace

and Hales, 1987; Blessing, 1994; Bahill and Chapman, 1995; Waldron and Waldron,

1996; Jacome and Lapinskii, 1997), the factors described below were identified as the

MOst significant ones (Bashir and Thomson, 1999a):

• product complexity

• technical difticulty

• team expertise

• management complexity

• use ofautomated design tools

• design process.

The above factors are described in detail below. Note, however, tbat it is not a

comprehensive Iist ofaU possible factors. One bas to recognize that possible factors vary

from environment to environment, and that certain faelors will be unique for certain

environments. For example, as shown in a subsequent section, it was found that for GE,

the type of drawings submitted ta the customer was a significant factor that atrected

design effort. ~oreover, the number of factors to be included in a model depends on the

characteristics of the projects in the data set. However, within one design group, the

projects undertaken are often quite similar, and only a few factors need ta be considered.

3.2.1 Product COlDpleuty

Product complexity, which also ret1ects project size, is the MOst significant factor that bas

an impact on design effort. The relationship between produet complexity and effort is

obvious. The more complex a product il, the more effort that is required ta design it.
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Most software effort estimation models include this factor as a dominant parameter.

According to Walverton (1974) and Boehm (1981), project size accounted for about SOOA.

ofthe variation in software project effort.

3.%.% Tecbnical Difficulty

Technica1 difticulty is another factor that bas an impact on design effort. Tecbnical

difticulty may be due to the use of new technology, severity of. requirements, ~r a

combination of both. Requirements include properties such as quality, reliability, cost,

performance, weight, efficiency, and so on.

3.%.3 Team Espertise

Team expertise is the main parameter for indicating design team capability. Team

(individual) expertise has a direct etTect on the effort needed for a proj~ and more

expertise bas a positive effect on the efficiency of performing a project. This is because

expert individuals handle information more efficiently, spend less time to set the physics

ofa problem, and generate more solutions than inexpert individuals (Blessing, 1994).

3.%.4 Management Complesity

Management complexity bas to do with factors that make it more difticult to manage

design groups. This bas to do with complex reporting and communication structures

within the same organization or with design partners. In a study by Hales (1987), it was

found that more than 35% ofthe total design etTort was spent in direct communication of

some sort or another.

3.%.5 Use ofAutomated Design tools

No doubt that tools such as CAD and othee automated design tools have an impact on

design effort, especially for large projects. For example, in some applications, the use of

CAD bas led to an improvement of 300010 in productivity compared with manuai drafting

(~ 1980).
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3.2.6 Design Procas

Because the efticiency of a project depeuds on bow well it is carried o~ then, design

process, whicb embodies work habits and procedures, is another important factor that bas

an influence on design effort.

3.2.7 The Selected Facton

Inclusion ofone or more tàctors in a madel depends on the characteristics of the historical

projects in the data set. Based on the data collected from the three companies (Appendix

1) a10ng with consultations with their project managers, the foUowing factors were

selected to be included in the effort estimation models described in this thesis:

general factors

• produet complexity

• severity ofrequirements

• technical difficulty

• team expertise

company specific factors

• tyPe ofdrawings submitted to the customer

• involvement ofdesign partners.

The following may he noted with reference ta the above selected factors.

• Product complexity was included in ail the models described in this thesis.

• Severity of requirements was included in the models construeted for the data collected

from NN and CMC.

• The last four factors were included in the models construeted for the data coUected

fromGE.

• Technical difficulty and team expertise were included in the models constn1cted for

the data coUeeted from GE as one combined variable, difficulty 10 expertise ratio.

• The tirst four factors are general factors that could affect any type of projects, while

the last two factors are unique to GE.
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Sïnce the accurate estimation of the effort 10 complete a project requires a realistic

appraisal ofthe complexity (Hajek, 1984), the focus ofthe foUowing chapter is to develop

an objective metric for estimating product complexity. However, to each of the other

factors, numerical values were assigned as follows.

Severity of requirements1

1: design requirements were not too difficu1t to meet

2: design requirements were difficult 10 meet

3: design requirements were extremely difficult 10 meet

Technical dimculty to espertise ratio

< 1: ifthe design was not difficuh with respect to the expertise ofthe team

> 1: ifthe design was difficult with respect ta the exPertise ofthe team

= 1: otherwise

Type ofdra"iolS subDlitted to the customer

1: basic drawings

2: assembly drawings

3: manufacturing level drawings

InvolvelDent of design partDen

1: no design partners were involved

2: design partners were involved

3.3 Evaluati0la Mode)

There are a number of objective criteria that cao be used for the evaluation of a Madel.

The most widely used criteria include the mean magnitude of relative error (A/MRE),

prediction at a given level PRED(f), and the coefficient of multiple determination (K).

These criteria are widely used by software researchers (Conte et al., 1986). Because these

7 For the model described iD Cbapter 7, numerical values weœ assiped in a difIèmlt way.
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criteria are often in disagreement and there is no general acceptaDœ of any specifie one,

aU ofthem were used to evaluate the proposed estimation models.

3.3.1 The Mean Mapitude of Relative Error (MMRE)

One criterion to test the validity ofa model is to examine the Mean magnitude of relative

error, defined as:

(3.1)

•

•

where:

Êi = estimated effort ofproject i in hours or mon-months

Ei = actual effort ofprojecl i in haurs or man-months

N = number ofprojects

A small MMRE indieates that on average, the model is a good predietor. According to the

Purdue Software Metrics Group (Come et al., 1986), the model is considered to be

acceptable ifits MMRE is equal to .25 or less.

3.3.2 Prediction at a Given Leve( (PRED(/))

This criterion is used as an indicator of how many of the predicted values fall within a

given range of the aetual value. In the study, the model is considered to he acceptable if

(PRED(.25» ~ .75. In other wards, the model is said to be acceptable, if 75% of the

predieted values are within 25% oftheir actuaI values (Conte et al., 1986).

3.3.3 The Coeflicient of Multiple DetenniDation (;)

This criterion shows the percentase of variance accounted for by the independent

variables. A high value ofIr means that a large percentage ofvariance is accounted for,

and additional indePeDdent variables are not Iikely to improve the model much. J(l cao be

computed by the foUowing formula:
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(3.2)

•

•

wbere:

Ê; = estimatedeffort ofproject ; in hours or man-months

E; = actual effort ofproject ; in hours or 1IIQ1I-1IIonths

E; = lhe mean ofthe values Et

3.4 Suœmary

This chapter bas described the genera1 metbodology adopted to construct the models

described in tbis thesis. This metbodology involved data coUection, selecting the major

factors tbat influenced design effo~ and generation of a model that reOected the

relationsbip among one or more of the selected factors and design effort. Using a number

of criteria including the mean magnitude of relative error (MMRE), prediction at a given

level PRED(I), and the coefficient ofmultiple determination (K), models were tested for

wbether they produced reasonable, accurate estimates. If a model proved accurate, the

model was said to he acceptable; otherwise, the formulation ofthe model wu revised.

The data that were used for developing and testing the models described in this thesis

were obtained ftom three campanies, namely, Nortel Networks, Canadian Marconi

Company, and General Electric Hydro. Based on the coUected data along with

consultations with project ntaDagers, the major factors that should he included in the

models were identified. These factors included: product complexity, severity of

requirements, technical difticulty, team expertise, type of drawing submitted to the

customer, and involvement of design partners. While the first four factors can he

considered as general factors tbat may affect any type ofprojects, the Iast two tàctors are

company specific and are unique to certain type of projects, viz., projects tbat develop

engineered-to-order products.
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Due ta its importance as a domjnant parameter in design effort estimation, the focus of

the next chapter is on developing a meaningfùJ metric for estimating product complexity.

For the other tàctors, numerical values were assigned. The fàctors and their corresponding

possible values are summarized in Table 3.1.

Table 3.1 Secondary factors used in the estimation of design effort and their possible

values

•

•

Factor

Severity ofrequirements

Technical difficulty to expertise ratio

TyPe ofdrawing submitted to the customer

Involvement ofdesign partners

Scale/ value

1-3

l, < l, > 1

1-3

1-2
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Cbapter4

A Metric for Estimating Product Complexity

Metrics8 numerica1ly characterize some attribute ofan entity (Fenton and Pfleeger, 1997).

Precise and fàmiliar metrics cao be seen everywhere in our daily life, e.g., weight, size"

temperature, etc. In any discipline" metrics play a vital raie. Without metrics, comparisons

and predictions are very difficult ta achieve. In sorne disciplines, the development of

metrics is not a difficult task; however, it is very difficult in areas ofhigh abstraction such

as software development and the general design process. This is because the aetivity is a

mental process without readily identifiable or tangible values. In spite ofthis difticulty, a

significant body of work does exist on the use and benefits of metrics for software

development, e.g., Boehm (1981), Iones (1986), Fenton and Pfleeger (1997), and Cote et

al. (1988).

Generally, there are two approaches to the development of such metrics, the inductive

approach and the deduetive approach. The former depends on a considerable amount of

observation and/or experimentation; the latter depends on a set of criteria that a metric

should satisfy (Elmaghraby and Herroelen, 1980). In this chapter, using the deductive

approach, a new metric which estimates funetional complexity is proposed to assess

product complexity. The new metric bas two main uses.

• It allows comParison among design tasks; in othee words, complexity cao he

considered as a design attnbute, which is easily estimated.

• Most importandy, it cao he used in conjunetion with other metrics to estimate the

required design effort.

1 In tbis~ tbc tenn metric aDd mc:asure are CODSidercd as synonyms.
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4.1 COlDplesity

The term complexity is defined as being proportional to the expected number of man­

weeks required to complete tasks (Norden, 1964). Implied by this definitioD is tbat, as

design complexity increases, the rate ofconsumption ofresources increases. Therefore, if

complexity cao be measured, then, the required resources cm be estimated. Due to the

unavailability of acceptable quantitative metrics, most companies do tbis task

subjectively. However, there is a myriad of disadvantages to using subjective estimates.

They can be înaccurate, biased and ill suited ta sensitivity anaIysis. (Conte et al., 1986).

Because of this, such estimates often lead to unrealistic plans, and thus, project failure

(Gioi&, 1996). To improve this situation, there is a need to define a good metric to

estimate product complexity.

4.2 Estimatiag Product COlDplesity

Estimating the number ofparts 10 be designed is the simplest way for estimaring product

complexity. However, there are different theories in the literature conceming the effect of

the number of parts on complexity that effect time. For example, some studies indieate

that an inerease in nomber ofparts leads to an increase in time, and vice versa (Gomory,

1989; Millson et al., 1992; Murmann, 1994). On the other band, it bas been argued that

fewer parts can increase the complexity of the retDaining parts resulting in an increase in

time (Clark 1989, Ulrich et al. 1993). These contradictory conclusions make questionable

the use of the nomber of pans as a complexity mebic. Because of this, fimetionality bas

received more attention as an alternative and promising aspect ta estimate produet

complexity. This is based on the following.

• The relationsbip between fimctionality and resource consumption is obvious. The

more funetioœlity that is required, the more complex a produet is (8uh, 1990; Griffin,

1993), and thus, more resources are required to design it (Norden, 1964; Griffin,

1993).

• Funetionality is based on user requirements; therefore, it is independent of the

metbodology applied to design a product

• Funetionality bas emerged as a very important produet attribute in disciplines such as

software development, and bas been used to good effect in estimatîng resource
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requirements in a number of industrial applications. Funetion points, conceived by

Albrecbt (1979), as a metric for effort estimation for software development bas

proven successful (Fenton and Pfleeger, 1997). This metric estimates the complexity

in terms ofa weigbted SUJD ofdelivered fimetional units. Funetional units are defined

as the number of inputs, the number of the outputs, the number of inquiries, and the

number of files. According to Dreger (1989), the use of funetion points allows

managers to reliably estimate to within 200A. of aetual tinte and costa Furthennore, it

was estimated that more than 500 campanies rely on this metric. Because the end

objective of produet development for software and hardware is to deliver funetions

that satisfy customer needs, the use ofa single measure of funetionality would be very

useful for estimating the amount ofeffort needed for the development ofany produet.

Unfortunately, the direct use of fimetion points as a metric does Dot transfer weil to

domains outside software.

4.3 FunctioDaiity

The funetionality of a produet cornes trom the funetions that it delivers to meet design

requirements. Design requirements are demands and wishes that clarify the design task in

the space of needs (Pahl and Beitz, 1984). Thus, a funetion cao be defined as "the

behavior which is required for the device to satisfY a given requirement" (Kota and Ward,

1990). Teleology, design intent, PurPOse and utility are alternative tenus for the intuitive

idea offunetion (Kannapan, 1995).

Two studies have dealt with the issue of measuring product complexity in tenns of

funetionality; one by Griffin (1993), the other by Kannapan (1995). In the former study,

the objective was to develop models that could be used to estimate produet development

time, while design evaluation was the objective of the latter study. Both studies proposed

to measure complexity in terms of the number of functions, which are considered as the

prime reason for existence of the product. For example, as discussed by Griftio (1993), a

vacuum cleaner bas two funetions, removing dirt and storing dirt; therefore, ilS

complexity is two. From the example by Cross (1994), because it bas two filnetions,
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removing dirt, and removing excess water, the complexity of a washing machine is two.

Ifanother function is added such as drying clothes, then, its complexity is three.

4.4 Complexity Metrie Criteria

When considering the capabilities of metrics, it is useful to consider them in terms of

certain charaeteristics. Five criteria are given below which describe the charaeteristics

that good metrics for estimating product complexity should have. The characteristics are:

intuition, sensitivity, consistency, generality, and simplicity.

Criterion 1 (intuition)

A metric should conform ta intuition. For example, if a produet was considered more

complex than another from previous eXPerience, then, the same conclusion shouJd he

indicated when a metric is applied.

Criterion Z (sensitivity)

A metric should not he too coarse 50 as ta rate too Many produets as being of equal

complexity, and not be too sensitive 50 as to assign every product a unique rating.

CriterioD 3 (eonsistency)

The complexity of a part must he less than that of the whole. In other words, if x is a

component ofa produet y, then, the complexity ofx must be less than that ofy.

CriterioD 4 (generality)

A metric should he applicable to any produet. For example, number ofintegrated circuits

does not satisfy this criterion because it is applicable only for electronic produets.

Criterion 5 (simplicity)

A rnetric should he simple and easily interpreted.
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4.5 The Wealmess 01 'Number 01 Funetions' Metrie

The ~numberof funetions' metric considers only the number of fimetions to be delivered

to the customer. To paraphrase Boehm (1981), this is like "estimating the cost of an

automobile by ils gross weight or by the number ofparts in il". In other wards, this metric

is not realistic since il is insensitive to the complexity of each fimetion and the relative

difficulty of developing funetions that are more complex. Therefore, it is clear that this

metric does not satisfy criterion 1. Furthermore, the ranking of 36 produets as equally

complex in Griffin (1993) confirms that this metric is too coarse and does not satisfy

criterion 2. In addition, this metric is not consistent. It equates the complexity of the

whole and the complexity of the part. For example, in spite of a bulb being part of a

pocket tlashlight, this metric considers them equally complex (each of them bas a

complexity of 1). This indicates that the metric does not satisfy criterion 3.

The failure of the ~number of funetions' metric 10 satisfy these three criteria makes

questionable its usefulness as an appropriate complexity metric. One approach to make

this type of metric more useful is to incorporate other parameters, which would help to

rate the relative difticulty of developing different funetions. The number of sub-funetions

and their depth are such parameters. This concept is based on funetional decomposition.

4.6 FunctioDai DecompositioD

The concept offunetional decomposition was invented by Larry Miles during World War

fi (Miles, 1961). Since then, it bas had a long history ofapplication as a tool for analyzing

the performance and usefulness of a produet or service (Shillito and De Marle, 1992).

Since the 1980'5, there bas been a rising emphasis on the use ofthis concept in the design

process (pahl and Beitz 1988; Kota and Ward, 1990; Suh 1990; Hubka, 1988; Kusiak and

Szczerbicki, 1992; O'Shaughnessy and Sturges, 1992). In the funetional decomposition

process, each funetioo that the produet to be designed must perform is decomposed into

sub-funetions. Theo, each sub-funetÎon is further broken down ioto sub-functions, and 50

00.
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The relationship between functions and sub-fimetions can be represented in different

fonns such as a black schematic or a fimetional tree. However, because of its simplicity, a

funetional tree is MOst widely used (Hubka, 1988). Any functional tree consists ofblocks

that are connected by branches. Each black represents a basic funetion if it is at the first

or highest level or a sub-funetion if it is at a level lower than the first. The number of

levels in the decomposition is indicative of the complexity of the design task (Hubka,

1988; Kota and Ward, 1990; Kusiak and Szszerbicki, 1992). For example, because its

funetions cannot be decomposed into further levels of sub-funetions, a produet such as a

boit is considered to he one of the least complex products. On the other band, since its

funetions cao be decomposed ioto a large nomber of levels of sub-fimetions, a product

such as an electricity power plant is considered to be one of the MOst complex produets.

This property cao be used to advantage in determining how to measure produet

complexity.

4.7 The Proposed Co.plesity Metrie

If it is assumed that product complexity depends on the number of funetions and the

depth of their funetional trees (hierarchies), then, a metric, PC, for produet complexity

cao he defined by the following formula (Bashir and Thomson, 1999b):

1

PC=LFjj
j=1

where:

Fj = number offimctions at /eve/j

/ = number of/evels

(4.1)

•

4.7.1 General Guidelines

For the product complexity metric, PC, to be effective, functional decomposition needs to

he performed consistently. Before the method of decomposing produet funetions is

presented, it is helpful to outline the following general guidelines. Unless indicated,

funetion is used as a general term to indicate a basic funetion or a su~function.
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• Any fimetion must be expressed through a verbal model tbat combines one verb and

one DOun (Pahl and Beitz, 1984), for example, increase temperature, increase speed,

or hold material. If a function cannot be described as one verb and one noon, this

likely indicates that more than one function exists or it is not a function at ail

(Bronikowski, 1986).

• It is possible to have a funetion that cao be 8Chieved in difTerent ways. Therefore, it is

possible to have ditTerent design solutions (alternatives), each of~hich is represe~ted

by a difTerent funetional tree. The functions in the lower level must not be

decomposed unless ail the functions at the higher level have been considered.

• If a given funetion cannot he further decomposed ioto simpler fimctions (verbal

models), or if it cao be matched with an existing component without any change, or if

a compaRent will be designed by a subcontractor, then no further decomposition is

required and there will be no further lower levels for that fimetiOR. Thus, the depth of

decompositioD indieates the complexity of the functioD or lack of existing physical

components ta fultill the funetioD. The depth of decomposition is therefore an index

ofthe degree ofproduct newness.

4.7.2 Decomposition Steps

As shown in Figure 4.1, the decomposition steps are summarized as follows:

1) From design requirements, the overall basic funetions (first-Ievel fianctions) are

detennined and placed at the highest level of the fimetiona1 tree. The basic functions

are those that must be performed by the product.

2) Once ail the basic funetions have been identified, theyare decomposed one by one

ioto SUb-funetiODS. The decomPOsition is 8Chieved by detennining aU the funetions

that must be done to acc:omplish the corresponding basic function. The sub-functions

are placed at the next level down.

3) Once ail the basic funetions are considered, the sub.functions at the next level down

(second-level funetions) are further decomposed one by one into sub-functions similar

to what was done io the previous level, and 50 on.

4) Completing the above steps will result in a funetional tree that contains ail the sub­

funetions needed ta accomplish the corresponding basic functions. Sïnce the
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relationships between the basic functions as weil as the sub-fimctions are AND/OR

type, then logicaUy, it is possible to extract from each tree a number of alternatives.

Theo, using the formula for produet complexity, PC, the complexity of each design

alternative can be assessed.

Ya

No

Fipre 4.1 Funetional decomposition steps
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4.7.3 Alteraative Metbocl for EstimatiD. Product CompleKity

In addition to the general guidelines given in Section 4.7.1, ifa weight cao be confidently

assigned to differentiate between the complexity between a given function al a eenain

level of decomposition and the complexities ofthe corresponding funetions in previously

designed products, then, no further decomposition for that function is required. In this

case, PC, is computed using equation (4.2).

(4.2)

•

•

where:

Fj

f j = LW!
k=l

Wk = weight assigned to.function k

Fj = numbe, offunctions at levelj

1 = numbe, oflevels

Ifeach funetion is given a weight of 1, then equation (4.2) reduces to equation (4.1).

4.7.4 DemoDstntive Eumples

To test their applicability, the above guidelines and steps were followed by designers

trom the three companies to construct the functional trees of a sample of previously

designed produets. The constructed functional trees and their computed complexities are

shown in Figures 4.2-4.5. Note that:

• The functional tree in Figure 4.2 corresponds to a battery charger, while the

functional trees in Figures 4.3 and 4.4 correspond to a modulator and a radio

trequency unit, respectively, where the former is a part from the latter.

• The functional tree in Figure 4.5 corresponds to a generator where weights are given

to certain funetions to differentiate their complexities from corresponding functions

in other designed products.
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Figure 4.3 The functional tree ofa modulator and its computed complexity
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These figures clearly indieate that the metric is somewhat intuitive. The more sub­

funetions overall and the more at any level, the greater the complexity. The greater the

depth of the funetional tree, Le., the more levels, the greater the complexity. Thus, the

metric counts the number of funetiODS at each level and weights them by the number of

the level.

According to the given guidelines, each of the lowest level funetions in Figures 4.2-4.4

meets one or a combination ofthe following conditions:

• it was mapped to a component which was designed by a subcontractor,

• it was mapped to an existing component, and/or

• it was considered simple.

While each ofthe lowest level funetions in Figure 4.5 meets the following conditions:

• one or a combination ofthe above three conditions, or

• it was assigned a weight. For example, there are many ways to 'control air', the

funetion at level 5. It was simpler to assign a weight than decomposing the funetion

further for ditTerent designs.

It is worth mentioning that since each of the produets delivers one funetion to the

customer, the 'number offunetions' metric rates the produets shown in Figures 4.2-4.5 as

equally complex'. Nevertbeless, the complexities of these products are ditTerent, and this

is captured by the proposed metric.

Furthermore, since the complexity ofa funetion at any level is a funetion of the number

of functions at the lower levels and their number of levels, the metric is considered to be

consistent. In other words, the metric always indicates that the complexity of a part is

always less than that of the whole. For example, since the produet in Figure 4.3 is a part

ofthat in Figure 4.4, the metric indicates that the former is less complex than the latter.

9 Even if the number of fimctions al level 2 of the fimctional diagrams is used, Ibis value is DOt enough ta
differentiate between diftèrmt complexities.
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These observations confinn that the shortcomings ofthe 'nomber of fimctions' metric are

overcome by the proposed metric.

4.8 Validating the Proposed Metrie u a Predictor orDesiga Etron

To test whether a metrie can measure wbat it elaims it cao measure, one or a combination

ofthe following approaehes are usually adopted: the experimental and the empirical. The

former approach uses data trom experiments, while the latter approach uses aetual data

ftom large-scale projectslO
• In this research, both approaches were adopted to validate the

proposed metrie as predictor ofdesign effort.

4.8.1 Experimental Validation

Condueting an experiment iDvolving design tasks is not easy. This is because design

involves mueh mental aetivity. Even if the subjects follow clear instructions, it is still an

open question as to how elosely they will follow them. Furtherrnore, requiring all subjects

to do the same task does not ensure that they will produce the same output. In addition,

adopting different design methodologies cao lead to substantially different amounts of

effort. With these facts taken into account, the foUowing sections describe an experiment

whieh was conducted in the Department ofMechanieal Engineering at McGill University

to test the causal link between produet complexity, PC, as estimated by the proposed

metrie and design effort, E.

4.8.1.1 Independent and Dependent Variables

Three levels of design complexity were selected as an independent variable. The time in

minutes taken to complete the task was the dependent variable.

4.8.1.2 Design Tub

The tasks referred to as task A, task B, and task C involve designing simple deviees for

positioning a workpiece at a desired position for welding operationsIl. The descriptions of

10 Projects wbeœ many people are iDvolved 8Dd wbich takc lDOIIIbs or years, insaead of hours or days, to
complete.

Il They are modified versions ofa case study prescntcd inHuI*a (1982).
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these tasks are presented in Appendix n. The estimated produet complexities, PC, of the

positioning devices were Il,22, and 33, respectively.

4.8.1.3 Subjects

Twenty eight subjects participated. Ta eliminate the effect of the variance due to the

possible differences in their design abilities, ail the subjects were graduate and upper_·

level undergraduate mechanical engineering students at McGill University. The subjects

were paid for perfonning the tasks.

4.8.1.4 Design orthe Experiment

The design of this experiment is called the one way model, since each subject is given a

single task. The subjects were assigned at random ta the different tasks. Often this type of

experimental design is referred to as completely randomized design12. One shortcoming

of this design is that even tbough subjects are randomly assigned to the tasb, it is

possible to assign more experienced subjects ta one condition than to another quite by

random (Weimer, 1995). However, in this experiment it was assumed that there were no

significant differences in the expertise ofthe subjects.

4.8.1.5 Procedure

The subjects were provided witb ail necessary references and tools ta perfonn the

assigned tasks. Before starting the experiment, they were given written and oral

instructions on how to perfonn the tasks (see Appendix ll). In addition, they were given

enough time to train themselves on how ta use the provided references. Ta eliminate the

effects of fatigue, the subjects were a110wed to take breaks whenever they began to feel

tired. Break time was excluded from the measured time ofeffort. There was no time Iimit

for completing the assigned tasks. In other words, the students themselves decided when

the assignment was completed.

12 It is n:c::ognized Ihall3lldomized block desip is more effective &ban completely randomized design.
However, completely randomized design was a bettcr cboice for this case wberc cany-ovcr e1fects may
OCCUI'.
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4.8.1.6 Analysis oCthe Esperi.ent Results

A professional designer assessed ail the design solutions. Meeting the requirements was

the assessment criterion. The quality of the drawings was not included as part of the

assessment criteria. For the anaIysis, 8 solutions for task A, 5 solutions for task B, and 5

solutions for task C were selected as achieving relative scores of equai or greater than

6()OAt, i.e., the solutions achieved 6()OAt of the requirements. Scores are shawn in Figure

4.6. Time in minutes spent on each ofthese solutions is shown in Table 4.1. Figure 4.7

represents a scatter diagram for the data in Table 4.1. From examining this scatter

diagram, it is clear that the three levels of complexity have different influence on design

effort. This visual assessment was supported by a significance testing technique.
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Figure 4.6 Assessment ofthe design solutions

Table 4.1 Design effort, E, (in minutes) spent by the subjeCts

Task A Task B Task C
102 158 181
112 170 217
99 ISO 200
lOI ISO 189
ISO 133 200
123
107
99



Cbaplcr4: Product Complexity 45

1

1 1j

1 1
-,.-

..:..

~
~. ~ i

1

~,r"" 1•1

~ ~ • 1

....... 1

1

i 1

• 240
_ 220

~ 200

li 180-e 160
~
u 140
Q
.- 120

! 100

80

o Il 22

Product complexity (PC)

33 44

•

Figure 4.7 Produet complexity versus design effort (experimental results)

Because the distribution of the data is unknown, a distribution-free test Imown as the

Kruskal-Wallis test was adopted for testing the research hypothesis that the three levels of

complexity would differ according to theu- influence on design effort.

4.8.1.6.1 The Krusbl-Wallis Test

The KruskaI-Wallis test is a rank test technique, which cao be used in situations where the

normality assumption is unjustified (Montgomery, 1984). The technique tests the nun

hypothesis (Ho) that the treatments (levels) are identical against the alternative hypothesis

(Hl) that some of the treatments are ditferent. In this technique all the observations are

ranked in ascending order with the average rank gjven to each value in a tie; then, the test

statistic (KW) is computed using equation (4.3).

(4.3)

•
where:

k = number oltreatments

nj = number olobservations in the.l' tTeatment
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NT = total number ofobservations

Rj =average ofthe ,anks in thel' treatment

If there are ties in the observations, KW is computed by equation (4.3) and then divided

by:

g 3
~ti - til i=~I__

Nf-NT

where:

g =numbe, ofgroupings ofdifferent tied ,anks

'i = number oftiedranks in the j'II grouping

4.8.1.6.2 Analysis of Results

Since the hypothesis was that the three levels of complexity would differ according to

their influence on design effort, the following is the result of the tested hypothesis by the

Kruskal-Wallis al O.Ol1evel ofsignificance:

Ho: there is no ditTerence between the levels of complexity with respect to their influence

on design effort

Hl: the levels ofcomplexity differ with respect to their influence on design effort

The computed value ofKW is 14.04. Since KW > Z.~1.2 = 9.21 (see Appendix Table C of

Siegel and CasteUan, 1988) the null hypothesis, Ho, was rejected. Thus, there is a

statistically significant difference between the levels of complexity with respect 10 their

influence on design effort. This confirms that there is a causal link between produet

complexity and design effort.

4.8.2 ElDpirical Validation

An empirical validation was carried out by testing the correlation between produet

complexity and design effort. The required data are extraeted trom Appendix 1 and shawn
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in Tables 4.2, 4.3, and 4.4. As shown in Table 4.2, for NN, the complexity ofthe designed

products, PC, ranged ftom 43 to 135. The effort, E, required ta design them ranged ftom

4616 ta 25,033 hours. As shawn in Table 4.3, for CMC, the complexity of the designed

produets, PC, ranged from S to 34. The effort, E, required to design them ranged ftom

632 ta 9828 hours. As shawn in Table 4.4 for GE, the complexity of the designed

produets, PC, ranged ftom 308 to 383. The effort, E, required to design them ranged ftom

8192 to 30400 hours.

Table 4.% Design effort and corresPOnding produet complexity for a number of projects

forNN

Project Design effort Product
number (hours) compIexity

1 4616 43
2 8800 73
3 7500 76
4 11468 90

• 5 25033 135

Table 4.3 Design effort and corresponding produet complexity for a number ofprojects

forCMC

•

Project
number

1
2
3
4
5

6

Design efl'on
(bours)

951
632
1103
1099
1367
1874

Product
c:omplexity

5
7
7
11
11
11

Project
number

7
8
9
10
11
12

Design efl'ort
(bours)

1985
1777
4950
3701
8883
9828

Product
c:omplexity

11
15
19
22
24
34
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Table 4.4 Design effort and corresponding produet complexity for a number ofprojects

forGE

Project
number

1
2
3
4
S
6
7
8

Design effort
(hours)
20392
8192
13544
11880
8384

27200
20800
30400

383
322
322
308
319
368
332
352

9
10
11
12
13
14
15

Design effort
(hours)
19824
16944
20112
26816
10704
10856
8760

Product
complcxity

336
332
350
362
326
335
279

•

•

The plots ofaetuaI effort versus produet complexity for NN, CMC, and GE are shawn in

Figures 4.8, 4.9, and 4.10, respectively. These graphs iodicate that there is a positive

relationship between produd complexity and design effort. Ta test how significant the

relationship was, the Spearman rank-order correlation coefficient, T" was computed for

the data ftom the companies. The Spearman rank-order correlation coefficient is a robust

measure ofassociation that cao be used with data, which are not normally distributed. In

addition, it bas the advantage of being resilient both ta atypical values and to non­

Iinearity ofthe underlyiog relationship. Ta use this measure, ranks are obtained by putting

the attribute values iota ascending arder and giving the smallest value the rank ofvalue 1,

the next rank value 2, and 50 OR. If two or more values are equal, they are given the

average of the related rank values. Then, T" is computed using equation (4.4). For more

details, refer ta Siegel and Castellan (1988). The computed T, for Nortel, CMC, and GE

were 0.90, 0.91, and 0.92, respedively. The coefficients were at p < 0.05, p < 0.01, and p

< 0.01 levels of significance, respectively. This result confirms that the proposed metric

in any form (equation (4.1) or (4.2» is a good predietorofdesign effort.

(4.4)

where:

n = sample size
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dr; = the difference in ranlcs ofthe l' pair ofdata
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•
4.9 SUDI••'"

The first step towards developing an effort estimation model is to define a metric that

realistically retlects the complexity of the product to he designed. In this chapter, several

criteria that should be satisfied by an acceptable complexity metric were introduced. On

the basis of these criteria, the shortcomings of the cnumber of funetions' metric were

highlighted.

A new complexity metric, which is based on measuring the complexity of the funetional

tree ofa product using simple weighting factors, was presented.

Based on the proposed protocol for funetional decomposition, the size of the functional

tree depends on the amount of design ta he canied out, the degree of innovation (Kota

and Ward, 1990), and the simplicity ofthe funetions.

•
To validate the proposed metric as a predietor of design effort, both experimental and

empirical approaches were adopted. In the former approach, data obtained ftom a

controlled cxperiment where a number of subjects performed simple design taslcs were

analyzed using the Kruskal-Wallis test. While in the latter approach, the correlation
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between produet complexity and design effort was tested by the Spearman rank-order

correlation coefficient using data coUected for a number ofprojects trom NN, CMC, and

GE. The results of bath approaches confirmed the validity of the produet complexity

metric, PC, as a good indictor ofthe amount ofdesign effort.

It is worth mentioning that different mathematical forms for produet complexity, PC,

using the characteristics of a functional tree were tried. The forms given by equations

(4.1) and (4.2) proved to be the best predietors ofdesign effort.

..



•

•

52

Chapter5

Parametrie Models

Parametric estimation models use historical data ftom previous projects to establish

mathematical relationships capable of generating effort estimates for future projects. In

this chapter, using the metbodology described in Chapter 3, two types of parametric

estimation models were construeted and investigated: single variable models and

multivariable models. AlI the models are based on the product complexity metric

described in the previous chapter. The models were devel0Ped for the data coUected from

NN, CMC, and GE using the traditional regression anaIysis technique.

5.1 The FOnD of EquatioDI

A major step involved in this technique is determining the fonn of equations. The

foUowing general fonn of equation was selected (Bashir and Thomson, 1999c). It was

chosen for simplicity, and the empirical evidence supporting this form (Walston and

Felix, 1977; Boehm, 1981; Jeffery, 1987).

Ê =Q pcb DIe. D;: •.•D:: (S.I)

where:

Ê

PC

D",

a. h. Cft

=estimated design effort in hotus

= product comp/mty

= effort drive, (factor m)

=constœlls (weights) that are estimotedfrom historiealdDtD

•
Because of the smali size of the data samples, the jackknife technique was used to obtain

estimates ofthe equation parameters.
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5.2 The Jaddmife Technique

The jackknife technique is a statistical method, which cao be used to ameliorate not only

the problem of biased estimates due to the small size of a sample, but a1so in situations

where the distribution for the observations is bard to assess (Eyman et al., 1973; Mosteller

and Tukey, 1977). In this technique, the desired calculation for ail the data is made, the

data are divided into subsamples, and then, the calculation is made for each group ofdata

obtained by leaving out one subsample. Pseudo-values, PSi, are then calculated using

equation (5.2).

•

PSi = ns ft -(ns -1)P_i (i =l,---,ns)

where:

PSi = pseudo-vaJuefor the entire sample omitting subsample i

ns = number ofsubsamples

il = the least squares estimator ofthe entire SDIIIple

ÎJ-i = the least squares estimator ofthe entire SQIIIple O11Iitting suhsomple ;

then, the jackknife estimator, P, is given by equation (5.3).

lU

LPsiïi =...:.;;i=;.:....I_

ns

(5.2)

(5.3)

•

5.3 The Company Specifie Models

As shown below, depending on the nomber of predietors used, two tyPes of parametric

models were constructed and investigated: a single variable model and a multivariable

model. A single variable model uses one factor, namely product complexity, PC, as a

predietor ofeffort, wbile multivariable models use one or more ofthe factors described in

Chapter 3 in addition to produet complexity.
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NN

Ê =24.33pc1.39

CMC

Ê = 6O.44PC1.41

Ê = 70.6SPC1•15 SIf·&7

General models usina data trom NN and CMC

Ê = 1S8.04 pc!.99

Ê = IS1.38 p(!J.12 sIf·14

GE

Ê =3.2x 10.1 pc.63

Ê. = S.9xIO·1' PC7
.
07

Ê = 0.12 J'Cl DEJ·41
rd.35 DPJ·69

Ê. =4.8xIO.a pc:J9 DEJ~TfiJ·4' DjJJ·68

where:

Ê = estimated design effort in murs
Ê. = estimaled engineering effort in hours

PC =prot/ucl complerity

SR = severity ofrequirements

DE =difficu/ty 10 expertise ratio

ID = type ofdrawings mbmitted10 the CllStomer

DP = involvement ofdesign partners
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(5.4)

(5.S)

(S.6)

(S.7)

(S.8)

(S.9)

(S.IO)

(S. II)

(S. 12)

•
The following may be noted with reference to the above models.

• Because of the smalJ size (five data points), only a single variable model was

developed for Nonel.
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• To test the use of one genera1 mode! to estimate the effort for different companies,

equations (S.7) and (S.8) were developed ftom the combined data ftom NN and CMC.

• For GE, models that esrimate engineering effort, Ê., were also developed. Engineering

effort, 4, comprises the amount of time SPent on ail design aetivities excluding

draftin 13g.

5.4 Perf'onnance Evalu.do. Results

Plots of the aetual project hours versus hours estimated by the models are shown in

Figures S.I-S.9. Note that the plot for a perfect estimation model would have ail the data

points on the solid line, which connects the points representing the actual effort. The

scatter plots give a quick idea about how the models difTer ftom each other in terms of

their performance. A visual assessment ofthese plots indicates that:

• the multivariable models performed better than their corresponding single variable

models, e.g., see Figure S.2 versus Figure S.3, and

• the models which were based on fairly homogeneous projects (ftom one envïronment)

performed better than those which were based on data combined ftom different

environments, e.g., see Figure S.3 versus Figure S.S.

However, this is just an informai anaIysis and may be too subjective to be useful. The best

way to evaluate the performance of a model is to use the objective criteria described in

Chapter 3, namely, the mean magnitude ofretative error (MMRE), prediction at a given

level (PRED(l), and the coefficient of multiple detennination (~. Using these criteria,

evaluation of the performance of the models defined by equations (S.4)-(5.12), is

discussed in the following section.
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Figure 5.9 Actual engineering effort versus multivariable variable model (equation

(S .12» estimates for GE

• 5.4.1 Evaluation of the Model for NN

As shown in Table 5.1, the single variable model for NN (Ê = 24.33PC1.39 (5.4» works

weil as indicated by MMRE, PRED(.2S), and~ tests. The computed MMRE is 12%, and

4 out of5 cases have error rates Jess than or equal to 250/0, 50 that PRED(.2S) = 800A.. The

computed If is 94%.

1 43 4616 4536 2
2 73 8800 9466 3
3 76 7500 10011 33
4 90 11468 12663 10
5 135 25033 22249 Il

Table 5.1 Evaluation orthe single variable model (equation (5.4» for the data from NN

System Product Actual design Esrimated design Enar
number complexity effort (bours) effort (hours) (%)

•
MMRE=12
/il (OAa) =94
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5.4.2 Eval••doD 01the Mad. lor CMC

The single variable model for CMC (Ê = 6O.44pc1
.
41 (5.5» does not work weU for

MMRE and PRED(.25) tests. As sbown in Table 5.2, the computed MMRE is 300Â», and

ooly S out of 12 cases bave error rates Jess tban or equal to 25%. In other worcls, ooly

42% ofthe model estimates are within 25% ofthe aetual values. This is most likely due to

the existence of other factors influencing design effort. Adding the severity of·

requirements factor improves the estimation accuracy. As shown in Table 5.3, the

coÏnputedMMRE for the multivariable model (Ê= 70.65 pcI.I5 sRJ·17 (5.6» is 15%, and

92% ofthe model estimates are within 25% ofthe aetual values. Thus, the improvements

in MMRE and PRED(.25) accomplished by the multivariable model over the single

variable model are seoÂ» and 1190A., respectively. In spite of the variation using MMRE

and PRED(.25) tests, the two models work weU for K- test, where~ are 84% and 94%.

Table 5.2 Evaluation ofthe single variable model (equation (5.5» for the data ftom CMC•

•

Project
number

1
2
3
4
5
6
7
8
9
10
11
12

5
7
7
11
11
11
11
15
19
22
24
34

951
632
1103
1099
1367
1874
1985
1777
4950
3701
8883
9828

Esâmarcd dcsip
effort (bours)

585
940
940
1777
1777
1777
1777
2752
3840
4722
5339
8724

Error
(%)

39
49
15
62
30
5
10
55
22
28
40
11

MMRE=30
~(%)=84
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• Table S.3 Evaluation ofthe multivariable model (equatiOD (S.6» for the data ftom CMC

PIoject Product 5everityof Aaual desip f"stim.ed dcsip EIror
lIUIDber compIexitY œguüthCIIIS effort (bours) dl'on (bours) (%)

1 5 2 951 822 14
2 7 1 632 662 S
3 7 2 1103 1210 10
4 11 1 1099 1114 1
S Il 2 1367 2035 49
6 Il 2 1874 2035 9
7 11 2 1985 2035 3
8 15 1 1777 1591 10
9 19 2 4950 3816 23
10 22 2 3701 4516 22
Il 24 3 8883 7103 20
12 34 3 9828 10602 8

MMRE=15
~<-IO)=94

•

•

5.4.3 EvaluadoD ofa GeDerai Model

As indicated previously, an attempt wu made to develop a general model capable of

estimating design effort for any environment. This concept wu tested by combining data

trom the projects ofNN and CMC. As shown in Table S.4, the smgle variable model (Ê=

158.04 p(!J99 (S.7» does Dot work weB for MAIRE and PRED(.2S) tests. The computed

MMRE is 32%, and only 8 out of 17 cases have error rates less than or equal to 2S%, 50

PRED(.2S) = 4"'''. As Table S.S shows, the multivariable model (Ê = 151.38 PeJ·12 sIfJ4

(5.8» is better tban the single variable model with MMRE being 23%. However, only

590A» of the model estimates are within 25% of the actual values. The two models work

weil for If test. The computed If are 83% and 88% for equatiODS (5.7) and (S.8),

respectively.

The development of a general model usmg data ftom different campanies wu not

possible. This is probably due to the fact tbat models oftwo variables do Dot account for

many ditTerences in design environments in the dift"erent companies.



•

Table 5.4 Evaluation ofthe single variable madel (equation (5.7» for the combined data

fram NN and CMC

Company Project Product Actual design effort Estimated design Error
number complexity (hours) effort (hours) (%)

1 1 43 4616 6S45 42
2 73 8800 11052 26
3 76 7500 11502 53
4 90 11468 13598 19
5 135 25033 20314 19

2 6 5 951 778 18
7 7 632 1085 72
8 7 1103 1085 2

• 9 11 1099 1697 54
10 11 1367 1697 24
Il 11 1874 1697 9
12 11 1985 1697 15
13 15 1777 2307 30
14 19 4950 2916 41
IS 22 3701 3371 9
16 24 8883 3674 S9
17 34 9828 5187 47

MMRE=32

Jf(%) =83

•
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• Table 5.5 Evaluation of the multivariable variable model (equation (S.8» for the

combined data ftom NN and CMC

Compmy Project Product Severityof Actual design Esrimared design Enar
DlIIIJIoer comprexity regui!eiiclllS effort (bours) effort (hours) (%)

1 1 43 3 4616 8323 80
2 73 2 8800 9138 4
3 76 2 7500 9445 26
4 90 3 11468 15252 33
5 135 3 25033 21269 15

2 6 5 2 951 1014 7
7 7 1 632 747 18
8 7 2 1103 1336 21
9 Il 1 1099 1081 2
10 11 2 1367 1936 42
11 11 2 1874 1936 3
12 11 2 1985 1936 2
13 15 1 1777 1394 22
14 19 2 4950 3030 39
15 22 2 3701 3418 8
16 24 3 8883 5160 42
17 34 3 9828 6865 30

• MMRE=23
~(OA.)=88

•

5.4.4 Evaluation of the Models for GE

The single variable models (Ê =3.2xIO-s pc;4.63 (S.9) and Êe = S.9x IO·lS PC7
.
07 (5.10» do

not work weil for MMRE., PRED(.2S)., and If tests. As shown in Tables S.6 and 5.7, for

equations (5.9) and (5.10), the computed MMRE are 26% and 350/0, the computed

PRED(.2S) are 53% and 6()OA., and the computed If are S4% and 67%, respectively.

Adding difficulty to expertise ratio., type of drawings submitted to the customer, and

involvement of design partners factors improves the Performance of the models. As

shown in Tables 5.8 and 5.9, both of the multivariable models (Ê = 0.12 pc;2 DEJ·41

m°.35 D]iJ·69 (S. 11) and Êe = 4.8xI0-s pc.29 DEJ·9 mO.45 nPJ·68 (5.12» have the same

performance with MMRE and PRED(.25) being 13% and 93%., respectively. ThuS., the

improvements in MMRE and PRED(.2S) accomplished by equation (5.11) over equation

(5.9) are SOO,4 and 75%., respectively. The improvements in MMRE and PRED(.2S)

accomplished by equation (5.12) over equation (S. 10) are 63% and 550/0., respectively.
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The computed If- for equations (5.11) and (5.12) are 81% and 94%, respectively. Thus,

the improvements in If accomplished by equations (5.11) and (S. 12) over corresponding

equations (S.9) and (5.10) are SOOA. and 4001'0, respectively.

Table S.6 Evaluation ofthe single variable Madel (equation (S.9» for the data from GE

•

Project
Dumœr

1
2
3
4
S
6
7
8
9
10
11
12
13
14
15

Product
complexilY

383
322
322
308
319
368
332
352
336
332
350
362
326
335
279

Actual design
effort (bours)

20392
8192
13544
11880
8384

27200
20800
30400
19824
16944
20112
26816
10704
10856
8760

Estimated design
effort (bours)

29198
13077
13077
10645
12523
24268
15067
19753
15926
15067
19239
22489
13847
15708
6734

Enor
(%)

43
60
3
10
49
11
28
35
20
11
4
16
29
45
23

MMRE=26
Ji2 (010) =54

•

5.4.5 Parametric Models venus Original Company EstimatioDs

In addition to the above investigations, lJMRE and PRED(.2S) ofthe original estimations

made by the three companies shown in Appendix 1 were compared with those of the

developed parametric models which work weil for lJMRE, PRED(.2S), and If tests. The

comparison results are summarized in Table 5.10. It cao he see from this table that the

improvements in estimation accuracy are significant. The improvements in MlJRE and

PRED(.2S) accomplished by the models over the original estimations ranged from 52...

64% and 33-133%, respectively.
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Table 5.7 Evaluation ofthe single variable model (equation (S. 10» for the data trom GE

Projcet ProdŒt Adua1 engineering Fsrimared engineering Euor
ngmber compIcxitY effort (boun) effort (hours) (%)

1 383 8672 10816 25
2 322 2160 3172 47
3 322 2544 3172 25
4 308 2080 2317 Il
S 319 1680 2969 77
6 368 6904 8154 18
7 332 4616 3938 IS
8 352 10048 5955 41
9 336 5592 4286 23
10 332 5272 3938 25
Il 350 5n6 5720 1
12 362 10008 7260 27
13 326 1520 3462 128
14 335 2816 4197 49
15 279 1288 1152 11

MMRE=3S

Jil (0.4) =67

Table 5.8 Evaluation of the muItivariable variable model (equation (S. Il)) for data trom

GE

MMRE=13

Jil (0.4) =81•

Project Product Difficulty 10 Type of
Dumber complexitI expertise ratio c1rawinp

1 383 1.2 1
2 322 0.6 1
3 322 0.9 1
4 308 0.9 1
5 319 0.5 1
6 M8 1~ 2
7 332 0.8 2
8 352 1.1 2
9 336 1.0 2
10 332 1.1 2

11 350 1.0 3
12 362 1.1 2
13 326 0.7 1
14 335 0.9 1
15 279 0.8 1

Involvement of
design putncrs

1
1
1
1
1
1
1
2
1
1

1
2

1
1

1

Adual design
effort (hours)

20392
8192
13544
11880
8384
27200
20800
30400
19824
16944
20112

26816
10704
10856
8760

Estimated design
effort (hours)

18969
10091
11916
10902
9191

20713
15385
31791
17267
17530

21593
33623

11018

12898
8524

Error
(%)
7

23
12
8
10
24
26
5
13
3
7
2S
3

19

3
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Table 5.9 Evaluation ofthe multivariable variable model (equation (5.12» for data from GE

e

Product Difficulty to Type ofdmwings Involvement of Actual engineering Estimated design Error
complexity expenise ~tio_ _ __des~ers _ effort (houcs) effort (hours) (%)

Project
number

1
2
3
4
5
6
7
8
9
10
II
12
13
14
15

383
322
322
308
319
368
332
352
336
332
350
362

326
335
279

1.2
0.6
0.9
0.9
0.5
1.0
0.8
1.1
1.0
1.1

1.0
1.1

0.7
0.9
0.8

1
1
1
1
1
2
2
2
2
2

3
2

1

1

1

1
1
1
1
1
1
1
2
1
1

1

2

1

1

1

8672
2160
2544
2080
1680
6904
4616
10048
5592
S272
S776
10008
1520
2816
1288

6830
1739
250S
2070
1418
6671
1509
9623
451S
4673

64S7
10852
2106
2968
1218

21
19
2
o
16
3
24
4
19
Il

12
8

39
S

S

MMRE= 13
R2 (%) = 94

i
~

i.
1
rii

0\.....
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Table S.IO Parametric models versus original company estimations

e

Company original

Company Model Model estimations estimations Improvement

MMRE PRED(.2S) MMRE PRED(.2S) MMRE PRED(.2S)

(%) (%) (%) (%) (%) (%)

NN Ê =24.33PCI 39 (S.4) 12 80 33 60 64 33

CMC Ê=7O.6SPC1.I5 SR0 87 (S.6) IS 92 41 42 63 119

GE Ê =0.12 p(il DEMI rdJ.3S Dpl69 (S. 11) 13 93 27 S3 S2 7S

Ê, =4.8x 10-8 PC·29 D!f·9 TDo. 4S Dp'·œ (S.12) 13 93 31 40 S8 133 i
~

1.
f
fii

Q\
00
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5.4 EstimatioD Chans

One advantage ofparametric estimation models is that they cao be represented by simple

charts, which cao he used to obtain quick estimates for design effort. For demonstration,

the charts shown in Figures 5.10-5.17 were prepared using equations Ê = 24.33PCI .39

(5.4), Ê = 70.6SPCI.IS SR fr7 (5.6), and Ê = 0.12 pë nEJ·41 m°.3S nPJ·69 (5.11).

Demonstrative examples on how to use these charts are presented below.

Example 5.1

The chart in Figure 5.10 gives the relationship between produet complexity, PC,

(horizontal axis) and estimated design effort in hours, Ê, (vertical axis) for NN projects

using equation (5.4). For example, a project will require approximately 12500 hours of

design effort, if its corresponding PC is 90.

•
30000 ----------------~--------

~ 25000 ---~-----~__:_----......;.....----____:-__+_---
~-
~ 20000 ---.;..----------~-------..;-___::3~---~­
u

Sb 15000 ----------~-~-____:~~-------­.;;

-8

.
~_~ 10000

ln 5000 --------:::01IIII".::::..-------------------­
tIJ

16014012060 80 100

Produet complexity (PC)

4020
o ........~~------~~--~---..:.-~~-------l

o

Figure S.IO Estimation chart for NN using equation (5.4)

•
Example 5.2

The chart in Figure 5.11 was obtained for CMC using equation (5.6). Each curve in this

chan represents the relationship between produet complexity, PC, (horizontal axis) and

estimated design effort in hours, Ê, (vertical axis) at a certain level of severity of
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requirements, SR. For example, a project will require approximately SOOO hours ofdesign

effort, ifPC = 24 and SR =2.

12000 -r------------------------......,
11000 ...,~ SR=3 =
10000 ~ -...,

39363330

-
i i

15 18 21 24 27

Product complexity (PC)

1296

9000 ...,.~

8000 ...,.~ .--.SR=2 =.'
7000 ~...,. .-~

6000 ;""'" 1 .-~

5000 .JJ'~ .-.-:.-. -

4000 t-~---~.o....---:.~-~~:fII'.c;.. .....;.~-~~::::a.~.IC:-~--~---.--= SR = 1 =
3000 ..-"""~~
2000 ~~~

1~~~ -

o 3

•
Figure 5.11 Estimation chart for CMC using equation (S.6) where PC and SR are varied

Example 5.3

The chart in Figure 5.12 was obtained for GE using equation (5.11). Each curve in this

chart represents the relationship between produet complexity, PC, (horizontal axis) and

estimated design effort in hours, Ê, (vertical axis) at a certain value of difficulty to

expertise ratio, DE, where involvement of design partners, DP =1, and type of drawings,

ID = 1. For example, a project will require approximately 9100 hours of design effort, if

its corresponding PC = 318, DE = 0.5, ID = l, and DP = 1.

•
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Figure 5.12 Estimation chan for GE using equation (5.11) where ID = 1, DP = 1, DE

and PC are varied

•
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•
Figure 5.13 Estimation chart for GE using equation (5.11) where TD = 2, DP = 1, DE

and PC are varied
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- 224001:
~20600
u 18800
~ 17000
.§ 15200
ln 13400
aJ

11600
9800
8000

270 290 310 330 350 370 390 410

Product complexity (PC)

Figure 5.14 Estimation chan for GE using equation (5.11) where ID = 3, DP = 1, DE

and PC are varied
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•
Figure 5.15 Estimation chart for GE using equation (5.11) where ID = 1, DP = 2, DE

and PC are varied
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Figure S.16 Estimation chart for GE using equation (5.11) where ID = 2, DP = 2, DE

and PC are varied
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•
Figure S.17 Estimation chart for GE using equation (5.11) where ID = 3, DP = 2, DE

and PC are varied
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5.5 Summary

Using traditional regression anaIysi~ parametric models were developed trom data ftom

NN, CMC, and GE. The general form of the models is defined by equation (5.1).

Generally, the models performed weB according to a number ofaccuracy tests.

A comparison was made between the estimations obtained using the parametric models

and those made by the companies. The results indicated~ the parametric models were

better predictors than the original design managers using exPert judgement.

The use of one general model to estimate design effort for differeot campanies was tried

by constructing models using combioed data trom NN and CMC. The results indieated

that its performance was oot as good as the models that were developed ftom data ftom

single environmeots. This is probably due to the beterogeneity of the produets and/or to

the existence of some differences in the environments of the two campanies which was

Dot taken into account by the models.

The developed models are useful oot only for estimating total design effort, but a1so for

estimatiog effort for a subset of the total effort, such as engineering effort, as was done

forGE.

Similar to software estimation models, more than 50010 of variation in estimating effort

cao be explained by product camplexity. This confirms that produet complexity is the

dominant parameter in estimating design effort spent during a project.
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Cbapter6

Artificial Neural Network Models

One disadvantage of the paran1etric models described in the previous chapter is tbat the

form of the regression equation needs to be known a priori or guessed. This means that

the regression is constrained to yield a best fit for the specified fonn of the equation. If

the specified fonn is a poor guess, tbis constraint can be serious (Specht, 1991). Thus,

there is a need for a metbod that can be used when it is difficult to define the fonn that

best fits historical data. For this purpose, this chapter describes the application of artiticial

neural networks to design effort estimation, where a priori assumption about the equation

form is not required (Bashir and Thomson, 199ge).

6.1 Artificial Neural Networks (ANNs)

Sïnce the 1950's, extensive research bas been carried out in the area of artificial

intelligence (AI). Such research bas led to the emergence of Many techniques that

simulate the ways of problem solviog by humans (Krishnamoorthy and Rajeev, 1996).

ANNs i.s one of such techniques that attempts to mimic biological neural systems both in

funetionality and in structure. Funetionality includes pattern classifications or predictions

based on past experience (Wasserman, 1989). Neural oetworks process information

through the interaction of a large number of simple processing units known as neurons.

Each neuron, in its simplest fonn, receives a number of input signais; then, each input is

multiplied by a weight, and ail the weighted inputs are summed up to detennine the

activation level of the processing unit. This activation is converted into an output signal

by a transCer funetion (Wasserman, 1989). A neural network is normally construeted by

arranging processing units in a number oClayers. As shown in Figure 6.1, a simple neural

network consists of input layer, hidden layer, and output layer. If a neuron receives data

from outside of the networlc, it is considered to be in the input layer. If it contains the
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predictions or classifications, the neuron is considered in the output layer. Any neuron in

between the input and output layers is considered in the hidden layer.

Inputs

Ir

1,.

Input layer
Hidden layer

Output layer
Outputs

0",

•

•

Figure 6.1 Simple artificial neural network architecture

ANNs cao he classified iota two basic types: supervised and unsupervised. A supervised

network makes predictions or classifications after it is fed with a number of correct

classifications or predictions trom which it cao learn. An unsupervised network makes

classifications without being shown in advance how to eategorize.

ANNs have many unique characteristics.

• They do not require a priori assumptions about the equation's form.

• Models with multiple outputs cao be built using ANNs.

• ANNs are able to funetion weil with noisy or slightly incorrect data.

On the other hancL the process of developing an artificial neural network model is not

straightforward. ft requires some trial and error to select the proper architecture and to set

its parameters.
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6.2 ANNs for Esti••ting Design Etrort

Developing an ANN model requites a careful selection of the factors that have predictive

relationships to design effort. Inclusion of one or more of the above factors depends on

the characteristics ofthe historical projects in the data set. As was indicated in Chapter 3~

from the charaeteristics of the historical projects that were colleeted from CMC and GE

the foUowing factors were identified as predictors for design effort.

CMC

• Product complexity

• Severity ofrequirements

GE

• Product complexity

• Technical difficulty

• Team expertise

• Type ofdrawings submitted to the customer

• Involvement ofdesign partners

As indicated in Chapter 4~ product complexity was estimated by the metric, PC, detined

by equation (4.1) for the data collected from CMC, and by the metric defined by equation

(4.2) for the data collected from GE. The other factors were assigned numerical values as

described in Cbapter 3.

Having identified the factors, a paradigm must he seleeted. Several neural networks with

distinct capabilities have been developed. These include Perceptron (Rosenblatt, 1961)~

back propagation (Rumelhart et al., 1986), counter propagation (Recht-Nielsen, 1987,

1988), Boltzmann machine (Hinton and Sejnowski, 1986), Hopfield (Hopfield, 1982),

BAM (Kosko, 1987), ART (Carpenter and Grossber& 1987), probabilistic neural network

(Specht, 1988), and general regression neural network (Specht, 1991). More details about

the advantages and disadvantages of these paradigms are not presented. They may he

referred to in the relevant literature. Special attention is direeted to Bailey and Thompson
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(1990). In this thesis, because of the smalt sample size, the General Regression Neural

Network (GRNN) was chosen in preference to other paradigms.

6.1.1 General Regression Neural Network (GRNN)

GRNN is a type of supervised network. It bas the ability to train quickly on sparse data

without getting trapped by locally optimal solutions (Specht, 1991).

6.2.1.1 MathelDaticai Background

It is known that the conditional Mean ofa random variable, Yo, can be defined by equation

(6.1).

(6.1)

where:

E [y01Xl = the conditional mean of the dependant variable Yo given the independent

vectorX

f( X,Yo) = jointprobability t/ensity.function (ptg)

Equation (6.1) indicates that if the joint pdf is known, theu, the conditional Mean of Yo

given X cao be computed. In practice, however, the pdf is usualty unknown and cao only

be estimated trom a sample of observations. parzen (1962) presented a method for

estimating a univariate pdt: which was extended later to a multivariate case by Cacoullos

(1966). Using this method, Specht (1991) showed that the expected value, f (X), cao be

computed using equation (6.2).

•
" of
~r; e 1a~

y (X) = 1=1 Dl
" -
~e~
1=1

(6.2)
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where:

(j = smoothingfactor

n = sample size

Equation (6.2) is the fundamental equation of the GRNN. Tb~ resul~ing regression.

procedure is implemented via three-Iayer network architecture witb one hidden layer~ As .

shown in Figure 6.2, the hidden layer coRSists ofpattern units and summation unitsI4
. The

number of neurons in the hidden layer is usually equal to the number of patterns in the

training set.

Hidden layer

•
Inputs

["

Input layer P8acm Summatioa
unils uni1s

OUtput layer Outputs

o

•

Figure 6.% General neural network (GRNN) architecture

6.2.2 Development of the GRNN Estimation Models

Using NeuroShell 2 developed by Ward Systems Group, Inc. as a software tool, GRNN

models were designed and trained to predict the design effort for the data collected from

CMC and GE. The input layer orthe model developed for CMC had two neurons: produet

14 For multivariate prediction, a nwnerator S1DIIIII3Iion unit is needed for each dcpendent variable.
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complexity and severity ofrequirements, while the input layer ofthe model developed for

GE bad four neurons: produet complexity, tecbnical difficulty to team expertise ratio,

tyPe of drawing submitted to the customer, and involvement of design partners. The

output layer for each model bad a single neuron, wbich represents the estimated effort.

The number of neurons in the hidden layer were set to be 9 and Il for the models

developed for CMC and GE models, respectively. Each data. set wu split randomly ioto a

learning set and a test set. For the data trom CMC, the leaming set consisted ofprojects

1-3, 5-9, and 13. For the data trom GE, the leaming set consisted ofprojects 1, 2, 5,6, 8,

9, and 11-15. The remaining projeets from each data set were used as a test set to evaluate

the Performance of the trained networks. The smoothing factors were varied to improve

the network performance. Smoothing factors, cr, of 0.019 and 0.297 for the coDstrueted

models forCMC and GE, respectively, gave good results.

6.3 Performaoce EvalD.doD Results

The GRNN models for CMC and GE work well as indicated by the Mean magnitude of

relative error (MMRE), prediction at 25% (PRED(.25», and the model's coefficient of

multiple determination (RJ) tests.

As shown in Table 6.1, the computed MMRE, PRED(.25), and If for CMC are 14%, 75%

and 99010, respectively. Furthermore, GRNN estimations for the tbree projects in the test

set, are 1099,3701, and 8883 hours, respectively, resulting in no estimation errors.

Table 6.2 shows that the computedMMRE, PRED(.25), and /il for CMC are 130/'0, 93%

and 81%, respectively. The aetual effort spent on the four projects in the test set were

13544, 11880, 20800, and 16944 hours. The GRNN model estimated 11977, 11603,

17359, and 19726 for the four projects respectively, resulting in error estimations of 12%,

2%, l "JOIO, and 16%.
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• Projcct
number

1
2
3
4
5
6
7
8
9
10
II
12

Actual design
effort (hours)

951
632
1103
1099
1367
1874
1985
1777
4950
3701
8883
9828

Esrimared design
effort (bours)

951
1099
951
1099
1742
1742
1742
1099
4950
3701
8883
9828

Error
(%)

o
74
14
o
27
7
12
38
o
o
o
o

MMRE= 14
~ (%)=99

Category

Training
Training
Training

test
Training
Training
T~

. Training
Training

test
test

Training

Table 6.2 Evaluation ofthe GRNN model for the data tram GE

Project Actual design EsrimarM design Error category
number effort (hours) effort (bours) (%)

• 1 20392 19856 3 Training
2 8192 10244 25 Training
3 13544 119" 12 test
4 11880 11603 2 test
5 8384 9649 15 Training
6 27200 22664 17 Training
7 20800 17359 17 test
8 30400 21858 28 Training
9 19824 19431 2 Training
10 16944 19726 16 test
11 20112 21210 5 Training
12 26816 22726 15 Training
13 10704 10935 2 Training
14 10856 12414 14 Training
15 8760 10479 20 Training

MMRE=13
fil (%) = 81

•
6.4 GRNN Venus ParalRetrie Models

To compare the performance of the parametric models described in the previous chapter

and the GRNN models, a pararnetric model was established for each company using the
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same training set used by the corresponding GRNN modeL The construeted models for

CMC and GE are defined by equations (6.3) and (6.4), respectively.

Ê = 71.23 pel.l7 sRJ·70

Ê = 5.14 PCl .36 DEJ·77 TLfJ.2J DPJ·!58

(6.3)

(6.4)

As shown in Table 6.3, the parametric mode[- for CMC (equation (6.3» bas a niean

magnitude of relative error (AlAIRE) of 14%, and 9 out of 12 of the model estimates are

within 25% of the aetual values, 50 PRED(.25) = 75%. The computed coefficient of

multiple determination (If) is 92%. The estimated efforts for three projects in the test set

are 1269, 1150, and 4725 houcs, resulting in error estimations of7%, 16%, and 290.4.

Table 6.3 Evaluation ofthe parametric model for the data ftom CMC

Project Actual design Estimaled design Error Category
nmnber effort (h0UlS) effort (hours) (%)

• 1 9S1 761 20
2 632 694 10
3 1103 1128 2
4 1099 1178 7
S 1367 1913 40
6 1874 1913 2
7 1985 1913 4
8 1777 1693 S
9 49S0 3627 21
10 3701 430S 16
Il 8883 6331 29
12 9828 9S17 3

MAIRE =14
~ (%)=92

Training
Training
Training

test
Training
Training
Training
Training
Training

test
test

Training

•

The parametric Madel for GE (equation (6.4) works weU as indicated by the mean

magnitude of relative error (AlAIRE), prediction al 25% (PRED(.25», and the model's

coefficient of multiple detennination (Jil) tests. As shown in Table 6.4, the computed

MMRE. PRED(.25), and If are 11%, 8,..4, and 790.4, respectively. Moreover" the

estimation errors for the four projects in the test set are 100/0, 3%, and 34%, and 3%.
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The above comparisons between the GRNN and the parametric models are summarized in

Table 6.5. The general conclusion that cao be drawn trom this table is that the

performance ofthe GRNN and the parametric models are comparable in terms ofAOJRE,

PRED(.2S), and Ir.

Table 6.4 Evaluation ofthe parametric model for the data fram GE

Project Actual design Estimated design Enor Category
number effort (bœrs) effort (bours) (%)

1 20392 19279 5 Training
2 8192 8929 9 Training
3 13544 12202 10 test
4 11880 11486 3 test
5 8384 7662 9 Training
6 27200 18610 32 Training
7 20800 13625 34 test
8 30400 28182 7 Training
9 19824 16445 17 Training
10 16944 17411 3 test
11 20112 19082 5 Training
12 26816 29276 9 Training

• 13 10704 10225 4 Training
14 10856 12876 19 Training
15 8760 9170 5 Training

MMRE= 11
If- (%) = 79

Table 6.5 GRNN versus parametric models

•

CMC GE

Criterïon GRNN PaJametric GRNN Paramettic

The mean magnitude of relative 14 14 13 11

error, MAiRE (010)

Prediction al 250/.. PRED(.25) 75 75 93 87

The coefticient ofmultiple 99 92 81 79

determiDaûon, If
Estimation enors (010) for the 0,0,0 7,16,29 12,2, 17, 16 10,3, 34,3

projects in test sets
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6.5 Summary

Unlike traditional regression analysis, a general regression neural network (GRNN) is

based on the probability density function of the observed data rather than on a presumed

funetion. In this chapter, general regression neural network (GRNN) estimation models

were construeted for the data ftom CMC and GE. The input variables were the same as

those used by the multivariable parametric estimation models described in the previous

chapter.

The results clearly show that the artificial neural networks cau be considered as a good

tool for estimating design effort. Within the limited data sets, the developed models

produced good resu1ts. A comparison between the GRNN estimation models with

parametric models based on traditional regression anaIysis showed that bath models had

about the same accuracy. This conclusion should not be generalized; sorne models may

perform weil on certain data, others may not. However, the sole purpose of this work was

to demonstrate the capabilities of ANNs as an alternative method for estimating design

effort. ANNs cao be more practica11y utilized for cases where a mathematical relationship

is not easily established.
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Chapter7

An Analogy-Based Model

The parametric and the artiflcial neural network estimation models described in the"

previous two chapters cannot be construeted, unless there are patterns of relationships

between design effort as the dependent variable and one or more factors as independent

variables. In addition, they do not take into account unusual situations; thereforet they are

ooly useful in a relatively constant environment. Thust there is a need for a method that

gives the estimator a means ofpredietion in unusual situations and/or when parametric or

artificial neural network madels are difficult ta obtain for estimation. For this purpose,

this chapter proposes an analogy-based model for estimating design effort. The

implementation of the proposed model dePends on knowledge of the productivity of

reference projectst the size of the upcoming project, and the understanding of the factors

that affected the produetivity of the reference projects as weil as those that will affect the

upcoming projectts productivity.

7.1 Development of the Model

Decision-makers informally use previous cases to make decisions (Ross, 1986). This

technique is a1so applicable to effort estimation (Hughes, 1996). For example, if a new

project is believed ta be 15% more complex than a previous projeet, then, the estimate of

effort is increased by 15%. In an attempt to formaIize this phenomenon, an anaIogy-based

model for estimating design effort is described below.

Since produetivity is deflned as the ratio ofoutputs generated fram a system to the inputs

provided to create the outputs, then, it is possible to measure the productivity of a

reference project and use it as a predietor of future produetivity, and thus, the expected

effort of an uPCQmiDg project. The model computations involve the foUowing steps

(Bashir and Thomson, 1999d):
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1) selection ofreference projeets,

2) computation of the produetivity ofthe reference projects,

3) identification of the major factors that affected the productivity of the reference

projects as weil as those that will affect the upcoming projeet's produetivity,

4) computation ofthe multipliers that capture the effect ofeach factor on productivity,

5) estimation ofthe upcoming project's produetivity, and

6) estimation ~fthe design effort for the upcoming projeet.

The above six steps are described below.

7.1.1 Selection of Reference Projects

Select a set of completed projeets. The selection should he restricted to those that have a

high degree of similarity with the upcoming projeet in terms of factors that influence

them. Keeping the number of different factors low helps to minimize the number of

required estimates, and therefore, to maximize the overall accuracy ofthe estimation.

7.1.2 Computation of the Productivity of the Reference Projects

Compute the produetivity ofeach reference project, P,., using equation (7.1).

p = Or
r E

r

where:

0,. = the output ofreference pToject T

Er = the input ofreference project T

(7.1)

•

The input, E,., is defined as the number of man-months which bas been spent by designers

including project managers on design activities in the time covering the period between

the end of the feasibility study and the release of final detailed drawings to

manufaeturing. While measuring the input is straightforwar~ measurement of the output,

0,., is an elusive concept and difficult to gauge. This is because of the often non­

homogeneous and intangible nature of the output. However, because the inherent
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objective of a design project is to design a produet that delivers certain funetions, it is

proposed to measure the output, Or, by the produet complexity metric, PC, defined by

equations (4.1) and (4.2).

7.1.3 Identification orthe Major Facton

Identify the factors that explain why some projects have higher or lesser productivity than

others. As indicated in Chapter 3, these factors should be identified among more than a

hundred factors, which influence different aspects of the design process. However, it

should be noted that it is not necessary to consider factors that are constant for the

upcoming project and the reference projects. For example, ifno computer tools were used

in any ofthe projeets, then, there is no need to consider the automated design tools factor.

Thus, the number of factors to he considered depends on the similarity among the

upcoming project and the reference projects. The higher the similarity, the less number of

factors need to he included.

7.1.4 Computation orthe Multiplien

After a set offactors is identified, it is necessary to compute the multipliers that capture

the effect of each factor on produetivity. The multipliers can be supplied subjectively by

design managers directly. However, to minimize judgmental error, and thus, maximize

estimation accuracy, it is proposed to implement an eigenvector approach (Saaty, 1980).

In addition to its potential to derive better estimates, the eigenvector approach provides a

measure ofconsistency that is not available in a direct estimation method.

The major steps in determining the multipliers that capture the effeet of each factor on

produetivity are the following:

a) To ensure a certain level ofconsistency, develop a rating system. One possible rating

system is given in Table 7.1. Given two projects, the highest value 9 is assigned when

the influence of the factor under consideration on the first project's produetivity

was/will he extremely severe as compared with the second. The value 1 is assigned

when the factor hadlwill have equal influence on the produetivity of the two projeets.

Reciprocals are assigned to reflect dominance of the second projeet as compared with

the first in terms ofthe influence ofthe factor on produetivity.
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b) Use the rating scale described in Table 7.1, to constnlet a matrix of pairwise

comparisons, A. This matrix contains pairwise comparisons between the projects in

tenns of the relative influences of the factor under consideration on productivity. As

shown in Table 7.2, the matrix requires s x s entries, where s is the number of

projects (an upcoming project and a set of reference projeets). However, since the

comparisons are reciprocal, i.e., oij =_1_ for all i, j = 1, 2, ..., s,.ooly s(s -1) of the
op 2

comparisons need to he made.

Table 7.1 Influence rating scale

Numerical values Definition
1 Equa1 iDfIuenœ
3 Sligbtly more influence
S More influence
7 Severe influenœ
9 Extremely severe influence

2. 4. 6, 8 Intermediate values to ret1ect compromise

Table 7.2 Pairwise comparison matrix

Project 1 2 ... ... s
Dumber

1 au a12 ... ... ais
2 a21 an ... ... a'2s

.
s a.l a-z ... ... a.

c) Compute the principal right eigenvector of the matrix, A, using equation (7.2). The

basic mathematical reasoning underlying the use of the principal right eigenvector is

given in Appendix m.

•
Aw =Â.lIIlII:w (7.2)
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where:

Âmax = the largest eigenvalue

w = the principal right eigenvector

d) Test the consistency of the pairwise comparisons. Saaty (1980) developed a useful

consistency measure, CM, detined by equation (7.3).

•

CM=CI
R

where:

CI =consistency int/er

R = the computedCI ofrandomly generated matrices

CI is computed as follows:

CI = Â.max -s
s-1

(7.3)

(7.4)

where s is the size ofthe matrix, A.

According to Saaty (1980), a value ofCMs 0.1 is considered acceptable. Otherwise,

it is necessary to reduce the inconsistencies by revising the pairwise comparisons.

e) From the principal right eigenvector, w, each multiplier, Mrr, is computed by using

equation (7.S).

(7.S)

•

where:

wr:f = lhe extracted weight corresponding to reference project randi"puencefactor1
Wll{ = the extracted weight co"esponding to upcomingproject Il and i'!flllence factor

f

7.1.5 EstimatioD oltbe UPCODIiDI Projeet's Productivity

Estimate the upcoming project's produetivity, Pu" using each reference project r.
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(7.6)

where:

Pr = the productivity ofreference project r

Mrf = a multiplier which adjusts lhe produetivity of reference project r due 10 the

influence offactorf

m = number ofitVIuencingfactors

7.1.6 EsdmadoD of the Design Effort of the UpcOIDÎDI Project

Estimate the design effort ofthe upcoming project, Eu, using equation (7.7).

where:

Ev,. = the estimated design effort of upcoming project Il in man-months using rejerence

projectr

nr = number ofreference projects

•

•

lIT

~Eur
Eu =.=-,"=..:;.1_

nr

EUT is computed as foUows:

E =0..
liT P

liT

where:

0" = the output ofupcomingproject Il

PUT = the eslimatedproductivity ofupcomingp,oject Il Ilsing ,eference project ,

(7.7)

(7.8)
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7.2 Application of tbe Model

The proposed anaIogy-based model was applied to the historical data obtained trom NN

and CMC (Appendix 1). For each company, each project in the list of projects was

assumed to he the upcoming project. Its design effort was then estimated using the other

projects as references. It is acknowledged that using historical data May bias the results in

favor of the proposed model. However, due to time limitation, comparing aetual effort_

with the ex post estimates was the only way ta test the accuracy ofthe .model empirically. .

The six steps listed in Section 7.1 and described in Sections 7.1.1-1. 1.6 were applied as

follows.

1) For each company, each project in the list of projects was assumed to be the

upcoming project. Theo, its design etTort was estimated using the other projects as

references.

2) The produetivity ofeach reference projeet, P" was camputed using equation (7.1).

3) The colleeted data indicated that in each company, the projects shared many common

charaeteristics such as the design team, the method of communication, the formai

design process, and automated design tools, etc. However, in addition to product

complexity, PC, severity of requirements was identified as another major factor that

had variable influence on the produetivity ofthe projects.

4) To compute the multipliers that capture the effect of severity of requirements on

design effort, a project manager trom each company was asked to make pairwise

comparisons using the influence rating scale shown in Table 1.1. The pairwise

comparison matrices as supplied by the projeet managers for NN and CMC are shown

in Tables 1.3 and 1.4, respectively. The computed maximum eigenvalue, Âmax, for

each ofthese matrices are 5.39 and 12.82, respectively. The extreme right column of

each table gives the vector of relative influence for severity requirements for each

project. It is worth mentioning that the comparison values show reasonable

consistency; the values of CM are 0.088 and O.OSI for campanies 1 and 2,

respectively. From the eigenvector, each multiplier, Mlf", is computed .by using

equation (7.5).

5) The produetivity ofeach upcoming projeet, Pru, was estimated using equation (7.6).
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6) Theo, the design effort of each upcoming project, Eu., was estimated using equation

(7.7).

The computed produetivity for the reference projects., P" the multipliers, M", produced by

the principal right eigenvector of the matrix of pairwise comparisons, the estimated

produetivity., P fIT, the estimated design effort for eac~ upcoming project using each

reference proj.~ Eu" and the estimated design effort for each upcoming projeèt., Ev, for

NN and CMC are listed in Appendix IV.

Table 7.3 Project comparisons with respect to severity of requirements for NN

Project 1 2 3 4 5 Relative
number influence

1 1 112 2 1 1/2 0.36
2 2 1 112 112 1/2 0.33
3 1/2 2 1 112 113 0.30
4 1 2 2 1 1 0.51
S 2 2 3 1 1 0.64

Table 7.4 Project comparisons with respect to severity ofrequirements for CMC

Projec:t 1 2 3 4 5 6 7 8 9 10 Il 12 Relative
number inftuenc:e

1 1 2 1 2 1 1 1 1 112 1 113 112 0.20
2 1/2 1 1/2 1 112 1/2 1/2 1 113 113 115 113 0.11
3 1 2 1 2 1 1 1 1 1/2 1 1/3 113 0.19
4 1/2 1 1/2 1 1 112 112 1 113 1 115 1/3 0.13
5 1 2 1 1 1 1 1 1 1/3 1 113 113 0.18
6 1 2 1 2 1 1 1 3 113 1 113 1/3 0.21
7 1 2 1 2 1 1 1 3 3 1 1/3 113 0.28
8 1 1 1 1 1 113 113 1 113 113 113 112 0.13
9 2 3 2 3 3 3 113 3 1 113 1/2 1 0.33
10 1 3 1 1 1 1 1 3 3 1 113 113 0.27
11 3 5 3 5 3 3 3 3 2 3 1 1 0.56
12 2 3 3 3 3 3 3 2 1 3 1 1 0.48

7.3 Performance EvaluatioD Results

•
Figures 7.1 and 7.2 are scatter plots of the aetual project man-months versus the analogy­

based model estimated man-months for NN and CMC, respectively. As cao he seen in

these figures, the aetual and the estimated man-months are fairly close. This observation

cao he further contirmed by examining the results in Tables 7.S and 7.6. As shown in
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Table 7.5, the computed MMRE for NN data is 13% and four of the five projects had an

error rate less than or equal ta 200A.. As shown in Table 7.6, the computed MMRE for

CMC data is 14%, and 83% of the model estimates are within 23% of the aetuaI values.

Thus, it can be concluded that the proposed model is reasonably accurate.
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Figure 7.1 Aetual design effort versus analogy-based model estimates for NN
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• UpcomiDg
projeçt

1
2
3
4
S

Table"eS Analogy-based model evaluation resu1ts for NN

Actual design effort Estimaral design effort Enar
(man-montbs) (man-moDtbs) (OAt)

30.37 31.39 3
57.89 46.21 20
49.34 45.11 9
75.4S 96.29 28
164.69 176.98 7

. AIMRE= 13

Table 7.6 Analogy-based model evaluation results for CMC

•

Upcoming Actual design effort Estjmatrd design effort Error
projeçt (man-moldhs) (man-moDths) (%)

1 6.26 4.81 23
2 4.16 3.71 11
3 7.26 6.63 9
4 7.23 7.04 3
S 8.99 9.n 9
6 12.33 11.33 8
7 13.06 IS.47 18
8 11.69 9.97 15
9 32.57 31.96 2
10 24.35 30.90 27
11 58.44 68.99 18
12 64.44 82.95 29

MMRE=14

7.4 Summary

As a camplementary method to the techniques described in the previous two cbapters, this

chapter proposed an anaIogy-based model for estimating design effort. The model cao be

campadly expressed as:

•

E =_1~ O.. ~.

",. r=l p nMr rf
f=l

where:

Eu = the estimateddesign effort ofIIpcomingproject Il in man-months

0" = the output ofupcomingprojecl Il

P, = lhe prodllctivity 01reference project r

(7.9)
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Mrf = a multiplier which odjusts the productivity of reference project r due 10 lhe

influence offactorf
m = number ofi"puencingfaclors

nT = number ofreference projects

The model is based on a newly defined produetivity ratio and on estimating the influence

of significant factors on produetivity using the eigerlvector approach. The model is'

intuitive and does not require any prior relationsbips to be developed. The application of

the model to the data trom NN and CMC indicates tbat the model is reasonably accurate.

It is worth mentioning that while the new produetivity ratio was introduced for estimating

design effort, it is al50 useful for comparing the Performance between various projects

and in helping identify the possible causes for decreases or increases in productivity.

The level of error in the analogy-based model for the NN and CMC cases was about the

same as that found for the neural network and parametric models.
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Chapter8

Applications of the Models

The previous three chapters described a number of new models for estimating design

effort based on produet oomplexity. However, in addition to estimating quantitatively the

effort required to design a produet, these models cao be useful in severa! other ways.

They can he used to estimate oost, staffing patterns, and project duration. Most

importandy, they can he used to study how these parameters will he affected due to

changes in design requirements, resource allocation, etc. (Bashir and Thomson, 1999t:

1999g). This chapter demonstrates these applications through demonstrative examples.

8.1 Project COlt Estimation

An important aspect of any design project is to estimate how much it will cost.

Multiplication of estimated design effort in hours, Ê, using one or a oombination of the

models described in the previous chapters, times the average cast per hour, AC, gives an

estimate for total direct manpower cast, T. Sînce labor oosts make up the majority of the

oost for most development environments, T provides a good estimate ofprojeet cost.

T=ÊAC (8.1)

•

Equation (8.1) cao be more complicated if the different oost structures for managers,

designers, etc., are included.

8.2 Project DuntioD EstimadoD

The main application ofNorden's model (y' =2Êate-ar (2.1» is to estimate the required

design effort at any point oftime. In addition., it cao be used to estimate project duration.

However, to do 50, the required design effort., Ê, and the shape parameter,a, ofNorden's

effort-time model need to he estimated. The required design effort can he estimated by
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using one or a COmbinatiOD of the models described in the previous three cbapters. The

shape parameter cm be estimated subjectively by estimating the peak design effon or the

time to reach Ît. It is worth mentioning tbat to minimize the use of pure subjectivity,

Putnam (1978a) found an interesting empirica1 relationship between effort, time to peak,

and the difficulty of a software project. Such a relationship needs to be developed for

design projects in general. However, this needs a large number ofhistorical proj~s to be

analyzed and was not possible in this thesis. A1tematively, the average· ratio of design

effon to time-to-peak, r, for a number of previously completed projects can be used to

estimate project duration (Bashir and Thomson, 1999( 1999g).

Subsistuting ' 0 = Ê in equatiOD (2.2), a = 0-; , yjelds:
r to

(8.2)

where:

Ê = estimated design effort in appropriate units, e.g. hours or man-monlhs

r = lhe average ratio ofactual design effort to time-Io-peak for a number ofprevious/y

compleled projecls in appropriale units, e.g. man-monlhs per month or hours per

monlh. The selecled units should he compatible 10 lbat olÉ.

Since the curve obtained by Norden's model tails out to infinity, a method is needed to

estimate a project's end point. The average ratio of aetual design effon spent dming the

last month to the aetual total design effort, X', for a number of previously completed

projects is used to estimate project duration, Id, as foUows.

From equation (2.3), y = Ê(l- e-ar ) , the cumulative manpower up to Id - 1 is given by:

• Ê(l- X') = Ê(1 - e-a{~-l)l ) (8.3)
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Rearranging equation (8.3) gives:

FhU
Id=V~+1

where:

Id =projecl ~ation in months

From equations (S.2) and (S.4)

(8.4)

(S.S)

•
The relationsbip between produet camplexity:t PC:t and project duration, Id:t cao be

determined by substitutingÊ =aPCbinto equation (8.5).

(S.6)

•

Thus:t the method for estimating project duration cao he summerized as follows:

• Estimate the required design effo~ Ê:t using one or a cambination of the models

described in Cbapters S:t 6:t and 7.

• Compute the average ratio ofaetual design effort ta time-to-~ r:t and the average

ratio of aetual design effort spent during the Jast month ta the aetual total design

effo~ X:t for a number ofpreviously completed projects.

• Estimate project duration by substituting for~, r:t and % values in equation (8.5).

Egmpl,I.I

Given the model for Nonel Networks, Ê = 24.33pcl
.39 (5.4), % = 0.04, and r = 172S

hours per month, a useful cbart is obtaiDed by substituting different values of PC ioto

equations (5.4) and (8.6). The resulting graph sbown in Figure S.I, gives the relationship
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between produet complexity (horizontal axis), design effort in man-monthslS (left-band

axis), and duration in months (right-band axis). The cbart cao he used to obtain quick

estimates for design effort and duration at different levels of produet complexity. For

example, a project will require 18 man-months ofdesign effort and will need 5 months to

he completed if its corresponding product complexity is 30.

Figure 8.1 The relationship among produet complexity, design effort, and duration based

on a set ofbypothetical design projects

ID M ~ 40 ~ ~ ~ ~ ~ ~IIDIM~~I~

Produâ complcxity (PC)

o
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•
8.3 Change in Design RequÏftDleats

Design. requirements are demands and wishes that clarify the design task in the space of

needs (Pahl and Beitz, 1984). These requirements are usually set al the beginning of the

project. However, while development is in progress, many changes can arise. These

changes can lead ta a change in produet complexity, severity of requirements, or other

parameter, and tbus, a change in the estimate of project effort and duration. In addition,

these changes cao lead ta redoing work already done.

•
For a change in design requirements which leads to an increase in product complexity, a

relationship between initial produet complexity, PC;, new product complexity, PC", and a

15 Man-moDlbs weœ obtainecl by dividiq tbc m..nœr ofbours by 152.
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new estimate for project duration, Id", can he approximated. A new estimate for project

effort, Ê", is given by:

•

o",':r: O"':r%

Ê.. =aPC: - (aPe: (1- e (tJPCt)2) -aPC:(1- e (~):»+RW

where:

RW= lime 10 he spent on rework in man-months

Equation (8.7) cao he rewritten as:

Substituting Ê" in equation (8.S) gives:

o",r~: 0-'t~2

-2(2aPC" -aPebe-(~)% -aPC~ +aPC~e- (tIPCf)2 +RW) l lnr
.... 1 1 +1

rI

(8.7)

(8.8)

(8.9)

•

Eymplel.2

Again, using the model for Nortel Networks as in Example 8.1 and substituting a =

24.33, b = 1.39, r = 1728 hoW'S per month, and r = 0.04, and PC; = 90 in equation (8.6)

gives an initial project duration estiinate, Id, of20 months. It: after 3 months (t = 3), sorne

changes in design requirements have led to a new estimate for produet complexity, (PC"

= 120) and no rework is required (RW= 0), then, substituting for D, b, PC;, PC", r, t, and

r in equation (8.9) gives a Dew estimate for project duration, t., of 28 mODths. Based on

this, the expected time slippage is about 8 months.

80th schedules are shown graphically in Figure 8.2 where the soUd curve represents the

initial scbedule, and the dashed curve represents the new schedule. One interesting fact

supported by Figure 8.2 is tbat projects tbat have Many changes in requirements at

different points oftime have Doisy manpower utilization data.
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Figure 8.2 Impact on project duration for a change in produet complexity

ftom 90 to 120 after 3 mooths ofproject aetivity

8.4 ChaDle iD Resource AIIocatioD

Using Norden's model, it is simple to derive a family of curves of design effort versus

project duration for diff'erent resource levels. This is shown in Figure 8.3. If at a certain

point oftime while development is in progress, it is decided to sbonen project duratioo by

a1locating more resources, either by extending working hours or adding more people,

decision-makers need to estimate how many resources must he added in order to reduce

project duration. This cao he done by substituting in equation (2.1) a new estimate for the

shape parameter,a", that gives the desired new project duration.

ail is simply obtained by rearranging equation (8.4),

•
-Inx

an=--~

(Id _1)2

where:

Id= the desiredproject duration in months

(8.10)
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Figure 8.3 Impact of resource levels on project duration for a hypotheticaI project

•
Eymple8.3

Consider the initial schedule of the project in Example 8.2. Ifafter 3 months (1 = 3)~ it is

decided to shorten the project duration by 4 montlls, theu, substituting for r = 0.04 and 'd
= 16 months in equation (8.10) gives a new e5timate for shape parameter~a", of 0.014.

The use of Norden's model (equation (2.1» gives the required monthly design effort

needed for the project as shown in Figure 8.4. Note that area ghi bas been added to the

initial project effort estïmate. This is an artifact of the estimation technique since this time

has aetually passed. The increase in effort represented by the area ghi will bave to be

compensated for in the total effort of the project, a1tbougb it cao be disregarded if small

enough.

•

Obviously, as more resources are added, project duration decreases. However, this does

not imply that more resources cau be added indefinitely. In faet, adding more resources to

a project is not always usefut. Rather~ it depends on the availability of activities tbat can

be taekled by the added resources. Thus, using equation (8.10) improperly cao give false

results. In faet, addiDg personnel above a certain level cao cause project duration to

increase.
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Figure 8.4 Impact ofchanges in resource allocation for a change in project duration

ftom 20 to 16 months

•
8.5 Summa.,.

Through demonstrative examples., this cbapter presented sorne of the applications of the

effort estimation models. As summarized in Figure 8.S, these applications constitute a

complete quantitative, estimation methodology that provides initial as weil as updated

project estimates ftom feasibility study to project completion. The complete methodology

provides answers to the foUowing vital questions:

• How much design effort is needed?

• How much will the project oost?

• How much manpower is needed at any given time?

• How long will the project take?

• What will happen ifchanges in design requirements or resource allocation are canied

out al a certain point oftime while development is in progress?

• Is the project feasible?

•
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Figure 8.5 Logical outline ofthe estimation methodology
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Conclusions

"No single work Ddvances Ulltkrstanding very far. The aims of a scientiftc work are

limited by the.formal character of the theory, by the phenomena it encompasses, by

erperimental situations it uses, by the types ofsubjects il studies. and the data il galhers.

Ofcourse a theory may speak beyond ils initial base-4l1 scientists hope for just that But

science is a series ofsuccessive approximations. Nol ail things cali he done at once, and

ifone aspires 10 go far, he must stan somewhere. Ifone oims at covering ofail human

thinking in a single wor~ the work will necessari/y he superjicia/. Ifone aims al probing

in depth, then many aspects ofthe subjecl, however important, will he untouched"

(Newell and Simon 1972)

The preceding chapters have described new madels for estimating design effort, and have

demonstrated some of their applications. This chapter begins with a summary of the

findings; then, it proceeds to identify the major limitations of this research. The chapter

concludes with several suggested areas for further research.

9.1 SUlDmary 01 FiDdiDp

The Iiterature review revea1ed that one ofthe major factors contributing to the problem of

overruns is the inadequacy of available effort estimation techniques. It also revealed that

domains where complexity metrics are employed such as software, are more successful at

effort estimation than those that do DOt. Thus" a potentially imponant step in etTort

estimation improvement is to explicitly incorporate in the estimation Madel a metric that

realistically ret1ects the complexity ofthe product to be designed.
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A new metric, PC, which is based on measuring the complexity ofthe funetional tree ofa

product was presented. Using the Kruskal-Wallis test for anaIyzing data obtained trom an

experiment confirmed the validity of the metric as a predietor of design effort. These

results were confirmed further by analyzing data from historical projects ftom Nonel

Networks (NN), Canadian Marconi Company (CMC), and General Electric Hydro (GE)

using the Spearman rank-order correlation coefficient.

Using traditional regression analysis models for NN, CMC, and GE were developed. AlI

the models were based on the new product complexity metric, PC. Analyzing the

performance of the developed models indieated generally that the models were

reasonably accurate.

The use ofgeneral models to estimate the design effon for different companies was tested

by developing models ftom the cambined data nom Nortel and CMC. However, the

Performance of these models was unsatisfaetory. This is probably due to the

heterogeneity of the products and/or to faet tbat the differences in the different

environments orthe companies are not reOected in just two parameters.

One of the major disadvantages of using traditional regression analysis is the need to

assume the form of the regression funetion. If the form is incorrectly chosen, tben, the

regression results in a poor fit with the data, and consequently, poor estimations. Thus,

there is a need for a method that does not depend on a presumed funetion. Artificial

neural networks is such a tool that meets this requirement. Using the data sets from CMC

and GE, General Regression Neural Network (GRNN) models were designed, trained,

and tested to estimate design effort. Within the limited data sets, the developed neural

network model produced good results, and were comparable to those ftom regression

analysis.

One of the sboncomings of parametric and artificial neural network models is tbat they

cannot be construeted unless there are patterns of relationships between effort as the

dependent variable and one or more factors as the independent variables. In addition,
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in a relatively constant environment. Thus~ there is a need for a method that gives the

estimator a means of prediction in unusual situations and/or wben parametric anificial

neural network models are difficult to obtain for estimation. For tbis purpose~ an analogy­

based model for estimating design effort was proposed. The model incorporates an

eigenveetor approach to estimate the influence of the various factors on produetivity. In

addition to its potential to derive better estimates~ the eigenvector ~pproach p~ovides a

measure of consistency, which is not available in a direct" estimation method. The model

was applied to the data from historical projects from CMC and GE. Analyzing the

performance ofthe model indicated tbat the model was comparable in performance to the

parametric and artificial neural network models.

The models were developed with several goals in mind:

• applicable to a wide range of engineering projects,

• reasonably accurate,

• easy to use, and

• parsimonious.

The models have met ail of these goals to some extent. They are based on funetionality;

therefore, they have the potential for heing more widely applicable than Many others.

According to a number of estimation accuracy tests~ they performed weil. They are

relatively easy to use~ and in additio~ they use a small number of inputs.

In terms of estimation accuracy~ the results indicated that the models are comparable and

significantly better than the companies' original estimations. One general important

conclusion that cao be drawn from tbese results is that the use of funetionality to estimate

design effort is more accurate than current methods.

In terms of their characteristic~ Table 9.1 indicates that each model bas ilS own

charaeteristics that make it unique, but none is better than any other in regard to ail

aspects.
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Table 9.1 Ageneral comparison between the parametric model, the GRNN model, and the analogy based model

Aspect Paramelric model GRNN model Analogy·bascd model

e

8ensiûvity anaIysis cao be performed 8ensiûvity analysis CID be performed
wilh some difticulty with some diflicully

Prier ....p... aIJout the
equadon'. fol'lll

B.d.....more"" Olle ...tpll'............,
Perfona1lllellllth1ty .lIyll.

CO.plltatioa.

ModeIlUBllbIIity

The equalion's fonn needs to be known
or guessed

OnIy one output

Sensitivity anaIysis cao be easily
perfonned

Some computations are required

Accessible

No equation's form needs 10 be
known or guessed. However, some
trials are required 10 set up the
model's parameters

Il cao bandle II8lY outputs
simuhaneously

Tœmendous computations are
required. Il cannot be construeted
without usinga computer

NOl aa:essible

No equation's fonn nceds to be known
or guessed

OnIy one output

Somc computations are required

Accessible

Depadncy. tlleelperteaœ of Low
thead"",

Low Moœ than the parametric and ORNN
models, but less than pure expert
judgements j

11Ie _la ua..allituldea. Il may give inaccurate results It may give inaccurate results More reliable than the parametric and
ORNNmodels

~

1
M
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Finally, the applications of the models described in Cbapter 8 showed that a complete

quantitative estimation methodology tbat addresses many vital questions is now available.

These questions include:

• How much will the project cost?

• How much manpower is needed at any time?

• How long will the project take?

• What will happen ifchanges in design requiremeDts or resource allocation are canied.

out at a certain point oftime while development is in progress?

9.2 LimitatioDI of this Researcb

1) The produet complexity metric, PC, cannot be computed without a thorough

understanding of the required funetionality of the produet to be designed.

Funhermore, because funetional decomposition involves a degree of subjectivity, the

suggested guidelines and the decomposition steps still do Dot guarantee tbat ditrerent

users will obtain 100010 identical produet decompositions and produet complexity

estimations. However, demanding tbat any useful metric should measure an attribute

witbout any possible variation or error would rule out the use of many useful metrics.

Since there is Iittle need ta have global consistency for practical applications,

consistency for the produet complexity metric is only required within an organization.

Therefore, what is important is that ail the produets withiD a company are

decomposed consistently. This cao be achieved by making one anaIyst or a group of

anaIysts responsible for ail decomposition tasks and/or by defining standard

procedures for creating hierarchies offunetions.

2) It a1so recognized that in spite of ail the precautions tbat have been made, the

experjment used to determine if the complexity metric, PC, was a good predietor of

design effort, described in Cbapter 4, had some weaknesses and limitations, such as:

• Because ofcost and time limitations the tasks were wen-defined problems.

• Only one type ofproblem wu involved.
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• The sample size used for the analysis was small. This means that even though

subjects were randomly assigned to the tasks, it cannot be guaranteed that the

experimental outcome was not affeeted by differences in skill among the subjects.

3) It is acknowledged that ooly using historical data May bias the results in favor of the

estimation models developed in this thesis. Due to time limitation, comparing aetual

effort with the ex post estimates was the only way t~ test the accuracy of the models

empiricall~:

4) Due to the limitations in rime and data availability, the models for estimating project

duration were not tested.

9.3 Recommendations for Further Research

Models to estimate design effort hold promise, not only in providing accurate estimates,

but also in aiding the understanding of those factors that have the largest potential for

improving productivity. As more is leamed about the design process, better models of the

relationships among the facton involved can he buUt. While some progress has been

made in this research, a great deal remains to he done. Some suggestions are given below.

1) The developed produet complexity metric, PC, has been shown to he a good predictor

ofdesign effort. Nevertheless, other metrics may he possible and should be explored.

2) More controlled experiments using larger sample sizes are detinitely needed to test

the use of the produet complexity metric, PC. In addition, facton other than produet

complexity should he investigated.

3) If there is a high similarity of conditions among the projects under consideration, the

candidate factors to he included in the analogy-based madel can be easily determined.

However, as heterogeneity increases, identification of such factors becomes more

difficult. It is suggested that this difficulty can he overcome by using the Analytic

Hierarchy Process. Research is needed to confirm this suggestion.

4) Putnam (1978a) found an interesting empirical relationship between effort, E, time to

~ 10, and the difficulty ofa software project. Further research is needed to explore

such a relationship for design projects in general.
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S) This dissenation provided one test of the usefulness of ANNs in estimating design

effort. It should be noted that the goal was not to seek additional research uses for

artificial neural networks. Rather it was to tind a more accurate and practical

estimation too1. However, the capabilities ofANNs in estimating design effort need to

be further investigated in cases where rnathematical relationships cannot he easily

established.
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Appendix 1: Project Data

The data collected from the 32 historieal projeets from NN, CMC, and GE are summarized in this appendix,

1.1 Projet. Da.a ror NN

Project Dumber 1 2 3 4 .5

Actual dalen efl'ort (houn\ 4616 8800 7.500 11468 25033

Eltlmated dalln efl'ort (boun) 1300 4700 6850 13500 29.500

Eltimation Metbod
• Exœrt iud2ement .1 .1 .1 .1 .1

• Metrics aDDllNlch

• Other

The estimation wu done b"

• Project rs
• Design rs .1 .1 .1 .1 .1

• Designers

• Other

ProJect scbedule tool
• CPM

• PERT

• GANTIchan .1 .1 .1 .1 .1

• Other

•

--\Q



e e

1.1 Projett Data for NN (continued)

Projftt number 1 2 3 4 5

Pftmium on early completion
• Low .t .t .t .t .t

• Medium

• Hilh

Type of procas ulled

• No Dr0ces5 used

• Phase review Drocess .t .t .t .t .t

• Other

Vie ofcomputer .....tee1 tool.
• No tools have been used

• Toois have been used for .t .t .t .t .t
drawin2S onlv

• Toois have been used in most of
the desian Dhases

Proiect PI'02ra1 me....rement
• Subjective statements .t .t .t .t .t

• Metrics
• Other

•
Project monitorin2 metbod
• Written report

• Formai meetings .t .t .t .t -7

• Informai meetings
• Other

e

i
~
~

~

-hlo
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1.1 Project Da.. for NN (continued)

Projed aumber 1 2 3 4 3

MoaitorillllClledulial!DoIkiet
• At reguJar intervals ./ ./ ./ ./ ./

• At random intervals

• OIher

Method ofcommuakatioa for daiga
teaaI

• Deçenba1ized ./ ./ ./ ./ ./

• Centralized

T'De of....1Ied Droduct

• Mechanical

• Eledronic1Electrical ./ ./ ./ ./ ./

• Software

• OIher

Produd cOIDDledb 43 73 76 90 Ils

Severity of reauire.....
1: design requirements were not tao

diflicult to meet
2: design requirements were diflicult to ./ ./

meet
3: design requirements were extremely ./ ./ ./

difficult 10 meet

e

f.
~

~

-N-
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1.2 Projett Data for CMC

•
Project number 1 2 J 4 .5 6 1 8 9 10 Il 12

Actu" daila efl'ort (houn) 951 632 1103 1099 1367 1874 1985 1777 49.50 3701 8883 9828

Edmatal dalRa dl'ort (hounl 983 418 364 946 1223 3232 .566 831 3716 1106 12480 13898

Estimat_ Metllod

• Exoert iudlcment .t .t .t .t .t .t .t " " " " "• Metrics approach

• OIber

De atimation wu clone by
• Project managers .t .t .t .t " " " " .t " " "• Design rs " .t .t .t " " .t .t .t .t .t .t
• Designers .t .t .t .t .t .t .t " .t " " "• OIher

ProJect IClleduie tooI

• CPM

• PERT
• GANTIchart .t .t .t .t .t .t .t .t .t .t . .t .t

• Other

PreDliu. on earl)' ceNDpletioa

• Low

• Medium

• High " " " " " " " " " . .t .t

Type of Drocas uled

• No orocess used

• Phase review ____C! .t " J .t " .t " J J J J .t

• OIher

i
~
~

:-:'

-~t""
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1.% Projett Data for CMC (continued)

e

Pnjeda...ber 1 2 3 4 5 6 7 8 9 10 11 12

Ule ofcOIIouter..Red tooIJ
• No tools have becn used

• 10015 bave been used for
dmwina onlY

• 100ls have bœn used in most of ./ ./ ./ ./ ./ ./ ./ ./ ./ " ./
the desiln ahases

ProJcct ....nmeat
• Subicetive stalements ./ ./ .1 .1 .t .1 ./ .1 .1 .t .1 ./

• Metries
• 0Iber

ProJect .-ItonDl....
• Written reoon .1 .1 ./ .1 .1 ./ ./ .1 ./ .1 ./ .1

• Formai meetina ./ ./ ./ .1 .1 .1 ./ .1 ./ .1 ./ "• Informai ./ ./ .t ./ ./ .t .t ./ .t .t .t .t
• 0Iher

MoaIto.... . ... .DOI&ciel

• AI rcaular inleJvals .t .t .t .t .t .t .t .t .t .t .t .t
• AI rancIom intervals .t .t .t .t .t .t .t ./ .t .t ./ ./

• OIher

i
~
~

-Nw
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I.Z Projett Data for CMC (Continued)

e

Project numller 1 2 3 4 S 6 7 8 9 10 Il 12

Metllod orcommunkatloa for cIailn
ae..
• Decenualized .1 .1 .1 .1 .1 ./ .1 .1 .1 ./ ./ ./

• Cenba1ized

T"De of daiaacd product
• Mechanical

• Electronicl Electrical .1 ./ ./ ./ .1 .1 ./ .1 ./ ./ ./ .1

• Software

• OIher

Product complelitJ S 7 7 Il Il Il Il IS 19 22 24 34

Severit" el l'Nulre.nt.
1: design requirements were not 100 ./ .1 ./

diflicult to meet
2: design requirements were difficult to .1 .1 ./ .1 ./ ./ ./

meet
3: design requiœments were extremely .1 ./

difficult to mect

i
~il'.
~

!2
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1.3 Project Data for GE

Project number 1 2 3 4 5 6 7 8

Actual dellan effort (houn) 20392 8192 13544 11880 8384 27200 20800 30400

Ealmated dal2n effort (houn) 19600 11600 13088 14000 11200 15400 16600 20000

Actual enllaeerinl effort (boun) 8762 2160 2544 2080 1680 6904 4616 10048

lai.ated I!lIIineerina effort (boun) 6800 2000 3200 2800 1600 7200 3000 4000

Ilti.ation Method

• Exoert iud2ement 7 ;/ " " " " " "• Metries 8P1X'OBCh

• Olher

• The estimation wu clone by

• Project rs
• Desi&R manaa.ers J .t " " " " " "• Designers

• Other

ProJect Kbedule tooI
• CPM

• PERT

• GANITcban ./ ./ " " " " " "• Olher

Premiunl on art" comDletion
• Low

• Medium

• High 7 7 .t " " .1 .1 .1

e

f
~jIIIl
:-:'

t::;
Ut
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1.3 Projett Oata for GE (Continued)

Project number 9 10 Il 12 13 14 15

Acta" claiRn elfol1 (houn) 19824 16944 20112 26814 10704 10856 8760

Iltlmaled de*n effort (hounl 17400 17400 16000 24000 13600 16000 13200

AcCU" CII21neerinR cfl'ort (boun) SS92 S272 5776 10008 1S20 2816 1288

Eltimated enliaeerinl effort (boun) 3600 3600 4000 8000 2800 3200 2000

Iltlmadon Metbod
• Exœrt iudlrement " " .t .t '" '" J

• Metrics aooroach

• Other

Tbe atimatlon WII done by

• Project rs
• Desian rs 7 '" " " " "• DesiJUlefS

• OIher

Pro.led tcbedule too.

• CPM

• PERT

• OANTrchart

• Other " " .t '" .J .1

PremiuID on carly comDletion

• Low
• Medium

• High .1 '" " " " .1.

e

i
~jo',

!"":'

-N
Q\
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1.3 Project Data lor GE (continued)

Project ...ber t 2 3 4 S 6 7 8

T'De of DI'OCeII ued
• No orocess used
• Phase miew~~ " 7 " J 7 "

-J 7

• OIhcr

II.ofcœIPlter llliited tool.
• No tools have been used

• Toois have bœn used for
drawinas ooly

• Toois have bœn used in most of " " " " " " " "the ciesian ahases

ProJect ...........Rment

• SUhiective statements " " " " " " " "• Melrics

• Other

ProJed....rlDI method

• Wriltcn rœort
• Formai meetinas " ./ " " " " ./ ./

• Informai

• Other

MOIlIto.... dedullDI DOIkiel
• At reaular intelVais ./ ./ ./ ./ ./ " .l,

• At random intelVals "• Olber

e

1.
~

-~
~
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1.3 Project Data for GE (continued)

Pnjed aumber 9 10 11 1Z 13 14 15

TYR 01 DI'OCCII uled

• No used
• Phascrcvicw .1 .t .t .t .t .t .t
• 0Iher

Il.01COIaDuter auIIted tooI.

• No tools have been used

• Tools have bœn used Cor
drawina onlv
• Tools have been used in most of .t " .t .1 .1 .1 .1
the desia lJbases

ProJect D"reu__l'tIIIeDt

• Subiective 51atements .t .t .t .t .t .t .t
• Metrics

• Othcr

ProJect ....Itori•• metIIod ..

• Writtell rePOrt

• Formai .t .t .t .t .t .t .t
• Informai

• OIher

MOIIItoriH tcbedull. DOIklel

• At rc2Ular intervals .t .t .t .t .J .t .J

• At random intervals

• OIher

e

i:-iC
="":"

-~CIO



e e

1.3 Projed Data for GE (Continued)

Project number 1 2 3 4 S 6 7 8

Meallod of communication for design
te..
• Decentralized ./ ./ ./ ./ ./ ./ -7 ./

• Centra1ized

T),De ofdalaaed oroduct

• Mechanical ./ ./ ./ ./ ./ ./ ./ ./

• Electronicl Eleclrical

• Software
• OIher

Product eompledt)' 383 322 322 308 3319 368 322 352

Tecbnleal diflkultJ to elpel'tile ratio 1.2 0.6 0.9 0.9 0.5 1.0 0.8 1.1

Type of drawinp IUbmitted to the
eUitomer
1: basic drawings ./ ./ " " ./
2: assembly drawings ./ ./ ./
3: manufaeturing level drawinlS

Involve-..t of dalln oartnen
1: no desim œnners were involved ./ ./ ./ ./ ./ ./ ./
2: design parlners were involved ./

e

t
;;,

~

-,~
\oC
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1.3 Projett Data for GE (Continued)

Project number 9 10 Il 12 13 14 15

Method of communication for design
tam

• Decentralized 7 .t .t .t J 7 -:/

• Centralized

Type of dai2ned procluct

• Mechanical .t .t .t .t .t .t ./

• Electronicl Electrical

• Software

• Olher

Product complelit' 383 322 322 308 3319 368 322

Tecbnlell dlfticultJ to elPertile rado 1.0 1.1 1.0 1.1 0.7 0.9 0.8

Type of drawingl submitted to the
cultomer
1: basic dmwings ./ .t ./
2: assembly drawing,s of .t of
3: manufaeturing level drawings "
In,oI,e...t of dailn DlI1nen
1: no design oartners were involved .t " .t of .t .t
2: desi&n oartners were involved .t

e

f
~il':
:-:"

­t.Jo
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Appendix II: Design Yasks

This appendix contains the instructions given to the subjects who panicipated in the

experiment and the three design tasks, ~ B, and C as discussed in Chapter 4.

D.l Instructions

Dear Participant

> Before starting the experiment, you will be given an unlimited time training session.

This will help in understanding how to use the provided tables and documentation.

Training time will he excluded from the experiment duration.

~ You are allowed to take breaks whenever you begin to feel tired. Break rime is

excluded from the experiment time.

» The use of materials and standard components other than those in the provided

references is not allowed.

> There is no time limit to complete your task.

» Work independently.

» Time, simplicity, and meeting the requirements are very important factors. Try to

make your design simple and meet all the requirements in minimum time.

~ Use the provided checklist to be sure that you have met ail the requirements.

Thank you for your cooperation
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8.1 Ta.kA

A device to be designed that is capable of positioning a workpiece at a height of 30 in.

(76.2 cm).

List of requirements

• Working height: 30 in. (76.2 cm) above floor.

• For clamping purpose, the surface must bave at least 6 equally spaced °holes of 1.0±­

O.OOOS in. (2.54 ± 0.001 cm) diameter.

• Accessibility: weld locations over whole surface (good accessibility from ail sides).

• Workpieœ

• Material: stee~ steel castings

• Size: maximum base 20 X 20 in. (50.8 X 50.8 cm)

• Mass: maximum 50 lbs (22.68 kg)

• Safety

• The device should he motly tixed to the floor 50 there is no chance for it turning

over or slipping accidentally.

• Maintenance

• Maintenance requirement: minimum

• Manufacture

• Small batch

The assignment

1. Given the above requirements, you are required to design a produet whose funetional

tree is shown in Figure n.l.

2. Produce an assembly drawing (the front and top views) of the produet including

leading dimensions.

• This drawing should adequately define the geometry ofail parts.

• Drawings should he made to the scale.

• The individual components should be numbered on the drawing and listed in a bill

of materials. The bill ofmaterials should include the materials used. Also included

should be any standard components along with their reference number.
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Position
workpieœ

1
1 1

Fix Hold
device workpieœ

1
1 1

Support Enable
workpieœ connection

Figure 8.1 Funetional decomposition for task A

0.3 TaskB

A device to be designed that is capable ofpositioning a workpiece at a desired height.

List of reguirements

• Ail the necessary movements to be manual operations.

• The desired position cao be obtained by adjusting height between JO in. ta 50 in. (76.2

ta 127 cm)

• For clamping purpose, the surface must have at least 6 equally spaced hales of I.O±

0.0005 in. (2.54 ± 0.001 cm) diameter.

• Accessibility: weld locations over whole surface (good accessibility from ail sides).

• Workpiece

• Material: steel, steel castings

• Size: maximum base 20 X 20 in. (50.8 X 50.8 cm)

• Mass: maximum 50 lbs (22.68 kg)

• Safety
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• The device should be tirmJy fixed to the tloor 50 there is no chance for it tuming

over or slipping accidentally.

• Maintenance

• Maintenance requirement: minimum

• Manufacture

• Smail batch

The assignment

1. Given the above requirements~ you are required to design a produet whose funetional

tree is shown in Figure H.2.

2. Produce an assembly drawing (the front and top views) of the produet including

leading dimensions.

• This drawing should adequately define the geometry ofail parts.

• Drawings should he made to scale.

• The individual components should be numbered on the drawing and listed in a bill

ofmaterials. The bill ofmaterials should include the rnaterials used. Also included

should he any standard components along with their reference number.

Position
workpieœ

1 1
Fix A4just Hold

dcvice height workpieœ

1
1 1 1 1 1

Driveheigbt Conttol Prevent Support Enablc
cbaDge beigbt change movement workpieœ connection

Figure ll.2 Functional decomposition for task B
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0.4 TaskC

A welding positioner is to be designed that is capable of positioning a workpiece at a

desired position for welding.

List ofreguirements

• Ali the necessary movements to he manual operations.

• The desired position cao be obtained by adjusting height between 30 in: to 50 in. (76.2

to 127 cm), and rotating about vertical axis.

• For clamping purpose, the surface must have at least 6 equally spaced holes of 1.0±

o.ooos in. (2.54 ± 0.001 cm) diameter.

• Accessibility: weld locations over whole surface (good accessibility from ail sides).

• Workpiece

• Material: stee~ steel castings

• Size: maximum base 20 X 20 in. (50.8 X 50.8 cm)

• Mass: maximum 50 lbs (22.68 kg)

• Safety

• The device should he firmly fixed to the tloor 50 there is no chance for it tuming

over or slipping accidentally.

• Maintenance

• Maintenance requirement: minimum

• Manufacture

• Smali batch

The assignment

1. Given the above requirements, you are required to design a produet whose funetional

tree is shown in Figure fi.3.

2. Produce an assembly drawing (the front and top views) of the produet including

leading dimensions.

• This drawing should adequately define the geometry ofail parts.

• Drawings should he made to scale.
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• The individual components should be numbered on the drawing and listed in a bill

ofmaterials. The bill ofmaterials should include the rnaterials used. Also included

should he any standard components a10ng with their reference number.

Position
workpiece

1
1 1 1

Fix Enable rotational Acljust Hold
device movement heigbt workpieœ

1 1

1 1 1 1
Drive rotational Control rotational Prevent Support Enable

movement movement movement workpieœ connection

1

Drive beigbt Conttol Plevent
change heigbt change movement

Figure H.3 Funetional decomposition for task C
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Appendix DI: Use of the Principal Right Eigenvector

in the Analogy-Based Model

In this appendix, the basic mathematical reasoning underlying the use of the ·principal·

right eigenvector in the anaIogy-based model is explained. For a more thorough treatment

ofthis issue, the reader is referred to Saaty (1980).

The objective ofusing the eigenvector approach in the anaIogy-based model is to estimate

the weights of influence of a factor, f, on the produetivity of a set of projects (an

upcoming project and a number of reference projects) from a matrix of pairwise

comparisons, A =(aij). These weights are tben used to compute the multipliers, M". Thus,

given the matrix

• a 1l a 12 ab

A=
a 21 a 22 a 2s

Ost ad au

where au =_l-for ail i, j = 1,2, ... , s, a vector ofweights, w = (wt, W2, •.. , ws), needs to
aji

be computed. Ifthe judgements were perfectIy consistent, i.e., 0ij = aij;atj for aIl i, j, k =

1, 2, ..., s, then, the entries of matrix A would contain no errors and could be expressed

as:

i,j = 1, 2, .. ", s

•
and thus



•

•

w.
a .. _ J =1

lJ w.
f

Consequently

oS 1
~a ..w.-=s
~ fi J w}=I ;

or

oS

~aÜwJ =sw;
j=1

which is equivalent ta

Aw=sw

i,j = 1,2,... , s

i= 1,2,... , S

i = 1,2,..., S
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(Ill. 1)

In matrix theory, if Âw,···,Â.sare the numbers satisfying equation (III.2), i.e., are the

s

eigenvalues ofA, and ifa;; = 1 for all i, then ~Ây = s (HeestermaD, 1990).
;=1

Ax=Â.x (Ill.2)

•

Therefore, ifequation (DI. 1) holds, then ail eigenvalues are zero, except one, which is s.

Clearly, then, in the consistent case, s is the largest eigenvalue ofA, and w is the principal

right eigenvector. Furthermore, if the entries aij are changed by small amounts, then the

eigenvalues change by small amounts. In otber words, if the diagonal of a matrix A

consists of oDes, a;; = 1, and ifA is consistent, then small variations of the Qij elements

keep the largest eigenvalue, "Âm.x, close to s, and the remaining eigenvalues close to zero.

Thus, the deviation of Âmax trom s can provide a measure of consistency. On this basis,
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Saaty (1980) proposed the consistency index, Cl, presented in Chapter 7 and given in

equation (Ill.3).

•

•

CI = À.max -s
s-l

(Ill.3)
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1-10

IV.I Analogy-Based Mode. Computations for NN

upcoming Reference P, lV/rf :p- E_ EII •

project . project
1 2 1.26 0.92 1.16 37.07 31.39

3 1.54 0.83 1.28 33.59
4 1.19 1.42 1.69 25.44
5 0.82 1.78 1.46 29.45

2 1 1.42 1.09 1.55 47.10 46.21
3 1.54 0.91 1.40 52.14
4 1.19 1.55 1.84 39.67
5 0.82 1.94 1.59 45.91

3 1 1.42 1.20 1.70 44.71 45.11
2 1.26 1.10 1.39 54.68
4 1.19 1.70 2.02 37.62
5 0.82 2.13 1.75 43.43

4 1 1.42 0.71 1.01 89.11 96.29
2 1.26 0.65 0.82 109.76

• 3 1.54 0.59 0.91 98.90
5 0.82 1.25 1.03 87.38

5 1 1.42 0.56 0.80 168.75 175.98
2 1.26 0.52 0.66 206.55
3 1.54 0.47 0.72 187.50
4 1.19 0.80 0.95 141.11

•
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• w.z ADalogy-Based Model COlDputatiODS for CMC

Upcoming Reference P, M" Pm E", Eu
pmject project

1 2 1.68 0.54 0.91 5.s1 .J.81
3 0.96 0.97 0.93 5.37
4 1.52 0.65 0.99 5Jl6
5 1.22 0.90 1.10 4.55
6 0.89 1.05 0.93 5.35
7 0.84 1.41 1.18 4.22
8 1.28 0.68 0.87 5.74
9 0.58 1.71 0.99 5.04
10 0.9 1.40 1.26 3.97
Il 0.41 2.88 1.18 4.23
12 0.53 2.43 1.29 3.88

2 1 0.8 1.84 1.47 4.76 3.71
3 0.96 1.78 1.71 4.10
4 1.52 1.20 1.82 3.84
5 1.22 1.65 2.01 3.48
6 0.89 1.94 1.73 4.05
7 0.84 2.59 2.18 3.22
8 1.28 1.26 1.61 4.34
9 0.58 3.15 1.83 3.83
10 0.9 2.58 2.32 3.01
11 0.41 5.30 2.17 3.22
12 0.53 4.47 2.37 2.95

• 3 1 0.8 1.03 0.82 8.50 6.63
2 1.68 0.56 0.94 7.44
4 1.52 0.67 1.02 6.87
5 1.22 0.92 1.12 6.24
6 0.89 1.09 0.97 7.22
7 0.84 1.45 1.22 5.75
8 1.28 0.71 0.91 7.70
9 0.58 1.77 1.03 6.82
10 0.9 1.45 1.31 5.36
11 0.41 2.97 1.22 5.75
12 0.53 2.51 1.33 5.26

4 1 0.8 1.54 1.23 8.93 7.04
2 1.68 0.83 1.39 7.89
3 0.96 1.49 1.43 7.69
5 1.22 1.38 1.68 6.53
6 0.89 1.62 1.44 7.63
7 0.84 2.16 1.81 6.06
8 1.28 1.05 1.34 8.18
9 0.58 2.63 1.53 7.21
10 0.9 2.15 1.94 5.68
Il 0.41 4.42 1.81 6.07
12 0.53 3.73 1.98 5.56

•
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• W.2 Analogy-Based Mode! Computations for CMC (continaeel)

Upcoming Reference P, Mrf P- E_ Eu
prgiect project

5 1 0.8 1.12 0.90 12.28 9.77
2 1.68 0.61 1.02 10.73
3 0.96 1.08 1.04 10~61

4 1.52 0.73 1.11 9.91
6 0.89 1.18 1.05 10.47
7 0.84 1.57 1.32 8.34
8 1.28 0.76 0.97 11.31
9 0.58 1.91 1.11 9.93
10 0.9 1.56 1.40 7.83
11 0.41 3.22 1.32 8.33
12 0.53 2.71 1.44 7.66

6 1 0.8 0.95 0.76 14.47 11.33
2 1.68 0.52 0.87 12.59
3 0.96 0.92 0.88 12.45
4 1.52 0.62 0.94 11.67
5 1.22 0.85 1.04 10.61
7 0.84 1.34 1.13 9.77
8 1.28 0.65 0.83 13.22
9 0.58 1.62 0.94 Il.71

• 10 0.9 1.33 1.20 9.19
11 0.41 2.74 1.12 9.79
12 0.53 2.31 1.22 8.98

7 1 0.8 0.71 0.57 19.37 15.47
2 1.68 0.39 0.66 16.79
3 0.96 0.69 0.66 16.61
4 1.52 0.46 0.70 15.73
5 1.22 0.64 0.78 14.09
6 0.89 0.75 0.67 16.48
8 1.28 0.49 0.63 17.54
9 0.58 1.21 0.70 15.67
10 0.9 0.99 0.89 12.35
Il 0.41 2.04 0.84 13.15
12 0.53 1.72 0.91 12.07

8 1 0.8 1.46 1.17 12.84 9.97
2 1.68 0.79 1.33 11.30
3 0.96 1.42 1.36 11.00
4 1.52 0.95 1.44 10.39
5 1.22 1.31 1.60 9.39
6 0.89 1.54 1.37 10.94
7 0.84 2.06 1.73 8.67
9 0.58 2.50 1.45 10.34
10 0.9 2.05 1.85 8.13
Il 0.41 4.21 1.73 8.69
12 0.S3 3.S5 1.88 7.97

•
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• 1V.2 Analogy-Based Model Computations for CMC (continued)

Upcoming Reference Pr Mrf PUT Evr Eu
projcet projeçt

9 1 0.8 0.58 0.46 40.95 31.96
2 1.68 0.32 0.54 35.34
3 0.96 0.57 0.55 34.72
4 1.52 0.38 0.58 32.89
5 1.22 0.52 0.63 29.95
6 0.89 0.62 .0.55 34:43
7 0.84 0.82 0.69 27.58
8 1.28 0.40 0.51 37.11
10 0.9 0.82 0.74 25.75
11 0.41 1.68 0.69 27.58
12 0.53 1.42 0.75 25.25

10 1 0.8 0.71 0.57 38.73 30.90
2 1.68 0.39 0.66 33.58
3 0.96 0.69 0.66 33.21
4 1.52 0.46 0.70 31.46
5 1.22 0.64 0.78 28.18
6 0.89 0.75 0.67 32.96
7 0.84 1.01 0.85 25.93
8 1.28 0.49 0.63 35.08
9 0.58 1.22 0.71 31.09
11 0.41 2.06 0.84 26.05
12 0.53 1.73 0.92 23.99

• 11 1 0.8 0.35 0.28 85.71 68.99
2 1.68 0.19 0.32 75.19
3 0.96 0.34 0.33 13.53
4 1.52 0.23 0.35 68.65
5 1.22 0.31 0.38 63.46
6 0.89 0.37 0.33 72.88
7 0.84 0.49 0.41 58.31
8 1.28 0.24 0.31 78.13
9 0.58 0.59 0.34 70.13
10 0.9 0.49 0.44 54.42
12 0.53 0.84 0.45 53.91

12 1 0.8 0.41 0.33 103.66 82.95
2 1.68 0.22 0.37 91.99
3 0.96 0.40 0.38 88.54
4 1.52 0.27 0.41 82.85
S 1.22 0.37 0.45 75.32
6 0.89 0.43 0.38 88.84
7 0.84 0.58 0.49 69.79
8 1.28 0.28 0.36 94.81
9 0.58 0.70 0.41 83.74
10 0.9 0.58 0.52 65.13
Il 0.41 1.19 0.49 69.69

•


