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Since the development of the first docking program in 1982, their use in in silico screening for potentially 
bioactive molecule discovery has become a common strategy in academia and pharmaceutical industry. Up 
until recently, their use has largely focused on drugs binding to proteins. However, with the relatively recent 
discovery of promising drug targets in nucleic acids, including RNA riboswitches, DNA G-quadruplexes, 
and extended repeats in RNA, there has been a greater interest in developing drugs for nucleic acids. 
However, due to the major biochemical and physical differences in charges, binding pockets, and solvation, 
existing docking programs, developed for proteins, face difficulties when adopted directly for nucleic acids. 
In this review, we cover the current field of in silico docking to nucleic acids, available programs, as well as 
challenges faced in the field. 
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1. Introduction 

1.1. Nucleic acids as drug targets 

Nucleic acids (NAs) play important roles in a variety of essential cellular processes, including cellular 

reproduction and protein biosynthesis (Figure 1). DNA binders could disturb the DNA replication process 

which affects cell proliferation or regulate the transcription process and may finally inhibit gene expression. 

Similarly, RNA binders are able to meddle with the transcription and translation processes. Consequently, 

nucleic acids are potential drug targets for a number of diseases [1]. They are of particular importance in 

areas of anticancer and antibacterial therapy. 

 

Figure 1: Small molecules that target nucleic acids could ultimately affect nucleic acid functions and its 

corresponding cellular processes. 

1.2. DNA duplexes as drug target.  

Small molecules may bind to DNA without causing permanent DNA damage but are, nonetheless, able to 

induce tumor cell death. As an example, psoralen interacts with double stranded DNA and interferes with 

DNA replication and transcription (Figure 2). Ultimately, protein biosynthesis is interrupted. Psoralen is used 

as a drug to treat skin diseases such as vitiligo and psoriasis [1]. Targeting DNA has been the focus of anti-

cancer, anti-viral and anti-bacterial drug discovery programs for many years. Quinacrine is recognized as a 

potential anticancer agent which interacts with DNA without causing DNA damage, and was shown to 

possess tumor suppression properties [2]. 



 
Figure 2: a) Chemical structure of a psoralen molecule (4’-(Hydroxymethyl)-4,5’,8-trimethylpsoralen) and 

b) 3D structure of a DNA duplex bound by psoralen molecule. 

1.3. DNA G-Quadruplexes as Targets. 

Guanine-rich single strands, observed at the 5’ ends of telomeres and promoters, may fold and form stacks 

of planar G-quartets held by Hoogsteen hydrogen networks and stabilized by cations [3, 4]. 

 

Figure 3: a) G-quadruplex structure; b) Crystal structure of a G-quadruplex bound to a ligand (PDB 2MB3); 

c) selected ligands. 

These unique structures are processed by telomerase, an enzyme active in several cancer cells. Stabilization 

of the G-quadruplex structures may inhibit telomerase activity and may inhibit the transcription of some 

oncogenes. While several large polyaromatic compounds [5, 6] binding to these G-quadruplexes were 

discovered, some more drug-like molecules were also found to target G-quadruplexes [7, 8]. 

1.4. RNA as drug target.  

RNA is upstream of gene-expression pathways, so binding to RNA molecules may also affect the 

biosynthesis of proteins, which results in disruption of the cell activity. For decades, bacterial proteins have 

been considered as antibiotic drug target. Non-coding RNAs are central to many cellular processes, making 

them promising targets for antibiotic drug discovery [9-11]. Riboswitch is one type of non-coding RNAs. 

Embedded in the 5′-untranslated regions (UTRs) of the mRNAs, it regulates gene expression by interacting 

with a specific ligand, usually a metabolite. Howe and colleagues discovered that ribocil (Figure 4) can bind 

to flavin mononucleotide (FMN)-sensing riboswitch, and therefore results in the repression of the 

corresponding gene expression and in the inhibition of further bacterial infection [12]. This work revealed 

that riboswitches are a promising class of antibiotic drug targets [12]. For example, TPP-sensing riboswitch 

regulates the production of TPP (Thiamine pyrophosphate, Figure 4), which is an essential metabolite in all 
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organisms. The analogue of TPP, pyrithiamine pyrophosphate has been shown to have an antibiotic effect 

by binding to TPP riboswitch and halting the gene expression of TPP (Figure 4) [13]. 

 
Figure 4: Selected chemical structures of molecules binding to nucleic acids.  

Aminoglycosides serve as another class of clinically important antibiotics. They interrupt protein 

biosynthesis through binding to prokaryotic ribosomal RNA, resulting in bacterial cell death [14]. 

Aminoglycosides are positively charged, and interact favorably with the negatively charged nucleic acids. 

Aminoglycosides have been used as antibacterial drugs for the past 50 years. For example, the antibiotics, 

apramycin [15] and neomycin [16], are often used clinically to treat bacterial infections. More specifically, 

the former is used in veterinary medicine, being effective against E. Coli, K. pneumoniae, and P. aeruginosa 

[15] while the latter is used mainly for intestinal infections, especially as preventative medicine against 

hepatic encephalopathy and hypercholesterolemia [16] (Figure 3e and 3f).  

1.5. Extended Repeats as targets. 

While repeating subunits of 20-30 nucleotides are normally found in the mRNA transcripts of healthy cells, 

repeats exceeding the latter limit may suggest diseased phenotypes [17]. One consequence of these extended 

repeats, when found in mRNA, is that they are thought to sequester essential proteins to the region, including 

transcription factors and spliceosome complex proteins. This makes these vital proteins unavailable to other 

regions of the mRNA, and may lead to alternatively spliced isoforms of the protein. Myotonic dystrophy is 

currently an incurable disease caused by r(CUG)exp extended repeats found on aberrant DM1 protein kinase 

mRNA transcript. Consequently, this sequesters the vital Muscleblind-like protein 1 away from its intended 

splice site, leading to defects. It should be noted that extended repeats have been the most successfully 

targeted mammalian diseases owing to the unique repeating sequences of RNA, which allows for greater 

specificity in the design of drugs. Usually, multivalent (repeating subunits) drugs are used to target extended 

repeats due to their high specificity. For example, DCC11 and Bisamidinium 9 are inhibitors of aberrant DM1 

protein kinases (Figure 5) [17]. 



 

Figure 5. Structure of DCC11 and Bisamidinium 9. 

2. Nucleic acid-ligand complexes 

2.1. Interactions 

While nucleic acids may bind small molecules, an understanding of the interactions between small 

molecules and nucleic acids is important for designing and optimizing ligands. The binding between small 

molecules and nucleic acids are either covalent or non-covalent in nature with more research focusing on the 

latter. In general, nucleic acid-ligand interactions could be characterized into three different binding modes: 

1) nonspecific electrostatic interactions, 2) groove binding, 3) intercalation and stacking (Figure 5) [2, 18]. 

 

Figure 6: Selected examples of 3D representation of non-covalent ligand binding modes with nucleic 

acids: a) electrostatic, b) minor groove binding and c) intercalation.  

2.2. Polar interactions. 

The electrostatic interactions in the structure are often taken into consideration when designing small 

molecules which strongly bind to nucleic acids. This approach aims to neutralize the negatively charged 

sugar-phosphate backbone together with positively charged ions (e.g. Mg2+, K+ or Ca2+) and polyamines (e.g. 

spermine) clustered around the backbone. Purely electrostatic interactions complement hydrogen bonding 

networks, taking advantage of a large number of hydrogen bond donors and acceptors found in nucleic acids. 

These hydrogen bonding networks allows for the design of sequence-specific binders. For example, highly 

positively charged aminoglycosides often bind to bacterial RNA through a number of ionic interactions, 
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hydrogen bonds and interaction with bridging water molecules (water molecules interacting with both the 

ligand and the NA). 

The overall geometry of the Watson-Crick base pairs results in the formation of major grooves and minor 

grooves within the DNA and RNA helices. Although DNA is known to have three forms of double helical 

structures: A-form, B-form and Z-form, DNA generally forms B-form helix under physiological condition, 

while the A-form RNA is the predominant conformation of double-stranded RNA (Figure 6). 

 

Figure 7: 3D structures of B-form DNA and A-form RNA. 

Generally, the major groove of DNA is shallower and wider than that of RNA, which allows a greater 

number of H-bonding donor and acceptor sites. Additionally, DNA offers a larger pocket for bulky molecules 

such as proteins and peptides. The methyl group of thymine could also facilitate hydrophobic interactions 

with the side-chains of alanine, isoleucine and leucine to improve protein binding. In contrast, the minor 

groove of DNA is spatially shallower and narrower than that of RNA and has less binding sites. However, it 

is usually unoccupied and therefore available for small drug molecules and ligands to bind upon displacement 

of water [19-21]. In the fields of anticancer and antibiotic drugs, considerable research effort has been focused 

on DNA minor groove binders [1, 22]. The wider and shallower minor groove of RNA (compared to DNA), 

which has a lower electrostatic potential, favors binding to proteins through van der Waals interactions and 

hydrophobic interactions between the groove and the hydrophobic residues of amino acids. However, 

compared to DNA, RNA contains uracil which lacks the methyl group found on thymine. This makes RNA 

less likely to bind proteins via hydrophobic interactions, compared to DNA. Small molecules usually bind to 

the deeper and narrower major groove of RNA which possesses a larger electrostatic potential [23]. 

Compared with DNA, RNA shows higher structural diversity. As single stranded RNA is a polymeric 

molecule with strong polyanionic character surrounded by water molecules and positively charged metal 

ions, ligands are required to possess high polarity in order to disrupt the hydration shell.  

RNA folds upon itself, leading to several recognizable secondary structures such as bulges, internal loops, 

hairpin loops and multibranched junctions (Figure 7) [24]. These secondary structures finally contribute to a 

high level of diversity in terms of tertiary structures and create unique binding pockets which are able to 

selectively bind small molecules [25]. 



Bulge Hairpin loop Internal loop

Multibranched junction

 

Figure 8: RNA secondary structures mentioned in this review. 

2.3. Intercalation and stacking 

Intercalation refers to the insertion of polyaromatic molecules, between the stacked base pairs leading to 

its functional arrest. Intercalators have been used clinically as drugs targeting DNA in cancer therapeutics for 

decades [26]. Some examples of intercalators are shown in Figure 8. 

 

Figure 9: Chemical structures of different intercalators. 

Drugs targeting DNA G-quadruplexes are most commonly found to bind to or near the terminal ends the 

DNA via π-π stacking interactions [27]. In the case of the latter, the small molecule induces minimal 

conformational changes to the quadruplex during the process of binding. In contrast, in the case of the former, 

the internal π-π interactions between the nucleic bases must first be perturbed, often leading to large-scale 

movements. This is also referred to as intercalation. Consequently, the stability conferred by the new 

conformation must be energetically favorable for this process to occur. In order for stacking to occur with 

the DNA (and sometimes RNA) bases, quadruplex binders are planar, and therefore contain cyclic, 

conjugated moieties [28]. 

2.4. Available structural information 
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As of June 2018, 465 RNA-ligand co-crystalized structures and 458 DNA-ligand co-crystalized structures 

between 70 to 1000 Da have been deposited in the Protein Data Bank (PDB) [29], and the number is steadily 

increasing. These structural data provide opportunities for investigating the molecular interaction between 

nucleic acids and ligands and enable structure-based computational method for the design of nucleic acid-

targeting ligands for specific diseases. 

3. Molecular docking for nucleic acids.   

3.1. Overview. 

Molecular docking is a useful method in structural molecular biology and structure-based drug design [30]. 

In this review, docking predicts the preferred binding modes of a small molecule (protein-protein and protein-

NA docking also exists) in a target macromolecular receptor (e.g., protein or NA). Molecular docking may 

be used for virtually screening databases containing potential drug candidates, and/or for providing 

information on the interactions between a ligand and a particular binding site [31]. In general, molecular 

docking could be divided into two parts: 1) conformational search and 2) scoring. In the first step, several 

different binding modes of the ligand are generated and in the second step, a scoring function is applied to 

estimate the binding energy and to select favorable binding modes.  

 

Figure 10: Docking methodology consists of two steps: 1). Binding mode generation (top), and 2). Binding 

mode scoring and prediction. 



Ligand database

Receptor

Docking ligand to bindingsite

Binding site

Molecule Scores Rank

A xx 1

B xx 2

C xx 3

 

Figure 11. Outline of molecular docking as used to screen potential binders. 

In 2008, we reported that there were already over 60 molecular docking methods successfully developed 

for proteins [30]. Since then, many more have become available. However, docking to nucleic acids is 

comparatively underdeveloped. Generally, protein-ligand docking programs could be adapted to RNA-ligand 

docking as RNA-ligand and protein-ligand macromolecular complexes follow similar physicochemical 

binding principles [32, 33]. However, many proteins contain a well-defined, generally hydrophobic binding 

site. In contrast, nucleic acids offer more solvent exposed binding pockets with a high charge density and 

polarity [30]. These differences require modifications to existing protein-ligand docking programs for 

application to nucleic acid-ligand docking. Several mature docking programs originally developed for 

protein-ligand docking have been applied to RNA-ligand docking and researchers have also developed new 

methods and scoring functions, tailored for nucleic-acid docking. Docking programs and scoring functions 

discussed in this review are listed in Tables 1 and 2 and will be discussed in the following sections. 
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Table 1. Overview of docking programs discussed in this chapter 

Docking 
program 

Developed for nucleic 
acid-ligand docking? 

Reference 

AutoDock No, but it ,could be 
used with or without 
adaptation 

[34-36] 

DOCK 4 No, used with 
optimization for RNA  

[34] 

DOCK 6 Extended version of 
DOCK 5 specifically 
optimized for RNA 

[37, 38] 

AutoDock 
Vina 

Used as provided [39] 

GOLD Used as provided [40] 

Glide Used as provided [39, 40] 

ICM Scoring function 
optimized for RNA 

[39] 

MORDOR Yes [41] 

rDOCK Yes [39] 

RiboDock Yes [42] 

FITTED No, used with 
optimization for RNA 

Unpublished 
results from 
our group 

 

Table 2. Reported scoring function developed for RNA-ligand docking 

Scoring function Reference 
DrugScoreRNA [38, 43] 
LigandRNA [38] 
KScore [44] 
iMDLScore1 [45] 
iMDLScore2 [45] 

 

3.2. The challenges of nucleic acid-ligand docking. 

3.2.1.  From Proteins to NAs 

Docking programs have developed for decades with the first version of DOCK reported in 1982.[46] This 

pioneering work was followed by a myriad of other programs including the most widely used programs 

AutoDock [47, 48], Glide [49, 50], GOLD [51, 52], FITTED [53, 54] amongst others.  Over the years, these 

programs have redefined the way medicinal chemists design and/or optimize molecules binding to proteins. 

A vast majority of drug targets are proteins [10] and these were the focus of the docking program 

development.  

Medicinal chemists interested in targeting NAs first looked at the performances of existing protein-ligand 

docking programs with NAs and determined whether modifications were required. As discussed in a section 

below, many docking programs were found accurate enough, although they are expected to be more accurate 

if re-trained with NA-ligand complexes. For example, while AutoDock was used as was, with little to no 

modifications (apart from incorporating additional parameters) [34], DOCK was revised and DOCK 6.0 

incorporated special features for docking small molecules to NAs. First, an improved conformational 



sampling method was implemented which improved accuracy when docking larger and more flexible ligands 

as compared to previous versions (many molecules binding to RNA such as G-quadruplex binders and 

aminoglycosides are large and flexible). Interestingly, it should be pointed out that this method, optimized 

for RNA-ligand complexes, showed reduced accuracy on a ligand-protein sets. Second, a major 

implementation accounting for metal ions and water was added to DOCK (see below).  

In contrast, other programs were specifically designed for docking small molecules to NAs. These include 

MORDOR [41] which specifically address the problem of RNA flexibility and RiboDock [42] (which 

evolved into rDock [39]).  

3.2.2.  Scoring functions  

Scoring functions were also designed specifically for predicting RNA-ligand affinities. The high polarity 

of NAs compared to proteins and some unconventional interactions necessitated special treatments (e.g., 

electrostatic interaction, and solvation). RiboDock includes an empirical scoring function [42] which is a 

combination of hydrogen bonds, steric interactions, attractive lipophilicity amongst others. Interestingly, a 

term accounting for interaction between positively charged carbons (e.g., guanidinium) and negatively 

charged groups (such as carbonyl) was added to model these uncommon electrostatic interactions which may 

be perceived as stacking instead as discussed by Morley and Afshar. Another term favoring parallel π-system 

(stacking) was also been introduced. An alternate scoring function, DrugScoreRNA has been reported by 

Pfeffer and Gohlke [43]. This function is an extension of DrugScore, initially developed for scoring protein-

ligand complexes [55]. These knowledge-based scoring functions have been trained from statistical analyses 

of set of complexes favoring interactions observed more often. LigandRNA is also a knowledge-based 

function [38]. LigandRNA, in contrast to DrugScoreRNA considers the directionality of hydrogen bonds. 

Computing the entropic energy cost upon ligand binding in a high throughput manner (amenable to several 

binding modes while docking) has been a major challenge in the development of docking programs and 

scoring functions. In 2005, Ruvinsky and Kozintsev proposed to use the binding mode cluster size generated 

by Autodock to estimate the vibrational entropy of any given binding mode. 47 Earlier this year, this approach 

was revised and applied by McElfresh and Deligkaris to DNA-ligand complexes [35]. Applied to 24 crystal 

structures, the addition of this term led to significant improvements in the accuracy (from 13 to 18 out of 24 

within 2.5Å of the experimental structure). 

While similar strategies were used to develop conformational search algorithms and scoring functions than 

with proteins, additional challenges have appeared which required specific developments. 

3.2.3.  RNA and DNA flexibility  

One major factor that limited the accuracy of nucleic acid-ligand docking is the intrinsic flexibility of 

nucleic acids. Most of the current methods ignore flexibility of RNA treated as a rigid receptor. However, 

RNA could have induced fit movements or conformational changes in response to ligand binding. For 

example, riboswitches are known to have alternative conformations upon binding to ligands. The crystal 

structures of the purine riboswitch imply that ligand binding induces a local conformational change in the 

binding pocket (Figure 11). Rotational flip motions of nucleotide allow ligands to form stable hydrogen 

bonding network with the RNA. With these movements, the ligand is encapsulated inside the binding pocket 

and becomes nearly solvent inaccessible. 



 12 

Zoom in

 

Figure 12: 3D structures of a purine riboswitch. a) overlap of apo (blue, PDB 5E54) and ligand bound 

(orange, PDB 5SWE) structures. Zoom in view of the binding pocket, b) ligand-bound state and c) apo state. 

For optimal docking accuracy, flexibility of the nucleic acid should be considered. Molecular Dynamics 

has been successfully used in a number of studies on ligand-G-quadruplexes [28, 56] and ligand-RNA, 

although the throughput of such techniques does not allow for screening of libraries of potential ligands. Over 

the past decade or so, protein flexibility has been implemented into a few docking programs including our 

program FITTED [53, 54]. However, none of the techniques were found to be universally applicable [57, 58].  

To handle flexibility of RNA, MORDOR allows an induced fit of the ligand and the receptor using 

molecular mechanics minimization techniques constraining the RNA molecules to the experimental structure 

(either crystal structure or NMR structure). The ligand is then allowed to explore the surface of receptor after 

being placed at a certain “hot spot” on the receptor. Depending on the size of receptor and ligand, MORDOR 

takes 0.5 to 3h per docking run, although this timeframe is highly dependent on the computer used. The 

energy minimization steps during docking is time-consuming and renders this method hardly applicable to 

large libraries [41]. This method was found to be highly accurate with an accuracy above 70% within 2.5 Å 

of the experimental binding mode.  

In another study aimed at discovering compounds which target TAR RNA, ICM was used after DOCK. 

After DOCK quickly matches compounds to the target site and filters out a large number of poses, ICM 

allows rapid exploration conformational space via Monte Carlo searches using internal coordinates in order 

to explore the ligand binding in more detail. ICM also account for flexible NAs using internal coordinates 

and includes terms for hydrogen bonding and solvation [59]. 

Another option to deal with RNA flexibility is to use ensemble docking, using a set of predetermined RNA 

conformations. Our group used an ensemble of RNA structures to include the flexibility of RNA in the 

docking of aminoglycosides into flexible RNA [60]. This was achieved through the combination of a set of 

AutoDock grids generated to model distinct RNA conformations in grids modeling the conformational 

ensemble. 

In the study carried out by Stelzer et. al, RNA dynamic ensembles were first constructed using a 

combination of NMR spectroscopy and computational molecular dynamics simulations and then docked 

small molecules onto the ensembles to solve the problem of taking into account RNA conformational 

adaptation [61]. Elastic potentials grids for modeling target conformational changes in proteins was 

introduced by Gohlke and co-workers in 2009 for protein [62] and extended to RNA [63]. In this method, a 

3D grid of potential fields pre-calculated using the DrugScoreRNA scoring function is adapted to another 

conformation by moving grid intersection points in space, keeping the potential field values unchanged. This 

approach provides accurate and efficient description of RNA-ligand interactions and is twice as successful 



as docking into an apo RNA structure. However, the approach is limited to local (i.e., minor) conformational 

changes. Base movements predominantly governed by rotational flip motions or nucleotide movements 

leading to an exchange of interaction types, which are often observed in riboswitches, cannot be considered 

using this approach. Besides, it fails to model the creation of highly electronegative pockets for binding of 

positively charged groups, a phenomenon which is often observed in RNA [63].  

A novel Monte Carlo (MC) algorithm for ab initio drug docking to DNA that combines full flexibility of 

both molecules was proposed by Rohs et al [64]. The flexibility of the entire DNA-ligand complex is defined 

by MC variables which are combined into collective variables (rigid-body translations and rotations of the 

ligand relative to the DNA) and internal variables (internal flexibility of the specific ligand). This method 

can sample the docking geometry without any prior binding site selection [64].  

3.2.4.  Water Molecules and Metal ions  

Another challenge in docking small molecules into nucleic acids is the presence of water molecules and 

metal ions often necessary for optimal ligand binding. The highly charged nature of nucleic acids leads to 

strong interactions with water molecules and metal ions. In the case of NA-ligand complexes, bridging water 

molecules play a key role in the stabilization of the complex, providing additional hydrogen bonding 

interactions.  

Metal ions binding sites were first investigated by Hermann and Westhof using MD simulations in the 

hope to identify interaction sites for aminoglycosides (i.e., with multiple ammonium groups) [65, 66]. 

Li. et al. later investigated the docking ability of Glide with 25 hydrated RNA-ligand structures. The 

significant enhancement in success rate (from 44 to 84%, RMSD < 2.5 Å) demonstrated one should include 

water molecules in docking ligands to nucleic acids [40]. However, the presence of water molecules in 

docking narrows the conformational search space and can sterically exclude some incorrect modes with 

higher ranking. As a result, this is expected to improve self-docking (water properly positioned for the co-

crystalized ligand) but not cross-docking which may require a different set of water molecules. To address 

this issue, our group described a novel approach to model key interacting water molecules by including 

virtually “displaceable” molecules [60]. Alternatively, a GB/SA model (Generalized Born model with solvent 

accessible surface area (SA) term) had been implemented in the solvation module of DOCK to reproduce the 

electrostatic solute-water interactions [37, 67]. Metal ions such as Mg2+ and Mn2+ are often found at the 

binding site of nucleic acid, serving as a metal bridge coordinating ligand and nucleic acid residues. When 

Mg2+ was taken into account as part of the RNA target, it resulted in the improvement in pose prediction of 

TPP docking in TPP riboswitch [45]. However, the issue of bridging water molecules and metal ions are not 

yet addressed in most of the available docking method for nucleic acids. 

3.2.5.  Highly charged macromolecules  

Another challenge is the high number of charges on NAs. In reality, all the phosphate negative formal 

charges are neutralized by counterions in solutions. However, these are often mobile and could hardly be 

considered in docking as their location is not fixed. A strategy that our group and others [34, 43] used is to 

neutralize the phosphate groups themselves by changing their partial charges (e.g., adding +1 to the 

phosphorus atom) to implicitly consider counter-ions [60]. 

Another critical aspect is the modulation of their polarization of water molecules when hydrogen bonded 

to various groups such as phosphates. Each water is expected to have a different polarization (and therefore 

to interact more or less with ligands) while all the waters are often considered equivalent by docking programs. 

We have recently found that the binding energy can be drastically different when a ligand is bound to this 

type of water (unpublished). 

3.3. Performance of nucleic acid-ligand docking. 

3.3.1.  Prediction of binding modes.  

The performance of a docking programs may be evaluated based on its ability to accurately predict the 

binding mode when docking the native (co-crystallized) ligand back to the corresponding macromolecule 

(i.e., self-docking) or to other crystal structures of the same macromolecule (i.e., same sequence) but co-
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crystallized with a different ligand (i.e., cross-docking). A scheme illustrating self-docking and cross-

docking is present in Figure 12. The root mean square deviation (RMSD) between the docked ligand structure 

and experimentally co-crystalized ligand structure is used as a metric to determine the accuracy of the docking 

program to predict binding modes. In some cases, the docking program is also assessed for its ability to 

predict binding affinities or rank ligand by affinity (e.g., virtual screening) [32]. 

 

Figure 13: Self-docking (1) and cross-docking (2). 

While there is a large body of work in the field of small molecule-protein docking, literature data is scarce 

with NA-ligand docking and it is a lot more difficult to compare different docking programs as different (and 

often quite small) test data sets or assessment criteria were used in the reported evaluation studies.  

Most validation studies reported the success rates of predicting the correct binding modes rather than 

predicting the binding affinity. As the success rates of different programs may vary with different data sets, 

the conclusions drawn from such small test datasets have to be taken with great care. As of today, little has 

been done with truly statistically relevant-sized test sets. In 2004, Detering and Varani[34] showed that 

DOCK and AutoDock could reproduce the experimental binding modes within 2.5 Å with success rates of 

60% out of 16 RNA-ligand complexes. In a test set of 25 DNA-ligand complexes, AutoDock yielded a 

success rate of 68% [35]. Considering the same RMSD cutoff as successful docking, AutoDock Vina was 

used without any specific optimization for NAs and achieved a success rate of 29% in a set of 56 RNA-ligand 

complexes, while Glide and rDock obtained success rates of 18 and 54%, respectively [39]. Li et al. carried 

out comparative experiments between Glide and GOLD programs with a test set of 60 RNA-ligand 

complexes and obtained success rates of 60% and 62%, respectively (RMSD < 2.5 Å) [40]. Our group 

extended AutoDock by taking account of the role of water molecules in the binding of ligand to RNA and 

the flexibility of these macromolecules. We were able to successfully dock a small set of 11 aminoglycosides 

with an average RMSD of 1.41 Å back into their receptors, while the average RMSD was 3.25 Å by the 

original program [60]. DOCK 6 was reported with an extremely high success rate of 80% (within 2 Å). 

However, the training set consisted of only 10 RNA-ligand complexes with less than seven rotatable bonds 

[37]. MORDOR, a program specially designed for RNA-ligand docking, reproduced experimental binding 

modes within 2.5 Å with a success rate of 74% out of 57 cases [41]. RiboDock was tested with 10 RNA-

ligand complexes and achieved 50% success rate within 2 Å [68]. In self-docking experiments of 31 RNA-

ligand complexes, DrugScoreRNA identified the first scoring ranked ligand pose within 2 Å with a success 

rate of 42% [69]. LigandRNA was able to find the ligand poses within 2 Å in 36% out of 42 RNA-ligand 

complexes, while DOCK6 obtained 36% and DrugScoreRNA 31% [38]. 



A comprehensive study was carried out by Chen et al., comparing 5 docking programs and 11 scoring 

functions [45]. Although high success rates (73%) were obtained from GOLD and rDOCK, the authors 

considered at least one pose with RMSD < 3 Å out the five top-ranked pose as successful docking, a very 

loose criterion compared to other studies.  

With the number of available structures, evaluation studies are nowadays carried out on larger sets. In 

2011, ICM was able to find 53% of 96 RNA-ligand structures were successfully reproduced within 2.5 Å 

[61]. Our group recently carried out self-docking experiments with 229 RNA-ligand complexes using FITTED 

[53, 54]. The success rate increased from 77 to 83% (RMSD<2.5 Å) after considering all possible hydrogen 

donor and acceptor from nucleic acid and Mg2+ and Mn2+ as part of the receptor (unpublished results). 

Drug –DNA intercalation is often employed in cancer therapies. AutoDock was able to successfully 

distinguish between the intercalation site and the minor-groove site and reproduce the binding mode within 

2 Å with a success rate of 80% (a datasete of 67 DNA-intercalator complexes) [70, 71] By using DNA 

sequence and intercalation site information, a novel intercalation methodology called ‘Intercalate’ was able 

to create the DNA 3D structure with the intercalation site and perform docking at the binding site with 

associate binding free energies [72]. 

3.3.2.  Distinguishing active from inactive compounds  

The ability to predict the binding affinities was assessed in some studies. ICM obtained a linear correlation 

of R=0.71 between the experimental and estimated binding energies in a set of 48 RNA-ligand complexes 

[61]. AutoDock obtained an R2=0.84 in a dataset of RNA-aminoglycoside complexes [36]. New scoring 

functions developed for RNA-ligand docking such as KScore, iMDLScore1 and iMDLScore2 were 

investigated for their ability to predict binding affinities. The linear correlation coefficient between the 

computed and experimental binding energies for RNA-ligand and DNA-complexes achieved by KScore were 

as high as 0.81 and 0.68 although on very small sets (data sets of 15 and 9 complexes, respectively) [44]. 

Two empirical scoring functions, iMDLScore1 yielded a good result of scoring in test set of 45 RNA-ligand 

complexes, with 0.70 of the linear correlation coefficient between the computed and experimental binding 

affinity while iMDLScore2 yield 0.79 [45]. 

DOCK and AutoDock were also evaluated in retrospective studies against DNA minor groove [73]. 

AutoDock was shown to lead to improved enrichment of a library (with an enrichment value SE(f =1%) 

=86%.) in active compounds over DOCK. 

Another study examined GOLD, GLIDE, CDOCKER and AutoDock for DNA minor groove binding with 

57 DNA-ligand complexes. In GOLD and GLIDE, the orientation of best score pose and the lowest RMSD 

pose is close to each other and the deviation of various conformation poses is also smaller than other methods 

[74]. 

The studies discussed above can provide us insight into the different programs and scoring functions, 

including their accuracy, speed and applicable targets, but they still have some limitations. First, the accuracy 

(success rate) is greatly dependent on the size of the dataset, the selection of the NA-ligand complexes and 

the criterion of success. In this scenario, the reported success rates are less convincing. Second, although self-

docking is a good indication of the performance of a program, it provides limited evidence about the 

reliability in drug discovery. In terms of discovering new ligands, the program is expected to have the ability 

to filter out non-binding molecules and properly dock compounds with good affinity to the NA even when 

the starting NA structure is not exactly adjusted to the ligand (induced-fit binding). However, self-docking 

only indicates the program’s ability of reproducing the experimental binding mode of ligands when the 

macromolecule structure is already adjusted to them (Figure 12). Thirdly, few studies have reported the 

predicted binding affinity or how these correlate with experimental binding affinitites. Fourth, limited studies 

(see next section) have looked at the accuracy of virtual screening (identification of binders within large 

libraries of small molecules). This, the general applicability and predictive ability of these methods remains 

elusive. In order to obtain a better understanding on the strengths and weaknesses of NA-ligand docking, 

more extensive evaluation studies are needed. 
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4. Application to NA Binder Discovery 

The real validation for docking programs is the discovery of novel binders through virtual screening (VS). 

As early as 1997, Kuntz and co-workers carried out a docking-based VS on RNA major groove. While 

predicting potency was a major objective, they also computed their specificity by docking to B DNA [75]. 

11 compounds were selected, and 3 aminoglycosides were confirmed to stabilize RNA duplexes without 

affecting DNA duplexes. 

In 2010, G-quadruplexes were targeted, and 20,000 compounds were docked using ICM. 5 compounds 

were selected for testing and fonsecin B was found as a G-quadruplex stabilizer [76]. A known G-quadruplex 

binder, methylene blue, has also been improved through the screening of analogues and testing of a promising 

compound uncover a stronger G-quadruplex binder [77]. In fact, G-quadruplex has been the target for a 

number of successful prospective screening studies including docking as part of the workflow [78-82]. 

Triplex DNA structures have also been targeted with similar approaches [83]. 

In 2011, Daldrop et al. screened a library against an adenine-riboswitch (AR). Crystallography revealed 

the presence of a conserved water molecule, a large array of hydrogen bonds between ligands and AR as well 

as π-stacking.[84] For this VS campaign, they used DOCK 3.5.54 with minor modifications which was 

validated on retrospective studies. A selected set of over 2,500 compounds was docked and a selection of 5 

top-scoring compounds were experimentally evaluated. 4 out of these 5 compounds exhibited binding affinity 

to AR in the micromolar range [84]. As another validation, three of these 4 active compounds were co-

crystallized with AR and their experimental binding modes were found to be close to those predicted by 

DOCK during the VS campaign.  

5. Conclusion and perspectives. 

With ever increasing structural information and growing interest in NAs as drug targets, docking programs 

were evaluated, or even developed to design novel NA binders as potential drugs. While it was found possible 

to apply protein-ligand docking methods to the docking of ligands to NAs, the binding mode prediction 

(rarely exceeding 60%) was comparatively less accurate than for protein-ligand docking (can be as high as 

80% for some programs, although this is highly protein-dependent) [32]. One reason of lower success rate is 

that the flexibility of NAs, a key structural factor in NA-ligand binding, was ignored. Handling NA flexibility 

is one concerning problem when developing novel docking methods or transferring methods developed 

specifically for proteins (generally less flexible) to NAs. Water molecules and metal ions are also crucial in 

ligand binding and can hardly be ignored by docking programs.  

So far, most validation studies have been focused on RNA. Compared to RNA, although DNA being less 

flexible may be less problematic. Although both protein-ligand docking programs and novel NA-ligand 

docking programs have shown promising performances on NA-ligand docking, there is space for 

improvement.   

In addition, the increasing number of NA-ligand co-crystalized structures provide opportunities for more 

extensive evaluation studies with larger data sets in order to obtain a better picture on the strengths and 

weaknesses of NA-ligand docking programs.  

Depsite the several limitations, docking-based screens have already helped medicinal chemists identifying 

novel NA binders. These prospective investigations revealed the potential of docking programs in NA binder 

discovery campaigns. 
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