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Abstract

Nitric oxide, NO, is a primary pollutant produced by the oxidation of nitrog®aainly in
combustion-based applications. In the atmosphere, NQpidlyaoxidized toNO,, which is in-
volved in the formation of ground-level ozone, acid pretapons, fine particulate matter, and
nutrient pollution, affecting human health and the envwin@mt. Four NO formation pathways
are recognized in gaseous flames: thermal (Zel'dovichmptdFenimore), MO, and NNH. The
prompt route, initiated by the reacti6ii+N, <+ NCN+H, is responsible for the rapid production
of NO within the front of hydrocarbon flames. A strong cortigla exists between the maximum
concentration of the methylidyne radica(;H] and the formation of NO in the flame front
region.

This work presents absolute measurementfCf] ., taken in atmospheric-pressure, pre-
mixed, stagnation flames of methane, ethane, propaney-anthne. One-dimensional (1D) CH
fluorescence profiles are extracted from 2D Planar Laserekd Fluorescence (PLIF) measure-
ments made quantitative through normalization by the Rglylscattering signal of nitrogen. For
all fuels, the CH-LIF signal is maximized at an equivaleratorof 1.2, and decreases monoton-
ically for leaner and richer mixtures. The consistency @ tiehaviour for all fuels suggests that
CH formation is determined by fuel-independent elementaagtions.

Axial velocity profiles are measured by Particle Trackingodemetry (PTV) and, along with
mixture composition and temperature measurements, pdhiel required boundary conditions
for quasi-one-dimensional flame simulations. A purposayetbped, time-resolved, four-level
LIF model considering rotational energy transfer in theugieand electronically excited states is
used to convert the modelled CH concentration profiles initsicompatible with the quantitative
CH-LIF measurements.

Large variations in the CH concentrations predicted by thermochemical mechanisms are
observed for all fuels and equivalence ratios considereddetailed study of the mechanisms,
through reaction pathway and sensitivity analyses, shioatgte principal reactions impacting CH
formation are: a) involved in the CH formation routet{; — CH} — CH, — CH), b) bypass and
remove carbon atoms from the CH formation route, or c) atfeefpool of reaction partners in the
aforementioned reactions. The order of magnitude varigldi the model predictions is caused
by significant disagreements among the mechanisms in tefmegen coefficients and reactions
included in these pathways.

As observed previously, the thermochemical mechanismestimate the decline ¢€H] |,
as the stoichiometry is shifted to lean mixtures. To idgmtife source of this behaviour, an op-
timization procedure is applied to the San Diego mechaniBne pre-exponential factor of nine
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elementary reactions interacting with the CH formationteas adjusted to yield two separate ther-
mochemical mechanisms that agree, within uncertainty thi¢ experimental data. These models
will enable accurate predictions of prompt-NO formatiomoa wide range of equivalence ratios.



Résumé

Le monoxyde d’azoteNO) est un polluant primaire formé par I'oxydation de I'azotesl de la
combustion de carburants avec l'air. Dans I'atmospherend@oxyde d’azote est rapidement
oxydé en dioxyde d’azoteN(O;) qui est impliqué dans la formation d’ozone troposphérjgles
précipitations acides, de particules fines et de pollutimniée des eaux de surface. Ces différents
types de pollution ont des impacts majeurs sur la santé mengil’environnement. Quatre prin-
cipaux mécanismes chimiques participent a la formatiotv@edans les flammes de carburants
gazeux. La réactio@H + N, <+ NCN + H enclenche le mécanisme de Fenimgmp) qui
entraine la formation rapide de NO au travers du front desnflasnd’hydrocarbures. Une forte
correlation existe entre la concentration maximale ducadibre CH (méthylidyne|[CH] ., )
dans le front de flamme et la quantité de monoxyde d’azotedenpar le mécanisme de Fenimore.

Cette these présente des mesures quantitativgstile ,, prises dans des flammes prémélan-
gées de méthane, d’éthane, de propane, et-bigtane a pression atmosphérique. Des profils
unidimensionnels d’intensité de fluorescence du CH somaigstde mesures bidimensionnelles
obtenues par Fluorescence Induite par Laser (2D-FIL). libraéion du systéme optique, néces-
saire afin de rendre les mesures quantitatives, est réalsir du signal de diffusion de Rayleigh
d’'un écoulement d’'azote pur. Pour tous les alcanes, le Istnfiluorescence du CH atteint son
maximum a une richesse de 1.2, et décroit pour des mélangesgthes ou pauvres en carburant.
Une variation similaire du signal de fluorescence avec laesse du mélange est observée pour
tous les alcanes suggérant que la formation de méthylidstrdééerminée par un ensemble limité
et commun de réactions élémentaires qui ne dépendent pggaldd carburant.

Des profils unidimensionnels de vitesse d’écoulement Sot@nais par vélocimétrie par suivi
de particules qui, conjointement avec les mesures de tatypés et de débits d’air et de carburant,
fournissent toutes les conditions limites nécessairesamulations de flammes a une dimension.
Dans le cadre de cette recherche, un modéle numérique dedfiitbire a quatre niveaux, qui
inclut le transfert d’énergie rotationnelle dans les éfatslamental et excité électroniquement, a
été développé et permet de convertir les profils de cond@anisade méthylidyne prédits par les
simulations de flammes en unités compatibles avec les a¢seltpérimentaux.

D’importantes variations entre les prédictions de quatoelétes de cinétique chimique sont
observées pour tous les carburants et toutes les richasskdsé Une étude détaillée des modeles
faite a I'aide d’analyses de sensibilité et des routes dies démontre que les principales réac-
tions causant cette importante disparité entre les modelasimpliquées dans le mécanisme de
formation du CH CH; — CH} — CH, — CH), injectent ou retirent des atomes de carbone du
mécanisme de formation du CH, ou interférent avec les esp&imiques qui sont impliquées



dans les réactions mentionnées précédemment. Les vasatans les prédictions deH] .,

qui s’échelonnent sur plus d’'un ordre de grandeur, sontéemupar des différences importantes
en termes de vitesses de réaction et des réactions inclaseds mécanismes. Tel gu'observé
précédemment, les modéles de cinétique chimique prédisentiécroissance trop rapide de la
concentration de méthylidyne au fur et a mesure que la rsehda mélange est réduite en deca
de 1.2. Pour identifier la cause de ce comportement, une guoe€’'optimisation est appliquée
au modeéle de I'Université de San Diego. Le facteur pré-egptial de neuf réactions chimiques
élémentaires, qui interagissent avec le mécanisme de fiom@du CH, est ajusté a l'intérieur de
plages d’optimisation minutieusement sélectionnées. Aal fideux modeles de cinétique chi-
mique qui prédisent de facon juste, c’est-a-dire a I'ietéride I'incertitude expérimentale, la
concentration maximale de méthylidyne sont obtenus. Cesats permettront de décrire avec
justesse la formation de monoxyde d’azote par le mécanigeedimore, et ce, pour une large
plage de richesses et de carburants.
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Contribution of author

Since its inception, a significant component of the reseprogram of the Alternative Fuels
Laboratory is the experimental determination of the re#ygtand nitric oxide NO) production
of premixed, stagnation, laminar flames. Three laser-bdsaghostic techniques are commonly
used in the laboratory: 1) one-dimensional (1D), NO Laseuted Fluorescence (LIF); 2) two-
dimensional (2D), CH-LIF; and 3) Particle Tracking Velo@try (PTV). The NO-LIF technique
initiated by G. Chung [Ca.1] was subsequently refined aneheldd to perform temperature profile
measurements by J.D. Munzar and G.M.G. Watson [Ca.2, C&d|.G. Watson and |, we im-
plemented the CH-LIF method in the laboratory (see secti8jy and | developed the LIF model
required to translate the output of flame simulations inun@mpatible with the experimental
data, as well as verified the underlying assumptions andssde¢he uncertainty in the LIF signal
predicted by the model (see chapter 3). Originally (see fangle [Ca.2, Ca.3]), flame speeds
were extracted from 2D velocity fields measured using Rartinage Velocimetry (PI1V), but the
method was eventually replaced by the PTV technique (seéms&t?2). With the exception of the
laser, the experimental configuration of both methods istidal. With regards to the processing
of the data, only a rudimentary program to extract the locatif the particles on the PTV images
was inherited from the work of L. Benezech, J.M. Bergthorand P. Dimotakis at the California
Institute of Technology. No program was provided to convieet position of the particles into
velocity fields. To ease and accelerate the processing d?Theimages, | developed a series of
user-interfaced programs, which reduced by more than atex of magnitude the time required to
translate the information contained in the raw images imdoaity profiles (1D) or fields (2D). In
addition, | performed a complete uncertainty analysis efittethod, and implemented an enhanced
mathematical scheme in comparison to [Ca.4, Ca.5] to imgtio® accuracy of the measurements.
The PTV method | developed, which is discussed in sectioniZa used to measure flow velocity
fields in a series of publications [Ca.6—Ca.11].

The current thesis takes place in a larger project inted@stihe formation of NO in premixed
flames ofC;-C, alkane and alcohol fuels. Partnering with G.M.G. Watsonused the laser di-
agnostic techniques discussed above to obtain NO, CH, tatupe, and axial velocity profiles,
which allowed us to benchmark existing thermochemical rarigms, and to provide a better un-
derstanding of NO production in premixed flames. These t&stdviewed in the introduction,
were presented in recent publications | co-authored witl.G. Watson and J.M. Bergthorson
[Ca.8, Ca.9]. For the collection of the experimental datspnted herein, G.M.G. Watson and |,
we were assisted by A.C.A. Lipardi, and | post-processedtHd_IF images to yield the exper-
imental data presented in Chapter 4. | performed the flamalatians with the help of A.C.A.
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Lipardi, and | obtained the predicted LIF signals using ti&lQF model | assembled. | analyzed
the experimental data and benchmarked the thermochemaxdélsby myself and, for that pur-
pose, | implemented the reaction pathway analysis destibeection 2.1.2.3 and Appendix A.
This work was reported in a paper published in CombustionFashe [Ca.7]. | also executed the
adjustment of the San Diego mechanism [Ca.12] to the expeittmhdata (see Chapter 5) using a
method similar to [Ca.9, Ca.13], but much improved in terrhsamputation time and flexibility
to initial and limit values of the optimized parameters, &tl\&s prepared the manuscript accepted
for presentation at the ASME Turbo Expo 2017 [Ca.14].

The main contributions to knowledge of this thesis, dethilethe conclusion chapter, include
1) the development of the time-resolved LIF model and thesssent of the adequacy of the
commonly made assumptions in modelling CH-LIF in the A-Xcélenic system; 2) a first set of
guantitative, experimental CH concentration data at apiesc pressure for a variety of alkane
fuels and equivalence ratios; 3) a discussion on the soofthe order-of-magnitude variability in
CH predictions among currently available thermochemicatianisms; 4) the identification, via
the optimization method, of the reactions requiring furtiitgention from the combustion commu-
nity for future thermochemical models to accurately cagpthe sensitivity of the CH concentration
to changes in the stoichiometry of the reactant mixture;3raptimized mechanisms properly de-
scribing CH production and enabling accurate predictidmsampt-NO formation.

In the conclusion remarks, the significant contributionhe AFL in understanding NO for-
mation in atmospheric-pressure flames is reviewed, anddhbd for experimental data at supra-
atmospheric pressures discussed. | am the designer ofgheghessure (HP) combustion facility
presented in section 6.3.1, which includes a scaled-datiwall burner optimized for HP oper-
ation and a vessel. | improved and validated the method ustgbipast by members of the AFL
to design the interior contour of the inner nozzle of the eufiCa.15], used Computational Fluid
Dynamics (CFD) and computer-aided design tools to cre&ettmer components, and assembled
the burner. Continuing on the preliminary work of an hondwsis student | supervised, G. Costa
Del Pozo, I laid out the final concept of the vessel, perforfiedstress analyses to determine
the dimensions of all components, prepared the technieaVidgs, found and ordered the raw
stainless steel pieces of very peculiar grades and, witlhéhe of A.C.A. Lipardi, | assembled
and hydro-statically tested the enclosure for safe opmrati installed the jet-wall burner in the
vessel, coupled the flow delivery and control systems, atedjiated the laser diagnostics to the
apparatus. Numerous, important equipment failures ingheratory significantly delayed the HP
research program. However, as witnessed from the prelmnesults presented in section 6.3.1,
this rig will yield important flame reactivity and NO conceation measurements at gas turbine
relevant pressures in the years to come.
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Other contributions

As a senior student in the AFL, | assisted A.C.A. Lipardi is Bkperimental assessment of the
effects of exhaust gas addition to the reactant mixture am,lgoremixed flames on the forma-
tion of nitric oxide. In this context, | implemented a new sétcollection optics to improve the
signal-to-noise ratio of the NO-LIF measurements, suger/the experiments, mentored the post-
processing and analysis of the data, and reviewed the m@piL{§2a.10].

Over the last years, | was also involved in a collaborativggat between the AFL and the
Plasma Processing Laboratory of Prof. Sylvain Coulombdystg Plasma-Assisted Combus-
tion (PAC) and Plasma-Assisted Fuel Reforming (PAFR).ifiakary PAC results, suggesting an
increase in the reactivity of premixed laminar flames underdirect influence of non-thermal
plasma discharges, were reported in [Ca.16]. A feasilslitygly was also presented at the ASME
Turbo Expo 2016 demonstrating the potential of PAFR to iaseeand control the reactivity of
flames at gas turbine relevant conditions through refoonatf methane and/or biogas to syngas
[Ca.17].
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Chapter 1

Introduction

1.1 Energy demand, production, and climate change

The development of modern societies is supported by theuoopison of energy; the world yearly
energy use is expected to reach 860 exajoules by 2040, afri¥&% in comparison to 2012
mostly induced by the economic growth in emerging counfri¢sFossil fuels are forecasted to
remain the primary source of energy, fulfilling 78% of the @ in 2040, and raising the annual
energy-related emissions 60, in the atmosphere to 43 billion metric tons. This will result
the cumulative emission of ~1100 gigatons of carbon diogid€”O,) over the period 2012-2040,
essentially wasting the remaining budget of ~1@&@ 0O, to prevent a global warming of more
than 2°C above the pre-industrial leV¢R]. The transition to low-carbon energy sources must
be significantly more rapid than the predicted 2.6% yearbraged growth in renewable energy
production over the period 2012-2040 [1].

Energy is available from a variety of renewable sourcesusfiog solar, wind, water, and
geothermal. Numerous technologies exist, such as comtedtsolar power plants, photovoltaic
panels, wind turbines, hydropower plants, wave devices| turbines, geothermal plants, etc.,
that can produce carbon-free energy in sufficient quastitdulfil the global demand using only
a fraction (1%) of the available land [3, 4]. However, manyttedse renewable sources are inter-
mittent, which implies that the energy must be harvestedwawailable, efficiently stored, and
redistributed as needed [5—7]. At the moment, storage awahle energy in convenient energy
carriers for global market exchange, at sufficiently higlergg and power densities, remains a
challenge [6, 8]. Among the solutions is the conversion nEmable energy into chemical energy
that can be restored through combustion of the energy cairriexamples are 1) the growth of

1n its most recent report, the Intergovernmental Panel omaté Change (IPCC) mentions a limit on the an-
thropogenic carbon dioxide emissions, based on variouseiiagl results, of 290@tCO, cumulated since 1870
to restrict the global warming to 2°C in comparison to theiquk861-1880, with a probability 66%. In 2011,
approximately 190@:tCO- had already been emitted, yielding a remaining budget 000T&xCO5, [2].
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biomass, such as crops and algae, through photosynthésth ean be used to synthesize biofu-
els (biogas, syngas, alcohols and other oxygenated bgfaet synthetic hydrocarbons) [9, 10];
2) the use of renewable energy to recycle metal oxides intalpewders to be used as fuels [5,
8]; and 3) the production of so-called “solar fuels” using gunlight, or the electricity produced
from it, to a) split water and carbon dioxide iy, andCO that can be used as is and to synthesize
hydrocarbons, or to b) thermally decompose fossil fuels sulid-phase graphite and hydrogen
fuel [7, 11, 12]. Although the optimal storage technologyportfolio of technologies, has yet to
emerge, combustion-based energy carriers have the mtengrovide comparable convenience,
and power and energy densities to conventional fossil fuehéle significantly reducing carbon
dioxide emissions.

It appears very likely that combustion will remain a primaonversion process whether energy
production relies on renewable sources or fossil fuels. &l@ry any technology based on the
combustion of fuels with air will result in the oxidation oftrogen into nitrogen oxidesyYO,,
which are known to have many deleterious, direct and intieftects on human health and the
environment. This warrants further research on the foilwnatf NO, and their precursors.

1.2 Atmospheric chemistry of nitrogen oxides and their effets
on human health and the environment

NO, emissions, oxidation, and effects
In 2011, more than 92% of NOemissions in the United States of America originated from

anthropogenic sources, mostly from the burning of fos&ldun the transportation sector (57.5%)
and for electricity generation (13.5%) [13]. The princip&fogen oxide emitted by combustion-
based applications is nitric oxide, NO [14, 15]. Once redelaim the atmosphere, NO is rapidly
oxidized in the presence of volatile organic compounds (Y@Gitrogen dioxideNO,, via the
reaction:

ROy + NO — RO + NOy, (1.1)

where the radical R is primarily H andH; [16, 17]. Exposed to solar radiation, nitrogen dioxide
is photo-dissociated:
NO;y + hv — NO + O, (1.2)

producing nitric oxide and atomic oxygen. NO is recycledgaation 1.1, thus rapidly establishing
a continuous cycle, which results in the net production ofrat oxygen without consumption of
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NO, (NO + NO,) molecules [15, 16].

Nitrogen oxides are toxic substances at sufficiently higiceatrations, which are well-beyond
the levels observed in ambient air [15]. In fact, administian small quantities, NO is widely used
in medicine as a vasodilator [18} O, is more harmful than NO [19], and is known to incur bron-
chitis in asthmatic children, as well as to reduce the humame@nary function, at concentrations
currently observed in occidental cities [20]. In additiof), is a “reddish-orange-brown” gas
involved in the formation of photochemical smog [21, 22]. wéwer, the main motive for regu-
lating the emissions of nitrogen oxides is their involvetriarthe formation of more deleterious,
secondary pollutants as discussed below [15].

Ozone formation and effects
The oxygen atoms produced via tN®,, cycle of reactions 1.1 and 1.2 react with to form
ozone:
04+ 0s+M — O3+ M. (1.3)

Exposition to ozone, a strong oxidizing gas, has nhumerouswental, acute and chronic, impacts
on human health. It causes bronchoconstriction rendeniagthing difficult, irritates the inner
surface of the air passages, favours the development aetti@p of asthma episodes, reduces
the ability of the respiratory system to defend againstatidéms, and causes and worsens chronic
obstructive pulmonary diseases [19, 20, 23, 24]. A conatabetween th€; concentration in
ambient air with the rates of deaths and heart diseases kasdbserved in European countries
[20] and, in many U.S. counties, the ozone concentratiocheslevels sufficient to cause respira-
tory problems [24, 25]. Furthermore, ozone affects the géithesis process of sensitive plants
and trees. This slows down their growth, injures vegetadiot, as a consequence, impacts the
production, both the quality and yield, in the agricultusattor [19, 24, 26]. It is also the third
most important greenhouse gas aft€), andCH, [24].

Acid precipitations: NO,, sinks
The principal mechanism of tropospheric N@moval is through oxidation to nitric acid,
HNOj3, and subsequent deposition as acid precipitations [1@hdmaytime HNO; is formed via
the reaction:
NO; + OH + M — HNO3 + M. (1.4)

At night, a different mechanism &fNO; formation takes place because of the significantly lower
concentration of the OH radical [16, 27, 28]:

N02 + Og — NOg + 02, (15)
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N03 + N02 +M — NQO5 + M, (16)

and,
N205 + HQO — 2 HN03 (17)

Other reactions of the nitrate radic& ;) with volatile organic compounds, namely aldehydes,
participate, but to a lesser extent, to the formation ofdcid [28]:

NO; + RH — HNO; + R. (1.8)

Due to its high solubility with water, nitric acid contrilmg to the formation of acid precipi-
tations and fog [16]. Acid deposition negatively impacts #nvironment, namely 1) the marine
fauna through acidification of the water, and by leachingafuhe soil toxic aluminum that is
transported via surface water runoff into lakes and strg@®s30], and 2) the terrestrial flora by
removing from the ground the nutrients and minerals thetpland trees need to grow. In addition,
acid fog extracts nutrients from their leaves and needlésctwimpacts their ability to perform
photosynthesis [30—32]. Also, weiN O3 dissolved in water and falling as precipitations) and dry
(direct settling) depositions of nitric acid soil and damduyildings and historic monuments [30,
33, 34]. Furthermore, wet and dry depositions of nitrogentaining species originating from the
oxidation of NO, such asINO3, NO3 andNO,, are significant contributors to nutrient pollution
of coastal waters, which causes algae blooms that hurt drmd&iine animals, and are harmful to
humans getting in contact with the toxic algae [35, 36].

Particulate matter

NO, are also important precursors to the formation of fine a¢sascthe troposphere. The
nitric acid, formed by reactions 1.4 to 1.8, reacts with ammmpNH3, which is emitted in the
atmosphere principally by the agricultural sector from oran urine and fertilizers [37], to form
ammonium nitrate salt particled{H,NO3 [27, 38, 39]. The overall composition of RW, i.e.,
airborne particles with diametet, < 2.5 pum, varies geographically and throughout the year
[40]. However, during episodes of intense pollution whesefirable conditions of high ammonia
and nitric acid concentrations, low ambient temperatumnd, lagh humidity are encountered [39],
most of the PM 5 mass distribution is made of ammonium nitrate, producedifficgently high
concentrations to reach the “Very Unhealthy Level of Contef the Air Quality Index of the
United States Environmental Protection Agency [27, 38, Al§o, waves on the surface of oceans
and inland seas entrain sea salt (sodium chloride, NaGigfein the atmosphere [16]. In marine
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areas with low ammonia emissions, the principal nitratdigaate isNaNO3 (sodium nitrate)
formed through the surface reaction [28]:

HNO; + NaCl > NaNO; + HCL (1.9)

In addition to the particulate matter originating from mitacid, aerosols can be generated by
the reaction olNOjg, formed primarily at night through reaction 1.5 [28, 42]thwolatile organic
compounds [43]. Most of the anthropogenic VOCs are alkandsaeomatics, which do not react
readily with the nitrate radical. In contra${O3 is much more reactive with non-aromatic, non-
saturated hydrocarbons emitted in significant quantitygglénts and trees [28, 39, 43]. The exact
chemical mechanism is complex and not fully understoodthmiteaction of anthropogeniO;
with biogenic VOCs to form organic nitrate aerosols of thefdRONO, produces significant
concentrations of Pl, particularly in rural areas [28, 43].

Aerosols, particularly inhalable PM(d, < 10 um), are serious threats to human health as they
can penetrate and depose deep into the respiratory systeéncaa even enter the bloodstream if
sufficiently small [19, 20, 44, 45]. The particles not onlgtate the air passages, they also absorb
toxic substances, such as heavy metals and combustiorobygis €.g, carcinogenic polycyclic
aromatic hydrocarbons), which are introduced in the rasmiy system in concentrations exceed-
ing the ambient conditions [45, 46]. Exposure to very smafiaentrations of inhalable particles
was shown to increase the rate of lung cancer, as well as seaaute and chronic respiratory
and cardiovascular diseases, resulting in an averageaifeseduction of 8.6 months in European
cities [19, 20, 44, 45]. Pi; are also an important component of photochemical smog @]9, 4

Peroxyacetyl nitrate molecules:NO_, reservoirs
The principal reservoirs of NQin the troposphere are long-travelling, peroxyacetylatér
(PAN) molecules formed through the reaction [16, 47]:

CH;C(0)00 + NO, + M ¢+ CH;C(O)OONO, +M. (1.10)

PAN

The peroxyacetyl radical;H;C(O)OO, is primarily formed by photolysis and oxidation reactions
of acetaldehyde({(H;CHO), acetone(CH;C(O)CH,), and methylglyoxalCH; COCHO), directly
emitted in the atmosphere from biogenic and anthropogenirces, or formed through oxidation
of other VOCs [47]. At low-temperatures, characteristithaf upper troposphere or during winter
time, the lifetime of the PAN molecules is on the order of nien{This allows them to travel long
distances before to dissociate (reverse of reaction 1tH@3,spreading the deleterious impacts of
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NO, emissions on a global scale [16]. The principal effect obggacetyl nitrate on humans is to
cause eye irritation [15]. However, PAN molecules are td@iplants at concentrations as low as
5to 10 ppb [26, 48] and, even if their concentration signifttadecreased over the past decades
[49, 50], such levels of pollution are still reached in Igrgelluted cities [48].

1.3 NO formation in flames

Increasingly stringent regulations on nitrogen oxidesssions are being enforced by governments
because of their deleterious effects on health and the@nmient. A detailed discussion on the
emission standards that transportation and stationaryuglasie engines must meet is presented
in [51]. The U.S. emission standards for on- and off-roadialel are provided by the United
States Environmental Protection Agency [52], and the Camackgulations are aligned with the
U.S. standards [53]. In order to achieve these ever-dengeamission targets while maintaining
or, even better, improving engine efficiency, new combuatohitectures must be developed [54,
55]. For that effort, a deeper understanding of N@mation is required to develop design tools
of sufficient accuracy [54, 56].

Four NO formation routes have been identified in the combusiif fuels with air: thermal
(Zel'dovich), prompt (Fenimore), MO, and NNH [57-59]. The last two pathways are generally
of minor importance in engines [14, 57, 60, 61], and they anéted in this introduction for the
sake of brevity. They will be concisely discussed in the tatiog remarks. In addition, NO
are formed from the fuel-bound nitrogen in solid and liquielt, such as coal and oil, but this
formation pathway is beyond the scope of the current disBert

1.3.1 Thermal (Zel'dovich) formation pathway

The thermal NO formation mechanism was initially proposedéel’dovich [62] and consisted of
reactions 1.11 and 1.12. The mechanism was supplementedeaaittion 1.13 by Lavoie, Hey-
wood, and Keck [63]. This pathway is initiated by the reatiod atomic oxygen with the strongly
triple-bonded nitrogen molecules. The resulting nitrogeams readily react with molecular oxy-
gen (reaction 1.12) and the hydroxyl radical (reaction Lt@3orm additional NO molecules.

N, + 0 < NO+ N (1.11)

N+ 0y <> NO + 0 (1.12)
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N+ OH + NO + H (1.13)

Reaction 1.11 has a very high activation enerfjy, in comparison to reactions 1.12 and 1.13,
which makes it the rate-limiting step of the thermal-NO fation route [57, 59]. In other words,
the rate of progress of reaction 1.11 determines the ovexilof thermal-NO formation. The
Zel'dovich route is particularly important at high tempeeras ¢ 1800-1850 K [14, 57]), which
are required for the reactants to have enough energy to @mwerche elevateds, of reaction
1.11, and because the concentration of atomic oxygen regegly with the temperature due to
dissociation [57, 59].

In arecent study, Watson, Versailles, and Bergthorsonrf@gsured NO concentration profiles
in axisymmetric, laminar, premixed, stagnation flame€p{C; alkanes and alcohols using Laser-
Induced Fluorescence (LIF). A subset of the experiment fta a stoichiometric, methane-air
flame is shown in Figure 1.1. The slope of the NO-LIF prdfitethe post flame region non-affected
by the heat loss to the water-cooled stagnation surfacenf < = < 7.5 mm) is determined by
the rate of reaction 1.11 and the overall flame burning ratécinwgoverns the residence time [64].
All the thermochemical mechanisms presented in Figure kfewhown to accurately predict
the flame speed of stoichiometric, methane-air flames [64le discrepancies observed in the
post-flame NO-LIF profiles, among the models and againsttherenental data, are then caused
by inconsistent, inaccurate descriptions of the specitie o reaction 1.11 that appear too high
relative to the experiments. The data for syngas, biogas,(arC; alkane and alcohol fuels
provided by Watson and co-workers are useful for the opttion and validation of thermal-NO
kinetic mechanisms [60, 61, 64].

1.3.2 Prompt (Fenimore) formation route

While the thermal route is generally the dominant formatimechanism in the post-flame region,
the prompt route is the source of rapid NO formation throughreaction zone of hydrocarbon
flames. It is the dominant NO formation pathway in rich, presdi flames due to the almost
complete consumption of oxygen through the flame front, tvktarves the thermal-NO route and
prevents NO production in the post-flame region [69]. Thetiea of methylidyne with nitrogen,

CH+Ny; — HCN +N, was initially proposed by Fenimore as the initiation reatbf the prompt-

NO route [70]. It was later shown that this reaction is smirbfdden for reactants and products

2The NO-LIF signal,Sxo/ (EsCopt), is a surrogate measure of NO concentration. For the low leseliance
used in [64], and constant temperature, pressure and nufeheity of the collisional quencherSyo/ (EsCopt) IS
linearly proportional to the number density of NO molecules
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FIGURE 1.1: Experimental NO-LIF profile for a stoichiometric, stagion, premixed methane-air flame

(symbols) superimposed with simulated, 1D NO-LIF profilkesained with the GRI-Mech 3.0 [65] (red),

San Diego [66] (blue), Konnov 0.6 [67] (green), and CRECK] [@Bange) thermochemical mechanisms.
The water-cooled stagnation surface is locatedat0 mm. Reproduced with permission [64].

in the ground electronic state [71, 72], which led MoskaJeXia, and Lin [73, 74] to propose the
more probable, spin-allowed reaction:

CH + N, — NCN + H. (1.14)

TheNCN molecules are oxidized by, O, andOH to form NO [57, 75]:

NCN + 0, ¢+ NO + NCO, (1.15)
NCN + O ¢ NO + CN, (1.16)
NCN + OH ¢ NO + HCN. (1.17)

NCN can also react with atomic hydrogen and carbon to fd;rBiCN andCN molecules, which
contribute to other NO formation pathways. Namely, atoniicogen readily formsNO via re-
actions 1.12 and 1.13 of the thermal route, &dN and CN are expected to fornrNCO and
subsequentlWO [57].

Sutton, Williams, and Fleming [76] measured NCN and NO pesfih low-pressure, McKenna
burner-stabilized, premixed GHD,/N, flames. The measured NCN layer profiles were consis-
tently observed immediately downstream of the CH layer [@®fneasured by Berg et al. [77] in
an identical burner, and a strong correlation was found éetvwthe maximum CH, NCN, and NO
concentrations supporting the reaction mechanism of eanst.14 to 1.17. In a subsequent study
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considering G-C, alkanes [78], the same authors showed that the strong aborebetween NCN

and NO is preserved as the chain length is increased, bubti@itl with NCN weakens. They
concluded that there may be another precursor to NCN thambes increasingly important for
longer alkanes.

Watson, Versailles, and Bergthorson [69] used laser-ieddiciorescence to measure tempera-
ture, CH, and NO concentration profiles, as well as ParticdeKing velocimetry (PTV) to obtain
axial velocity profiles, in atmospheric-pressure, premjxéch (¢ = 1.3), stagnation flames of
air with all isomers of ¢-C, alkanes and alcohols. A subset of the experimental datahéor t
methane-air flame is shown in Figure 1.2. Descriptions ofehevall burner, and PTV and CH-
LIF techniques are provided in Chapters 2 and 3 of this digBen.

As shown in Figure 1.2(a), the jet of reactants exiting thenbunozzle decelerates as it flows
towards the flame. It then rapidly accelerates due to theexydnsion through the flame front,
and decelerates again as it impinges on the water-coolgdaitan surface located at= 0 mm.
The strained reference flame speé&gd, which corresponds to the minimum velocity immediately
upstream of the flame front, is a surrogate measure of thentarflame speed [79-82].

As expected for rich flames, there is a rapid rise of NO comaéion through the flame front via
the prompt route, which spatially coincides with the CH lagleown in Figure 1.2(c). As shown
in Figure 1.2(b), thermal-NO production in the post-flamgioa is prevented due to the lack of
oxygen. The rise in the LIF signal intensity observed fot. 3 mm is caused by an increase in
NO number density as the heat loss to the water-cooled gtagrsairface reduces the temperature
of the gas mixture. In such rich flames, the prompt route daurties to -93% of the NO formation
[60, 69]. It is worth noticing that none of the consideredrthechemical mechanisms has the
ability to accurately predict the flame burning rate, promd@, and maximum CH concentrations
altogether.

Figure 1.3(a) presents the maximum CH concentraficH] .,
C, alkane and alcohol flames. In alkane-air flanj€s]] | ., is significantly higher for ethane than
methane, but stabilizes for longer straight-chain lengthscontrast, the peak CH concentration
monotonically rises with increasing chain length of normlglohols. Furthermore, branching of
the fuel molecules hinders the formation of methylidyne bseoved for the isomers of butane,
propanol, and butanol.

Figure 1.3(b) shows the concentration of NO, [NO], obtaidethm upstream of the water-
cooled stagnation surface (this location is showmnas in Figure 1.2(b)). Remarkably, unlike
[CH].» [NO] does not decrease with the branching of thefuel molecules, and the NO con-
centration in ethane and methane flames is identical, wékperimental uncertainty. In Figure
1.4(a), showing [NO] againgCH] these inconsistencies are observed as experimental data

measured in each of thg C

peak?’
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FIGURE 1.2: Experimental particle velocity;rp, and NO-LIF and CH-LIF profiles for a richp(= 1.3),
stagnation, premixed methane-air flame (symbols) supesegwith simulated, one-dimensional profiles.
Same legend as Figure 1.1. Reproduced with permission [69].
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FIGURE 1.3: (a) Experimentally determined, maximum concentratdd CH, and (b) concentration of
NO obtained 4 mm upstream of the stagnation surface, forsathers of G-C, alkanes and alcohols.
Reproduced with permission [69].
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FIGURE 1.4: (a) NO concentration in the post-flame region vs. peakc@tentration in the flame front,

and (b) NO concentration in the post-flame region vs. peak @ttentration in the flame front scaled by

the residence time within the CH layer. Experiments (blagkl®ls) and simulations (coloured symbols,
same legend as Figure 1.1). Reproduced with permission [69]

points located too far to the left in comparison to the oth@énse could then conclude that precur-
sors other than CH contribute to prompt-NO formation in flammemethane, and branched alkanes
and alcohols, as suggested in some past studies of lowdpecames [75, 76, 83, 84]. However,
the sole consideration ¢€H],..x in attempting to correlate CH and NO formations neglects an
important parameter: the duration over which nitrogen makes can react through reaction 1.14
with the methylidyne radical. The following expression,igfhrepresents the time integral of the
CH concentration profile, accounts for that effect:

/ [CH(t)] dt = / [CES)] dz ~ [CH] - 5§H = [CH], oy - Ton- (1.18)

A residence time in the CH layercy, is defined as the ratio of the width of the CH layer taken
at half-maximum,cy, to the reference flame speesi,. As shown in Figure 1.4(b), a much-
improved correlation, linear within the uncertainty of theperiments,is obtained when reporting
[NOJ agains{CH] ;. - 7cu. This confirms CH as the principal precursor of prompt-NGrfation,
and highlights the requirement for thermochemical medmsito accurately predict the flame
reactivity (5,), as well as the concentration profile of methylidy{(é}(]peak anddcy).

As observed by comparing the two plots of Figure 1.4, scaliid] by 7cp results in a

peak

3The error bars are omitted in Figure 1.4 for the sake of glasitt can be found in [69].
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better clustering of the simulation data, and yields a fgreament with the experimentally deter-
mined, linear correlation. This suggests that the rate ofmmt-NO formation is relatively well-
defined in the thermochemical mechanisms considered hedethat inaccuracies in numerical
values of [NO] are caused by improper predictions of the CHceatration profile and/or flame
burning rate.

1.4 CH formation in flames

The design of reliable, fully constrained thermochemicakchanisms requires a comprehensive
set of independently determined experimental data of knauwd sufficiently high, accuracy [85,
86]. Significant advances in the measurement of the lamiaareflspeed, a surrogate measure of
the flame reactivity, have been made since the pioneering afoBunsen [87] and Mallard and
Le Chatelier [88]. Whereas important scatter existed inetkigerimental data prior to the 1980s
[89], improvements in experimental methods, namely coiwas for the effect of hydrodynamic
stretch, resulted in better consistency in the measurerpentormed in different apparatus, as well
as reduced uncertainty in the data [90, 91]. With time, a past of experimentally determined
laminar flame speeds was assembled accounting for a vafietgevating conditions, types of
inert, dilution levels, and fuels [68, 91]. While simple fsi@vere originally studied, the body of
experimental data is now extended to more complex and lénggnocarbon and oxygenated fuel
molecules due to the recent interest in non-conventioassifand bio-derived fuels [55, 90].

On the other hand, the body of available experimental datatias exhaustive when it comes
to methylidyne concentration, as summarized in Table 1.1th féw exceptions, experiments
were generally performed with methane, or also acetylenagt its intense formation of CH
mitigating the need for highly sensitive diagnostics. T@khowledge of the author, besides the ex-
perimental data presented in this dissertation and repor{®2], quantitative [CH] measurements
for hydrocarbons longer than acetylene at atmosphericspresand above are not available in the
literature. Furthermore, only a limited number of studigstematically investigated the effect of
the equivalence ratio, most of them being devoted to pbstiabn-premixed, or rich flames.

Proper optimization of thermochemical mechanisms can balachieved if the experiments
can be accurately reproduced numerically. The validatogets, as well as the initial/boundary
conditions to the simulations, must be accurate, and tlespeactive uncertainties properly esti-
mated. As shown in Table 1.1, the McKenna burner is the pedezonfiguration at low pressures
as it produces a flat flame stabilized through heat loss to dheus surface. It is conveniently
solved in modern numerical combustion models assumingdomensionality of the reactive flow,
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TABLE 1.1: Summary of CH formation data in laboratory flames.

Burnertype  Flametyge Fuel ot P [atm] Diagnostié Ref.
McKenna Pr CH 1.07 0.0332 Lin. LIF+ CRDS  [93, 94]
McKenna Pr CH 0.81,1.07,1.28 0.033, 0.040 Abs. lin. LIF [77,95]
McKenna Pr CH 1.07,1.28 0.033, 0.040 Abs. lin. LIF [78]

CoHg

CsHg

C4H1o
McKenna Pr GHsg 1.15 0.053 Abs. lin. LIF [94, 96]
McKenna Pr GH> 0.6-1.4 0.053,0.079,0.13 Laser absorption [97]
Bunsen PPr CH 1.36 1 Abs. lin. LIF [98]
Bunsen Pr CH 0.85-1.55 1 Rel. sat. LIF [99]

CsHg
Bunsen NPr CH N/A 1 Abs. lin. LIF [100]

Counterflow NPr CH N/A 1 Abs. lin. LIF [101]

Counterflow NPr, PPr cH 1.45,1.6,2.0 1 Lin. LIF + CRDS [102]

Counterflow NPr CH N/A 1 Rel. lin. LIF [103]

CoH,
CQHG
McKenna Pr CH 1.2 1 CRDS [104]
Jet-wall Pr CH 0.69,0.96,1.31 1 Rel. sat. LIF [79, 80]
Padley-Sugden Pr Bl 1.2,1.6,2.0 1 Rel. sat. LIF [105]
Slot Pr GH. N/Av. 1 Abs. sat. LIF [106-108]
Torch Pr GH, 1.05 1 CRDS [104]
Wolfard-Parker NPr Chl N/A 1 CRDS [109]
Wolfard-Parker NPr Chl N/A 1 WMS [110]
CoH,
Counterflow NPr, PPr cHd 1.45,1.6,2.0 1,3,6,9,12 Abs. lin. LIF [111]

* Pr, NPr, and PPr stand for premixed, non-premixed, andgiigriiremixed flames, respectively.

T N/A and N/Av. stand for not applicable, and not availablepextively.

t Abs., Rel., Lin., Sat., LIF, CRDS, and WMS correspond to &ltsorelative, linear, saturated, laser-induced
fluorescence, cavity ring-down spectroscopy, and wavéhemgdulation absorption spectroscopy, respectively.

and knowing the mixture composition and flow rate, as wellhessurface temperature or, alter-
natively, the axial temperature profile through the flameatjd12]. Due to reduced molecular

collision rates at low pressures, the thickness of the CHrlggnerally spans over several millime-
tres [77]; hence, highly spatially resolved measurememgtsiat required and absorption methods
involving laser beams of finite diameter can be used. As thesure is increased to more prac-
tical conditions, the flame stabilizes closer to the porautase of the McKenna burner, and the
thickness of the CH layer decreases. This makes measuremetthe reactant side and through
the flame front unrealizable, and laser-based diagnosficsutt, due to scattering off the burner

surface [113]. Hence, a variety of burners producing plértiaon-, and premixed flames are used
at higher pressures. While some configurations, such asti@erflow and jet-wall burners, can
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be directly simulated invoking quasi-one-dimensionadityhe hydrodynamics without significant
loss of accuracy [82, 114-116], others are simulated withetwnot exactly reproducing the ex-
periments €.g, 1D freely propagating flame approximating a Bunsen flam¢)[@® just cannot
be simulated using reduced order modelling and, insteaghinee more complex CFD computa-
tions. In these last two situations, thermochemical meisharnalidation using experimental data
is made difficult, and the relevancy to chemistry modellettuced.

As CH is a short-lived radical, it prevents the use of diagieaaethods relying on mechanical
probes and, rather, requires the usaeditu measurements. Non-intrusive, laser-based techniques
are commonly used to measure the concentration of radicdliemes as discussed in [117-119].
As shown in Table 1.1, laser absorption and laser-inducexedicence are common methods to
probe CH concentration in flames. Being spatially resol\vé8,is often preferred to absorption
techniques. It consists of exciting the molecules by lagét irradiation and collecting the spon-
taneous light emission of excited molecules as they retuthea ground state. Saturated LIF has
the benefit of high signal-to-noise ratio, and is insensit the rate of non-radiative collisional
guenching of the electronically excited molecules by odpacies [98]. However, it is plagued
with the problem of partial-saturation, both spatially aathporally, due to lower irradiance on
the edges of the laser beam and finite rise and fall times ofafex pulse, respectively, causing
inaccuracies in the measured CH concentration [98]. Adtivaly, linear LIF, operating on weak
laser irradiation, can be used at the expense of reducedlgmmoise ratio; however, the rate of
collisional quenching must be taken into account [98, 11B]1While the fluorescence intensity
is normalized to a nominal case for relative LIF measures)atisolute (quantitative) LIF requires
calibration of the optical collection system. Since CH hahart chemical lifetime, it cannot be
stored and seeded in known concentrations for calibratizpgses as done for NO-LIF [60, 61,
120]. Instead, the CH-LIF signal is generally adjusted tdaama quantitative measurement ob-
tained with a different diagnostic technique, such as gaiig-down spectroscopy (CRDS) [93,
94, 102], or by determining the optical calibration coeéfiti from Raman [98] or Rayleigh [77,
94-96, 100, 101, 106-108] scattering signals.

1.5 Methodology

Given the current state of knowledge, the objective of thisly is to quantify the formation of
CH in atmospheric-pressure, premixed flames o0 normal alkanes at equivalence ratigs,
ranging from 0.7 to 1.5 to evaluate the current understanoiitCH production, and the modelling
capability of a selection of available thermochemical naetsms.
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This dissertation starts with a survey of the jet-wall st&tgm flame apparatus, and of the
particle tracking velocimetry and planar laser-inducedriscence methods used in this study.
A description and a thorough analysis of the LIF model, whglised to translate the output
of flame simulations in units compatible with the experinag¢idtata, are presented in Chapter 3.
Experimentally determined CH layer thicknesses and maxirsancentrations, two scalar val-
ues characterizing CH concentration profiles, over a ramgeavalence ratios are presented in
Chapter 4 for all fuels, and compared to predictions fronr thermochemical mechanisms. A de-
tailed analysis of the models is also presented to idertigysburces of the significant variability
in predictive performance. In Chapter 5, an optimizatioscedure is applied to the most accurate
model to exemplify how the current set of experimental datalwe used to improve thermochem-
ical mechanisms, and to provide a model that properly dessrCH formation, hence enabling
accurate predictions of prompt-NO concentration.

The measurements reported in this investigation are eggdotbe useful as targets for the
development, optimization, and validation of thermochehimechanisms. Furthermore, the anal-
yses presented in Chapters 4 and 5 highlight the principala@efficients that must be improved
to better capture the experimental data.



Chapter 2

Methodology

2.1 Jet-wall stagnation burner

The experiments were performed in an atmospheric-pregsuamixed, jet-wall stagnation burner
(see Figure 2.1), a configuration extensively used by owares group, as well as many others,
to study flame reactivity [80, 81, 121] and NO formation [6Q, 64, 69, 122] of fossil and bio-
derived fuels. This geometry produces stable, compatedlftames readily accessible for optical
diagnostics and free from influences from the burner boueslaAs such, the burning rate, flame
temperature, and species profiles are functions of the fuedtal properties of the combustible
mixture. Details on the design, performance, and modebintpe jet-wall stagnation burner are
found in [79, 82, 123].

2.1.1 Experimental configuration

A combustible jet of premixed fuel and air exits a convergimozzle with a throat diameter of
20 mm, and impinges on a water-cooled stagnation plateddce25 mm away from the nozzle
assembly. The inner jet decelerates as it approaches tireasitan surface, and the flame stabilizes
where its propagation speed matches the flow velocity. Eigu2 presents a typical axial velocity
profile for an atmospheric-pressure, stoichiometric ethain flame [64]. Starting from = 16
mm, the flow initially decelerates, then accelerates dudéomal expansion through the flame
front, and decelerates again as it travels towards the atiagiplate maintained at ~350 K to pre-
vent condensation and surface reactions [124]. A co-flowirgam of inert gas, nitrogen or helium
depending on flame composition, shrouds the inner jet tdatesthe flame from the environment
and improve its stability [79]. The temperatures of the glahd inner jet, obtained during and
following each experimental trial, respectively, are mead with type-K thermocouples, and the
mass flow rates of fuel and air are controlled with thermalsrilsv controllers (Brooks models
5850S and 5851S). They are calibrated using a DryCal ML-400¥y-piston calibrator providing

16
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a total uncertainty oft0.45% of the measured mass flow rates, leading to a total uncertafnt
+0.64% in terms of equivalence ratio.

Water flow
| Stagnation
AU J) 1

~ Type-K
thermocouples

Inner

Inert Premixed Inert
fuel & air

FIGURE 2.1: Jet-wall, stagnation flame burner. Reproduced witmggsion [69].

2.1.2 Stagnation flame modelling

2.1.2.1 Quasi-one-dimensional, stagnation flame model

The axial symmetry of the jet-wall configuration allows fanglification of the three-dimensional
Navier-Stokes, continuity, and energy and species coaservequations to a quasi-1D formu-
lation invoking similarity assumptions [114]. In this stigastate model, the axial flow velocity,
temperature, density, and species mole fractions depetiteaaxial positionz, only. The quasi-
1D model provides good agreement with experiments in tefrfisw velocity, temperature, and
species concentration profiles if the velocity boundarydittons (BC) are obtained through a
parabolic fit to the velocity data in the un-reacted, staiggatold flow region (see section 2.2.3),
if the motion of the tracer particles is modelled, and if thertnochemical mechanism describing
the chemical rates, thermodynamic, and transport pr@seiaccurate [60, 81, 82, 125, 126].
Here, the experiments are numerically reproduced with tamjxed, stagnation flame reactor
of Chemkin-Pro [112]. It solves the 1D axisymmetric modeKefe et al. [114] along with the
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FIGURE 2.2: upp(z) anddupp(z)/dz (inset) for a stoichiometric, ethane-air flame. Legend: dbkd

black symbols are experimentally measured values, theurs ¢s the parabolic fit to the cold flow portion

of the velocity profile, the red dot is the inlet velocity BGetgreen dashed line corresponds to the linear-fit

to dupp(z)/dz, the green dot is the inlet velocity gradient BC, and thedsgtey curve is the solution of a
flame simulation performed with the GRI-Mech 3.0 mechani6B].|

energy and species conservation equations for the folgpwet of boundary conditionsi; s,
v/r = —1/2 - du/dz|imets Tinet, @aNdY; et at the inlet, andlpee, v = 0, du/dz = 0, and
pY:(u +V;) = 0 at the stagnation surface. The specification of the wall sratpre,T;,..., ac-
counts for the heat loss to the plate, and the mass trans@oitnBlies no-flux of species at the
stagnation surface (surface reactions neglected). Theriexentally determined BCs are reported
for all test conditions in Table F.1. Mixture-averaged fotation of the diffusion coefficients is
used and thermal (Soret) diffusion is neglected. Convergelown to10—° and10~? in terms of
relative and absolute tolerances, respectively, is obthon meshes refined to achieyad and
curv parameters of 0.05 and 0.075, respectively.

2.1.2.2 Thermochemical mechanisms

The predictive capability of four thermochemical mecharsss studied in this work. GRI-Mech
3.0 (GRI) [65] was assembled to model the combustion of aatyas and is commonly used as
a design tool in industry. It consists of 325 reversible and-reversible reactions involving 53
species. The rates of the reactions were adjusted usingoalgdptimization procedure against
an extensive set of ignition delay times measured in shdoéstuspecies concentrations obtained
in reactors, shock tubes and flames, and laminar flame speédmicounterflow and spherically
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expanding flames [65]. Of particular interest for the curretudy, GRI was validated against
methylidyne concentrations in low-pressure flames stadilion McKenna burners [94, 95] and
during rich methane oxidation behind shock waves [127].

Another model is the San Diego mechanism (SD) [128] thauohe$ G-C; hydrocarbon and
C,-C; alcohol chemistry. The 2005 version used here has 235 oeaciind 46 species, and does
not include the optional NO sub-model. This mechanism noged for pressures100 atm and
temperatures-1000 K, was assembled in a hierarchical manner startinghyiinogen chemistry
and subsequently extending to CQ, C, and G compounds. It differs from the other mechanisms
by its design philosophy that aims to include the minimum bamof species and reactions to
describe the combustion processes of interest. A histgrerapective on the development of the
SD mechanism is presented in [129]. The validation targetiside ignition delay times in shock
tubes, laminar flame speeds measured in combustion bomlssaagrehtion flow configurations, as
well as species profiles measured by gas chromatographyimerdow, two-stage flames. It does
not appear that the SD model has been validated againsiegréal CH measurements. However,
the mechanism supplemented with NO chemistry was bencledadainst NQ measurements in
counterflow methanol [130], methane [131], and ethanol fafha2].

A third model is USC Mech Il (USC) by Wang et al. [133]. This rhaaism describes the high-
temperature combustion o, HCO, and G-C, hydrocarbons using 111 species and 784 reactions.
It was benchmarked against ignition delay times in shocks$ulaminar flame speeds in combus-
tion bombs and stagnation flame burners, as well as speaepiin shock tubes, flow reactors,
and low-pressure flames measured by molecular beam massosgepy. Even if comprehensive,
the set of species concentrations against which the USCanésrh was validated does not include
methylidyne.

Recently, new generation, hierarchical chemical mechasiwere designed to simulate the
combustion of a comprehensive set of fuels over a wide rafgegimes by including all rele-
vant reaction steps, regardless of their significance [88].1The AramcoMech 1.3 mechanism
(NUIG) [134] was constructed in a hierarchical manner,tstgrwith simple, short-chain fuels to
more complex ¢€to C; hydrocarbon and oxygenated chemistry. This model conhsspecies
and 1542 reactions, and has been validated against numexpesmental targets including igni-
tion delay times measured in shock tubes, laminar flame sgaeslagnation-flow configurations
and combustion bombs, and species concentrations injegesand flow reactors, but not against
CH measurements. In 2016, the new AramcoMech 2.0 mechaNEHGR) [135] was released,
but could not be included in the analysis of the models pteseim Chapter 4 due to time con-
straints.



Chapter 2. Methodology 20

2.1.2.3 Reaction pathway analysis

Reaction Pathway Analysis (RPA) is a useful tool to visieaind understand the complex chem-
istry included in modern thermochemical models. The RPAoista network where the nodes are
chemical species linked together by arrows representmghiemical reactions. The RPA method
used here is inspired by [136], where a conserved scalafluhef elemente, is tracked as reac-
tants are made into products. The thickness of the arrowseimétwork is linearly scaled with
the spatially integrated rate of transfer of elemeffitom speciess; to s,, R(e, s1, s2) [kmol/s],
calculated using equation 2.1, whetge, s, s2) is the number of atoms of elementransferred
from species; to s, through reaction, ¢;(z) [kmol/m3-s] is the rate of progress variable of reac-
tion/, z [m] is the axial direction, andc [m] is the radius of the cylindrical control volume (CV)
adjusted to achieve an influx of elemendf 1 kmol/s. As suchR(e, s1, s2) can be thought of as
an absolute flux of elemeit or as a fraction of the flux of-atoms entering the control volume.
To prevent molecular transport fluxes across the CV bouesiatj andz,,;, the inlet and outlet
locations of the control volume, respectively, are taketmatinlet and outlet of the computational
domain. Therefore, the net fluxes of elementossing the boundaries of the CV are determined
solely from the mixture composition, velocity, and densiata commonly available in the output
of freely propagating flame simulations.

R(e, s1,$2) = / an(e, s1,82) - q(2) - ey dz (2.1)
Zn ]

Equation 2.1 differs from [136] by the summation overlalkactions being inside the spatial
integral. This allows for a significant reduction in the nianbf numerical integrals performed and,
thereby, provides a reduced numerical error in calculafig s, s2). The integral is computed
using a Simpson’s/3 rule redeveloped in this work to make it applicable to undguhstributed
grid points characteristic of refined computational meshig details of the method are provided
in Appendix A.

2.2 Particle tracking velocimetry

The velocity boundary conditions for the flame simulatioissdssed in section 2.1.2 are obtained
through patrticle tracking velocimetry. This Lagrangianheique consists of recording the tra-
jectory of individual tracer particles illuminated by a éassource, and subsequently converting
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FIGURE 2.3: Integration of the PTV diagnostic technique aroundehsvall burner.

the spatio-temporal information to velocities, and therigatives. Two- and stereoscopic three-
dimensional PTV methods, with particle streaks obtainethfsingle images or a set of consec-
utive images, have been used to study droplet atomizati®n|[the geological phenomenon of
saltation [138], turbulent flows [139], and laminar comlus{126, 140, 141].

Flame simulations have demonstrated that small-size fraeticles act as a diluent in particle-
laden premixed flames causing a monotonic reduction of fleamgérature and speed as the par-
ticle loading is increased [142]. The main benefit of PTV foe turrent study is to reduce this
thermodynamic effect by theoretically requiring a pagtildading as much as five orders of magni-
tude lower than other common techniques, such as Partielgdndelocimetry (PIV). Furthermore,
thermal expansion through the flame causes a reduction tiflpatensity affecting the accuracy
of PIV unless more intricate image processing methods avptad €.g, adaptive interrogation
window size [143]). In contrast, PTV readily provides réleinformation throughout the spatial
domain as the same particle is tracked in a Lagrangian manner

2.2.1 Experimental implementation

The integration of the PTV diagnostic around the jet-wathau is shown in Figure 2.3. A minimal
amount of refractory scattering particlels.m diameter AJO; particles) is seeded into the flow
using a miniaturized cyclone aerosol generator [144], #uochinated by a high repetition rate,
diode pumped, dual cavity, Nd:YLF laser (Litron LDY 308,= 527 nm, 20 mJ/pulse at 1 kHz).
For the current set of experiments, the laser is operatedegiadition rate,f, of 8 kHz adjusted

to maximize the resolution of the measurements in the lowoil region immediately upstream
of the flame. Using a series of plano-spherical and planimasital borosilicate (N-BK7) glass
lenses, the beam emerging from the laser is made into a stieetn thick, centred on the axis of
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the burner. The light scattered by the particles is colttateng a 90 mm Tamro)¥2.8 macro lens,
and focused on a 14-bit, monochrome, CCD camera (Cooke P0Q,.2048x 2048 pixels). An
exposure time of 150 ms results in series (streaks) of da#dpgous to streamlines, on individually
captured images (see Figure 2.4).

Tpixel

«—— Stagnation plate

FIGURE 2.4: PTV image obtained in a cold, non-reacting flow. Thererfee frame of the PTV image is
shown by the blue vectors at the top left corner of the picture

2.2.2 Image processing

The PTV method used in this study extends the measuremdmti¢ee of Benezech et al. [126,
141]. The axial and radial positions of a given particle Jdiotthe image reference frame at time
ti, 2pi [Pixel] andr,; [pixel], respectively, are obtained through a grey scaterisity centroid
calculation:

N
Z Zpixel,j ]pixel(zpixeLjy Tpixel,j)
i=1

(2.2)

Zpi = )

N
Z ]pixel (Zpixel,jy Tpixel,j)
7j=1
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N
Z Tpixel,j * Ipixel(zpixel,ja rpixel,j)
Jj=1

Tpi =

: (2.3)

N
Z Ipixel (zpixel,j ) rpixel,j)
j=1

wherezpice ; [PiXel] andrpice ; [pixel] are the axial and radial positions of individual plg, re-
spectively,/yixel (Zpixel,j; Tpixel,j) [COUNT] iS the pixel intensity at positioftyixel, j, Tpixel,j), ANAN is
the number of pixels in the interrogation box surrounding diot:. The original script, inherited
from [126, 141], required the user to manually select evertyoth the images. Several hours were
necessary to record the 15 to 30 streaks superimposed io algagle one-dimensional velocity
profile similar to Figure 2.2. The image processing scrips @watomated for the current study,
and requires the user to only select the first two dots of alstréhe program finds the others by
establishing a search area knowing the location of the pusvilots; the processing script essen-
tially walks along the streaks of dots. One-dimensionabe#y profiles are now obtained within
approximately 10 minutes with the new image processing atkth

Commonly, the origin of stagnation flow fields is placed at ititersection of the centreline
axis of the burner with the stagnation plate. The axial addtgositions of a given particle in the
burner reference frame at timg z; [m] and r; [m], respectively, are made dimensional through
the application of a spatial calibration coefficie@it[m/pixel]:

Zi = (zp,i - Zplate) : Ca (24)

ri = (rp,i - raxis) : Ca (25)

wherez, e [PiXel] andr,ys [pixel] are the axial location of the stagnation surface tredradial
position of the axis of the burner in the image reference &amspectively. The calibration coeffi-
cient,C, is determined from the image of a dotted target with a 1 mnireen-centre grid-spacing
(0.5 mm dot-size, see Figure 2.5(a)). The location of the datthe calibration image (see Figure
2.5(b)) is obtained with the grey scale intensity centrattelation described above, performed
on the negative of the calibration imag€.is taken as the average, over all dot-to-dot interstices
in the image, of the ratio of the nominal grid-spacing (1 monfhte dot-separation in pixels.
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a b

FIGURE 2.5: PTV calibration target. a) Computer-generated tangdt a 1 mm centre-to-centre grid-
spacing, and 0.5 mm dot-size, and b) image of the targetdedarith the PCO camera. The images are not
to scale.

The axial velocity of the particles is determined using eoséeorder accurate, central finite
difference scheme [145]:

dz
up(zi> 7‘,’) = E
’ (2.6)

2

'

Zp,i+1 — Zp,i—1
=T . f.C+E,
7

-

upp (2i,73)

where f [Hz] is the laser repetition ratef, , is the error induced by the finite difference (see
section 2.2.3), andgp, (2;, ;) is the particle velocity estimated with the central finitéfetience,
which is reported in the velocity profiles (see Figure 2.2)e PTV method can be readily extended
to provide two-dimensional flow fields by computing the ragarticle velocity:

dr
dt

Up (Zi’ Ti) =
Zi,Ti (2.7)

To.i — Tpi—
p,i+1 p,i—1
= PPl f O+ By

The finite difference scheme made of equations 2.4 and 2ldsyan improved accuracy over the
method of Benezech and co-workers [126, 141]. In their fdathan, the axial particle veloc-
ity is calculated as the product of the laser repetition, ratewith the distance travelled by the
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particle between two consecutive laser pulses,(= (z41 — z) - f). The velocity is placed
midway between the dots on the PTV image,, atz = (z;,1 + z;)/2. In essence, their method
computes the particle velocity using the position of twosmmutive dots as with first-order finite
differences, but mimics a second-order finite differen¢esate by placing the velocity between the
dots. However, it can be shown that, unlike the current eéfitiite difference scheme, the method
of Benezech and co-workers [126, 141] does not exactly capfuadratic particle trajectories of
the formz(t) = Cy + C; - t + C5 - t2, whereC; are arbitrary constants.

Misfires and/or significant, momentary drops in laser putsergy lead to missing dots in the
PTV images. Referring to equation 2.6, a single missing doses an over-prediction 056% of
the local velocity. To remove such outliers, to'™-order polynomials, the first extending from
the stagnation surface to the flame front, and the secondtterflame front to the outlet of the
nozzle, are least-squares adjusted to the raw particleielarofile. Any data point departing by
more than 25% of the local value of the polynomial is removedifthe velocity profile. Only a
small number of outliers remains after a few iterations o thethod. They are manually removed
by the user through the graphical interface. Once the aisalysompleted, a velocity profile,
similar to Figure 2.2, is obtained from the superpositiofi®fo 30 streaks collected in the vicinity
of the centreline axis of the burner.

2.2.3 Boundary conditions and uncertainties

Particle velocimetry methods rely on the assumption theatrdcer particles closely track the flow.
However, it was shown that high-gradient, high-curvateteemically reactive flows are plagued
by significant particle lag due to the combined effects of tthermophoretic force and particle
inertia [125, 146, 147]. In the current study, since the lafauy conditions for the simulations are
measured 1.5 mm upstream of the reaction zone, the temperaittonstant and equal to the inlet
(cold) temperature, and the rate of flow deceleration is weakh that the particles accurately
track the flow. In other words, the flow and particle veloatige equal in the cold region upstream
of the flame ¢ = v, =~ upp) and, therefore, the boundary conditions are evaluated fie
measured particle velocitiesgp, without further corrections for the thermophoretic foanad
particle inertia.

2.2.3.1 Axial velocity

When simplified by assuming an isothermal fluid, the anaytsolution of the quasi-1D hydro-
dynamic model of Kee et al. [114] is a second-order polynbofithe form of equation 2.8 [79,
80]. The inlet velocity boundary condition;,.;, Shown as a red dot in Figure 2.2, is then obtained
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through a least-squares adjustment of a parabola to the @midtant-temperature portion of the
velocity profile (see red curve in Figure 2.2):

uge(2) = Bo+ B1 - 2+ B - 2, (2.8)

evaluated at = zjet, 1-€4 Uinlet = Ust(2inlet)- The coefficients of the quadratic polynomial are
calculated as [148]:

Bo
B=|p | =(2'2)" zU,, (2.9)
B2
whereZ is defined as: _ .
1 = 22
1 2z 22
Z=|: : : ) (2.10)
1 z,.1 zg_l
1 oz, 22
andU,, as: i )
UFD,1
UFD,2
U, = : ) (2.11)
UFD,n—1
i UFD,n i

In equations 2.10 and 2.1%;, anduyp; are the particle locations and velocities for thelata
points included in the least-squares adjustment.

The overall error inu;,,., Which is the value ofig; calculated 1.5 mm upstream of the velocity
minimum, consists of two components: 1) the systematia énrthe determination of the particle
velocities,u,,, and 2) the uncertainty in the least-squares adjustmenqudten 2.8 due to the
scatter in the experimental data. Inspection of equati6metieals that the systematic errorgn
arises from three sources: 1) the systematic uncertaintii@taser repetition rate, 2) the overall
error on the calibration coefficient, and 3) the limited aecy of the second-order finite difference
scheme. Itis assumed that the distance between the camelsipiconsistent over the whole CCD
sensor, such that the differengg; .1 — 2,1 in equation 2.6 is devoid of local systematic errors.
The accuracy orf was provided by the laser manufacturexa8.1% of reading [149].
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The contribution of the calibration factor to the systematiror inw, is divided in two, sys-
tematic (ACs,s) and random A\C,,.4), components. The former, which accounts for an overall
magnification of the calibration grid pattemg, during the printing of the target, was determined
by measuring the distance over 17 grid points using a higlipion caliper, and comparing to
the expected distance based on the 1 mm grid-spacing. THaegdACss/c = 0.61%. The effect
on the calibration coefficient of the misalignment of the eamvertical vector .. in Figure
2.4) with the flow centreline axis, or the calibration targeas also investigated. It can be shown
that it induces a magnification proportional to the cosinthefangle between the camera and the
burner/target and, therefore, it has a weak impact on thieratibn coefficient. Furthermore, great
care was putin properly aligning the burner and the cameadhirgperforming the calibration, such
that these misalignment errors are unimportant. The edfielsaving the target for the calibration
and the laser sheet during the experiments at the two exsrefitiee focus range (depth of field) of
the collection optics (both locations yielding a differem&gnification ratio) was also considered,
but found negligible. The random uncertainty in the caliloracoefficient is calculated using the
Student’st-distribution [148]:

ACrand _ to.02s;m-1 O
C c Jn’

wheren is the number of samples (number of intervals between twacadij grid points used to
obtainC), tp.025 »—1 IS the Student’s inverse cumulative distribution function with a 95% interv
of confidence, and is the standard deviation of the ratio of the nominal gridespg (1 mm) to
the size of the interstices considered in the computatia@n afhis random uncertainty is expected
to mostly reflect local variations in the grid-spacing on pineted target. The overall uncertainty
on the calibration coefficient is computed as:

AC . ACsys ? ACrand 2_
7_\/< - ) +< - ) = 0.74%. (2.13)

As shown in equation 2.6, the axial velocity is approximateth a second-order accurate,
central finite difference for which the error term is defined 845]:

(2.12)

1 d32(e)
PG f2 des ( )
The third derivative of the particle position with respextitne is evaluated at an unknown instant,
¢, comprised in the interval — 1/r < e < t; + /¢, wheret; corresponds to the time at which the

particle is recorded at the locatien A priori, the exact, continuous functiaft) is unknown due
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to the discrete nature of the PTV technique. Indeed, onlyptsition of the particles at discrete
instants is known. However, as explained above, the stagnédw in the cold region upstream
of the flame is described by a quadratic function of the axiaitmon z. A series of mathematical
manipulations, shown in equation 2.17, are applied to foams?*=/a:3 into a function that depends
on the axial particle velocity;,, and its spatial derivatives. It must be remembered thgiantcle

velocity is defined as:
_dz

=4
Also, the axial flow velocity and, consequently, the paetieélocity in the cold region upstream

(2.15)

Up

of the flame, is solely a function afin a stagnation flow. The chain rule for an arbitrary function
f(2), such asu,(z), duw(2)/4-, etc., can be written as:

df dfds  df
At dz At Az (2.16)

s (de) d (duy
A3 dez2 \de ) de \ dt

d (du,

Inserting the result of equation 2.17 in equation 2.14, tlmerenduced by the finite difference

scheme becomes: ,
1 o, d*u, du,
s =52 [“P a2 P\ @

The first and second-order derivativesigfwith respect to the axial position are estimated using

(2.18)

t=e€

the quadratic equation 2.8. As explained abeve,an unknown instant comprised withint 1/;.
The maximum value of/,_;, calculated over 100 grid points uniformly distributed be tnterval
Zimlet £ wintet/f, IS taken as a conservative estimation of the error. As tlsé dind second-order
velocity derivatives of equation 2.18 are relatively snvathe cold flow regionF,,  ; at the position
Zimlet 1S generally negligible in comparison to the errors on thécation coefficient and due to
the scatter in the particle velocities (see below).

Random fluctuations in the velocity measurements, whiclespected to be primarily caused
by 1) variations around the nominal value of the laser répatirate, 2) random errors in the
particle locations due to the finite resolution of the CCDssen3) slight oscillations of the flame
causing a transient shift in the axial velocity profile, andmnor variations of the axial velocity
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over the radius of the stream tube in which the particle kr@ae collected, limit the precision of
the least-squares adjustment of equation 2.8. The unartaithe value of;,.; due to the scatter
in the velocity measurements is calculated as [148]:

U,U, - BZ'U, _
Auinlet,rand = t0.025,n—3\/ P F;l _/33 P ZO/ (Z/Z) ! ZO, (219)
where,
1
Zy = Zinlet . (220)

2

Zinlet

Finally, the overall error in the inlet velocity boundarynahtion is calculated as:

ACN? Af\?
Auinlot = \/(uinlotT) + <uinlct7f) + Egp,inlet + Auiznlet,rand' (221)

For the current set of experiments, it is principally dueh® tincertainty on the calibration coeffi-
cient, and the scatter in the experimental particle valeit

2.2.3.2 Axial velocity gradient

A first attempt to determinév/a-|. , . was made through derivation of equation 2.8:

inlet

d_u
dz

and the uncertainty in the velocity gradient was assess@ddpagating the error in the values:

= 51+ 202 - Zinlet, (2.22)

inlet

du

A —
dz

= \/ ABE + 2z AB)”. (2.23)

inlet

The error on the polynomial coefficients was calculated 48]f1

/ _ /Z/ _
AB; = to.025,n—3\/Up Up—PZUy (Z'Z) ! (2.24)

n—3 w

Where(Z’Z)i_i1 is the element;, i) of the matrix(Z'Z)~". While equation 2.22 provided reason-
the errors estimated with equation 2.23 were so largeitiesi polynomi-
were clearly not tangent to the

able values oftv/d|,

inlet?

als with slopes corresponding to the uncertainty limits«i- |

inlet
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axial velocity profile at the position,,.;. Therefore, equation 2.23 overestimates the uncertainty
in du/azf; o

Considering the parabolic nature of the flow upstream of tamdl [79, 80], an alternative
method was developed to determihgi-|, ... from a least-squares linear regression to the individ-
ual, experimental values df»/4- (see the inset of Figure 2.2):

du

- = 1o + 71 * Zinlet, (2.25)
z

inlet

where the polynomial coefficients are calculated as:

n= [”°] — (2'z) ' 2Ly, (2.26)
T

z is defined as:

, (2.27)

1 Zn—1

1 =z,

andL, is:

[ dunas], |
durp/dz|,

L,= : . (2.28)

duFD/dZ|n_1

dueof],

The experimental values of the velocity derivativep/q:|,, are approximations of»/4- as shown
in equation 2.29, which includes a second-order accuratgral finite difference to approximate
the derivative otn(u,).

oty L_dl) [t + S

f
— M * E u
dz dt  u, dt up(t — 1/f)] g ¥ B

(2.29)
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The error induced by the finite difference approximationhaf derivative is calculated as [145]:

1 d®lnu, ()

S (2.30)

Edup/dz -
As for equation 2.14, the third-order derivative is evadgbat an unknown instant, comprised
in the time intervak;, — 1/r < e < t; + 1/r, wheret; corresponds to the time at which the particle
is recorded at the location. As performed above, the third-order time derivative isisfarmed
(see equation 2.31) to yield a finite-difference error gotldpendent on the axial velocity and its
derivatives with respect to the axial location, as showrgua¢ion 2.32. It must be noted that since
the flow is parabolic upstream of the flame, the third-ordettigpderivative in the last term of
equation 2.31 equals zero and, therefore, does not appequation 2.32.

dBlnu, d? <i%)

a3 A2 \w, dt
_& (di)
2
dt dz2 (2.31)
_ i " d“up
dt \ P dz2
. %d%p o, d3uy,
P dz dz2 P dz3

(2.32)

1 du, dzup
Btwja- = 673 (“pE 422 )

The maximum value oF..,.., evaluated over 100 grid points uniformly distributed o itfiterval
Zimlet T uintles/ £, IS Selected as a conservative error estimation. In gerteelalues of the first and
second-order derivatives in equation 2.32 are small, ansl 5@, /..

Other thanF..,,.., the systematic uncertainty in the individual particleogifies can induce
an error induw/a.. As discussed above, among the three sources of systemagdainty onu,,
the error on the calibration coefficient{(/c) is the most important; the error incurred by approxi-
mating the derivativeé:/a: with the second-order finite difference scherig, ,, is generally more
than two orders of magnitude smaller th&¥/c in the vicinity of z;,.., and is, therefore, negligi-
ble. However, both velocities in the natural logarithm ofiation 2.29 are scaled by the calibration
factor (C') and the laser repetition ratg¢)( which then simplify in the ratierp (¢+/5) /uep t—1/7). It
follows that the systematic uncertainty on the particleoegies does not significantly contribute
to the systematic error on the individual values'®fq-, which is then mostly caused b¥i.,/..
(see equation 2.32).

The main contributor to the uncertainty f/a-|. , . is the error caused by the scatter in the

t=e¢
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values ofdurp/4z, which limits the precision of the linear, least-squaregression of equation
2.25. This error is calculated as [148]:

L,/L,—nZL,

— 2o’ (2'2) 7 2o, (2.33)

A du/dz|inlct,rand = t0-0257n—2\/

wheren is the number of data points included in the adjustment,zand:

zZ0 —
Zinlet

! ] . (2.34)

The overall error in the velocity gradient af,.. is finally calculated as:

A du/dz|inlet = \/A du/dz|i2nlet,rand + Ed2up/dz' (235)

This method yields a smaller uncertainty than calculatiregiblet velocity gradient based on the
guadratic polynomial adjusted to the velocity data poietgi@tions 2.8 and 2.22). Linear polyno-
mials with slopes set to the uncertainty limits®fa:|, ., are more consistent with the experimen-
tally determined particle velocities in the vicinity gf,.;. The velocity boundary conditions;(,.;
andd«/4:| , ), and related uncertainties, are reported in Table F.1.

2.3 Two-dimensional, planar CH laser-induced fluorescence

The integration of the CH-LIF diagnostic around the jetiviairner is shown in Figure 2.6. The
third harmonic (355 nm) of a Nd:YAG Laser (Spectra-PhysiceQa-Ray Pro-230) firing at 10
Hz pumps a wavelength-tunable dye laser (Sirah Cobraehtf@it) filled with Stilbene 420 dye.
A fairly homogeneous portion of the emerging beam is padsenigh a pinhole iris followed by
Powell and plano-cylindrical lenses to form an unfocusegsithomogeneous, laser sheet of ~20
mm by ~6 mm centred on the axis of the burner. The average yoéthe laser sheet isO+137
mJ spread over a pulse duration of 8.5 ns. Linearity of there#ponse is ensured by comparison
of experimentally realized excitation spectra to thecedly determined ones in LIFBASE [150]
(see Figure 2.7), and by noting that the spectral irradigfices 3.9 - 10* W/(cm?cm™1)) is ap-
proximately one order of magnitude lower than the valué, cdt which saturation effects appear
[106].

Similarly to other studies [100, 106], the dye laser wavgthns adjusted to ~426.93 nm to
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FIGURE 2.6: Integration of the CH-PLIF diagnostic technique abuhe jet-wall burner. Note: the
Nd:YAG laser, which pumps the dye laser, is not shown on thigré.
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FIGURE 2.7: CH excitation spectra obtained with a laser spectsdlgion of 0.00412 nm in a ricly) =
1.3, methane-air flame. The blue curve corresponds to the meghspectrum, and the black dashed curve
to a numerical, linear CH-LIF excitation spectrum simutiagth LIFBASE [150].
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excite the R(7) " = 7,N’ = 8) transition of the AA-X2II (v = 0, v' = 0) electronic sys-
tem. A-doubling and spin-splitting, related to the two possiblemtations of the projection of
the orbital and spin angular momenta on the internuclea, axake the ground and electronically
excited states degenerate leading to multiple alloweditians between the two electronic energy
levels [106]. Figure 2.8 shows the absorption spectrum efRti7) AA-X2II (v" = 0,7 = 0)
system as obtained from LIFBASE for a thermalized poputatstribution at 1800 K4 and f
refer toA-doubling, andl and2 to spin-splitting). The spectrum includes the effects oppler
and collisional line-broadening through convolutions @fuSsian and Lorentzian distributions, re-
spectively, with the non-broadened absorption spectruapplzr broadening is readily described
as it depends only on the gas temperature and molecular mémesgrobed species [117, 150]. In
contrast, the width of the Lorentzian distribution, calted using equation 2.36 whefe[atm] is

the partial pressure of the broadening speciesd2ycy_; [cm ™! /atm] is the collisional broad-
ening parameter [151], depends on the local gas compodiéimperature and pressure. Functions
describin®2ycu_;(T') for various broadening species are sparse. Vasudevan&52].measured
2vcH-N, (2312K) = 0.044 cm™! /atm in an ethane-nitrogen mixture heated by a shock wave. Not-
ing that the mixtures consist mostly of nitrogen in the catset of experiments, and applying the
temperature dependence®fon_n,(7") [151] as performed in [152], the width of the Lorentzian
distribution is approximated adv. ~ 2ycu_n,(T) - P &~ 0.044 - (2:2)%™. P, At 1800 K and 1
atm, this yieldsAv, = 0.053 ecm™!, which is in fair agreement with reported values rangingrfro
0.03cm ™! to 0.1cm ™! at atmospheric-pressure conditions [98, 117].

Av, = Z 2vcu—i(T) - P; (2.36)

Also shown in Figure 2.8 is the laser line profile approxinddtg a Voigt distribution. It was
obtained via a least-squares adjustment of a virtual di@itapectrum, made through a convo-
lution of an adjustable Voigt line-shape profile with a thetaral excitation spectrum extracted
from LIFBASE including the Doppler and collisional lineda&dening mechanisms, to an exper-
imentally measured excitation spectrum. Given the thia iidth (0.34cm~!) of the dye laser,
the current LIF excitation scheme targets only one spetdgedlre that includes the;R7) and
R.f1.(7) transitions. It must be noted that the Einstein coefficfer stimulated absorption3;,,
is approximately 50 times larger for the /&) transition.

An off-resonance signal (Figure 2.9(b)), measured at arétieal absorption minimum at 427
nm, is subtracted from the on-resonance signal (Figure}).8§ remove the effects of Rayleigh
scattering, ambient luminosity, camera dark noise, andeflahemiluminescence (see net LIF
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FIGURE 2.8: Absorption spectrum of CH at 1800 K assuming a therredl2oltzmann population distri-
bution and accounting for Doppler and collisional linedmtening (solid grey curve), superimposed with
the laser line profile (black dashed curve).
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FIGURE 2.9: (a) On-resonance PLIF, (b) off-resonance PLIF, (c)(art— off-resonance) PLIF, and (d)
resulting 1D CH-LIF profile. In images (a) and (b), the lefdamght sides show a single image and the
average of 500 exposures, respectively.

signal in Figure 2.9 (c)). Both signals pass through a 10 nnapass filter centred at 430 nm (An-
dover Optics 430FS10-50), and are collected using a 90 mmora/i2.8 macro lens mounted on
extension tubes for improved spatial resolution. The dgyaie recorded using an intensified CCD
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camera (Dicam Pro, GaAsP photocathode) binned 4 by 4 foeased signal-to-noise ratio (S/N),
which results in a projected pixel resolution®029 mm/pixel. Five hundred images are exposed
for 30 ns, a gate time longer than the fluorescence duratibsHart enough to minimize noise,
again in an attempt to boost S/N. One-dimensional profilédfesignal intensity are obtained by
averaging, at each axial location, the intensity of 50 @ixelthe radial direction (see Figure 2.9 (c
& d)).

As shown in equation 2.37, the experimental LIF signal réedrby the camera 1, is deter-
mined by many variables: the number density of CH moleculgs;x [m~?], the fraction of CH
molecules in the ground rotational state excited by thedsey,,, the laser irradiancd, [W /m?],
the spectral laser line widthdz;, [cm™!], the laser pulse duration; ..., [S], the dimensionless
overlap fraction,I’, the Einstein absorption and stimulated emission coefffisie@3,, and By,
[m?/J-s], respectively, the Einstein rate constant of spomtasiemissiond,; [s~!], the rate con-
stant of collisional quenchingy.; [s~!], and the average transmissivity of the bandpass filter over
the CH emission spectrum, ;¢ [60, 64, 117]. These values can be directly measured, edémll
or obtained from databases. Their dependence on the logpérature(’), pressure), and mix-
ture composition X ;) is also shown in equation 2.37. The functififir, which corresponds to the
number of photons emitted in all directions per unit volumd aolid angle, i priori unknown.
As discussed in Chapter 3, it must be simulated using a LIFahindorder to relate the number
density of CH molecules to the measured LIF sigibal; also depends on the solid angfe][sr],
which determines the fraction of all emitted photons thataaptured by the collection optics, the
probe volume)V [m?], and the optical collection constant,,, [count/photon], that relates the
fluorescence intensity reported in counts on the imagestadmber of photons collectef?, V,
andC,,; cannot be readily measured nor calculated and, therefarst, e calibrated.

SLip :fLIF[NO,CH7 fB,Nla (T) A, AVLaTLascra r (T, P, Xj) )
Big, Bat, Ag1, Qa1 (T, P, Xj)] * TALIF * ?-v. Copt (2-37)
N———

Optical parameters
to calibrate

To yield quantitative data, the net LIF signal is calibrabgtthe Rayleigh scattering signal of
nitrogen,Sg, measured at the on-resonance laser wavelength usingabhesame optical collec-
tion configuration. A signal$y,, is first recorded with cold nitrogen gas flowing in the app#sa
Taking advantage that the Rayleigh scattering crosseseofihelium is only +.3% that of nitro-
gen at room temperature and pressure, a Rayleigh scatsegingl measured with He is deducted
from Sy, to remove the effects of ambient luminosity and camera daiderf.e., Sg = Sx, —She)-
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To minimize the impact of Mie scattering, the calibratiorsga are passed through an ultra-high-
purity particulate filter (Swagelok SS-SCF3-VR4-P-30). k®wn in equation 2.38, the experi-
mental Rayleigh scattering signal is influenced by the Rglglscattering cross-sections of nitro-
gen and helium(g—g)m [m?/st] and(5%),,. [m?/sr], respectively, the number density, [m~?],

the laser irradiance, the laser pulse duration, the laseelaagth A [m], and the transmissivity of

the bandpass filter at the wavelength of the Rayleigh saagtergnal (on-resonance wavelength),
T\r- As for the LIF signal,Sz depends on the solid angle, the probe volume, and the optical
collection constant.

Sr =fr

Oo do
(a—Q)NQ (P, T, \), (a—Q)HO (P,T,\),N (P, T), I, TLaser, A

Tar - 2V Copt

Optical parameters
to calibrate

(2.38)

Traditionally .9, [100]), the optical parameters are obtained by applyingaalehfor the
function fr, and inserting an experimentally measured Rayleigh saagteignal Gr) in equation
2.38. The product? - V' - C,, is then transferred to equation 2.37 to extract a CH numbesitie
by inserting an experimentally determined valu&gfi-, and applying a model fof;r. However,
this methodology has drawbacks. Namely, the accuracidsedjptical calibration and of the con-
version of LIF signal intensities into number densities lareted by the accuracy of the models
used (ir andfr), and of the temperature and species concentration datagheire. In addition,
if these models f.;r and fg) are proven inadequate or improved, it makes the experahdata
obsolete even if the methodology is formally correct. Toid¥bese issues, the approach proposed
by Connelly et al. [153] is employed in which relatively raxperimental signals are directly com-
pared to modelled LIF and Rayleigh scattering signal irntexss Experimental and computational
parameters are then segregated, removing uncertaintsgeddo the LIF and Rayleigh models
from the experimental data. In this work, the LIF signal ismalized by the Rayleigh scatter-
ing signal, such that the solid angle, probe volume, anccaptioefficient cancel out as shown in
equation 2.39. Therefore, the rafigr/Sg is a quantitative, surrogate measure of the CH number
density. Numerical values of LIF-to-Rayleigh rati® i/ Sk),,,,, are obtained by inserting the
solution of flame simulations into a proper LIF modél;¢), and calculating the Rayleigh scatter-
ing signal using a model fofg. The generation ofSyr/Sr) based on flame simulations, is

num'’
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the topic of Chapter 3.
SLip _ fLIF TX,LIF Q-v. Copt _ fLIF TX\,LIF (2 39)
Sk R mr 2-V-Cope  frR TAR
N~ ~ ~
Experimental data =1 Numerical data

(SLIF/SR) exp (SLIF/SR ) num



Chapter 3
Laser-induced fluorescence modelling

Being non-intrusive, laser-induced fluorescence is a widskd diagnostic technique to obtain
spatially resolved fields of species concentration in flafd@¢3—119]. A model replicating the
LIF process (i in equation 2.37) is required to convert the output of flanmusations into
units compatible with the experimentally determined pesfibf fluorescence intensity. Models
with various degrees of sophistication are reported in itieeature. For data reduction of CH-
LIF in the A-X electronic system, it is common practice to Bpmodels with two electronic
energy levels, either in the linear [100, 101] or saturaté®b| 108] regimes, motivated by their
relative simplicity. Such two-level models accurately i@wderize the LIF process of atoms as
they are devoid of rotational and vibrational energy modds]. There are claims that for such
models to adequately describe the LIF process of molectbdigsional energy transfer within the
ground and electronically excited states must be eitheefrpor extremely fast [117]. However,
at atmospheric pressure and beyond, most molecules featnr@egligible rates of collisional
energy transfer within given electronic states [98, 118, 154-156], and it is believed that these
processes must be modelled [117]. As an example, Luque[@Bdldeveloped a steady-state, four-
level LIF model to describe the laser-induced fluorescericaathylidyne excited to the highly
predissociative3?Y~(v' = 1, N’ = 8) energy level, and found that it is necessary to include
the effects of rotational energy transfer (RET) in the gband electronically excited states. In
contrast, Naik and Laurendeau [157] assembled a five-leNehhodel including rotational and
vibrational energy transfers to describe NO-LIF in th&AX2II system, and observed that the
effects of RET are negligible under weak laser irradiatiSoch a detailed model does not exist
for CH-LIF in the A2A-X2I1 (v = 0,v" = 0) system, and it is unclear if the effects of collisional
energy transfer within the ground and electronically eedgtates can be neglected.
Furthermore, with the intent to develop a simple, algebeafression relating the number den-
sity of the probed species to the LIF signal intensity, thei@ement of steady-state populations
in the various energy levels is often hypothesized [98, 10Q, 107, 158]. While this assumption
can be accurate for long laser pulses or for systems rapatiigang steady-state.g, saturated

39
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LIF, it cannot be considereal priori correct for short duration laser pulses, weak laser irtadia
and LIF systems with slow transitional rates [117]. Thus & A2A-X2II LIF measurements in
the linear regime were processed with steady-state mosligtmyut properly verifying the validity
of this assumption [100, 101].

In this chapter, a detailed, time-resolved, four-level bibdel is presented. Along with sim-
pler, two-level LIF models assuming 1) negligible rates &TR2) infinitely fast rotational energy
transfer, and 3) weak laser irradiation, it is used to arealyire commonly made assumptions in
CH-LIF data processing. Namely, the temporal evolutionhaf populations in the ground and
electronically excited states, the effect of RET on the Lighal predictions, the impact of the
temporal profile of laser irradiance, and the interactidnthe flame chemistry with the LIF sys-
tem are investigated. The methodology to translate theuwbofiflame simulations into LIF signal
intensities compatible with the experimental data is thes@nted, as well as an uncertainty anal-
ysis of the time-resolved, four-level LIF model performedquantify the error in the modelled
LIF signals. All LIF simulations in this chapter are perfadhat the location of maximum CH
concentration in an unstrained, adiabatic flame freely @gaging in a stoichiometric mixture of
methane and air initially at 300 K and 1 atm simulated with$ilemechanism.

3.1 Laser-induced fluorescence models

3.1.1 Four-level LIF model

The four-level LIF model is shown in Figure 3.1. It includestelectronic energy levels, each con-
taining a rotational energy level directly coupled to lasediation (state) and a manifold within
which all the other energy levels lie (stdfe Transitions relating to photon absorptidn.j, stim-
ulated emissiontg;), spontaneous emissionl4;;;), non-radiative collisional quenching)¢;;),
and rotational energy transfeR{,., and Ry.,) are included in the model. Vibrational energy
transfer (/ = 0 — v’ = 1,2, etc.) is neglected consistent with the lack of fluorescence oeser
from vibrational levels other than the laser-populated ionthe LIF experiments of Garland and
Crosley [154] performed in atmospheric-pressure flameso Ahe rate of electronic energy trans-
fer from theA2A to theB2X.~ electronic energy levels is more than two orders of magrislower
than the rate of RET for CH molecules initially in tA&¢A (v/ = 0, N’ =2, 6, 10, and 15) lev-
els [154]. Therefore, electronic energy transfer is notstdered here. Furthermore, predisso-
ciation is neglected as, unlike th#>~ andC?X* electronic energy levels, th&?A level does
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Rotational manifold in
the A2A electronic state
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All other energy levels
in ground state

FIGURE 3.1: Four-level LIF model.

not present a declining potential energy for increasinggdanternuclear distances, (see Fig-

ure 3.2), which would repel and dissociate the carbon anddggsh atoms Photo-ionization

(CH + hv — CH™ + e7) is also omitted as the ionization energy of methylidyne§4V = 85

817.34 cmi! [160]) is 3.7 times higher than the energy required to exbieemolecules from the
ground state to thA2A electronic level {, = 2.88 eV = 23 189.8 cmt [160]).
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FIGURE 3.2: Potential energy curves for the first five electronicrgpdevels of CH. Reproduced with
permission [161].

1The force,F, in a conservative system relates to the potential enéfgthroughF = —d£/4- [159]. Hence, if
the potential energy decreases withhendZ/qr < 0, the forceF' is positive and works to dissociate the molecule.
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Under weak laser irradiation, collisional quenching is grancipal transitional process de-
pleting the electronically excited level8« and2b). However, the distribution of the quenched
molecules into the various ground state energy levels ismi@ia, and different assumptions are
made in the literature [98, 118, 162]. For OH, Daily [118]ases that the molecules are quenched
to the same rotational level by analogy to the conservatitimeovibrational state suggested by Paul
[163], a hypothesis contradicted in [164—166]. In contrasturendeau and co-workers, in their
models for saturated OH-LIF [162] and linear NO-LIF [157/4same that the molecules quenched
from a given rotational energy level in the electronicabkgited state are evenly distributed among
the 20 distinct rotational levels considered in the groulates Given the lack of a consistent de-
scription for the distribution of the quenched molecule®agthe ground state rotational energy
levels, the current LIF model assumes that all moleculesransferred to the manifold (staté)
as in the pre-dissociative CH-LIF model of Luque et al. [9Bimilarly, all molecules undergoing
spontaneous emission from the rotational manifold inAR& electronic level (stateb) are sent
to thelb state. Otherwise, it would be necessary to resolve theootdtlevels in the excited state
manifold in order to discriminate the fractions of moleauieansferred to théx and1b states. This
would make the model more complex, but would not signifigaoliange the populations in the
la and1b levels as spontaneous emission occurs at a much sloweheateollisional quenching
and RET (and stimulated emission for LIF in the saturatedwely which proceed in parallel and,
therefore, determine the populations.

Invoking species conservation, a set of ordinary diffae¢mtquations (ODE), which describe
the rate of change of the population in each of the energydeigedeveloped:

lea

1 = Nla = —Nig - b12 + Nog (ba1 + A2a14) — Nia - Riats + N1 - Ripia, (3.1)
dNy, -
T N1y = Nog - (Asa1p + Q2a1) + Nop - (Aopt + Qav1) + Nig - Rigis — N1y - Ripa, (3.2)
dNZa \
T = Nog = Nig - b1z — Nog - (ba1 + Asa1a + Asa1p + Q241 + Roazw) + Nop - Ropza,  (3.3)
dN. .
dth = Nop = —Nop, - (Aap1 + Qa1 + Rovoa) + Nog - Roas, (3.4)

where N;,; [m~3] is the number density in the electronic levebnd energy statg b, [s7!] is
the rate constant of photon absorption by the ground stateamles,b,; [s~!] is the rate constant
of stimulated emissionds,;;; [s™!] is the rate constant of spontaneous emission from2thte
the 15 states,R..., and Ry, are the forward and backward rate constants of rotatiornsiggn
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transfer in the electronic levél respectively, and),;; is the rate constant of collisional quenching
from state2i. As shown in Figure 3.1, the LIF model is isolated; no molesuhre gained or
lost to the environment. Hence, it would be possible to solnly three ODEs and obtain the
population in the remaining state by invoking conservatbthe total number of CH molecules
(No.cu = >_ Ni;). However, the complete set of ODEs is implemented to coesiie ability to
solve processes incurring net gain/loss of molecules, asamemical reactions.
In equations 3.1 and 3.3, the rate constant of absorptignis defined as [117]:

by — % . ALVL Ve (3.5)
where By, [m?/J-s] is the Einstein absorption coefficient for the (R) transition obtained from
LIFBASE [150], ¢ [cm/s] is the speed of lightl [W/m?] is the irradiance Avy, [cm™'] is the
spectral laser line width, and is the dimensionless overlap fractiofi.is defined in equation 3.6,
whereL(v) is the laser spectral distribution normalized such thahtisgral over the frequenay
is equal tac - Avy,, andg(v) is the spectral shape of the absorption line normalized ity {467].

r= /L(V)Q(V)dl/ (3.6)

The irradiance is defined as: 5
=2 7
AB : TLaser’ (3 )

where Es [J] is the average laser energy per pulsgjs the transmissivity of the beam shaping
optics downstream of the laser energy measurement pairin?] is the laser sheet cross-sectional
area, andm...; [S] is the laser pulse duration. The rate constant of stitedl@missionp,, is
calculated by multiplying;, by the ratio of the degeneracies in the ground and electbyic
excited levels [117, 118, 159] which, owing to identicaleetive electronic degeneracies in the
two electronic statesd, ., sSee Table 3.2), simplifies to [150]:

2-J"+1

_— 3.8
2-J+1 (3.8)

b21 = 012

As shown in Figure 3.1, three spontaneous emission transitire considered in the current
LIF model. A, relates to photon emission through the (R) transition, which occurs at a rate
constant 0f.087-10% s~ [150]. As.1, accounts for all spontaneous emission transitions oriigiga
from the2a state other than through the Jg7) line. Included inA,,;, are the Q(8), Q:2(8), P.(9),
P12(9), and Q4(10) transitions [150]. Through summation of the indivithede constants, a value
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of 1.209 - 10° s~! is obtained ford,, ;. As is calculated using equation 3.9, where the first right-
hand side term combines all spontaneous emission tramsitioginating from the: states, and
the second term removes the contributionglgf,, and A,,1;.

N e A = N+ SN D) - fa(J = N+ S, N, p)
1— fu(J' =85 N =38,e)

(Aza1a + Agarp) - fo(J' =8.5,N" =8, ¢)
1~ fu(J' =85, N' =8, ¢)

A2b1 =

(3.9)

In equation 3.9, p is the parity (or f), S’ is the electron spin quantum number, aaf/’ =
N’ + S’ N',p) [s7'] is the rate constant of spontaneous photon emission fremAtr, J’, N/,

p state, which consists of an amalgam of A-X transitions in@hé>, Q, R and S branches. The
Boltzmann fraction fg, is calculated for eachy’, N’, p) set assuming a rotationally thermalized
system in theA2A (v' = 0) state afl’ = 1800 K. This yieldsAy,; = 1.770 - 10° s,

With regards to collisional processes, Bilter et al. [1&8]reated a variation in the rate con-
stant of collisional quenching of15% over the rotational leveld’ = 12to N’ = 2 based on CH
A-X radiative lifetime measurements performed in atmosigheich, premixed methane-oxygen
and acetylene-oxygen flames. In the current study, as masé @lectronically excited species are
expected to lie within théV’ = 8 rotational level, or its neighbouring levels owing to thailied
rate of RET, variations in the quenching rate constant viiéhrotational quantum number are dis-
regarded. As such)s,; and(@,,; are assumed equalf,; = Q2.1 = (QQ21). Knowing the major
species and temperature profiles from the flame simulattbesjuenching rate constan,, is
calculated based on the parameters specified in [169] aldhgtime improved cross-sections of
guenching for H, H,O and N specified in [170].

The rate constant of RET is commonly defined relative to the canstant of quenching [98,
154-156]. Analyses of collisional energy transfer in stsdon CH AA-X2II LIF in low and
atmospheric-pressure, methane-air and oxygen-acetfilenes demonstrated that the rate con-
stant of RET is ~2.4 to ~4.1 times faster than the rate cohsfayjuenching [154-156]. Here, the
ratio R2.20/Q,, is approximated as 2.83 by linearly interpolating the ddt&arland and Crosley
[154] for methane-air flames at atmospheric pressure. It imisioted that their data only con-
sider collisional energy transfer over different rotatibtevels of the AA electronic statei.e.,
with AN’ = 0. Based on emission spectra, they obtained the rate of REdrparing the emis-
sion of photons from the laser-pumped rotational level & tf all other rotational levels. While
the line width of their laser was sufficiently thin to excitsiagle feature of the fine structure in-
duced byA-doubling and spin-splitting, the relatively low resoautiof their monochromator only
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allowed to separate fluorescence from individual rotafitavels. Therefore, collisional transfer of
energy within the laser-populated rotational leve, with AN’ = 0, was not considered in their
assessment of the RET rate constant. However, experimeritsiped at low pressures and room
temperature revealed that the rate at which the laser-pdirsiig¢e is depopulated to other states
within a given rotational energy level (with a different farand/or spin quantum number) due to
collisions of CH AA with CO,, N, andAr is significant [171], and has a magnitude similar to,
but smaller than, the rate at which molecules shift to otbetional energy levels [172]. Given the
lack of data at atmospheric flame conditions, the valuB§, extracted from the data of Garland
and Crosley [154] is used, while keeping in mind that it ieljkunderestimated. For that reason, a
wide range of uncertainty is applied on the value&gf,, and R, in the error analysis presented
in section 3.4. Following Luque et al. [98] and Driscoll et[al73], R1.1; IS set equal taRs,2,. TO
obtain the backward rate of rotational energy transfgy;.., an analogy to chemical equilibrium
is made invoking the similar collisional nature of both pFeses. Upon equilibrium, the rate at
which CH molecules are transferred from théo b states must be balanced by the rate at which
CH molecules from the manifold Gtate) are fed into the state, such that the population in each
state remains unchanged. This equilibrium hypothesis eamrliten as:

Nip - Ripka = Nia - Riakb- (3.10)

Recognizing that at equilibriunVy, = fg n,, - Ny andNy, = (1 — fgn,,) - Nk, WhereNy is the
total number density of CH molecules in the electronic léyet follows that:

Ripka = Riaks - 1]‘?]3&- (3.11)
— [B.Nya
Typically, this yields a backward rate constant of RET agpmately 40 to 50 times slower than
Ryraip in the ground and electronically excited states.

The population in each of the four states is obtained by sgleiquations 3.1 to 3.4 with the
Runge-Kuttad*?/5*" order solver (ode45) of Matlab for relative and absoluterahces ofi 02
and10~'5, respectively, and using the values for the various pararsef the LIF model reported
in Table 3.1. The laser pulse is modelled as a boxcar funetitimna time interval equal to the
laser pulse temporal width(,..;). Assuming thermal equilibrium of the internal energy made
hypothesis generally valid for subsonic combustion preee$118], the initial conditionsge., the
initial population in each staté\,, N1, Nag, Noy), are computed using the Boltzmann distribution
yielding (Vo.cu* f. 5y, No.crs (1 — fa.a,), 0, 0), whereNy o [m 3] is the total number density of
CH molecules as predicted by flame simulations. The inibabentration of molecules in theA
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TABLE 3.1: Time-resolved, four-level LIF model parameters.

Parameter Function Constants Units
C1 Co C3 C4
B12 1.072 - 1010 [mQJflsfl]
B21 B12 cC1 0.889 [leJ_IS_l]
I 1.34-108 [Wm~2]
Avy, 0.34 [em™1]
r 0.583
A2a1a 6.087 - 10° [Sil]
Asqtp 1.209 - 108 [Sil]
Aoy, 1.770 - 10° [s~1]
Rpaky/Q21 2.83
Ribka Riakb 1,5;:’3; [s~']
JB.N1a c1-e/T 4 ey ecd/T 0.1683 —929.0  —0.1822 —1498
IB. N2 c1-e?/T ez eot/T 2.608 —1402 —2.609 —1438
Tcam 30 - 1079 [S]
(82) f(TR) ref. [174]
Tr 296 K]
T)\,LIF 0376
T\R 0.166
Quenching coefficients are from [169]:
Q21 2. Qj- I;)';:‘j [s7']
Qu, crom, T 11.02 0.5 [0~ 3ecm3s™!]
Qu croaT? 15.09 0.5 [0~ Bem3s™]
QHgO 010'H20T02 5.30 0.5 [10_13cm3s_1]
Qo, 100,12 479 0.5 L0~ Bem3s™1
Qon ciooul 5.36 0.5 L0~ Bem3s™1
QCH4 0100H4Tc2 5.43 0.5 [10*13cm3s’1]
Qco c1oc0Te? 4.88 0.5 10~ 3em3s1]
Qco, c1000,T¢ 4.59 0.5 10~ 3em3s1]
Qn, cron, T2 4.88 0.5 L0~ Bem3s™1
Quenching cross-sections are from [169], with updates {om)]:
o, erTeze=cs/T 6.1 0.0 686 A2]
oH e Teze=ca/T 221 -0.5 686 ;2]
OH,0 e1Teze=ca/T 9.6 0.0 0.0 A2?]
00, e1Teze=cs/T 8.61-1076 1.64 -867 A2]
oon e1Teze=cs/T 221 -0.5 686 A2]
ocH, e Teze=ca/T 52.8 -0.5 84 A2?]
oco erTe2e—es/T 8.31 0.0 0.0 ;2]
oco, erTeze=cs/T 8.67-1013 3.8 -854 A2]
oN, e1Teze=cs/T 1.53-10~4 1.23 552.1 2]
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electronic energy level is assumed negligible. As showrhkyeguilibrium distribution presented
in the last column of Table 3.2, this is a reasonable hyp&hesen assuming thermal equilibrium
at a typical temperature of 1850 K. However, in hydrocarbamés, chemical reactions can induce
concentrations of electronically excited species sewed®rs of magnitude larger than observed at
thermal equilibrium [175]. Neglecting the initial poplitat in the A A state can therefore impact
the accuracy of the LIF model [98]. The effects of chemicatt®ns on the initial concentration of
electronically excited CH molecules, and on the dynamiahefLIF system, will be investigated
in section 3.2.4, as per the recommendation of Daily [118].

TABLE 3.2: Methylidyne electronic energy levels and propertigg i6 the A-doubling factor2S + 1 the
multiplicity (spin-splitting factor)we . = ¢a - (25 + 1) the effective electronic degeneracy, dfidthe

electronic energy measured at the minimum of the Morse fiatgnalong with the equilibrium particle

distribution, Ni/N = wcl,cﬂ-oxp(—%)/zel, whereZy = ) Weloff - €XP (— k€T> = 4.04248, calculated at

T = 1850 K. Properties are from [159, 160].

Level | ¢n 2S+1 waer To[CM™']  Wee - €xp (—kﬁe ) Ni/N
X201 | 2 2 4 0 4 0.9895
aty” | 1 4 4 5844 0.04248 0.01051
A2A | 2 2 4 23189.8 5.882 1078 1.455-10°8
B2 | 1 2 2 26044 3.195-107Y 7.903 - 10710
cyt |1 2 2 31801.5 3.629 - 10~ 11 8.978 - 10712
D21l | 2 2 4 60394 1.598 - 10~ 3.952- 1072
E2I1 | 2 2 4 65625 2.733-1072%2 6.761 - 10723
2yt | 1 2 2 65945 1.065 - 1072 2.636 - 107

3.1.2 Two-level LIF models

Three simpler, two-level LIF models are assembled, whicluae 1) negligible rates of RET, 2)
infinitely fast rotational energy transfer, and 3) weak tagadiation. The typical model, shown
in Figure 3.3, includes photon absorptidn,j, stimulated emissionb{;), spontaneous emission
(A21), and non-radiative collisional quenching4;) [117]. The simplicity of the two-level models
allows to more easily identify the dominant time scales m IthF process, and helps in assessing
the effects of RET. The three models are briefly presenteédtians 3.1.2.1 to 3.1.2.3, and the
parameters required to compute the populations are thosepd in Table 3.1, unless explicitly
stated.
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3.1.2.1 Model with frozen rotational energy transfer

Frozen rotational energy transfée., R..., = 0 s~!, implies that the ground and electronically
excited states (states 1 and 2 in Figure 3.3, respectivelglyscomprise energy levels directly
coupled to laser irradiation,e,, v' = v" =0, J" = 75, N" =17, J = 85, N' = 8, and
p = e. Itis also customary to assume that all electronically texcspecies are quenched to the
X2, 0" = 0,J" = 7.5,N" = 7,p = e state [100, 117]. The system is therefore isolated from
the other vibrational, electronic, and rotational energyels. It follows that the total number
density of CH molecules in the system is equal to the init@ydation in state 1 (it is assumed
that N2 (0) = 0):

Na(t) + Ni(t) = N1(0) = No.cn - [, (3.12)

where N, cy is the overall CH number density predicted by the flame sitrarla, andfs v,, is
the Boltzmann fraction of molecules in tB&11,v"” = 0, J” = 7.5, N” = 7,p = e State at thermal
equilibrium. The ODE representing the rate of changeVefis obtained by invoking species
conservation, and using equation 3.12:

dN. .
d—t2 =Ny =Ny -big — Ny (b1 + Ao1 + Q21)
(3.13)

= Noc * [N, - D12 — No - (bia + boy + Aoy + Q1) .

Equation 3.13 is a first-order, linear, ordinary differah&quation conveniently solved analyt-
ically through separation of variables [176]:

bia - Nocu - [N _ .
Noon(t) = ’ e (] — e (bartbiztAn4Qn)t 0 < t < Thasers 3.14
2.on(1) bar + bia + Ay + Qo ( ) = = ( )

State 1
XL v =0

FIGURE 3.3: Two-level LIF model [117].
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and,
N2,oﬁ (t) = N2,on(TLascr> : 6_(A21+Q21).(t_maser) TLaser < t S Tcam (315)

whereN, ., (t) and N o« (t) correspond to the number density in state 2 during and fafigvaser
irradiation, respectively, and the rate constant of spwedas emissiord,,, is taken as the sum of
Asq1a and Aoqpp, reported in Table 3.1. At the location of maximum CH concatindin in the freely
propagating, premixed methane-air flame discussed aboyes....+4..1,) ~ 150 and, therefore,
the time constant of the exponential decay of the populatistate 2 after the laser pulse is mainly
determined by the rate constant of collisional quenching.

3.1.2.2 Model with infinitely fast rotational energy transfer

Infinitely fast rotational energy transfare., Ry.., — oo, results in fully equilibrated population
distributions in both, ground and electronically excitsthtes. In this casey,(¢) represents all
energy levels in the\?A state, while the whole population in the ground state cpoeds to
Ni(t) = [No.cu — Na2(t)]. The fraction of the ground state molecules available faitation by
the laser is calculated as:

Niexe(t) = Ni(t) - foni, = [Nocun — Na(t)] - fB,N0. - (3.16)

Equation 3.17, which describes the rate of change of papulat the electronically excited
state, is obtained through species conservation and ingaguation 3.16. It must be noted that
the rate constant of stimulated emissibfy, must be multiplied by the Boltzmann fraction of CH
molecules in theA\?A,v" = 0, J' = 8.5, N’ = 8,p = e state,fs n,,, as only these molecules can
undergo stimulated emission through tRg (7) transition.

dN. .
d—t2 = Ny = Njexc - b1z — No - (b21 ) fB7N2(L + Ao + Q21)
(3.17)

= Nocu - fen, b1z — No- (biz - feny, + 021 fB.N,, + Ao1 + Q21)
As previously, equation 3.17 is solved through separatiomoables, which yields [176]:

bi2 - Nocu - [B.N,
bo1 * fB.Nyw + 12 BNy, + Aot + Qa1 (3.18)
. (1 _ e—(bm'fB,N2a+bl2-fB,N1a+A21+Q21)'t) 0 <t < ThLasor-

N2,on (t> =

The decaying part of the LIF process is described by equdtibb. A,; is assumed identical to
the two-level LIF model withfxais/Q. = 0, as the rate constants of spontaneous emission out of
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statex2a and2b in the four-level LIF model are similar, as shown in Table.3.1

3.1.2.3 Model assuming weak laser irradiation (linear LIF regime)

Weak laser irradiation (linear LIF regime) is often assunimatie development of simple, algebraic
LIF models. This hypothesis implies that the rate constahtshoton absorption and stimulated
emission are negligible in comparison to the rate constamgenching and spontaneous emission,
i.e, by + bay < Qo + Ay for equation 3.14, anth; - fp.n,, + b2 - fB.v, < Qa1 + Ao for
equation 3.18. Both equations become identical when thes-tamupled termsb(, andb,;) are
removed from the denominator and the exponential term:

bia - Nocu - fB,m
Npon(t) = i TN (g
2on(t) Ao + Qu (

which suggests that RET plays a negligible role for low iraade levels.

— e~ (AntQa)t 0 <t < Tasers (3.19)

3.2 Adequacy of the principal assumptions invoked in the de-
velopment of LIF models

In this section, four assumptions commonly invoked in theettgpment of LIF models are re-
viewed: 1) the populations in the ground and electronicalgited states achieve steady-state over
the duration of the laser pulse; 2) rotational energy tiemsdin be neglected; 3) the temporal shape
of the laser pulse has a minimal impact on the predicted lgRadi and 4) the LIF process and the
flame chemistry are decoupled.

3.2.1 Steady-state assumption

Figure 3.4 shows the temporal evolution of the populatioednh of the energy levels computed
with the four-level LIF model. The curves correspond to tbkison obtained with the Runge-
Kutta solver of Matlab, while the dots are calculated usimgadnalytical solution of the LIF model
presented in Appendix B. The remarkable agreement betwetnsiets of data confirms the ac-
curacy of the numerical ODE solver. Laser irradiation depajes thela state and excites the
methylidyne molecules to then state. In the ground electronic energy level, a net transfer
molecules from théb to thela states is induced by RET, which decreases the number demsity
the former. In the electronically excited state, RET ocdnrthe opposite direction,e., from the
laser-coupled level2q) to the rotational manifold2p). Once the laser is turned off, the popula-
tions in the2a and2b states decay, and the two states in the ground electronigyetexel are
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replenished. As expected, the total number density in te&egy,> ® N,;, remains constant over
the whole process as shown in Figure 3.4(a).

8
75210
7.45+ \
Nig + Nip + Nog + Ny
&
E 74}
- N
1b
7.3 1 1 1 1 1 1
7
1.6 x10"
1
1.55
o Nla
E 15}
>
1.45} b
1.4 1 1 1 1 1 1
4 X10%° Noy + Ny,
3r Ny,
&
E 2r N2a
=
1l C
O 1 1 - é ) 4 ®
0 5 10 15 20 25 3
t [ns]

FIGURE 3.4: Predicted populations by the four-level LIF model & kbcation of maximum CH concen-

tration in a freely propagating, stoichiometric, premiXtaime of methane and air simulated with the SD

mechanism. The curves correspond to the solution provigedeoRunge-Kutta solver of Matlab, while the
superimposed, solid dots are obtained using the analgotation presented in Appendix B.
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Over the 8.5 ns of the laser pulse, the populations in the-Emgled statesl¢ and 2a)
almost reach steady-state (SS) conditiors, 4Vvi/a: = 0. However, stat@b, out of which most
(~72%) of the photons originate, only achieve88% of its SS number density. This causes the
total population in the electronically excited levély, + N;,) to only attain -91% of the number
density at SS conditions. For the steady-state assumtiba adequate, the populations should
not only reach their SS concentration, but also maintaiorigfsufficiently long duration such that
the transient behaviours at the beginning and after the [agee are of negligible importance.
Consistent with the estimated time to reach SS reportedli][he LIF process is undoubtedly
transient for laser pulses of a few nanoseconds.

Nevertheless, the steady-state assumption is often idviokéhe processing of experimental,
linear, nanosecond LIF signaks.g, [100, 101], most of the time implicitly,e., by blindly using
the solution of a two-level, steady-state model providealieference book or a review paper [117,
118, 159]. In this case, the number of photons emitted peénvohime is calculated 8s

Np = A21 : N2,on,SS * TLaser s (320)

where N, ., s corresponds to the steady-state number density of CH nlekeauthe electroni-
cally excited state obtained by evaluating equation 3.18 v~ oo:

bia - No.cu - f,m
’ LN 3.21
As + Qo ( )

NZ,OH,SS =

Although, at the first glance, it could be concluded thatétaestasets are flawed, the mathematical
demonstration performed in Appendix C reveals that eqnaid0 provides accurate values/gf

in the linear LIF regime (weak laser irradiation) if the camexposure time is sufficiently long to
collect most of the LIF signal. This does not mean that thadstestate assumption is valid; it is
instead a fortuitous behaviour caused by the similar chariatic time scales of the exponential
rise and decay of the overall population in the electrohyaatcited energy level, both determined
by the rate constant of quenchings;, in the linear LIF regime. The deficit in terms of emitted
photons of the transient solution in comparison to the stestate case as the laser irradiates the
CH molecules is exactly compensated by the emission of plsadaring the exponential decay
of the A%2A electronic state once the laser is turned off (see Figurg CHerefore, extending the
value of .5, iN equation 3.20 by/q., to account for the photons emitted after the laser pulse,
as performed by Gibaud et al. [101], is erroneous. Considedheir reported values for the laser
pulse duration (3 ns), ande., (3.6 ns), it follows that their concentration dataset hagséesnatic

°The LIF signal,St1r, collected on the camera detector is proportiondVoas discussed in section 3.3.
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error (underestimation) of55%, significantly beyond the stated uncertainty in their measients.
Using a steady-state formulation with such a correctign.() for the photons emitted after the
laser pulse would be appropriate in the saturated LIF regimere the exponential rise is almost
instantaneous due to the large value$,efandb,; (see equations 3.14 and 3.18), while the decay
of the electronically excited state population is stilletetined by the rate constant of collisional
guenching (see equation 3.15). Between these two asympégiimes (linear and saturated), the
transient nature of the LIF process must be considered, éintearesolved formulation needs to
be used.

The main benefit of using two-level, steady-state LIF modelhat they provide a simple,
algebraic equation relating the LIF signal to the numbersdgrof CH molecules, which can be
easily inverted to extract concentrations based on exeetah LIF signal values. Here, as the
comparison to experiments is instead performed using Igiads derived from flame simulations,
this advantage is not as relevant. Furthermore, the cortipuiéd cost of calculatingV,, based
on a transient LIF model is not sufficiently high to justifyethsage of steady-state formulations,
whose validity is coincidental and limited to the asymptdinear and saturated regimes. Also,
as discussed below, the finite rate constant of RET, whichlig included in the four-level LIF
model, must be considered for typical values of laser iemacke used in experiments.

3.2.2 Negligible impact of rotational energy transfer on tle LIF process

As shown by equation 3.19, the solutions of the two-levelmiédels with negligible and infinitely
fast RET, equations 3.14 and 3.18, respectively, are icntinder very weak laser irradiation,
which suggests that rotational energy transfer does noadiniine LIF process. This negligible
effect of the rate of RET in the linear LIF regime is confirmeadrigure 3.5(a) where the overall
populations in the upper electronic level predicted by latirlevel models and the four-level LIF
model (V,, + N2;) almost perfectly agree for a low absorption rate constant- 1-10° s~1. This

is explained by the fact that, under very weak laser irréatiathe rate of photon absorption is very
slow, such that the number density in the laser-coupledrgt@tate remains almost unchanged.
That is, the thermal equilibrium among the energy levelfmdground state is relatively unper-
turbed, such that the rate of RET in the ground state hasalliytno impact on the LIF process.
In the electronically excited state, the four-level LIF nsbgredicts that a significant fraction of
the molecules initially excited to th#n state (dotted curve in Figure 3.5(a)) is transferred to the
2b state (dashed curve in Figure 3.5(a)). However, since tha machanism depopulating the
upper electronic level is collisional quenching, and thdepletes th€a and2b states at the same
rate constant(),,), it follows that the actual distribution of molecules beem both states, which
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FIGURE 3.5: Electronically excited state populations as a fumctb time for absorption rate constants,

bio, of (@)1 - 10 s71, and (b)8.21 - 107 s~!. Legend: two-level LIF model wittR,., = 0 s~ (dashed

grey curve), two-level LIF model wittR,.., — oo (solid grey curve), and stat@s (dotted black curve),

2b (dashed black curve) and total electronically excitedegpaipulation (solid black curve) computed with
the four-level, LIF model.

is determined by the rate constant of RET, does not impaditiaénumber of molecules in the
AZA state (Vo, + No). Since the rate constants of spontaneous emission fraes8taand 20
are very similar as presented in Table 3.1, it follows thattthtal number of emitted photons per
unit volume, N,,, calculated with equation 3.22 wherg,,, is the camera exposure time, is also
negligibly impacted by the rate of RET.

2

Figure 3.6 presents the total number of emitted photons p#rvolume obtained with the
models discussed in section 3.1. As expected, they agrgemetr with one another at low laser
pulse energied(; < Eg). As by, increases, the predictions of the LIF models includingaskr-
coupled terms (referred to as complete models in the foligyviransition into the saturated LIF
regime whereN,, becomes independent of,. The onset of saturation is characterized by the
saturation irradiancé,,;, which is the irradiance calculated at the intercept of thateon of the
linear LIF model (equation 3.19, dotted grey line in Figuré)3vith the value ofV, at saturation
(b1 — o0). This condition is shown with symbols for the three comgletF models in Figure
3.6. The principal effect of RET is to delay the transitiors&duration, thus yielding higher values
of N, for larger rate constants of RET. This behaviour is conststgth the necessity to consider
RET in the processing of saturated LIF signals discussetilini]

Figure 3.5(b) presents the populations in the upper eleicttevel predicted by the complete
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FIGURE 3.6: Number of emitted photons per unit volume as a functioih® rate constant of absorption.

Note the logarithmic scale on the principal plot, and thedinscale in the inset. Legend: two-level LIF

model with R, = 0 s~! (dashed grey curve), two-level LIF model wifty,,., — oo (solid grey curve),

four-level LIF model (solid black curve), two-level lineal model (dotted grey curve), and absorption rate

constant for the current experimental configuration (ddstated black line). The saturation irradiance

(symbols) is determined at the intercept of the dashed kdackgrey-dotted lines for the four-level LIF
model.

LIF models presented in section 3.1 for the rate constanhofgn absorption used in the current
study, which is approximately 6.2 times smaller than thersaibn limit predicted by the four-
level LIF model (black dot in Figure 3.6). At all times, the dets including rotational energy
transfer predict a larger overall number density of elegtally excited molecules. In the ground
electronic energy level, RET replenishes the laser-calile state, which is significantly depop-
ulated (see Figure 3.4(b)) due to the non-negligible vafulkerate constant of absorptioh{). A
larger number density of molecules is then available fortaton, which raises the rate of photon
absorption {Vy, - b12) and, consequently, the number density of electronicalbjted molecules.
In the A2A electronic state, although bidirectional, RET inducestanaasfer of molecules from
the laser-coupled energy level (st&® to the rotational manifold (stateb). This reduces the
rate at which the upper electronic level is depleted askardtate2b that is mainly affected by
collisional quenching, a non-negligible level of stimagldiemission depopulates the state in ad-
dition to Q2. The faster is the rate constant of RET, the lower is the dmrtton of b,; in depleting
the upper electronic level, and the higher is the total nurdeesity in theA2A electronic level.
As shown in Figure 3.6, this causes the two-level LIF modehwnfinitely fast RET to predict
the largest values aW, over the considered range of absorption rate constantewied by the
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four-level LIF model, and the two-level LIF model withax/q., = 0.

Interestingly, the solution of the linear LIF model (dotggey line in Figure 3.6) is an asymp-
tote that the complete LIF models approach as the laseraneé is reduced. The linear LIF model
consistently over-predictdy, in comparison to the more detailed four-level LIF model, ketihe
two-level LIF models with infinitely fast and frozen RET oestimates and underestimat¥s,
respectively. The lower is the value bf,, the smaller is the error incurred by using one of the
two-level LIF models (see the inset of Figure 3.6). The ratestant of photon absorption at which
the current experiments are performéd, = 8.21 - 10" s, is shown by the black dashed-dotted
line in Figure 3.6. As in [100], this value is approximatelyeoorder of magnitude lower than the
experimental saturation limit reported in [106], and yge&kperimental excitation spectra agree-
ing with theoretical ones produced assuming LIF in the limegime (see Figure 2.7). However,
even if the rate constamt, used in this study is much lower than the saturation limigréhis a
non-negligible difference in the values df, predicted by the various LIF models as shown in the
inset of Figure 3.6; the two-level linear model and the tewel model with infinitely fast RET
over-predict by 8%, and the two-level model with negligible RET underestirsdig ~13%, the
value of N, provided by the four-level LIF model. That is, using the coamtwo-level linear LIF
model at the current laser energy would cause a systemadicodr-18%. For the linear LIF model
to agree within 5% with the four-level LIF model, the laseadiance would need to be reduced by
a factor of 5.2. This would cause a significant decrease in the LIF signairosxl by the camera,
and a corresponding reduction in the signal-to-noise rastricting the range of operating condi-
tions that can be investigated. Instead, the four-levelratielel is used, which considers the finite
rate of RET in the ground and electronically excited statel aonsequently, properly accounts
for the continuous transition from the linear to the saeudldtIF regimes. Unless the experimental
conditions allow to operate at laser irradiance levels 8630 times lower than the saturation
limit, the detailed four-level LIF model should be prefet@ver the two-level models

3.2.3 Impact of laser temporal energy profile

It is common practice to assume that the irradiance is conh#taoughout the laser pulse and,
therefore, that the rate constant of absorption does ngtwidin time [94, 98, 100, 101]. The exact
temporal energy profile of the beam exiting the dye lasercoolt be measured in the current

3For the linear LIF model to agree within 5% with the four-leléF model, the laser energy would need to be
reduced by a factor of5-2. Considering that the saturation limits determined with tour-level LIF model, and
obtained from [106], are approximately 6.2 and 10 times digtespectively, than the rate constant of absorption at
which the current set of experiments is performed, it istdistaed that the linear LIF model is only valid for laser
irradiance levels ~30 to ~50 times lower than the saturatradiance.
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FIGURE 3.7: Temporal variation in the rate constant of absorptibegend: boxcar (solid lines), half-
normal (dotted curve), and Gaussian (dashed curve) latss phapes.

study as a sensor with a sufficiently fast response, and aumegsnstrument with a sufficiently
high sampling rate, were not available. However, it is jkeiat the temporal energy profile of
the laser pulse departs from a boxcar function [177]. Tostigate its effect on the predicted LIF
signal, the time-resolved, four-level LIF model is solveihwwo transient profiles of;, shown

in Figure 3.7: 1) a half-normal distribution (dotted curvajd 2) a Gaussian distribution (dashed
curve). Both profiles have the same duration,.. = 8.5 ns (full width at half maximum), and
overall energyF, as the boxcar laser pulse. Therefore, the inteﬁ?;éol biodt for the three laser
pulse shapes is equal.

The populations in th&2A electronic energy level are shown in Figure 3.8 for the bokap
Gaussian (b), and half-normal (c) laser pulses. As expettiedhape of the laser pulse impacts the
populations in statez: and2b. Namely, the Gaussian and half-normal distributions leddwer
maximum number densities in comparison to the boxcar lagksep but non-negligible values
of N,, and N, are observed over longer periods of time due to their flaretysvi However, as
discussed in section 3.3, the LIF signal is proportionah®srumber of photons emitted per unit
volume computed with equation 3.22. The Gaussian and loaifial laser pulse shapes lead to
overestimations of ~3% and ~4%, respectively, in the ptedigalue ofV,, in comparison to the
boxcar energy profile. Hence, for the irradiance level usetis study, the temporal energy profile
of the laser pulse has only a minor effect on the predictedsidial.
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3.2.4 Interactions of the flame chemistry with the LIF system

In LIF data analysis, it is customary to neglect chemicatracttions of the ground and electron-
ically excited energy levels with the flame chemistry [77, 880, 101]. This is a reasonable as-
sumption for species with relatively slow chemical ratesamparison to the principal processes
in the LIF system [98]. However, fast chemical reactions afer the LIF signal by replenishing
the depopulated ground state, or by consuming the laséedxmolecules thus preventing them
from undergoing spontaneous emission [98, 118]. Furthezpas witnessed from the typical blue
chemiluminescence of hydrocarbon flames, chemical reecpooduce a non-negligible concen-
tration of electronically excited CH molecules, which eptibtons through spontaneous emission
[178, 179]. Therefore, the adequacy of the previously maderaptions regarding the negligible
initial populations in th&a and2b states, and the absence of interactions between the LIFImode
and the flame chemistry, must be verified and their effecthentF signal predictions assessed.

3.2.4.1 Replenishment of the ground energy level by chemicaactions

For steady flames, the rate of accumulation of a given spétigs:, whereY; is the mass fraction
of species)) is null throughout the computational domain. Locally, the¢ production rate of the
speciesj.e., the difference between the rates of production and consamfsee equation 3.23),
must then be balanced by the convective and diffusive fluk®8][ To fully capture the coupling
between the LIF system and the flame chemistry, it would bessary to include the four levels
of the LIF model, as well as the rate descriptions for all$iaonal processes, in a transient flame
solver, which is a fairly intricate task. Instead, for theremt assessment, terms to be added to the
system of ODEs of the time-resolved, four-level LIF mode derived taking advantage that CH
is in quasi-steady state within the front of hydrocarbon #arf92].

The overall production rate of CH¢y, is described by equation 3.23, whetg andR,,; are
the numbers of reactions producing/consuming GH, and N, ;, are the numbers of reactants in
the reactions producing/consuming CHis the specific ratgM;] is the concentration of species
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4, andv is the stoichiometric coefficieht

Rin N'r,i Rout N'r,k
gon = Y _k[[M) - D okdcH ] My
i=1  j=1 k=1 1=1,M;#CH
rate of proa,uctioan,CH rate of consﬁmptiorqchH
(3.23)
Rout Nr,k
=qron—[CH D ke ] M7
k=1  1=1M;#CH

rate constant of consumption

The overall (net) production rate of CHgy, and the rates of production and consumption of
CH, ¢s,cu andq. cu, respectively, are shown in Figure 3.9 for the freely prepeg methane-air
flame discussed above. Through the flame fropt andg. cu are almost equal, such that CH
is assumed to be in quasi-steady stae, oy ~ 0. Insertinggcy = 0 in equation 3.23 and
rearranging yields the following description for the ratmstant of consumption:

Rout Nr',/c q q N

v ,C ,CH " L{VA
Yok I = éHH = o (3.24)
k=1  1=1M;#CH [CH] 0,CH

rate constant of consumption

where Ny ¢ is the number density of CH molecules predicted by the flammilgition, andV,

is the Avogadro constant. As shown in Figure 3.4, laser atoit of the CH molecules depletes
the ground electronic state, but only slightly; at the entheflaser pulse, the overall population in
the ground state(;, + Ny,) is 0.49% lower than its initial value. Such a small perttidraof the
CH concentration is assumed to have a negligible impact@edahcentration of the other species
involved in the flame chemical reactions. Therefore, it ipdthesized that the rate constant of
consumption defined in equation 3.24 is constant througiheut|F process, and so is cx.

A formula for the overall (net) rate of production of CH to becluded in the LIF model,

4This formulation assumes that the stoichiometric coefficig CH is 1 in all reactions.
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FIGURE 3.9: Net rate of production (solid black curve), rates ofduction (black dashed curve) and
consumption (grey dashed curve) of methylidyne, and teatpex (solid grey curve) in a freely propagating,
laminar, premixed”H,-air flame at stoichiometric conditions.

quir,cH, IS derived by inserting equation 3.24 in equation 3.23, @tdgnizing that the instanta-
neous concentration of CH in the ground state correspon@s:to+Nw®)]/n,:

Rout NTJC
quecn =qren — [CH > ke [ D™
k=1 I=1M#CH

rate constant of consumption

- N

Nocu (3.25)
_ _<1_N1a+N1b)
1o No.cu
Nla Nlb
= . e (1= —
qf.cH (fB,Nla NO,CH) +flf,CH [( fB.N1.) Nocr |
added togquation 3.1 added togquation 3.2

whereg;cn = 1.686 - 10% m™3.s! is obtained at the location of maximum CH concentration
for the freely propagating, premixed methane-air flamewised above. It must be noted that
prior to the laser pulse, the terms added to equations 3.B&ndre null. They become positive,
therefore producing CH molecules, when the populationsiénlt and 16 states decrease from
their concentration at thermal equilibrium.
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Figure 3.10 presents the solutions obtained with the fewellLIF model without (solid curves)
and with (dashed curves) chemical reactions interactirily thie ground state,a and 15, levels.
For the first few nanoseconds, both solutions are nearlticirbut, for larger values of, the
chemical reactions produce CH molecules yielding highenlmer densities in thés and1b levels.
After the laser pulse, tha?A state decays and refills the ground state levels. As the numbe
densities in stateka and 1b reach values higher than the initial conditions (thermaiildayium),
the chemical reactions start consuming CH molecules. visdthatVy,, Ny, and) Ny, do not
return to their initial value over the 30 ns of the simulatthre to the limited value of. i cy. It
was verified that the system comes back to the initial commtif given sufficient time.

The chemical reactions do not produce a significant numb&tbfmolecules. In fact, the
overall number density) | N;;) deviates by less than 0.083% from its original value. This is
becausey r cu only achieves relatively small value%.218 - 102 m=3.s™! at maximum). By
integratingqrir,cu Over the duration of the laser pulse, the number density déomtes produced
by the chemical reactions is found to 6610 - 10 m=3, of which2.356 - 10> m~2 are provided
to statela and2.154 - 10* m~3 to statelb. These values are relatively small in comparison to
the number densities of CH molecules in the ground eleatrstaite at the end of the laser pulse:
Nig = 1.440-10" m=3, Ny, = 7.316-10"®* m=3, and Ny, + Ny, = 7.460-10'® m=3. Consequently,
the chemical reactions have a minimal impact on the grouai# gtopulations, and on the LIF
system.

For sufficiently long laser pulses, it can be shown that thesrgbal reactions would replenish
the ground electronic statéV{, + Ny;) to its initial value of number densityy, cx>. However,
because of the low value afr cu, this process occurs on a time scale of a few hundreds of
nanoseconds, while the laser pulse lasts 8.5 ns. Theref@aninimal impact of the chemical
reactions is caused by two factors: the slow overall ratetéfp@oduction, and the limited value
Of TLaser- ON its own, the rate of production of Cklycy = 1.686 - 102° m~3.s7!, which once
integrated over the duration of the laser pulse yiéld83 - 10'®* m~3, would be sufficiently fast
to interact with the LIF process as suspected in [98]. Howelvecause it is counterbalanced
by the rate of consumption of CH molecules, this results iroeerall (net) rate of production
of CH, quir cu, too small to significantly impact the LIF system over thealion of the laser
pulse. Furthermore, it must be noted that because the ¢weenf experiments is performed at
a relatively low level of irradiance, state: is only weakly depopulated during laser irradiation.

SApplying the conservation of CH molecules to the completeé system, the ODE describing the rate of change
of the total number densityVr = > Ny, isdNt/dt = quir.ca = ¢r,cu - (1 — Nia+Nw)/Ng cx). ASSuming that
the laser pulse is sufficiently long for the total populatiorachieve steady-stateg., d¥Nv/at = 0, it follows that
qr.cu - (1 — Nwat+Nw)/Ny o) = 0 and, consequentlyyi, + N1, = Ny cH.
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FIGURE 3.10: Predicted populations by the four-level LIF modelased from the flame chemistry (solid

curves), and supplemented with chemical reactions iniagaevith the ground electronic state (dashed
curves).

Therefore, having very fast chemical reactions that wolrttbat instantaneously replenish states
la and 1b, hence maintaining their initial number density, would éavlimited impact on the
number of emitted photons per unit volume, which would iasesby ~8.5%.

As shown in Figure 3.10, the populations in th&A\ state are almost unchanged in comparison



Chapter 3. Laser-induced fluorescence modelling 64

to the solution of the LIF model without chemical reactiorihis causes a limited increase of
~0.2% in the number of photons emitted per unit volunié,. Therefore, it is concluded that
chemical reactions interacting with the ground stateand1b, levels have a negligible impact on
the predicted LIF signal.

3.2.4.2 Interactions of the electronically excited state ith the flame chemistry

Generally, the set of species considered in thermochemieahanisms does not include CH in the
A2A state CH) as it is not expected to impact the predictions of the mamlmastion properties.
However, the chemistry of H* received some attention in the literature as CH chemilugine
cence, emitted when electronically excited methylidymenied by chemical reactions undergoes
spontaneous emission, found applications as a nhon-ia&fiaime diagnostic technique to charac-
terize the heat release, equivalence ratio, and flame dvcft81, 182]. The effects on the response
of the four-level LIF model of non-null, initial concentrabs of molecules in the A\ state, as
well as the impacts of chemical reactions interacting watlels2a and2b, are investigated in this
section.

The principal reactions expected to form electronicallgieed methylidyne are presented in
equations 3.26 to 3.29. As shown in Table 3.3, significardglisements in the rate coefficients
exist in the literature [135, 178, 179, 181, 183-188]. Thasises variations of a few orders
of magnitude in the values of the specific rates calculatea tgpical temperature of 1850 K,
k(T = 1850 K). There is a consensus thatl* is primarily consumed via non-radiative colli-
sional quenching, and the rate coefficients provided by Taratial. [169] are generally used.

C, + OH + CH* + CO (3.26)
CoH + O < CH* + CO (3.27)
CoH + 0, <3 CH + CO, (3.28)
C+H+M<« CH + M (3.29)

Given the lack of a single, consistent set of chemical reastand rate coefficients, foarH*
chemical sub-mechanisms, which include for reactions 82%29 the recommended rate coef-
ficients of 1) Zhou et al. [135]; 2) Petersen et al. [181, 1881]13) Bozkurt, Fikri, and Schulz
[185]; or 4) Smith et al. [178, 179] and Kathrotia et al. [18&]e assembled. The rate coefficients
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TABLE 3.3: Elementary reactions reported in the literature talpce CH along with their Arrhenius rate
coefficients and specific rate evaluated at 185@ |, = 1850 K).

Reaction A n Ea R(T = 1850 K) Ref.
[cm3, mol, s] [cal/mol] [cn?, mol, s]
C,+OH<« CH*+CO  2.00-10™ 0 0 2.00 - 10" [181, 183-185]
1.11-10% 0 0 1.11-10% [178, 186]
CoH4 0+ CH*+CO  5.20- 10 0 2600 2.56 - 101! [181, 183, 184]
3.64-102 0 2605 1.79 - 10%2 [185]
6.20-102 0 0 6.20 - 1012 [135, 178]
6.02 - 10" 0 457 5.32-10'2 [187]
2.50-102 0 0 2.50 - 1012 [179, 186]
1.08-10% 0O 0 1.08-10% [188]
CoH + Oy > CH* + CO, 0 0 0 0 [181, 183-185]
410-10 0 4500  1.21-10" [178]
6.02-10™* 4.4 —2285  2.66-10" [187]
2.17-10'° 0 0 2.17-10%° [135, 188]
3.20 - 10! 0 1600 2.07 - 10 [179, 186]
C+H+M&CH +M  3.63-10% 0 0 3.63-10'3  [178, 181,183, 184, 186]
6.00 - 10 0 6940 9.08 - 103 [135]

of non-radiative collisional quenching are calculatedhgghe parameters provided in [169, 170].
Reactions 3.26 to 3.29 involve the C afid species, which are not included in the SD mecha-
nism. Additional reactions accounting for their formatiand consumption, obtained from [65]
for C reactions and [178, 181, 183, 184] 10y reactions, are included in tieH™ chemical sub-
mechanisms. The database of transport properties of theegbanism only missed data fOH",
which are set equal to those for ground state CH. Thermodiyn@aroperties are also required for
C, andCH", and are taken from [189] and [135], respectively. The ragffecients and reactions
included in the sub-mechanisms are summarized in Table 3.4.

Table 3.5 presents the mole fractiokicy+, number densityN, cu-, and rate of production,
qrcu+, of CH* at the location of maximum CH concentration in the freely gaigating, pre-
mixed methane-air flame simulated with the SD mechanismlsommnted with the fouCH* sub-
mechanisms. Predictions of number density and rate of jgtamfuvary over more than one order
of magnitude. The sub-mechanism of Smith et al. [178, 178]kethrotia et al. [186] is used for
the current assessment as it provides the largest valuds @f- andg cu+, which should have
the most significant impact on the LIF process.

As in section 3.2.4.1, simple, algebraic terms are soughétadded to the set of ODEs of the
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TaBLE 3.4: Elementary reactions and corresponding Arrheniwes caefficients added to the San Diego
mechanism [128] to predict [CH.

. A E,
Reaction [cm?®, mol, s] n [cal/imol] Ref.
C reactions

H+ CH «+ C+ Hy 1.650 - 104 0 0 [65]
C+ 0y 0+CO 5.800- 103 0 576.0 [65]
C+ CHy < H+ CyH 5.000 - 10%3 0 0 [65]
C + CHj; <+ H + CyH, 5.000 - 10'3 0 0 [65]
OH+C+ H+CO 5.000 - 103 0 0 [65]

C, reactions
Cy+Hy; < CH+H 4.000 - 10° 2.40 1000 [178, 181, 183, 184]

CH+ CH « Cy + Hy 5.000 - 1012 0 0 [178, 181, 183, 184]
C+C+M&Co+M 3.000 - 10" 0 —1000  [178, 181, 183, 184]
C+CH+ Cy+H 5.000 - 103 0 0 [178, 181, 183, 184]
O+Cy < C+CO 5.000 - 103 0 0 [178, 181, 183, 184]

Cy+ 09 < CO + CO 9.000 - 1012 0 980.0 [178, 181, 183, 184]
CH* reactions

CyH 4+ O < CO + CH* — — — see Table 3.3
C+H+M <+ CH*+M — — — see Table 3.3
Cy + OH « CO + CH* — — — see Table 3.3
CoH + Oy +» CO4 + CH* — — — see Table 3.3
Non-radiative, collisional quenching
CH* + H,O «+» CH + H,O  3.064-10'*  0.50 0 [170]
CH*+CO+ CH+CO  2.440-10'2 0.50 0 [169]
CH* +COy <» CH+ CO; 2.410-107Y 430 —1694 [169]
CH*+0, < CH+0,  2480-10% 214 —1720 [169]
CH* + Hy «» CH + H, 4.048 - 102 0.50 1363 [170]
CH*+ CH; <> CH+CH, 1.730-10" 0 167.0 [169]
CH* + Ny <> CH + Ny 4.496 - 10°7  1.73 1038 [170]
Spontaneous emission
CH* «» CH + hv 1.818-10% 0 0 This study with [150]

four-level LIF model. Figure 3.11 presents the overall \n&te of production, and the rates of pro-
duction and consumption of electronically excited metytie. The profiles of s ¢y andg.cu-
almost exactly agree and, therefof&]* can be assumed in quasi-steady state. As per the math-
ematical development presented in equations 3.23 to :83etmsys cu - (fB 8y, — N20/No o)
andgs.cn - (1 — fn,, — V2v/Ny ou+ ) are added to the ODEs describing the rate of change of num-
ber density in level&a and2b, respectively, to account for the interactions of the flammenaistry
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FIGURE 3.11: Net rate of production (solid black curve), rates adduction (black dashed curve) and
consumption (grey dashed curve) of electronically exaitedhylidyne, and temperature (solid grey curve)
in a freely propagating, laminar, premixétH,-air flame at stoichiometric conditions.

with the electronically excited state:

d Ny, .
dt2 = Nay =Nig - bia — Nog - (b1 + Roaap) + Nop - Ropoa
N (f N, ) (3.30)
qf,cH* * B,N2y — )
d ’ No,ca~
and,
dN. . Ny
2 Noy = — Nop, - Ropog + Nog - Rogoy +q¢,cu~ + (1 — fB,Now — 2 ) . (3.31)
dt No,cu-

Because laser irradiation increases the number densigveis2a and 2, it follows that these

TABLE 3.5: Mole fraction,X o+, number density)Ny cu~, and rate of production of CHgq ¢+, predicted
by the four sub-mechanisms at the location of maximum CH riration.

. i : Xcur Nocn qr,cH*
CH* sub-mechanism [opb] (m-] [m-3s1]
Zhou et al. [135] 63.9 2.61-10" 7.33.10%
Petersen et al. [181, 183, 184] 6.34.59 - 103 7.08 - 10!
Bozkurt, Fikri, and Schulz [185] 20.9 8.52-10' 2.30- 1022
Smith et al. [178, 179] and Kathrotia et al. [186] 87.9.59 - 104 9.87 - 10?2
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terms are negative.e.,, CH* molecules are consumed, during the LIF process. It must bedno
that the terms related to spontaneous emissign {, A-.1, and Ay, ) and non-radiative collisional
guenching Q»;) do not appear in equations 3.30 and 3.31. As these procassasw included in
the flame simulation, they are actually accounted for in ¢éhe$ added to the ODEs.

The principal assumption made in section 3.2.4.1 to devlepe additional terms is that the
concentrations of the collisional partners in the reagtioansuming and forming the species of
interest, her€’H*, are constant throughout the LIF process. At the end of &er laulse, the four-
level LIF model without chemical reactions predicts a totamber density in the electronically
excited staté N,, + Nyp) of 3.65 - 10 m~3, which is ~100 times higher than the number density
of CH* predicted by the flame simulatioNg ci- = 3.59 - 10'* m~3). Such an increase could
be expected to cause a significant change in the concentraftiother species involved in the
formation and consumption of electronically excited méthyne.

CH* is principally consumed via quenching through collisionthvwnajor speciese.g, H,O,
Nj, CO,, O, etc., and a change, even important, in the number densdwefy minor species,
such a<CH", will not impact their concentration to any significant exteAlso, inspection of the
output of the flame simulation revealed that the reaction H + M «+» CH* + M is actually
consumingCH* molecules. In this casé€/H" is dissociated through collisions with any other
species, and the concentration [M] in the calculation ofréeection rate is that of the mixture,
which is independent of its composition.

CH” is produced by reactions 3.26, 3.27, and 3.28, accountingifé%, ~27%, and 72.5%
of its total rate of production, respectively. To assessiifrerease of two orders of magnitude in
[CH*] under laser irradiation could significantly raise the cariions ofC, andC,H, the overall
(net) production rate of these two species is compared tbdlokward rate of reactions 3.26 to
3.28,wy,;, magnified by a factor of 100 in Table 3.6. For the reactio@3 &nd 3.28uy, ; - 100 is
237 and 1878 times smaller, respectively, than the overatlyction rate ofC;2H, gc,u, which is
the source term in the species conservation equation [P80),1P1]. Therefore, itis very unlikely
that the increase in(JH"], leading to a rise in the backward rate of reactions 3.27328, would
cause a significant change in the concentratiof 1. In contrastwy,; - 100 for reaction 3.26 is
only 7 times smaller thanc,. Consequently, the increase in the concentration of eleicilly
excited methylidyne during laser irradiation could leacatmoderate, but non-negligible, rise in
the concentration of’;, which would raise the forward rate of reaction 3.26. Howgesce it
only contributes to 6.5% of the total rate of production afH*, a slight increase in the forward
rate of this reaction should not significantly change theea} ;- = 9.87 - 1022 m~*.s~! used in
this assessment.

Equation 3.32 presents the ODE describing the rate of chafifpe population in statéa. It
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TABLE 3.6: Comparison of the overall production rates(ftl and Cs, ¢;, to the backward rate of the
reactions 3.26, 3.27, and 3.28, magnified by a factor of(1Q - 100).

Species ¢; [mol-m=3.s71] Reactioni wp.; - 100 [mol-m™3.s71]
B CoH + Oy <+ CO, + CH* (3.28) 1.64-10~*
) 1 2 2 2
_____ C P cmroocovem @2n) 1301070
Cs 6.53- 1074 Cy + OH ¢ CH* + CO (3.26) 9.31- 1077

consists of equation 3.1, supplemented with the term adowyufor chemical reactions replenish-
ing the ground state (first bold term, see equation 3.25)r Rwi the laser pulse, the chemically
producedCH* molecules in stat@a undergo spontaneous emissioty(;,) and fill statela. In
order for the number density not to build up, an additionahteonsuming CH molecules in the
la state must be added to equation 3.32 (second bold term).a#tsismed that CH is consumed
through bimolecular reactions with other species, suchttigadditional term is linearly depen-
dent on/Vy,. As shown in equation 3.32\;, is multiplied by an invariable rate constant defined as
the ratio of the rate of transfer per unit volume of molectditem levels2a to 1a via spontaneous
emission prior to the laser pulseg(, the initial number density in lev&la multiplied by A,,1,),

to the initial number density in state:. This formulation assumes that the concentration of the
reaction partners and the specific rate of the reactionsucoing CH are constant during the LIF
process. This additional term in equation 3.32 ensuresNhais null prior to, and a long time
after, the laser pulse; it exactly compensates for the f€m A,1,, Which is non-zero initially as
molecules are provided to leved, even without laser irradiation, through chemical reaxgio

lea
dt

= Nm = — Nig - bia + Nog (ba1 + Asa1a) — Nia - Riaie + Nip - Ripia

Nla
+q5.cu " | BN —

No,cu

(3.32)

NO,CH* ° fB,Nza ° A2a1a
—Ni, -

fB,Nla : NO,CH

-

rate constant [s!]

The ODE describing the rate of change of humber density iall&vis shown in equation
3.33. It consists of equation 3.2 to which the term accogrfion chemical reactions replenishing
the ground state (see equation 3.25) is added, as well assarmoption term that accounts for
the filling of statelb induced by spontaneous emission and collisional quendnomg state<2a
and2b populated, even without laser irradiation, by chemicattieas. As in equation 3.32, this
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additional term is made of an invariable rate constant, wisanultiplied by Vy,. It ensures that
Ny, is null att = 0, and at the limit — oco.

dN )
dtlb = N1y =Nog - (Aga1p + Q2a1) + Nop - (Agpr + Qap1) + Nig - Riate — N1y - Ripia
N
+gpcm - |(1 — fB,Nia) — o (3.33)
No,cu
N [No,cu* * fB,Nau * (A2a10 + Q241) + No,cu- * (1 — fB,N2a) * (A261 + Q2]
—4V1b *

(1 - fB,Nla) * NO,CH

(. J/

rate constant [s!]

The set of ODEs of equations 3.30 to 3.33 is solved with theg@tiutta solver of Matlab. The
initial conditions on (V1,, N1y, Naa, Nop) @re(No.cu - fe.n., Nocn - (L — fe.n.) s No.crs - fB,Nou s
Nocnr - (1 — f.n,,)). The value ofN, ¢ is the same as in the previous sections. Figure 3.12
presents the population in the four levels, along with thieitemn of the four-level LIF model
without chemical reactions.

Comparing to Figure 3.10, the effects of t&l* chemistry on the ground state populations
are negligible. In fact, when drawn on the same figure, theufadions predicted by the four-level
LIF model only including chemical reactions in the groundtst and in both, AA and XII,
electronic energy levels are almost undistinguishablé ghown in Figure 3.12 for the sake of
clarity). The main, but limited, effect of theéH* chemistry is to increase the number density in
levels2a and2b, which leads to a rise in the number of emitted photons pdrvahime, NV, of
~3% (6.39-10* m—3 vs. 6.21-10'* m~3 for the LIF model excluding chemical reactions). However,
as discussed in section 2.3, a fluorescence signal meadused#f-resonance laser wavelength
is subtracted from the on-resonance LIF signal during tipeements to remove, among others,
the effect of flame chemiluminescence. Integrated over éneeca gate time of 30 ns, the initial
population in the AA state is predicted to emit a total number of photons.6f - 102 m~3 via
chemiluminescence. It follows that the net number of phetemitted per unit volume i8/, =
6.39-10"—1.91-10" = 6.20-10" m~3, which agrees within 6:1% with the value ofV, obtained
with the four-level LIF model excluding chemical reaction€onsequently, the interactions of
the LIF model with the flame chemistry in both2IX and A A, states can be neglected for the
current study. In the remainder, the time-resolved, feuel LIF model is employed to process
the output of flame simulations into numerical LIF signalsmgghe methodology presented in the
next section.




Chapter 3. Laser-induced fluorescence modelling 71

S
7.45} \
Nig + Nip + Nog + Ny,
&
E 74f
=
7.35

1-4 1 1 1 1 1 1
4 x 10t Noy + Noy,
3r Ny,
&
£ 2r N2a
=
1t C
O L 1 — N
0 5 10 15 20 25 3

t [ns]

FIGURE 3.12: Predicted populations by the four-level LIF modelased from the flame chemistry (solid
curves), and supplemented with chemical reactions irtiegagvith the ground and electronically excited
states (dashed-dotted curves).
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3.3 LIF signal prediction using the time-resolved, four-level LIF
model

For each grid point of the flame simulations, the temporalwian of the population in each of
the four levels is computed by solving the set of ODEs of dquat3.1 to 3.4. The modelled LIF
signal,Syr [count], is obtained by insertingy,, (t) and Ny, (¢) in equation 3.34 developed based
on the theory presented in [117], whetg,, [S] is the camera exposure tim&, [sr] is the solid
angle,V [m?] is the probe volume(,,; [count/photon] is the optical collection constant, angr

is the average transmissivity of the bandpass filter oveethission spectrum.

Tcam Q
SLip = / Z Noi(t) - Agnjdt-— -V - Copt - TaLIF (3.34)
0

— 47
27.]
NN J/

Np, see equation 3.22

TLir IS provided by equation 3.35, wherg..(\) is the wavelength-resolved filter transmissiv-
ity (maximum transmissivity normalized to 1), af@()\) is the spontaneous emission spectrum
normalized such that its integral is unity. A filter transsngty curve, measured using a Varian
Cary 500 spectrophotometer, was provided by the manufactir this work, it was compared to
a second curve obtained using an Agilent Cary 5000 spedaitopteter. The trend of both curves
is similar, but slight variations in the absolute valuesrgf,.. are observed. The transmissivity
curve in equation 3.35 is taken as the average of the two sete@asurements. Through the LIF
process, the population distribution in théAelectronic energy level changes from being mostly
in the 2a rotational state for small values afto a partially distributed population between the
and2b states. The emission spectruliy,()), is then extracted from LIFBASE assuming a bulk
gas temperature of 1800 K, 32% of the electronically exaitedecules in th&a state (a fraction
calculated near the end of the laser pulse), and a fully kgaied population distribution within
the 2b rotational manifold. This yields, 1 ;r = 37.6% for the current experimental configuration.

TALIF = / Tritter (A) * YE(A)dA (3.35)

As explained in Chapter 2, the LIF signal is normalized by Ragleigh scattering signal of
nitrogen,Sg, to yield a surrogate, quantitative measurement of CH nurdéesity. At each grid
point of the flame computational domaisy,; (equation 3.34) is divided bgy [count], which is
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modelled as:

I'TR

Sk = hv

N

0o oo
()., ().,
Where(g—g) [m?/sr] is the Rayleigh scattering cross-section calculatediling to [174],N [m~3]
is the number density, [W/m?] is the irradiancery [s] is the duration of the Rayleigh scattering
signal corresponding in practice to the laser pulse tenhpodth, 1 [J] is the energy of a photon,
andr, g is the transmissivity of the bandpass filter at the on-resomavavelength(?, V', andC,
are equal in equations 3.34 and 3.36, which implies thattbhpsical parameters do not appear in
the modelledSy i/ Sk ratios. In the end, an axial profile 6f /Sg is obtained. Examples are
provided in Figure 3.13 (see the grey-dashed curves) for ndautane, stoichiometric methane,
and rich ethane stagnation flames simulated with the USC Briti&mochemical mechanisms.

The numerical, axial profiles of LIF-to-Rayleigh ratio cante directly compared to the ex-
perimental data. At atmospheric pressure, CH exists inrg thb-millimetric layer (see the ex-
perimental data points in Figure 3.13). Due to the effectdiffifaction and possible aberrations
introduced by the collection optics [192], the measuredthaf the CH-LIF profile is generally
larger than the actual CH layer thickness [79, 80, 101]. Twant for imaging-system blur, the
simulated LIF profiles are corrected through convolutiotingipoint-spread function (PSF), which
is an intrinsic property of the light collection setup [19d]he PSF is theoretically described by
the Airy distribution, which can be accurately approxinthtesing a Gaussian distribution [193]
normalized so as to conserve the radiative energy of the igifiatk The full width at half max-
imum of the PSF{psr = 0.124 £ 0.009 mm) is determined by taking the average of the width
of the Gaussian PSF-distributions needed to reconcile Hw.IE layer thicknesses predicted by
the four mechanisms (SD, USC, NUIG, and GRI) with the expernital data obtained in the same
apparatus for the stoichiometric, preheatéd { = 355 K), CH,-air flame presented in [64]. This
methodology assumes that the thermochemical mechanismséely predict the width of the CH
layer, hence the reaction zone thickness, of stoichiometethane-air flames. From flame theory

42V - Copt * TAR, (3.36)

[190], the reaction zone thicknedg ) is known to be directly and inversely proportional to the
thermal diffusivity () and flame speedS(), respectively ik « «/Sy). Considering the demon-
strated adequacy of most modern thermochemical mechamispredicting the flame speed of
stoichiometricCH,-air mixtures [68, 90, 134], it is expected that bo#fj, and «, are properly
modelled, and that the CH layer thickness is accuratelyigedifor methane-air flames at= 1.
Figure 3.13 presents raw (uncorrected, grey dashed cuaves)PSF-corrected (solid grey
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curves) numericabyr/Sr profiles for leann-butane, stoichiometric methane, and rich ethane-
air flames obtained with the USC and SD mechanisms. AbsoliRetofiles are shown in the
upper part of the figure (plots a-c), and profiles normalizgthle maximum value ofr /Sy are
shown in the lower row (plots d-f) to better assess their shdje consistent under-prediction of
the LIF profile thickness is clearly observed in Figure 3.d3)(where the uncorrected simulated
data lie within the experimentally measured profile (sotidares) for all considered flames. Cor-
recting for the blurring effect induced by the collectiortiop significantly improves the numerical
predictions with the PSF-corrected profiles almost pefexjreeing with the experimental data.
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FIGURE 3.13: Absolute (top) and normalized (bottom) axial profitds_IF-to-Rayleigh ratio for¢p =

0.8 n-butane,p = 1.0 methane, an@d = 1.3 ethane stagnation flames simulated with the USC and SD

mechanisms. Flow from right to left. Legensi:exp., PSF-uncorrected (raw) numerical profiles, and
PSF-corrected numerical profiles.

In addition to its broadening effect, the PSF-correctictiuces the amplitude of th&y r/ Sk
profiles as shown in Figure 3.13 (a-c). The effect is paréidylpronounced for thin flames; the
thinner the flame, the larger the relative reduction in thekpalue ofSyr / Sk induced by the PSF
correction. For the lean-butane and rich-ethane flamess(plé& c), including the point-spread
function brings the simulated profiles in closer and almestgrt agreement with the experiments,
respectively. For the stoichiometric methane case, itccbalconcluded from the uncorrected data
that the SD mechanism exactly predicts CH formation. Howelie PSF-corrected profile instead
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indicates that this model slightly under-predicts the mraxin value ofSyr/Sg in comparison to
the experiments. These results demonstrate the absolkgesity to perform the PSF-correction
in the reduction of flame simulations into LIF signals to pedp assess the predictive capability of
thermochemical mechanisms. This is true not only on a gizding basis, but also in terms of the
relative trend ofSy;r/ Sk Vs. ¢ as the amplitude of the correction depends on the flame tegskn
which varies with the equivalence ratio as shown and digtugsChapter 4.

3.4 Uncertainty analysis of the time-resolved, four-leveLIF
model

The error in the predicted, PSF-corrected, LIF-to-Raylea@tios has four main contributors: the
error in the [CH] predictions by the flame simulations caukgdmproper Arrhenius rate coeffi-
cients, the error in the BCs of the flame simulations propaytitrough the flame and LIF models,
the uncertainty in the PSF correction, and inaccuracidsamtF model. To allow for an optimiza-
tion of the thermochemical models, the uncertainties inetkigerimentally measured data and in
the response of the LIF model must be of minor importance mgarison to the error induced by
the uncertain Arrhenius rate coefficients included in themaaisms. The current section aims to
provide an estimation of the uncertainty related to the {resolved, four-level LIF model. It is
expected to properly reproduce the physics of the LIF pycasd the overall uncertainty is as-
sumed to be only related to inaccurate descriptions of thenpeters. In the following, a sensitivity
analysis is presented to identify the principal factorsuiaficing the response of the LIF model.
Then, uncertainties are attributed to the parameters #mtj avith a 50,000 samples Monte-Carlo
analysis, provide the estimated accuracy of the LIF modeé dnalysis is based on the solution,
at the location of maximum CH concentration, of the freelggagating, premixed, methane-air
flame simulated with the SD model described above.

The logarithmic sensitivity oby;r/Sg to a given parameter of the LIF model with a nominal
valuez; is defined by equation 3.37. For each parameter, a populafiatDO0 samples is as-
sembled by computingyir/ Sk for uniformly distributed values=30% aroundz;. The derivative
of a 7#*-order polynomial, adjusted through a least-squares pureeto the response of the LIF
model, provides the value for the partial derivative in tight-hand-side term of equation 3.37.
The computed L.S. values are reported in Figures 3.14 aidoBekenting parameters independent
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and dependent, respectively, on experimental procedearésrpmed in the current work.

Oln(%gr) A
L.S.(z;) = T ~ or, e (3.37)

Logarithmic sensitivity Logarithmic sensitivity

FIGURE 3.14: Logarithmic sensitivity to the  FIGURE 3.15: Logarithmic sensitivity to the
experiment-independent model parameters. experiment-dependent model parameters.

Considering the experiment-independent parametgjis,/ Sg iS most sensitive to the Boltz-
mann fraction in the laser-coupled ground state as thaimitimber density in stati: is directly
proportional tofs n,,. It is followed by parameters relating to stimulated absorp collisional
guenching, and spontaneous emission. Taken separRigly,and Ry;;, have a significant influ-
ence on the response of the LIF model. However, as explairtbosly, they are linked together
through equilibrium (see equation 3.11), which cauSgs/Sk to be only weakly dependent on
Ri.1b/Q21 as shown in Figure 3.14. The rate constant of RET in the eleicially excited state
(R2425) also has a minor influence on the numerical fluorescencesitye

As presented in Figure 3.15; ;¢ / Sk is highly sensitive to the Rayleigh scattering cross-secti
of N,, but not much to that of helium. This is caused by the Rayleigiss-section of helium
being only 4.3% that of nitrogen, makinqjg—;‘z)l\l2 the dominant parameter in the bracketed term of
equation 3.3651,;r andSy are directly proportional to the transmissivity of the bpasis filter over
the emission spectrum, 1r, and at the online laser wavelengthz, respectively, which causes
L.S. ~ 1 for these terms+1 for 7, r as it appears in the denominator$fir/Sr). RaisingAwy,
results in an increase of the dimensionless overlap fractipwhich is largely compensated by a
lower spectral irradiance reducing the rate constant ofgghabsorption (see equation 3.5). This
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is reflected by a L.S. ta\y, of —0.58. In decreasing order of L.S. are then found the parameters
related to the irradiance, As shown in equation 3.36, the Rayleigh scattering sighéhearly
proportional to the irradiance. On the other hand, as dssmlipreviouslysy s (o< V) is linearly
proportional tal (or b;2) under very weak laser irradiation, and transitions asrtadiance is raised

to become independent 6in the saturated LIF regime. It follows that at the two asyotiptlimits

of low and high laser energy, the logarithmic sensitivitySgfr / Sk to the irradiance is 0 and 1,
respectively. Therefore, the small L.S. values for the patars related td indicate a slightly
non-linear response &f ;- to changes in the irradiance. Finally, the model is rel@fiiesensitive

to the camera exposure time as it was made sufficiently longgiture the entire LIF signal during
the experiments.

Figures 3.16 and 3.17 present the uncertainty of each ps&sacensidered in the sensitivity
analysis. The Boltzmann fractions and degeneracies eégttdiom LIFBASE [150] are assumed
exact. As in [98, 101], an uncertainty of 5% is applied on thec$roscopic rate constants ob-
tained from LIFBASE B2, Asq1a, A2q15, @aNd Ag,;). Calculations ofd,,; (see equation 3.9) with
thermalized and non-thermalized electronically excitedespopulations at different temperatures
(1500K, 1800K and 1900K) revealed that the error inducedhieyaissumed distribution is negli-
gible in comparison to the stated 5% uncertainty on the spgabpic coefficients. An error range
of [—26.5%; 33%]° is estimated forQ,, from the data of Renfro, Venkatesan, and Laurendeau
[170] that compared computed quenching rate constantsperiexentally measured ones in 77
counterflow, diffusion flames of methane. For the simulatexkly propagating flame discussed
above, it was verified, at the location of maximum [CH], thatrexthan 90% of the quenching rate
constant is produced by species having a mole fraction witie range covered by the 77 flames
in [170]. The lower bound of relative uncertainty in the catif RET to quenching rate constants
in the ground and electronically excited states is takehastaximum absolute experimental un-
certainty in R/ Q21 for various rotational levels in the?A\ (v = 0) system [154] normalized
by the nominal value used in this studi(,/@21 = 2.83). As explained above, the values of
RET rate constant provided in [154] are likely significanityderestimated and, as such, an upper
bound of uncertainty of 100% is applied &3,1, and Ry,2.

The uncertainties in the experiment-dependent paramptesented in Figure 3.17 consider
solely systematic errors. Random uncertainties are idstféected by scatter in the experimental
data reported using error bars in Figure 4.1. Data provigechdnufacturers are assumed exact
unless explicitly stated. Errors in the Rayleigh scattgdross-sections are caused by uncertainties

5The value of 33% is reported in Figure 3.16.
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FIGURE 3.16: Uncertainty of the experiment- FIGURE 3.17: Systematic uncertainty of the
independent model parameters. experiment-dependent parameters.

in the refractive index oN, and He provided in [194], and by the error in interpolating éxper-
imentally determined depolarization ratio 8§ reported in [174], both contributions being very
small. As discussed previously, the filter transmissivityve, Tri: (), iS taken as the average
of two sets of measurements obtained using Varian Cary 50@®gitent Cary 5000 spectropho-
tometers. A relative uncertainty of 2.3% on the averagestrassivity values allows to encompass
the curves obtained using both devicesg is obtained in an area of the filter transmissivity curve
whereTg.: (A) is rising. It follows that the uncertainty in the wavelengftthe filter transmissiv-

ity curve amplifies the error estimation foy . Combined with the relative error am;.. (), this
yields an uncertainty on, g of 11.5%. The uncertainty i, .;r has three contributors: the uncer-
tainty on the wavelength of the filter transmissivity curtres relative error of 2.3% on the values
of mrier(A), @s well as the uncertainty related to the assumed emigsemtram in equation 3.35.
The former is much less important than farz as fluorescence is emitted at wavelengths covering
the whole filter transmissivity curvee., in areas whereg;;(\) is stable, rising, and decreasing.
The latter is estimated by inserting in equation 3.35 emissipectra corresponding to various
population distributions in the electronically excitedtst going from a thermalized system to all
molecules in theV’ = 8 rotational level. Taking the sum of squares of these thregribwtions
provides an uncertainty on, ;,;r of 3.61%. The systematic error in the average laser enengy pe
pulse,Eg, is taken as the arithmetical sum of the uncertainty in thealer calibration and the me-
ter systematic error. As per Sirah Lasertechnik [195], #self pulse duration remains unchanged
through the dye laser and, as such, the errat jn. is calculated from the specifications provided
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by Spectra-Physics for the pumping, Quanta-Ray Pro-239A@1aser. During the experiments,
the beam area was measured by observing the light scattgredfaduated sheet of paper. Due
to the diffuse edges of the laser sheet, the area could noebsured to a great level of accuracy,
hence the systematic error estimatior50f:. Due to the resonant nature of photon absorption, the
wavelength at which the laser is sat,has a very pronounced effect on the fluorescence signal.
For that reason, the proper alignment of the laser wavdieioghe R.(7) transition was verified

on a daily basis, such that the related systematic errogiected. The dye laser adjustment has a
limited repeatability € 2 picometres), which induces random errors\ibecause of the frequent
back-and-forth shifts between the on- and off-resonarasesition wavelengths. This is reflected
by the scatter in the experimental data.

To determine the uncertainty of the LIF model, the valu&gf:/Sr at the location of maxi-
mum CH concentration predicted by the SD mechanism for #eyfipropagating flame discussed
previously is calculated 50,000 times with the values ofgammeters uniformly distributed over
the ranges of uncertainty specified above. The histogramgufr& 3.18(a) presents the relative
frequency ofSyir/ Sk, and Figure 3.18(b) the cumulative distributigh, The Sy /Sy ratios cor-
responding tof = 2.5% andf = 97.5%, shown by the dashed red lines in Figure 3.18, are taken
as the uncertainty limits. Normalized by the nominal val@i&I&-to-Rayleigh ratio (red lines in
Figure 3.18), this yields an accuracy for the LIF model, forimterval of confidence of 95%, of
[—26%; 40%)], a range considered typical for the predictions presemtéuis work.
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FIGURE 3.18: (a) Relative frequency dfir/Sgr, and (b) cumulative distribution functiory,, obtained
with the Monte-Carlo analysis. Legend: nominal LIF-to-Régh ratio (solid red lines) and uncertainty
limits (dashed red lines).



Chapter 4

Experimental results and comparison to
flame simulations

4.1 Methylidyne concentration measurements

The Rayleigh-calibrated LIF diagnostic allows for an assent of the accuracy of different ther-
mochemical mechanisms in predicting CH formation. Althoggatial profiles are measured and
simulated (see Figure 3.13), it is more convenient to makecttimparison using a single scalar
value obtained from the CH-LIF profiles. Here, the maximugnal intensity is selected as a
measure of CH production.

Figure 4.1 presents measured and prediéigd/Sg ratios (note the logarithmic scale). The
error bars, obtained using the Studemttistribution, correspond to a 95% interval of confidence
for the variability in the measurements. CH production hagralar dependence on equivalence
ratio for the four fuels considered in this study, suggestirat fuel-independent elementary reac-
tions dominate CH production in these flames. For all fuéle,LtIF signal reaches its maximum
at¢ = 1.2, and monotonically decreases on both sides of the peak. Ddelsigenerally capture
the relative trend of the data, but predict a larger drofiifr / Sk as the stoichiometry is shifted
to lean mixtures (except USC fdrH,-air flames) as also observed in [79, 99]. Through satu-
rated, relative LIF measurements in an atmospheric-pre€unsen burner, Sutton and Driscoll
[99] found that the maximum CH-LIF signal for methane-aemixed flames occurs at= 1.25,
which is consistent with the current set of data. In contithstly observed the peak CH-LIF signal
intensity atp = 1.35 for propane-air flames. Considering the width of the erras beported with
their measurements, it is possible that the maximum LIFnsitg occurs atp = 1.25, in better
agreement with the present work.

For all fuels and equivalence ratios, there is significamiaality in the predictions of the
thermochemical mechanisms. The simulated valueS;gf/Sr are spread over more than an

80
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FIGURE4.1: Measured and simulated values of maximtii: /Sy for (a) methane, (b) ethane, (c) propane,
and (d)n-butane flames. Legend:exp.,o GRI,[0 SD, A USC, and> NUIG.

order of magnitude indicating substantial differenceshea themistry (rate coefficients and/or
included reactions) of the models. In increasing order ¢¥td-Rayleigh ratio, the mechanisms
are generally sorted as NUIG, SD, GRI and USC, no matter thle Tthe kinetic rates governing
this ordering, hence the variability in the predictions,sithen be related to fuel-independent
elementary reactions.

To assess the agreement of the simulations with the expetsmEigure 4.2 shows the sim-
ulated LIF-to-Rayleigh ratio normalized by its experimartounterpart at each equivalence ra-
tio. Exact agreement of the numerical predictions with tkigeeimental data would yield a value
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FIGURE 4.2: NumericalSyr/Sr normalized by the experimental value for (a) methane, (bquet, (c)

propane, and (d)-butane flames.Suir/Sr) yum / (SLIF/SR) ey, = 1 Shown by dashed lines indicates exact

agreement of the predictions with the experimental datee Sttaded grey bands present the uncertainty

resulting from the LIF modelypsr, flame boundary conditions and scatter in the measurem&ame
legend as Figure 4.1.

of (Stir/SR) pum / (Stir/Sr)., €Qual to unity (dashed lines). The shaded grey area superim-
posed on Figure 4.2 corresponds to the uncertaintySifir /Sgr )., / (Stir/Sk)ey, = 1, @nd
accounts for the scatter in the experimental datg, (./sy),, . @lso presented in Figure 4.1 as
error bars), the error in the LIF modet, . /s).  LiF model» SE€ S€Ction 3.4), as well as the er-
ror induced in the LIF response by the uncertainties in the-Rlth and in the experimentally
measured boundary conditions, ,./sy). . BC+spsrr SEE S€Ctions 2.1.2.1 and 3.3). The uncer-
tainties in the PSF-width and in each of the BCs are assumbd statistically independent, and
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their combined contribution to the uncertainty(6L.ir/Sr) ., IS taken asr (s, ;. /sn). . BC+spsy =

\/Z [L.S.(z;) - 0.,]?, whereL.S.(z;) corresponds to the logarithmic sensitivity(@ i /Sk),

to the parameter; obtained through brute-force sensitivity analysis, apdis the uncertainty in
the parameter;. Again assuming statistical independence of the individneertainties, the over-
all error in (Stir/SR) yum / (SLIF/SR)eXp = 1 is calculated using equation 4.1, where the last term
in the square root is of minor importance in comparison torém&lom error in the experimental
data and the uncertainty of the LIF model.

O (SLIF/SR)pum g \/ g (Zsm /SR)exp +o (QSLIF/SRMNLIF model T “(ZSLIF/SR)MWBCMPSF (4.1)
(SLIF/SR)exp

As observed in Figure 4.2, the SD mechanism provides thedvesall representation of CH
formation with(Stir/Sr) , / (Stir/ SR)eXp agreeing, within uncertainty, with the exact value of 1
for all methane, and rich ethane and propane (exgeptl.1) cases. However, for lean mixtures of
C, andC; fuels, the SD mechanism increasingly under-predicts tpemxental LIF-to-Rayleigh
ratio, beyond uncertainty, as the equivalence ratio isgedu The NUIG mechanism is found to
under-predict the experiments by as much as 92%. Its preglicapability improves as the equiv-
alence ratio is increased, agreeing, within uncertaintih the experimental data for a few rich
flames. On the other hand, the USC and GRI mechanisms carigistgerestimate CH forma-
tion by as much as 268% and 282%, respectively, except fow defen butane (USC), ethane and
propane (GRI) flames where the predicted and measured ER&ayteigh ratios are in good agree-
ment. Since, for all models, there are cases in Figure 4.&/0ch (Stir/SR)yum / (SLF/SR) exp
departs from unity significantly beyond the estimated utadety, the current CH-LIF measure-
ments are a suitable dataset for the optimization of then@imical mechanisms.

The LIF diagnostic also permits an assessment of the CH @rbiitknessgdcy, which is an
important parameter determining NO formation through tloenpt (Fenimore) route [69]. Figure
4.3 shows a comparison of measured CH layer thicknesses poedictions of the thermochemical
models. Each experimental value corresponds to the avefalye full width at half maximum of
two-sided Voigt distributions that are least-squaresstdpito the axial CH-LIF profile of all trials
for each value of. The error bars represent the random uncertainty in the wedae estimated
from the Student’s-distribution using a 95% confidence interval. The numdigaredicted,
PSF-corrected, CH layer thicknesses agree well with theraxigental data fof.8 < ¢ < 1.3, a
range over whicld-y values predicted by the four mechanisms generally oveilaps confirms
the adequacy of the PSF-correction, even though the widtheoPSF distributiondpsr) was
derived from an independent set of CH-LIF measurementscr&psncies between experiments
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and simulations are observed for methane-air and etharfleraes atp = 0.7. LIF measurements
for these two flames with low [CH] were affected by a non-rgiblie amount of noise that could
have artificially broadened the CH layer thickness. Sigaiftadeviations among the models are
noticed for¢ > 1.3, and the experimental values generally fall in between thdiptions (except
for C,Hyo which only has predictions from the USC and NUIG mechanisn@yen the width
of the error bars, it can be concluded that the CH layer tlaskns over-predicted by the SD
mechanism for methane & 1.3), and under-predicted by GRI for ethane=£ 1.3) and propane
(1.3 < ¢ < 1.5), by USC for butanel(3 < ¢ < 1.4), and by NUIG for methaney = 1.3),
propane ¢ = 1.5) and butanel(3 < ¢ < 1.4).
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FIGURE 4.3: Measured and simulated CH profile thickneigsg;, for (a) methane, (b) ethane, (c) propane,
and (d)n-butane flames. Same legend as Figure 4.1.
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4.2 Analysis of variability in predictive performance of the ther-
mochemical mechanisms

As discussed above and presented in Figure 4.1, the alfikityreently available chemistry models
at predicting CH formation is highly variable. This sectieeeks to identify the main causes of
such differences, namely the order of magnitude variatiorts . /Sg. Given the complexity of
modern thermochemical mechanisms, the potential soufcdsarepancies are numerous, and
only the most important are presented in this section. Aaltil information can be found in
Appendix D.

Figure 4.4 presents a simplified reaction pathway analyascking the flux of carbon through
a stoichiometric, unstrained, adiabatic, freely propagamethane-air flame. The network was
assembled by identifying the main reaction paths in the Riggrdms produced using the output
of Chemkin-Pro simulations performed with the SD, USC, GRdl &lUIG mechanisms. If the
contribution of all elementary reactions is included, tHeARdiagram becomes so complex that
it is almost unreadable. For that reason, only non-CH-edlgiathways wittR(C, s, s2) > 0.01
kmol/s and CH-related pathways wift(C, s;, s2) > 0.001 kmol/s are considered in the analysis.
The width of the arrows is scaled according to the averagaefR{C, s, s5) values of the four
thermochemical mechanisms reported in Figure 4.5(a) lmyddre coloured according to the aver-
age of the logarithmic sensitivities (L.S.) [(QIH]peak to the specific rate of a given path (see Figure
4.5(b)). The L.S. of a specific pathway is obtained by takireggum of the L.S. of each individual
reaction forming that path. A green (red) arrow indicatestn phat upon acceleration causes an
increase (decrease) in the maximum concentration of mdimd, and vice-versa. The order of
magnitude variability observed in Figure 4.1 must then li&ted to significant differences in the
specific rate of the reactions making up sensitive chanme¢ésshanisms under-predicting (over-
predicting) the peak CH concentration include rates togeldor paths with negative (positive)
L.S. and/or too small for paths with positive (negative).UtShould be noted that a mechanism
in reasonable agreement with a given set of experimental mialy not have the most accurate
chemistry. That is, it could be adjusted such that inaccesaa the specific rate description of a
sensitive path are cancelled out by tuning the rate of ans#resitive path.

The RPA diagram presented here qualitatively agrees wathvtirk of Warnatz [196] developed
in more detail in [90, 190]. A hydrogen atom is initially atzstted from methane to form methyl,
with the initial carbon contained in CHalmost completely converted to GHR(C, CH,, CH3) =~
1 kmol/s. Most of the produced methyl radicals then reactughothe main fuel breakdown path,
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FIGURE 4.4: Simplified RPA diagram for a stoichiometric, unstrainediabatic, freely propagating
methane-air flame.

simplified here as the C/H/O route:

CH; — CH,0 — HCO — CO, (4.2)

C/H/O route
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FIGURE 4.5: (@) R(C,s1,s2), and (b) >  L.S.(XcH,peak, ) for the RPA diagram shown in Figure
=1
4.4. LegendoSD,oUSC,sGRI,eNUIG, mAverage.

and through other pathways indirectly linking €td CH,O via species including C{OH, CH;O,
and CHOH. The carbon passing through the C/H/O route is then digeldamainly in CO, which
either escapes the control volume of the RPA as is, or isfiemgd into CQ and then exhausted.
A smaller, yet significant fraction of the carbon (on averafeut 1/6 of that going to the C/H/O
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route) proceeds from CHhrough a higher-order hydrocarbon route generally diesdras:

CH3 — C2H6 — CQH5 — C2H4 — C2H3 — CQHQ — HCCQ — CO, (43)

Cs route

which, depending on the thermochemical mechanism, aldodes pathways to/from Coxy-
genated species such as {LHHO and CHCO. The carbon flowing through the, @oute is then
distributed among the C/H/O route, CO, and singlet;Ghere labelled CE). The remaining
carbon in CH enters the CH formation route presented in equation 4.4 ¥& &hd CH, and
methylidyne is consumed mainly to the C/H/O route, and tsadeextent to C, CO, and, Com-
pounds. This main CH formation route is consistent with #ection networks presented in [105,
130, 190, 197].

CHs; — CH; — CH, — CH (4.4)

From Figures 4.4 and 4.5, paths flowing carbon in and out ofHeformation route have
significant positive and negative L.S., respectively,ipatarly those directly connected to CH. As
discussed in section 3.2.4.1, the overall production ra@H ¢cy, is described by equation 3.23
reproduced below. The production and consumption ratel@sadf CH shown in Figure 3.9 are
very similar; at the location of maximum [CH], the overalkeh production rate represents only
~1.4% of the rate of production. In this case, the quasidstetate assumption can be invoked,
gcu = 0, and the concentration profile of CH estimated accordingjtaton 4.5. The presence
in the numerator and denominator of the specific rate of theti@ens producing and consuming
methylidyne, respectively, clearly shows their directportant impact on its concentration.

Rin N"yi Rout N"yk
/ /
gon = ki [[IM;)%7 =) kfCH] ] M (3.23)
i=1  j=1 k=1 1=1,M;#CH
rate of production rate of c%sumption

Rin Nr,i ,
> ki TTIM,]™
i=1 j=1

O R Ta— (4.5)
Yok I M7
k=1  I=1M;#CH

CH is mainly produced through the pafi, to CH, which has the largest positive L.S. of
the RPA. The lower plot of Figure 4.6(a) shows the specifiesaf the two reactions making that
path. The net reaction rates normalized to unijty,, obtained using the SD mechanism are also
shown in the top plot to indicate the temperature range ovectwthe reactions mostly proceed.
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Such additional plots will be included for informative poges in the remainder of this dissertation
without additional discussions. While the Arrhenius ratefticients are exactly identical for the
reactionCH,; + OH < CH + H5O, there are significant discrepancies for the reactidh, +

H + CH + H,. Namely, the USC and GRI mechanisms predict specific ratpsoaimately
one order of magnitude larger than the SD and NUIG models. gaoimg the specific rates to the
recommendations of Baulch et al., the NUIG and SD mecharasenis fair and perfect agreement,
respectively, with the 1992 report [198]. However, the raoeended specific rate was raised in the
2005 review [199], and the USC and GRI mechanisms are infagteement with this revised rate.
The data presented here cannot discriminate exact valuesyoindividual reaction. However,
considering the large positive L.S. for that reactibr5( = 0.34 on average), the discrepancies in
the rates shown in Figure 4.6(a) must have a significant ibguaihe order of magnitude variability
in the predictions shown in Figure 4.1.

1 —
0.75 + 0.75
T 0.5 - 0.5
0.25 + 0.25
0 O 1
145 1.5 T
7 g, ™ ,4"
B = 1 -
g | CH,+H < CH+H, =
- 2 .
E135 1 = -
—_ O
R N N VU =
50 =
ST~ - N
13 +
CH,+OH <> CH+H,0
12.5 T T T T 1 0 T T 1
0.5 0.6 0.7 0.8 0.9 1 0.5 0.6 0.7 0.8
1000/T [K-1] 1000/T [K-]
a b

FIGURE 4.6: (a) Normalized net reaction rate (top) and specific (tad&iom) of the main reactions produc-
ing CH, and (b) rate of CH consumption normalized to unitp)t@nd normalized by the CH concentration
profile (bottom). Legend=—— SD, -+ USC,----- GRI,--- NUIG, [198], and [199].
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Many different reactions included in the thermochemicathamisms consume CH, and the
included reactions differ from one mechanism to the othdieisensitivity is reported in Ta-
ble 4.1. The SD mechanism includes the fewest humber ofiosactalthough some of the ex-
cluded ones have non-negligible L.S. values based on ther atledels. The USC, GRI, and
NUIG mechanisms contain the same reactions, except thdattee includes the additional re-
actionCH + Oy «<» CO + OH*, which presents the second-largest L.S. value. To compare t
models, the rate of consumption of CH normalized by its catre¢ion (denominator of equation
4.5) from each mechanism is shown in the lower plot of Figué€b) (note the linear scale). This
normalized rate practically corresponds to an aggregteoastant independent of [CH]. The top
plot of Figure 4.6(b) presents the rate of consumption nbm@@to unity,q...s, Obtained using the
SD mechanism. The SD and USC mechanisms are in fair agregniele GRI and NUIG predict
normalized consumption rates approximately 1.5 and 2 timgiser, respectively. Considering
the large negative L.S. of that pathway (see last row in T4l it partially explains the lower
predictions of NUIG vs. SD, and GRI vs. USC.

TABLE 4.1: Logarithmic sensitivities, multiplied by0?, of the principal reactions consuming CH.

Reaction SD USC GRI NUIG

CH + H,O «++ CH,O+H | -201 -288 -199 -455
CH+ CO3 <> HCO+CO | -45 -29 -16 -8
CH+ OH «+ HCO + H -28  -18 -18

CH+ O3 <+ HCO+ 0O -702 -354 -516 -181
CH + O3 < CO + OH* -222
CH+ 0O+ CO+H -15  -18 -14 -12
CH+H <+ C+ H, -108 -119 -67
CH + CHy < CoHy +H -38  -27 -14

sum -963 -863 -909 -977

Additionally, equation 4.5 shows the direct coupling betwehe concentrations of CH and
of the reactants from which it originates. As observed iruFég 4.4 and 4.5(a), methylidyne is
principally formed fromCH,. Improper descriptions of the rates of formation and cornsion
of ground state (triplet) methylene result in inaccuratedpstions of its concentration and, as a
consequence, impact [CH]. This dependency is highlighseith® non-negligible L.S. of the’H
to CH,, CH, to C/H/O route, andCH, to CO paths. In addition, the concentration ©f, is
directly coupled to the concentration of its main precur§df;. Hence, inaccuracies in the rates
of formation and consumption of singlet methylene cascamendthe CH formation route and
impact [CH]. Reactions relaxing methylene from its singitte to its triplet state, and draining
carbon atoms out of the CH formation route fr@iH, andCH? are numerous. Disagreements exist
among the mechanisms both in terms of included reactiongreidrate coefficients. However,
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they do not appear as the main cause of the order of magnitugbility in the predictions shown

in Figure 4.1. Further details are provided in Appendix D ¢efi this dissertation as succinct as
possible.
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FIGURE 4.7: Normalized net reaction rate (top) and specific ratétdbg) of the principal reactions con-
suming the methyl radical. Same legend as Figure 4.6.

Carbon flows into the CH formation route principally via tleactionsCH; + H <+ CH; + Ho,
andCHj; + OH «+ CHJ + H,0O, and bypasses it through the reacticH; + O «» CH,O + H,
which proceeds mostly in the forward direction. Figure ©@vgs the specific rates included in the
thermochemical mechanisms for these reactions. For thedastion, the GRI, USC, and NUIG
models specify the parameters in the backward directioe. JiemRev software, available from
the Combustion Chemistry Centre at National Universityefdnd Galway [200], was used along
with the thermodynamic properties and backward reactitsnaaefficients of each mechanism to
obtain the forward specific rates. The USC, GRI, and NUIG raaidms present very similar
k(T'), while the SD model predicts a specific ratto ~50% higher. However, the L.S. obtained
with the SD mechanism is 0.0366 for that reaction as it cbates only a small fraction to the
CHj; to CH; path, hence reducing the impact of the higher specific ra@igied by the SD model.
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In contrast, the average L.S. for the reaction;€8H «» CH;+H,O is 0.307, and significant
disagreements exist among the models. The reaction meostigeds in the high temperature range
where the specific rates of the SD, USC and GRI mechanismsdrecame order of magnitude,
although they present opposite trends with increasing ¢éeatpre. On the other hand, the NUIG
mechanism predicts a specific rate approximately 5.5 tioesr than the other mechanisms at the
location of maximumy,.. This is certainly an additional cause of the significanthyér Sy / Sk
predictions by the NUIG model.

The rate descriptions of the SD, USC and NUIG mechanismshreactionCH; + O «+
CH,0O + H agree very well, while the GRI model has a specific rate 40%eidwan the others.
However, it includes an additional reactiotiH; + O — CO + H, + H that is not present in
the other mechanisms. Interestingly, the sum of the speaeifecin the forward direction of both
reactions in the GRI model is equal to the forward specifie tCH3; + O +» CH;O + H in
the SD, USC, and NUIG mechanisms. That is, GRI bypasses rdrbm the CH route at the
same specific rate as the other mechanisms, but sends it ta @dlition to CHO. Hence, the
variability in the predicted [CH] is not related to the sgecrate of methyl consumption to the
C/H/O route.

4.3 Conclusion

This chapter presented the experimental CH concentratita abllected following the method-
ology exposed in Chapter 2. For the four normal-alkane foeissidered in this study (methane,
ethane, propane, amdbutane), the peak CH-LIF signal is maximized at an equiaderatio of
1.2, and continuously decreases for leaner and richer neturhe similar trend of the experi-
mental LIF-to-Rayleigh ratio with changes in the equivakeratio observed for all fuels suggests
that a limited, common set of elementary reactions detexmihe formation of CH in premixed
alkane-air flames.

Consistent with the methodology of Connelly et al. [153¢ finedictions of four thermochem-
ical mechanisms (San Diego Mechanism version 2005, USC Mexdion Il, AramcoMech 1.3,
and GRI-Mech version 3.0) were processed into LIF signaisguthe time-resolved, four-level
LIF model presented in Chapter 3. The numerical LIF signadrisities were directly compared
to the experimentally determined LIF-to-Rayleigh ratidsnong the four mechanisms, the San
Diego model provides the most accurate predictions of CHHentration for the range of fuels and
equivalence ratios investigated. The USC Mech and GRI-Meebhanisms overestimate, and the
AramcoMech 1.3 mechanism underestimates, CH formation.ide wariability in the predicted
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LIF signals, significantly beyond the limits of uncertaintyas also observed and, as reported in
[79, 99], the thermochemical mechanisms generally ovedipt the decline in the CH-LIF signal
as the mixture is made leaner frafm= 1.2. In general, the models accurately predict the CH layer
thickness, except for the richest flames.

Sensitivity and reaction pathway analyses revealed tlasignificant disagreements among
the predictions of the thermochemical mechanisms are dadwselifferences in the specific rate
of reactions directly interacting with the CH formation teunamelyCH, + H <> CH + H,, and
CH; + OH <« CH; + H,O. Furthermore, the set of reactions consuming methylidgmkfierent
among the mechanisms, which disagree on the rate at whiehmpbortant process occurs.

It is anticipated that CH formation may also be sensitiven® thermodynamic and trans-
port properties included in the thermochemical mechanisiriee databases of properties were
inspected, and no significant disagreements were obsefVeddifferences in the Arrhenius rate
coefficients presented above are the principal reasonfiéowide variability in the predictions.
Specifically, the reaction€H, + H «» CH + H,, CH; + OH < CH; + H,O, and those con-
suming CH should be addressed in future combustion stu@igeer pathways with lower L.S. or
better agreement in terms of specific rate were not studieg] bat are analyzed in Appendix D.
Namely, theH, /O, sub-mechanism and CO to ¢Path, both having significant L.S., were found
to be fairly consistent from one mechanism to the other.

The set of experimental data presented here is made aesitabhemical modellers for use as
validation and optimization targets. Boundary condititorsLD flame simulations are provided in
Appendix F, and numerical values of the experimental degayell as estimated CH concentra-
tions, in Appendix G.



Chapter 5

Thermochemical model adjustment for

accurate stoichiometric trend of [CH]|, .

The experimental data presented in section 4.1 show thahé&mmochemical mechanisms over-
predict the decrease in maximum CH concentrat{olt]] , .., as the stoichiometry is shifted to
lean mixtures starting from = 1.2. This behaviour was also observed in the studies of Sutton
and Driscoll [99], and Bergthorson [79], but its sources posisible remedies have yet to be deter-
mined. Remembering the correlation between the productigmompt-NO and the CH concen-
tration profile discussed in section 1.3.2, it follows tHastimproper stoichiometric dependence
of [CH]peak impacts the ability of thermochemical mechanisms to adelyrgredict prompt-NO
formation for a wide range of fuel-air mixtures.

The objectives of this chapter are threefold. First, it atmgiagnose the cause of the incor-
rect dependence 9€H] . predictions on the equivalence ratio, and to highlight ections
requiring an improved description of their specific ratec@wal, it seeks to exemplify how the set
of experimental data presented in Chapter 4 can be used towthe response of thermochem-
ical mechanisms. The third goal is to provide a kinetic mquelperly describing methylidyne
formation in alkane-air flames to enable accurate promptgx€dlictions over a wide range of
equivalence ratios. In the following, an optimization pedare is applied to the San Diego mech-
anism [128], which displayed the best overall predictivefgrenance against the experimental
data presented in Chapter 4, while at the same time inclutiedgewest number of species and
elementary reactions.

5.1 Methodology

The optimization procedure used here is inspired by [64, BXJonsists in adjusting the specific
rate of a subset of the elementary reactions included irhérertochemical mechanism to reconcile

94
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numerical predictions with a selection of experimentabdatints. As discussed in Appendix E,
the uncertainty in the thermodynamic properties is nelglégin comparison to the contribution of
the uncertain rate coefficients to the error[Gii] ., predictions and, therefore, only the kinetic
parameters are considered in the optimization.

For bimolecular reactions, the specific rate is defined(d§ = A-T" - exp (—F»/r,T), Where
A is the pre-exponential facton, the temperature exponent, ahyf the activation energy. Even
more parameters are required to describe the specific rgteessure-dependent, unimolecular
reactions [201]. As discussed in Chapter 4, and revealedhdyseénsitivity analysis presented
below (see Figure 5.1), the stoichiometric dependeng¢€df ., for all fuels is determined by a
limited number of fuel-independent elementary reactidrigs implies that the 25 data points for
the C,-C5 alkane-air flamésare not independent, and including all rate coefficieAtsy, and£,)
for all reactions of interest would lead to an ill-resolvettimization problem. As in [64, 85], only
the pre-exponential factor of select reactions is adjustéte current optimization. The procedure
seeks to minimize the objective functiaf, defined as the sum of squares of the relative difference
between the numerical and experimental datar / Sk ) ~and(Spir/ SR)CXPJ., respectively:

num,j

2

St/ S (A) — (SLr/S :
Fd) :Z = R>nEr§§I§/;R)eipj —— 7

(5.1)

J
where the summation is performed for a set of experimentainggation targetg, and the depen-
dence of the objective function and numerical LIF signalth®pre-exponential factors is shown
in vector notation as.

The first step of the optimization is to identify the activergraeters, which are the pre-
exponential factors of the reactions that have the greatisence offCH] .., while at the same
time featuring a relatively large uncertainty in their sfieaate. Second, bounds on the active
parameters are determined to ensure that the pre-expahtadiors remain within a range of
physically reasonable values. Then, a selection of exmariah data points is made to serve as
optimization targets, and a quasi-Newton optimizationhradtis applied to yield the vectot that
minimizes the functiorf'.

5.1.1 Identification of the active parameters

Figure 5.1 presents the logarithmic sensitivity of the maxin CH mole fraction Xy peax) t0 the
specific rate of individual reactions L.S. (Xcu peak, ), Obtained from the solution of stagnation

1The SD mechanism does not includg &emistry.
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flame simulations performed with Chemkin-Pro [112]. Theexkpental boundary conditions for
the 25C;-C; alkane-air flames are provided in Appendix F. The reactioesarted according to
the sum of squares &f.S. (Xcn peax, ¢) fOr all considered flames, and only the 20 most important
reactions are shown for the sake of brevity. For each readtie bands of the sensitivity plots are
coloured according to the equivalence ratio using a biue (0.7) to red ( = 1.5) rainbow colour
map.

The over-prediction of the decline [@H] ., as the stoichiometry is shifted to lean mixtures
from ¢ = 1.2 must be related to 1) an overestimation of the specific rateauftions with increas-
ing values ofL.S. (X ¢ peak. ¢) With ¢ (.9, CH+04 <» HCO+0, or CHy+ 04 <» CO+OH+H);

2) an underestimation df(7") for reactions with decreasing values IofS. (Xcy peak, ¢) With ¢
(e.g, CH; + OH <« CH; + H,0, or CH + H,O < CH,O + H); or 3) a combination of both.
Many reactions in Figure 5.1 present the expected reldtiprizetweenL.S. (Xcn peax, ¢) @nd o,
and/or feature significant values of logarithmic sendgitg. However, not all reactions are known
to the same level of certainty. As discussed in Chapter 4 gmueAdix D, the specific rates of
the reactions interacting with the CH formation route areaomsistent among the thermochemi-
cal mechanisms while, in contrast, there is a relatively-esiablished consensus regardii@’)

for the principal reactions in thH, /O, sub-mechanisnCO to CO, conversion, and main fuel
breakdown route. As suggested in [85], the uncertainty énsiecific rate of the individual reac-
tions must also be taken into account in the selection of thigeaparameters; they must have a
significant impact ofCH]| _,,., while at the same time allowing a sufficiently wide adjusttne
reconcile the numerical and experimental data.

Figure 5.2 presents the productlaf. (Xcu peax, ¢) With the relative error in the specific rate
of reactioni, 4ki/k;. The uncertainty irk; is generally provided as\ log,, k;, and the lower and
upper bounds of the specific rate obtained by division andipticktion, respectively, ok; by the
factor f; = 1041°e10 ki [198, 199]. It follows that the lower and upper limits of rél@ error are:

= =—-1 5.2
Ki Jiow ki fi 52
and,
Ak; ki- fi — ki
_kifizh fi—1, (5.3)
ki high ki

respectively. Values of":

(3

- obtained from [199, 202] are used in Figure 5.2.
ig
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FIGURE 5.1: Logarithmic sensitivity of the maximum CH mole fractito the specific rate of individual
reactionsL.S. (Xcu peak, ¢). The reactions are sorted in decreasing order 8 L.S. (XcH peak; z')2. For
CmnHn,¢
each reaction, the bands are coloured according to a blee((.7) to red ¢ = 1.5) rainbow colour map.
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FIGURE 5.2: Product ofl..S. (XcH, peak, 7) With Aki/k;. The relative errors are obtained from the upper
uncertainty limits estimated in [199, 202]. The black dasles correspond tb.S. (X ¢ peak, ©) - AFi/k; =
+0.6.
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As observed in Figure 5.2, only a subset of the reactions awslhigh values of logarithmic
sensitivity andAki/k;, thus making their pre-exponential factor a suitable cdaidi as an active
parameter. The nine reactions included in the optimizasi@nshown in boldface. They interact
with the CH formation route by consuming or producing meithyte or its precursors, and were
observed in the course of the work to have a minimal impactloba combustion properties,
such as the strained reference flame speed. Reactions feoHy, th), sub-mechanism, namely
H + O, + OH + O, are not considered in the optimization as their specifiesraan be, and
were, benchmarked against experiments providing a signifi¢ higher level of accuracy than the
current experimental date,g, flame speed or ignition delay time measurements [65, 134, a
the thermochemical mechanisms provide consistent déserpof k(7") for these reactions (see
Appendix D).

5.1.2 Bounds on the value of the active parameters

Bounds for the active parameters must be determined taateite specific rates to physically
realistic values [85], but they must be sufficiently broachliow the optimization procedure to
converge to an accurate thermochemical mechanism. Lowlangmer multiplier valuesy; ;.. and
finign, respectively, for the pre-exponential factor of eachtieaare determined through compar-
ison of the specific rate included in the SD mechanism to Adieerate coefficients available in
the literature. This review does not intend to be comprekienbut rather to provide a reasonable
range of adjustment for the active parameters. During thienigation, the pre-exponential factor
of a given reactiori is allowed to take any value betweeéry, .., and A, - f; ni.n, WhereA; is the
original pre-exponential factor.

The lower part of Figures 5.3 to 5.10 presents, for eachiasicluded in the optimization,
the specific rate descriptions from various sources. Nettiarates normalized to unity,.,
extracted from freely propagating, premixéckl,-air flame simulations performed with the SD
mechanism and solved with Chemkin-Pro [112] at three edgrinee ratios¢ = 0.7, 1.0, and 1.3),
are shown in the upper part of these same figures to indicatetiye of temperatures over which
the reactions proceed.

ReactionCH + O, <+ HCO + O
Oxidation of CH by O, is, along with the reactio®’'H + H,O < CH,O + H, the principal sink
of methylidyne included in the thermochemical mechanisBailch et al. [199] report 5 product
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channels for this reaction:
CH+ Oy <+ CO,+H (a)
< CO + OH (b)
<+ CO+H+0 (¢ (5.4)
< HCO + O (d)

& CO+OH", (e

and the last path is expected to be of negligible importaibe. mechanisms generally include a
subset of these product channels: the SD, USC and GRI masilsré channel (d) only; NUIG
and NUIG2 (d) and (e); the model of Konnov [67] (KON) (b) and;(dnd Fomin et al. [203]
(a)-(d). The overall, forward rate of reaction 5.4 can betemi as:

> " [CH] 03] k; = [CH] [0] Y _ ki = [CH] [Oa] Koveran (5.5)
wherei represents each of the product channels. Figure 5.3 refi@teverall specific rate
(Koveran = >_,; k;) from various mechanisms, as well as the specific rates ne@rded by Baulch
et al. [199] at low (290-800 K) and high (2200-3500 K) temperes. f; ni.n = 2.456 (upper,
solid red curve in Figure 5.3) is adjusted to the upper uag#st limit of the overall specific rate
specified in [199] at 2200 K. Essentially, this implies tha §D mechanism is optimized such that
all product channels identified in reaction 5.4 are lumpetth@reactiorCH + O, <+ HCO + O.
V500 = 0.4747 is set such that the specific rate2@60 K coincides with the USC mechanism.
Adjusting f; 10w to the lower uncertainty limit at 800 K specified in [199] (lest of the red-dotted
lines in Figure 5.3) would allow the optimization procedtweachievek(7") values significantly
lower than those provided in the mechanisms and the higlp¢esture recommendation of Baulch
et al. [199] over the temperature range where this reactioogeds (~1355 K for lean flames to
~1975 K for rich flames).

ReactionCH, + OH < CH + H,O

As shown in Figure 5.4, the specific rate description of tletienCH; + OH +» CH + H,0,
one of the two principal pathways forming methylidyne alomigh the reactionCH; + H «
CH + H,, is identical for the SD, USC, GRI, NUIG, and KON mechanisnigis definition of
k(T) is used in many other models [135, 204-206]. This consigtemest not be interpreted as
an absolute exactness in the rate description of the reaetia translated into narrow bounds of
optimization. It is rather the reflection of the common anigif 4#(7); all these mechanisms use
the rate coefficients of the GRI model, which were obtainecf{58].
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Surprisingly, considering its significant contributiorth@ formation of CH, the reactidiH, +
OH <« CH + H,O is not reported in the kinetic data reviews of Baulch et aBg81199, 207].
Because of this lack of independent dafay,, and f; .., are determined by analogy with the
reactionCH, + OH «+ CH,O + H, which has the same reactant species. For this reaction,
the specific rates at the uncertainty limits evaluated byngsand Hampson [202] are 4.151 times
lower and 2.168 times higher than the specific rate includéide SD mechanism. These multiplier
values are selected to constrain the optimization of treeathe reactiof®H, +OH «+» CH+H,0
(Y/fi10w = 0.2409, and f; pign = 2.168). As shown in Figure 5.4, these bounds surround the specific
rate suggested in [208] for most of the temperature rangevelvieh the reaction occurs.
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FIGURE 5.3: gyt (top) andk(T") (bottom) FIGURE 5.4: gyt (top) andk(T) (bottom)

of the reactionCH + Oy <> products. of the reactionCH, + OH « CH + H5O.

Legend: —— SD, - USC, ----- GRI, Same legend as Figure 5.3, supplemented

--- NUIG, — — KON, Baulch et al. with ----1208].

[199] with corresponding uncertainty esti-

mations §:/f; andk; - f;) = , bounds on

the active parameter f{iow, and f; nigh)

——, and optimized specific rates corre-

Sponding to— — fi,orig and --- fi,inv
(see Tables 5.3 and 5.4).
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ReactionCH, + H <+ CH + H,

As shown in Figure 5.5 and discussed in section 4.2, the nésaina significantly disagree
with regards to the rate of the reactioil, + H <+ CH + H,. The specific rates included in the
USC and GRI mechanisms are in fair agreement with the recomdati®on made by Baulch et al.
in 2005 [199], while the SD and NUIG models best agree withrtte coefficients provided by
the same group of authors in 1992 [198]. Including the ratedgtions of the KON and NUIG2
mechanisms does not point towards a preferred set of kidate; but rather suggests intermediate
values ofk (7). The lower bound of optimization/y, ..., = 0.7579, is adjusted to the specific rate
of the NUIG mechanism evaluated at 2000 K, gig., = 127.6 corresponds to the upper error
limit on £(7" = 2000 K) provided in [199].

ReactionH 4+ CHj3 (+M) «» CHy4 (+M)

As shown in Figure 5.6, the rate description of the threeybe@dctionH + CH; (+M) «
CH,4 (+M) is fairly consistent among the SD, USC, GRI, and NUIG mecasi and with the
recommended specific rate of Baulch et al. [199] specifieddomperatures up to 1000 K. The
optimization bounds/s; ... = 0.2577 and f; »izn = 3.246, correspond to the lower and upper error
limits found in [199] at 667 K {000/7 = 1.5 K~!) and 1000 K, respectively.

ReactionCH; + OH <+ CH; 4 H,O

Figure 5.7 shows the significant disagreement among the anexrhs regarding the specific
rate of the reactio@H; + OH < CH; + H,O. The rate coefficients included in the NUIG mech-
anism (and NUIG2 model, which is not shown in the figure) amescient with those determined
theoretically by Jasper et al. [209]. Increasing valuehefdpecific rate with decreasing temper-
atures are also noticed for the USC and GRI mechanisms, angtiommendation of Baulch et
al. [199]. In contrast, the SD and KON models predict a risthenspecific rate with increasing
temperatures. However, in its most recent release [208]rdte description of the KON mech-
anism was revised and the specific rate presents a tempeddpendence similar to the other
mechanisms [65, 133-135], theoretical assessment [208]review [199]. This advocates for
an adjustment of the temperature dependence of the spextdiclescription included in the SD
model. For the optimization, the pre-exponential factdér=¢ 1.57 - 107 em®/mo1—s), temperature
exponent{ = —1.225), and activation energy, = 1811 cal - mol ') are selected such thiatT")
agrees with the recommendation of Baulch et al. [199] (nwaé anly the originak(T") of the SD
model is shown in Figure 5.7 as the new definition exactly leyer[199]). The lower and upper
bounds of optimization/y; ... = 0.3653 and f; ni,n = 2.324, match the specific rates of the NUIG
mechanism at 2000 K and GRI model at 909!/ = 1.1 K1), respectively.
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FIGURE 5.5: gyt (top) andk(7") (bottom) FIGURE 5.6: gnet (top) and k(T') (bot-
of the reactiorCHs+H <> CH+H,. Same tom) of the reactionH + CHs (+M) <«
legend as Figure 5.3, supplemented with CH4 (+M). Same legend as Figure 5.3.
NUIG2 -.--, and Baulch et al. (1992)
[198]

ReactionCH + H,O <+ CH,O + H

As shown in Figure 5.8, there is a significant level of unagetyain the rate coefficients of the
reactionCH + H,O <« CH,O + H. Baulch et al. [199] provide a recommended specific rate
for temperatures up to 1000 K, with an uncertainty factor= 10. The rate description of the
NUIG mechanism lies close to the upper error limit presatilbeg/199], while the rate coefficients
included in the SD, GRI, NUIG2 and USC models yield lower eslofk(7"). The lower bound of
optimization,/r; ... = 3.823 - 1072, is adjusted to the lower error limit included in [199] evatied
atT = 1000 K, while f; nisn = 5.295 corresponds to the specific rate at 2000 K of the NUIG
mechanism.
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FIGURE 5.7: gnet (top) andk(T") (bottom) FIGURE 5.8: ¢yt (top) andk(T) (bottom)
of the reactiorCH3 + OH <+ CH3 + H5O. of the reactiorCH + H,O «+ CH5O + H.
Same legend as Figure 5.3, supplemented Same legend as Figure 5.5.
with [209].

ReactionsCH5 + O, <> CO 4+ OH + H and CH; + O, <> CO, + H,
The reaction of triplet methylene with molecular oxygenxpected to possess multiple prod-
uct channels [199, 203]:

CHy + Oy <» COy + Hy (a)
< CO+OH+H (b
< CO + H,0 (c)
+ HOCO +H (d) (5.6)
+ COy + 2H (e)
<~ HCO + OH f)
)
)

(
< CO+Hs4+0 (g
+» CH,0 + O. (

>=
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The exact branching among them remains uncertain [199 2A1], and the mechanisms generally
include all, or a subset, of these reactions. Namely, the $Betconsiders channels (a) and (b).

Figure 5.9 presents the overall specific ratg«.n = >, k;) of the reactionCH, + O, —
products. Baulch et al., in 1992 [198] and 1994 [207], relying on specate measurements at
room temperature [212, 213], and using the activation gnseuggested by Vinckier and Debruyn
[214] based on experiments performed over a temperatugerah295-600 K, recommended
k(T) = 2.5-10" exp (-759/7) cm®mol ‘s~ (short dashed grey line in Figure 5.9), with an uncer-
tainty factorf = 10%° = 3.2 at 1000 K. Many thermochemical mechanisms adopted thesgictiv
energy of 4500 cal - mol™* [65, 128, 133-135, 204], and adjusted the pre-exponeraabf
yielding specific rate descriptions within the uncertailirtyits specified in [198, 207].

However, in 2005, Baulch et al. [199] included in their assesnt an additional set of high
temperature (1000-175R) experimental data [210, 215], which were approximatelg onder
of magnitude below the specific rates predicted using:tfi® description suggested in 1992 and
1994. They provided an updated, temperature-indepengdenifi rate ofl.8 - 10'? cm®mol 's~*
(solid grey line in Figure 5.9), with an uncertainty facyor= 10°7 = 5.1 at 1700 K.

Recently, experimental data obtained at temperaturesatf 82050 K [211] contradicted the
measurements of Dombrowsky et al. [210, 215], and are idsteasistent with the extrapolation
of the low-temperature data of Vinckier and Debruyn [214k¢elet al. [211] proposek(T) =
1.65-10" exp (-874/1) em®mol~'s~!, which falls within the uncertainty limits estimated by Betu
etal. in 1992 and 1994 [198, 207]. The specific rate includgede KON mechanism was recently
updated [203] (long-dashed grey line in Figure 5.9) to bessiant with Lee et al. [211]. For these
reasons, the specific rates of the original KON model and@eet al. (2005) [199] are excluded
from the present analysis, and the uncertainty limits ssigggin [198, 207] are used to determine
Y fiiow = 0.8482 and f; pign = 8.482.

Through the optimization, the ratio of the specific rateshef teaction<’H, + O, +» CO +
OH+H andCH;+0, <+ CO,+H, remains unchanged. That s, the branching between the girodu
channels is not modified, and this requires the same maititdiapply to the pre-exponential factor
of both reactions. Practically, only eight active paramsetge adjusted, while the specific rates of
nine reactions are modified.

ReactionCH,CO + O <+ CH, + CO,

The reactionCH,CO + O « CHj, + CO, has a weak influence oNcp peax (S€€ Figure
5.1). However, its rate description is plagued by a sigmifiaancertainty [199], which justifies
its inclusion in the optimization. As shown in Figure 5.18etGRI, USC, NUIG, and NUIG2
mechanisms, and the model from the CRECK modelling groug][2dre in fair agreement with
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the rate description recommended in [199] o< 1000 K. In contrast, at the high temperatures
where the reaction mostly proceeds, the specific rate iedulthe SD mechanism is consistent
with the ketone oxidation mechanism prepared by Hidaka.ef24l6] to model their shock tube
experiments. The lower bound of optimizatidfy, ... = 5.808 - 107%, is adjusted to the lower
limit of uncertainty of Baulch et al. [199] at 1000 K, whilegthupper boundf; iz, = 1.502, is set

to the specific rate of Hidaka et al. [216] evaluated at 1050 K.
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of the reactionCHy 4+ Oy <« CO +

OH + H (top), and specific rate of the re-

action CHy + Oy — products. Same
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data from the CRECK mechanism (version
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5.1.3 Experimental optimization targets

mented with [216].

In a classical optimization, the number of degrees of freeda,or, Which is the difference be-

tween the number of optimization targetSy.ir / Sr)

exp,i’

and the number of adjustable parameters,
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i.e., the pre-exponential factors of the reactions identifieaabmust be positive [85]. Other con-
straints, such as the restriction of the optimization sgmcthe bounds; o, and f; nigh, iNncrease
npor [85]. On the other hand, as discussed previously, the exjgatial data points presented in
Figure 4.1 are not independent as they are determined by moaraet of elementary reactions.
Practically, this reducespor, and implies that including all experimental data pointsilgonot
result in a corresponding increasenipor. In the current optimization, 10 experimental targets are
selected to adjust 8 pre-exponential factors, yieldipgr = 2 when excluding the implicit factors
discussed above. As reported in [85], the exact deternoimatinpor is difficult, and beyond the
scope of this dissertation. The experimental data coreidarthe optimization, presented in Table
5.1, encompass the whole range of fuels and equivalen@s liatan attempt to properly capture
the impact of the alkane chain length and stoichiometry erréisponse of the model.

TABLE 5.1: Experimental optimization targetsS.ir/Sr)

exp,t”

¢ | CHy CoHg C3Hg
0.7 1.8

0.8 55

09| 5.8

1.0 13.0

1.1 24.8
1.2 | 16.5

1.3 11.9 23.2
1.4

1.5 55 6.0

5.1.4 Optimization algorithm

As in [64], minimization of the functiorF'(A), defined in equation 5.1, is accomplished using
the constrained, non-linear, quasi-Newton, multi-varialigorithm {mincor) of Matlab (version
R2015b). However, the computation of the numerical valisssr/Sr),,,,, ;» differs. In [64,
85], they are obtained from second-order polynomial sedaadjusted, for each experimental
target, to the output of flame simulations performed withow@s combinations of pre-exponential
factors arranged following a central composite factoriesign. For an optimization involving
eight active parameters and considering a full-factorésligin, this results in 272{+2 -8 + 1)
combinations of pre-exponential factors, and in a total3¥@flame simulations (273 simulations
per experimental target). This method decouples the sttonkafrom the optimization procedure.
The 2370 simulations are first performed then, for each éxygertal target, the response of the
model to changes in the pre-exponential factors is appratéchby a polynomial surface and,
finally, the optimization problem is solved by comparing tf@ues of(Syr/Sr),,..,; obtained

num,i
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from the algebraic polynomial surfaces to the experimeatglets. The argument is that solving
the complete set of differential equations included in then# simulations, for all experimental
targets, at each iteration of the optimization, would bedomputationally expensive due to the
large size of the optimization space, which is caused by itjielavel of uncertainty in the specific

rate of the elementary reactions [85].

For this study, the flame simulations are solved at eachtiberaf the optimization and pro-
cessed into numerical LIF signal§Siir/Sr),um i USING the time-resolved, four-level CH-LIF
model presented in Chapter 3. Matlab not only solves theropdition problem, it also manages the
flame simulations by updating the thermochemical mechamigmthe new pre-exponential fac-
tors, launching the jet-wall, stagnation flame solver oft€em2.2.1 [217] through Python 3.4, and
converting the flame solutions to LIF signals. While the eantrmethod does require more flame
simulations to be performed (2.5 to 3.4 times more), thefiveagence is significantly easier and
faster to achieve. With the exception of a single simulati@de with the nominal pre-exponential
factors, the factorial design used in [64, 85] requiresiatiuations to be performed with at least
one of the active parameters set to one of its optimizatiamts. The changes iA between suc-
cessive flame simulations are brutal with the pre-expoakfactors switching from their lowest
to highest allowed values, and vice-versa. For the currethad, relatively small changes
are specified by the algorithm, and the flame solver uses thgmts from the previous optimiza-
tion iteration as initial guesses to accelerate the contipata Preliminary tests showed that the
method used in [64, 85] completes in approximately a weekagdires a continuous monitoring,
while the current procedure converges with minimal usenimpa matter of several hours to a few
days. This allows for more flexibility in the analysis; théeets of adding/removing reactions, or
changing the optimization bounds, are more rapidly asdesse

5.2 Comparison of the optimized mechanisms to the experi-
mental data

The bounds of optimization for all reactions included in #tgustment are summarized in Table
5.2, while Tables 5.3 and 5.4 present two solutions obtaméd the optimization method. The
multiplier valuesf; .., yielding an objective functiod’(A) = 0.17, were obtained by using the
pre-exponential factors included in the SD mechanism (vétisedk (1) for the reactionCH; +
OH < CHJ + H,0) as the initial conditions. For each reactigrihe optimized pre-exponential
factor, A; ¢, IS the product of the original valuel;, with the corresponding multipliet4; .. =

A; - fiog). TO obtain thef; ;,, multipliers (see Table 5.4), a second adjustment procedase
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TABLE 5.2: Lower and upper optimization boundgy; ..., and f; nigh, respectively.

Reactions Bounds
1/fi,low fi,high
CH + O3 ++» HCO + O 0.4747 2.456
CH; + OH < CH + H,0O 0.2409 2.168
CHs + H <+ CH + Hsy 0.7579 127.6

H + CHs (+M) > CHy (+M)|  0.2577  3.246
CH; 4+ OH « CH; + H20 0.3653 2.324
CH +H,O0 <+ CH,O+H [3.823-1072 5.295

CHQ"’OQ <~ CO+OH+H

& COy + Hy 0.8482 8.482
CH,CO + O < CH, + CO» |5.808-1073 1.502

performed taking as initial conditions the pre-exponértiators of the original SD mechanism
divided by f; orig, i-€., 4i/fi.ong, OF the lower/upper limit of optimization if the ratid/; ..., falls out
of bounds. This second adjustment, starting in a remotditotaf the optimization space, was
performed to check for the existence of other local minim&'o#).

TABLE 5.3: Rate coefficients corresponding to the,i, set of multipliers, which
yield F(A) = 0.17.

Ai,opt n; Ea,i
[cm3, mol, s] [cal/mol]
CH+ O3 + HCO+ O 0.4747] 8.403-10'° 0.760 —478.01
CH, + OH + CH + H>0O 0.8519 | 9.626-10% 2.000 2999.52
CH; + H < CH + Hy 3.198 | 1.925-10 0.000 —1787.76
H + CH3 (—|—M) + CHy (+M)
High-pressure limit 07847 | 9:965- 105 —0.630 383.00
Low-pressure limit 1.938-10%% —4.760 2440.00
CH; + OH « CHj 4+ H20 1.502 | 2.357-10'7 —1.225 1811.00
CH + H>O + CH,O + H 3.549 | 4.152- 10" —0.750 0.00
CHy; + 03 < CO+OH+H 0.8482 5.581-10'2 0.000 1491.40
<~ COs + Ho ) 2.231-10'2 0.000 1491.40
CH2CO + O «» CHy + CO2 | 1.502 | 3.003- 103 0.000 2294.46

Reactions fiorig

Figure 5.11 compares numerical valuesSefr/Sr anddcy, obtained with the non-modified
SD mechanism and the two optimized models correspondirig,tQ and f; ;.., against the experi-
mental data reported in Chapter 4. As in Figure 4.3, represents the full width at half maximum
of the one-dimensional CH-LIF profiles, which corresporalthe width of the 1D CH concentra-
tion profiles magnified by the imaging-system blur (see sac?i3). The error bars applied on the
experimental data represent the 95% interval of confidemicié variability in the measurements

2For the reactiorCH; + OH «+ CH; + H,O, the multiplier values apply to the updated specific ratedgton
k(T) = 1.57 - 107 . T—1225 . exp (—1811/R,.T) em®/mol—s, Not to the nominal specific rate included in the SD
mechanism.
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TABLE 5.4: Rate coefficients corresponding to tfig,, set of multipliers, which
yield F/(A) = 0.25.

fi,inv Ai,opt n; Ea,i
[cm3, mol, s] [cal/mol]
CH+ O3 + HCO+ O 0.4747] 8.403-10'° 0.760 —478.01
CH, + OH +» CH + H,0O 2.102 | 2.375-107 2.000 2999.52
CH; + H < CH + Hs 0.7596 | 4.573-10'2 0.000 —1787.76
H + CH3 (4—h4) + CHy (4-h4)
High-pressure limit 0.5453 | 6:926- 105 —0.630 383.00
Low-pressure limit 1.347-10%% —4.760 2440.00
CH; + OH « CH3 4+ H,O | 0.8936 | 1.403 - 1017 —1.225 1811.00
CH + H>O + CH.O + H 2.281 | 2.669 - 10'® —0.750 0.00
CH; + 02 < CO+OH+H 0.8482 5.581-10'2 0.000 1491.40
<~ COs + Ho ) 2.231-10'2 0.000 1491.40
CH,CO 4+ O <> CHy +CO5 | 1.490 | 2.981-10' 0.000 2294.46

Reactions

(precision). As shown in Figure 5.12, where the error bamésgure 4.2 are reproduced, all values
of Spir/Sr predicted by the optimized models are within the limits ofertainty considering the
accuracy and the precision of the measurements. Henceiféveset off; ;,, multipliers presents
a slightly higher value of’( A), both mechanisms are equally valid based on the comparigbn w
experimentalSyr/Sg values.

For all fuels, the optimization significantly improves thgg@ement of the numerical LIF sig-
nals with the experiments, namely by correcting the ovedjoted decline inS.;r/Sg as the
stoichiometry is shifted to leaner mixtures starting frora: 1.2. The reactions improving the sto-
ichiometric dependence of CH formation have their muléipihown in boldface in Tables 5.3 and
5.4. They are reactions with a decreasing (increasingdl téh.S. (Xc peak, ) With ¢ (See Figure
5.1), and for which the specific rate is raised (reduced)dpitie adjustment.e., that have a mul-
tiplier value> 1 (< 1). The larger are the.S. (Xcn peax, ) @nd the relative change in the specific
rate @*i/k,), the larger is the impact on the model response. The mainibotors are the reactions
CH + O, < HCO + O andCH + H,O «+ CH,O + H, as well asCH, + OH «~ CH + H,O
for the model with thef; ;,, multipliers. These reactions are directly involved in tbenfation
and consumption of methylidyne. It must be remembered thatspecific rate of the reaction
CH; + OH « CHJ + H,O was updated prior to the optimization process (see Figutexbd
related discussion). In this context, changi{@’) from the nominal definition in the SD mecha-
nism to the optimized rate is expected not to significantlgrove (f; .;;), or to worsen f; ;.), the
trend of[CH] ., vs. ¢. The other, non-boldface, reactions in Tables 5.3 and 5stlgnienpact CH
predictions for rich flames.g, H + CH; (+M) + CH, (+M), or compensate for the change in
the specific rate of the other reactions to achieve the praapefitude (absolute value) ¢fH] .

Interestingly, the agreement in termsd&#; for rich, ¢ > 1.3, flames is also enhanced, even



Chapter 5. Thermochemical model adjustment for accuratefsometric trend ofCH| ,, 111
107 ¢ 057
a b
o % ; ¢ 0.4
10" ¢ 0 8 & _
L o @ E 03 .
Z g £ )
5 0 T g
A 100, g boU 0.2+ é + + $
CHy 0.1 CHy
10*
- 0
06 08 1 12 14 1 06 08 1 12 14 1
¢ ¢
107§ 0.5
o o c d
o o
o
. e 8 ¢ & o 0.4
101’ ® o AN —
o . $ o ¢ g 0.3 $
CoHg 0.1 CoHg
10*
- 0
06 08 1 12 14 1 06 08 1 12 14 1
¢ ¢
107§ 0.5
o o 0 o e f
C 8 88 Lo 0.4 ;
é ® o e .
101’ > 0 — &
= . ¢ £ 03} @
R £ 5
= T
- s 002t
T O s eedt
CsHg 0.1 CsHg
10—1,
L L L L ' 0 L L L L '
06 08 1 12 14 1 06 08 1 12 14 1
¢ ¢

FIGURE 5.11: Measured and simulated valuesSefr /Sr anddcy for methane, ethane, and propane pre-

mixed flames. Legend: experiments,] SD (non-modified)p f; orig (Table 5.3)p f; iny (Table 5.4) 0 GRI

(non-modified), and\ GRI with the rate coefficients of Table 5.3. The solid blue gneen symbols corre-

spond to data points included in the optimization and adflisigainst the experimental targets presented in
Table 5.1. Note the logarithmic scale on plots a, ¢, and e.
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FIGURE 5.12: NumericalSyr/Sr normalized by the experimental value for (a) methane, (fére¢, and

(c) propane flames.St.ix/SR) ,yy / (SLIF/ SR)CXp = 1 shown by dashed lines indicates exact agreement of

the predictions with the experimental data. As in Figure th& shaded grey bands present the uncertainty

resulting from the LIF modebpsr, the flame boundary conditions, and the scatter in the meamnts (see
section 4.1). Same legend as Figure 5.11.
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if the thickness of the CH layer was not considered as an aaion target. From flame theory,
the reaction zone thickness is proportionatta,, wherea is the thermal diffusivity, andy, is the
laminar flame speed [190]. Among the reactions included énagptimization, the laminar flame
speed is principally sensitive to the rate of the reaction CH; (+M) «» CH,4 (+M), particularly
for rich mixtures [65, 134]. Decreasing the specific ratelo$ treaction as prescribed by the
two optimized mechanisms leads to an increase in the bumaiegof rich flames which, based
on flame theory, should make the flame, and consequently thiay#s, thinner thus improving
the accuracy of the predictédy values. For lean methane and ethane flames, the discrepancie
between the numerical and experimental valueggfwere attributed in Chapter 4 to weak signal-
to-noise ratios at these conditions artificially broadgrtime experimental CH layer thickness. For
all other fuels and equivalence ratios, the valuesf predicted by the optimized mechanisms
are consistent with the already accurate estimations ddihenodel.

To determine if the specific rates derived in the current wapgly to other thermochemical
mechanisms, additional simulations were performed with@RIl model. As shown in Figure
5.11, the original GRI mechanism generally over-predingsaxperiments beyond uncertainty and,
for ethane and propane flames, the disagreement grows witbgihivalence ratio. Inserting the
optimized rate coefficients of Table 5.3 in the GRI mechaniesults in CH-LIF signhals ané-y
values agreeing, within uncertainty, with the experimed#a for methane, ethane, and propane
(¢ < 1.2) flames. Consequently, the sets of optimized specific ratesepted in this study are
not restricted to the SD model. They can be used in otherikingtchanisms, which should be
benchmarked against the experimental data presentedidifisertation.

The two sets of optimized specific rates are superimposedeas dong-dashedf{,.,), and
blue dash-dottedf{;,,) curves in Figures 5.3 to 5.10. It is difficult, as all meclsans have their
own set of elementary reactions, to identify a single caosdhfe generalized problem of over-
predicted decline inCH] _,, as¢ decreases, and to suggest a single solution to make all&inet
models accurate. Nevertheless, a few observations cande Imaged on the current optimization:

- both optimized mechanisms have a multiplier of 0.4747 fa teactionCH + O, «
HCO + O, which yields ak(T") description lower than all considered models, and in line
with the low temperature recommendation of Baulch et al9[18ee Figure 5.3). The spe-
cific rate of this reaction is likely overestimated in mosrtinochemical mechanisms and,
sinceL.S. (Xcnu peak, 7) iNCreases withp for this reaction, reducing its(7") would improve
the stoichiometric dependence|6f] ., predictions.

- the improper stoichiometric dependenc¢(€ﬁl]peak is solved by adjusting the specific rate of
a few key reactions identified in Figure 5.2. Additional ré@ats do not need to be included
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in the mechanism; the simple structure of the SD model iscseffi to accurately predict
CH formation over a wide range of equivalence ratios.

- the existence of two sets of optimized multipliers, whidgalg CH-LIF signal predictions
agreeing, within uncertainty, with the experimental ddtnonstrates the need for 1) further
experimental and/or numerical fundamental studies toaedue uncertainty in the specific
rate of the reactions, and/or 2) additional, independepégmental targets to constrain the
optimization and decide on a single set of rate coefficients.

- as shown in Figure 5.4;(T") for the f; .., Set of multipliers is in fair agreement with the
widely used rate description for the reactiohl, + OH < CH + H,O, while the specific
rate of the mechanism with th&;,, multipliers lies close to the upper optimization bound.
Furthermore, the former is fairly consistent with the ratesuded in the NUIG2 and KON
mechanisms for the reactié@it, + H <+ CH+H,, while the latter sits on the lower bound of
optimization, below the specific rate descriptions of alchemisms (see Figure 5.5). Based
on these arguments, one could favour fhg;, set of multipliers.

- both optimizations suggest a decrease in the specific fate oeaction + CH;s (+M) «+»
CH, (+M) (see Figure 5.6) which, as discussed above, is the likelgecatithe improved
predictions ofdcy for rich flames. Such a reduction i{7") is consistent with the results
of the optimization of the SD mechanism based on the straiefedence flame speeds and
thermal-NO formation rates of stoichiometric,-C5 alkanes and’;-C, alcohols, premixed
flames presented in [64].

- both optimizations maintain a specific rate descriptigoragimately one order of magnitude
higher than the mechanisms [65, 133—-135] and the recommendd Baulch et al. [199]
for the reactionlCH,CO + O «+» CH; + CO,. Based on Figure 5.1, increasing the specific
rate of this reaction contributes to solve the problem whi stoichiometric dependence of

[CH],....» Which aggravates for alkane chain lengths longer than

5.3 Conclusion

This chapter presented an optimization of the San Diego argsin [128] against the experimen-
tally determined CH-LIF signal and layer thickness dataented in Chapter 4. Nine elementary
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reactions were selected, which featured a large unceytaintheir specific rate and a signifi-
cant impact on the formation of methylidyne. These reastiameracting with the CH formation
route, require further consideration from the combustmmmunity to converge towards a unique,
accurate description of their specific rate. The optimaratvas constrained by meticulously se-
lected bounds on the value of the pre-exponential factosparformed using a non-linear, quasi-
Newton, multi-variate algorithm minimizing an objectiveniction defined as the sum of squares
of the relative difference between numerical CH-LIF sigrahd a selection of experimental data
points.

The adjustment procedure provided two mechanisms thaeaghiehin uncertainty, with the
experimentally determined CH-LIF layer thicknesses agdaliintensities presented in Chapter
4. Namely, the over-predicted decrease in CH formation assthichiometry is shifted to lean
mixtures, also observed in [79, 99], is resolved, primabyyadjusting the specific rate of the
reactiondH + O, <+ HCO + O, CH, + OH «~ CH + H,0O, andCH + H,O « CH,O + H, and
does not require the addition of supplementary reactiotlse¢simple structure of the San Diego
mechanism. The specific rate of the other reactions wastadjtsimprove the predictions for rich
flames, or to achieve the proper absolute values of LIF sigtemsities. A single, common cause
explaining the improper trend of CH formation with the egl@nce ratio could not be identified
due to the lack of consistency among the mechanisms in tefreleroentary reactions and specific
rates. However, the results suggest that the rate of théardcH + O, <+ HCO + O should be
reduced, and that of the reacti6itl,CO + O <+ CH, + CO, increased, in most thermochemical
mechanisms.

Finally, the optimized specific rates provided in this stadg not exclusive to the San Diego
mechanism. They were successfully implemented in the GRthVER20 model to improve its
predictive performance in terms of CH concentrations.
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Conclusion

6.1 Synopsis

Increasingly stringent regulations &0, emissions are enforced by governments because of their
contribution to the formation of ozone, smog, fine aerosatg] precipitations, and nutrient pol-
lution of surface water, which affect human health and tharenment. The design of high-
efficiency engines achieving these ever-decreasing esnisgandards requires thermochemical
mechanisms of sufficiently high accuracy for use as desigistd he experimental study of Wat-
son, Versailles, and Bergthorson [64], reporting velqd#gynperature, CH, and NO concentration
profiles in atmospheric, jet-wall, stagnation, premixedhi#s ofC,-C, alkane and alcohol fuels,
demonstrated a strong correlation between the maximuneodration of the methylidyne radical
scaled by the flow residence time within tGél layer and the formation of NO through the prompt
(Fenimore) route. This confirms the dominant role of CH asemymsor to NO, and requires that
thermochemical models accurately describe methylidyrmadtion for a wide range of fuels and
equivalence ratios.

In this study, CH formation in premixed flames Gf to n-C, alkanes is quantitatively mea-
sured by laser induced fluorescence in a jet-wall burnes @dnfiguration, described in Chapter 2,
provides stable, small-scale, quasi-one-dimensionablifiames well suited for laser diagnostics.
The ability to measure all necessary boundary conditiolasvalfor direct and accurate compar-
isons between experiments and flame simulations based ailedeghermochemical mechanisms.
A complete description of the particle tracking velocingetnethod, as well as an uncertainty
analysis of the velocity boundary conditions for the quasé-dimensional flame simulations, is
provided in Chapter 2. The CH concentration is probed by tjizdive, planar laser-induced fluo-
rescence calibrated by the Rayleigh scattering signakdgen. Consistent with the methodology
proposed by Connelly et al. [153], experimentally deteedinatios of CH-LIF to Rayleigh scat-
tering signals are directly compared to simulations.
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The predictions of four thermochemical mechanisms (Samg®Mechanism version 2005,
USC Mech version Il, AramcoMech 1.3, and GRI-Mech versiod) &re converted into units
compatible with the LIF measurements using a time-resolfied-level LIF model developed in
the course of the work, and thoroughly discussed in Chaptdh@ validity of the assumptions
commonly made in the analysis of CH-LIF in the A-X electroeistem is assessed. It is shown
that steady-state populations in the ground and electtipiexcited states, a condition usually
hypothesized in the development of an algebraic equatiating the LIF signal to the number
density of CH, are not achieved for short, nanosecond lagdeep and, therefore, the adequacy of
steady-state LIF models is fortuitous. Furthermore, thecems raised in [98, 118] with regards
to the comparable time scales of the LIF system and flame ctignpiotentially affecting the CH-
LIF diagnostic are addressed. It is demonstrated that tkea(net) chemical production rate
of methylidyne in the ground and electronically excitedesas too small to significantly interact
with the nanosecond LIF system. The uncertainty in the ssgor@dicted by the LIF model, based
on the flame simulations, is also quantified.

The experimental data, presented in Chapter 4, show thgtethie CH-LIF signal is observed
for flames with an equivalence ratio of 1.2, and decreasesotonitally for leaner and richer
mixtures. The consistency of this behaviour for all consadealkanes suggests that the forma-
tion of methylidyne is determined by a common, limited sefusl-independent elementary re-
actions. Among the four thermochemical mechanisms studi¢tuis dissertation, the San Diego
model yields the best overall performance over the rangeetfand equivalence ratios investi-
gated, while the GRI-Mech mechanism provides the most ateyredictions for lean ethane and
propane flames. The USC Mech and GRI-Mech mechanisms cemigysbver-predict, and the
AramcoMech 1.3 mechanism under-predicts, the experirhdata. Variability in the predictions
over more than an order of magnitude is observed, significaeyond the estimated errors in the
measurements and the time-resolved, four-level LIF motlét also noted, as in [79, 99], that
the thermochemical mechanisms generally over-prediadé¢cesase in the maximum CH concen-
tration as the stoichiometry is shifted to leaner mixturesnf its maximum value observed at an
equivalence ratio of 1.2. The thickness of the CH layer id veglroduced when the point-spread
function of the imaging system is accounted for, exceptterrichest flames for which discrepan-
cies among the models, and against the experimental detaptced.

The source of the variability in the predictive performaéehe mechanisms is investigated
using reaction pathway and sensitivity analyses. Sigmificéferences in the specific rates are
observed for reactions interacting with the CH formationtep namelyCH, + H <+ CH + H,,
andCHj + OH « CHJ + H,O. Furthermore, the mechanisms disagree regarding whictioea
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consume methylidyne, and also regarding their rate coefffisi To correct the deficiencies identi-
fied in the numerical LIF signals, an optimization of the specate of nine elementary reactions
included in the San Diego mechanism, interacting with thef@#hation route, is performed (see
Chapter 5). A quasi-Newton algorithm is used to minimize bjective function defined as the
sum of squares of the relative difference between the nealeand experimentalH-LIF data,
while constraining the specific rates to physically reabtmaalues. Two mechanisms properly
describing, within uncertainty,;H formation for lean to rictC;-C5 alkane-air flames are obtained.
The optimized mechanisms also provide improved values ofl@dr thickness for the richest
flames, even if it was not included as an optimization targétese optimized mechanisms will
enable accurate predictions of promd® formation over a wide range of equivalence ratios and
alkane fuels. Suggestions regarding which reactions reduither investigations, either through
experimental or theoretical assessments of the indivisiedific rates, are also provided.

6.2 Contributions

Given its primary role as a precursor to prompt-NO, the dlaligective of this work was to
evaluate the ability of thermochemical mechanisms to ptedH formation in flames. For this
assessment, 33 premixed,;-C, normal alkane-air flames were experimentally investigat&d
series of contributions resulted from that effort:

— the assembly of a time-resolved, four-level LIF model, ancevaluation of the commonly
made hypotheses in modelling CH-LIF in the A-X electronisteyn. Upon proper readjust-
ment of its constituting parameters, this model could bel diseother molecules, or energy
levels, not affected by predissociation, photoionizataord electronic and vibrational energy
transfers.

— afirst set of quantitative, experimental CH concentratiata at atmospheric pressure for a
variety of alkane fuels and equivalence ratios. This da@sides validation and optimiza-
tion targets for future combustion model revisions.

— athorough discussion on the sources of the order of matgtariability in CH predictions
among currently available thermochemical mechanismsparttie causes of the improper
variation in CH concentration with the equivalence ratiedicted by most models.



Chapter 6. Conclusion 119

— the identification, via a novel optimization method, of thactions requiring further atten-
tion from the combustion community for future thermocheahimodels to accurately cap-
ture the sensitivity of the CH concentration to changes engtoichiometry of the reactant
mixture.

— optimized thermochemical mechanisms properly desqil@i formation for premixed
(0.7 < ¢ < 1.5),C;-C3 alkane-air flames, and enabling accurate predictions ahpto
NO formation.

Through these contributions, it was demonstrated that:

— the formation of methylidyne in premixed alkane-air flarigesontrolled by a limited, com-
mon set of fuel-independent elementary reactions.

— current thermochemical mechanisms are unable to actudatecribe CH formation for lean
to rich combustible mixtures of normal alkanes with air aaglsuch, cannot provide accurate
predictions of prompt-NO concentration, which is the secomst important NO formation
route in the majority of premixed flames [61]. These deficentave important impli-
cations for the conception of low-emission engines, whitterorelies on thermochemical
mechanisms as design tools.

— the error induced by the uncertain Arrhenius rate coeffitsies so important that all thermo-
chemical mechanisms feature CH-LIF signal predictionsdyoutside of the experimental
uncertainty limits (see Figure 4.2). Therefore, the curexperimentally determined LIF-
to-Rayleigh ratios can be used as optimization and vabddtrgets to improve the accuracy
of thermochemical mechanisms.

— the adjustment of the specific rate of a few key reactiorsnallto reconcile the CH-LIF
signal predictions with the experimental data. Furtheentre optimization procedure did
not require to modify the structuree., adding or removing chemical reactions, of the San
Diego model, which includes the fewest number of speciestardentary reactions among
the mechanisms considered in this study. Therefore, tHasion of all possible product
channels for a given reactioe.g, for the reaction§€’H + O, — products andCHy + Oy —
products (see equations 5.4 and 5.6), as performed in large, commsifeehermochemical
mechanisms, is unnecessary for the models to serve as miffarid accurate engineering
design tools.
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6.3 Future research directions

6.3.1 Experimental study of NO formation at high-pressure onditions

The experimental data produced by the Alternative Fuelstatbry over the last five years provide
important insight on the formation of nitric oxide in flamekfossil and bio-derived fuels [60,
61, 64, 69, 92, 122, 218]. These studies demonstrate thdiityaid modern thermochemical
mechanisms to accurately describe the formation of nitxidedo due to improper predictions of
1) the rate of the reaction initiating the thermal-NO forioatroute (see equation 1.11), 2) the
flame burning rate, and 3) the concentration profile of CH. ddraprehensive set of experimental
data presented in these publications allows the developaiertcurate thermochemical models
for atmospheric-pressure flames.

With a few exceptions, namely the~ 0.7 flames reported in [60, 61, 218], the thermal and
prompt NO formation routes are the most important in the apheric-pressure flames studied
by the Alternative Fuels Laboratory. However, internal boistion engines operate at pressures
several times higher than atmospheric conditions [14],uarwkrtainty remains regarding the con-
tribution of the individual NO formation routes at enginderant pressures [219, 220]. Namely,
the N,O pathway, which consists of reactions 6.1 to 6.3, is initalg a termolecular recombi-
nation reaction expected to become increasingly impogthigher pressures [57, 59], therefore
favouring NO formation through this route as predicted bgnssimulations [57, 219, 221]. Even
more, Gokulakrishnan and Klassen [57] claim thatl#3€® pathway is a major route of NO for-
mation in gas turbine combustors operating in the lean-p@imode.

Ny + O+ M ¢ NyO + M (6.1)
N,O + O < NO + NO (6.2)
N,O + H ¢ NO + NH (6.3)

In contrast, simulations of lean, premixed, methane-améa [57, 219] suggest that the for-
mation of NO through the NNH route of equations 6.4 and 6.5 B 222] will decrease and
become negligible at sufficiently high pressures. Howeggploratory simulations performed
with the GRI-Mech 3.0 mechanism, not presented here for dke sf brevity, revealed that the
NNH route is dominant at all pressures, from atmospheri@tgrbine conditions, for premixed
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hydrogen-air flames. The NNH route is also expected to be gortant NO formation pathway
in high-pressure, premixed flames of coal gas (syngas mixtd methane) [223]. Therefore,
the study of the NNH route has important implications for tleeelopment of advanced internal
combustion engines operating on biofuels, such as hydragésyngas.

N, + H <+ NNH (6.4)

NNH + O < NO + NH (6.5)

It must be noted that these effects of the pressure on theateymof nitric oxide are expected
based on simulations performed with thermochemical mashewhose NO chemistry was not,
or minimally, validated at high pressures. Given the widdgalality observed in the NO pre-
dictions at atmospheric conditions [60, 61, 64, 69], thesechusions should be considered with
caution.

NO concentration data in high-pressure, premixed flames&tvely sparse. Laurendeau and
co-workers reported NO-LIF measurements in premixed flaofi@sethane [220], ethane [224],
ethylene [225], and synthesized coal gas$i(/H,/CO) [223] stabilized above the surface of a
sintered-bronze McKenna burner at pressures up to 14.6Ttimtype of burner is characterized
by the flame front sitting very close to the water-cooled acef and increasing the pressure exac-
erbates that effect [220]. Because of intense light seageff the burner surface, it is nearly im-
possible to perform laser-based diagnostics through theeffaont, and only point measurements
[224, 225] or partial NO profiles [220, 223] can be obtainethmpost-flame region. Furthermore,
these flames are stabilized through heat loss to the burhathwnpacts their thermodynamics and
chemistry [226]. Recently, Pillier et al. [219] presente@NIF measurements obtained in lean,
counterflow, stagnation, premixed methane-air flames aspres up to 0.7 MPa. Even though
lifted stagnation flames are free from influences from thenéuboundaries and allow for spa-
tially resolved laser diagnostics throughout the flame didta of Pillier et al. [219] are limited to
a single equivalence ratig, = 0.7. Furthermore, they did not report flame speed nor temperatur
measurements, even if NO formation is highly sensitive &séfactors, as shown in our previous
publications [64, 69]. Therefore, there is a need for a cam@nsive set of experimental data in-
cluding NO, CH, temperature, and velocity profiles in higlegsure flames for a variety of fuels
and a wide range of equivalence ratios to 1) test the abilicprent thermochemical mechanisms
at predicting the formation of NO, and 2) thoroughly invgate the NO formation routes.

A high-pressure combustion apparatus was designed artdrbpérallel to the work presented
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in this dissertation. It consists of a jet-wall, stagnatoamner installed in a vessel capable of con-
tinuous operation at the full-load pressure of modern a@emvative gas turbine combustors. The
three-dimensional computer-aided design model of therapysis presented in Figure 6.1(a). The
vessel, made of duplex and super-duplex grades of staisiesk is equipped with two pairs of
sapphire glass windows for laser-based diagnostics. Thvegk, stagnation burner, optimized for
high-pressure operation, is shown in Figure 6.1(b). Theriot contour of the inner nozzle was
designed using a CFD-validated, Thwaites method [123]lethe passage between the inner and
outer nozzles (inert, co-flowing stream), the exterior acefof the outer nozzle, and the shape
of the water-cooled stagnation plate were iterativelyroped through a sequence of CFD com-
putations performed with ANSYS Fluent. The mass flow ratefuief, air, and inert delivered to
the burner are metered by Bronkhorst thermal mass consplad fed into the vessel through
the lower flange. To prevent water vapour condensation oimtkedor surfaces of the enclosure,
namely the windows, it is continuously purged by a streamitodgen. The pressure in the vessel
is controlled by a Bronkhorst controller, based on a diagimrgiezo-resistive sensor, driving a
pneumatic valve. The apparatus, surrounded by all the sagesquipment for its operation and
laser-based diagnostics, is shown in Figure 6.2.

Thus far, premixed methane-air flames were successfulbjlizeed for pressures ranging be-
tween 1 and 16 atm, and equivalence ratios from 0.7 to 1.3.nfde@mum pressure is currently
limited by the gas cylinder regulators, not by the apparaduew sample flame images are shown
in Figure 6.3. As expected from the careful design, the flaanedlat and devoid of oscillations,
therefore allowing PTV and LIF diagnostics, which requieseral thousand images of the same
flame to be recorded over a few minutes. For this future tespa#gn, the PTV and NO-LIF meth-
ods were extended to provide two-dimensional velocity, B temperature fields to confirm that
the assumptions underlying the quasi-one-dimensionakimfcKee et al. [114] apply. Through
the next years, important data will be provided by this stdtthe-art apparatus, which can readily
be adapted to study partially and non-premixed flames byiat@gg a second, counter-flowing
nozzle assembly in place of the stagnation plate.
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FIGURE 6.1: (a) Computer-aided design model of the apparatus, l@netfwall, stagnation flame burner
optimized for high-pressure operation.
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Exhaust

PID-controlled, pressure-regulating valve

Dicam Pro UV ICCD Camera

Data acquisition and control systems

FIGURE 6.2: High-pressure combustion apparatus surrounded Kiyeatiecessary equipment for its opera-
tion and laser-based diagnostics. The UV (~226 nm) lasenpsiaown by the blue arrows, is covered by a
flat black enclosure for the sake of safety. The PTV camerdasaal beam are hidden behind the vessel.

Water-cooled
plate

a b C d

FIGURE 6.3: Sample images of methane-air premixed flames aP (&) 4 atm, and¢ ~ 0.80, (b) P =
5 atm, and¢ ~ 0.76, (c) P = 6 atm, and¢ ~ 0.73, and (d)P = 7 atm, and¢ ~ 0.73.



Appendix A

Reaction pathway analysis

Modern thermochemical mechanisms are becoming incrdgstogiplex, including hundreds to
thousands of species and reactions [128, 135, 203, 204.I&¥el of complexity hinders straight-
forward conclusions regarding the combustion processtefest; it is impossible through inspec-
tion of the databases of reactions to find the dominant omés,determine the principal pathways
through which reactants are made into products. Reactithwaa analysis (RPA) is a useful tool
to visualize and understand the complex chemistry includedodern thermochemical mecha-
nisms. It produces a directed graph (a network), where tdesare chemical species, which are
linked together by arrows representing the chemical reast(see Figure 4.4). In the literature,
a convention for the scaling of the width of the arrows hastgdie adopted [136]. Some RPA
methods rely on non-conserved, molar-based quantéigsthe rate of progress of individual re-
actions [219, 227, 228]. This yields directed graphs in Wwhie sums of the width of the arrows
directed towards and away from a given species are not eQtfadrs present directed graphs with
arrows of equal width, omitting any quantitative infornwattii229], or conveying it through super-
imposed numerical values [130, 131, 219, 230]. In this cdmedominant chemical pathways are
not intuitively identified.

The current RPA method is inspired by the work of Grcar et 4B6] in which the flux of a
given atom €.g, C, N, O, H, etc.), a conserved scalar, is tracked as theamtzcare made into
products, and the width of the arrows in the directed grajglhesicaccordingly. In this appendix,
the RPA method is described in detail, along with its intégreinto a computer-based script. The
principal modifications in comparison to the formulationGxicar et al. [136] are also discussed.

A.1 Mathematical formulation

In the current formulation, the width of the arrows connegtihe species in the RPA diagram is
linearly scaled with the rate of transfer of elemefriom species; to s, integrated over the control
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volumeV, R(e, s1, so) [kmol/s]. It is defined in equation A.1, whefg(e, s1, s2) is the number of
atoms of elementtransferred from species to s, through reaction, ¢;(z, y, z) [kmol/m3-s] is the
rate of progress variable of reactib(see equation A.2), anid [m?] is the volume over which the
reaction pathway analysis is performed . As atoms are netieeluced nor consumed in chemical
reactions,R(e, s1, s2) is a conserved scalar. It follows that R(e, s;, s2) = > R(e, s9,5;) O, in

{ J
other words, that the sum of the width of the arrows directehtds a species is equal to the sum
of the width of the arrows directed away from that same mad&ecu

R(ea 51782) = Z/ nl(67 51782) 'Ql(x,y,z) -dV (Al)
~Jv
N N
@ =kp H [M]"5t — oy H [V (A.2)
i1 =1

Here, the volumetric formulation of Grcar et al. [136] is nfatl to process simulations of
one-dimensional (1D), freely propagating flames (Figurg(@)), and quasi-1D, axisymmetric,
stagnation flames (Figure A.1(b)). In both cases, the fielderoperature and species concentra-
tions solely depend on the axial positian,Consequently, the rate of progress variable simplifies
to ¢;(z). Also, the integral is performed over a cylindrical contvolume (CV) of fixed radius,
rcov, adjusted to achieve an influx of elemerdf 1 kmol/s. As suchR(e, s1, so) can be thought of
as an absolute flux of elementor as a fraction of the flux af-atoms entering the control volume.
Including these simplifications in equation A.1 yields:

Zout

R(e, s1,82) = Z / (e, s1,82) - quz) - Ty - dz. (A.3)

For freely propagating, 1D flames (Figure A.1(a)), the ialetl outlet of the control volume
are placed sufficiently far upstream and downstream of theefliaont, respectively, to ensure neg-
ligible molecular transport at the boundaries. For stagndtames (Figure A.1(b));, is placed at
a sufficient distance upstream of the flame front to make tffiesiton of species negligible, while
Zout COINCides with the stagnation surface. As discussed inae2tl.2.1, the boundary condi-
tions of the quasi-1D model imply no-flux of species at thgstdion surface. Furthermore, as the
temperature and species concentration fields are unidior&idor both types of flame simula-
tion, molecular transport through the side surface of th#robvolume does not occur. Therefore,
e-atoms traverse the boundaries of the control volume stiebugh convection. For freely prop-
agating flames, the control volume is a stream tube, and-dtems enter through the surface at
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FIGURE A.1: Control volumes for the reaction pathway analysis dfi@ely propagating, premixed flames,

and (b) premixed stagnation flames. Flow is right to left. Wmherms and streamlines are obtained from
solutions of lean¢ = 0.8), premixed methane-air flames simulated with the SD meshani

z = zn, and exit atz = z,. In contrast, for stagnation flamesatoms are entering the CV at the
upstream boundary (= z,), and leaving through the side surface rcv).

The rate at whicle-atoms enter the control volume via convection of spegieB(e, inlet, s;),
is calculated as the product of the molar flow rate of spegies, with the number oé-atoms per
molecule of species;, v, ; [kmol./kmol]:

R(e, inlet, Si) = ’)’L,(Zm) * Ve

N mi(zin> U
- WZ €t (A.4)

1
= p(2in) - Yi(zin) - u(zim) - T8y - T Ve

wherern; is the mass flow rate of speciegkg/s], p [kg/m?] is the densityY; is the mass fraction
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of speciess;, u(z) [m/s] is the axial velocity, andil’; [kg/kmol] is the molar mass of species

It is noted that for both types of flame simulation, the axialoeity does not vary radially and,
thereforeu(z, ) = u(z). For freely propagating flames, theatoms leave the control volume by
convection of species at a rateR(e, s;, outlet) defined as:

R(e, s;,outlet) = 1;(Zout) - Ve,

mi (Zout )

= VI/Z ' Ve,i (A5)

1
- p(zout) : Y;'(Zout) ' u(zout) . WT(QJV . WZ * Ve
On the other hand, for stagnation flamestoms leave the control volume through the side surface.
In this case, the radially outward rateeehtoms due to convection of specigss calculated as:

Zout

R(e, s;, outlet) = II/;" : / p(2) - Yi(z) -v(z,rev) - 2mrey - dz, (A.6)

wherev(z, rcv) [m/s]is the radial velocity at = r«y. Commonly, the radial velocity is not output
by the flame solver as it depends on the radial coordinateeddsthe parameté#(z) is provided,
which through the stream function is linked to the radiabegly [114]:

G(z) = M (A.7)

r

Equation A.6 then becomes:

Zout

R(e, s;,outlet) = —IV/;Z : / Yi(2) - G(2) - 2mrdy - dz. (A.8)

Zin

A.2 Implementation of the RPA method in a computer pro-
gram

The rate of transfer of elemeatfrom speciess; to so, R(e, s1, s2), was defined in equation A.3.
The rate of progress variable of each reactipg,, is extracted from discrete flame solutions.
Therefore, the integral in equation A.3 cannot be computedyécally, and must rather be ap-
proximated through numerical integration which, as shawaquation A.10, consists of integrat-
ing an interpolation polynomiah, (z). However, this approximation of the integral is plagued by
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an error,ann(z)dz. Inspection of equation A.3 reveals that for eagh §,) couple, the compu-
20

tation of R(e, s1, s2) can require the numerical integral to be performed as mamygtias there are
reactions in the thermochemical mechanism studied. Heheajumerical integration errors can
accumulate into a significant level of inaccuracyH(¥, s, s5). Taking advantage of the sum rule
in integration, equation A.3 is rearranged as:

Zout

R(e, s1,82) = / an(e, s1,82) - q(2) - ey - dz. (A.9)
1

Zin

For each value oR(e, s1, s2), the contributions of all reactiorisare first summed at each node of
the computational mesh. Then, the numerical integral ifopaed once, therefore reducing the
overall error inR(e, s1, $2).

Zn Zn

7 F(2)dz = / pu(2)dz + / E,(2)dz (A.10)

20 20

To further reduce the integration error, a composite Simjssb/3 rule is used here instead
of the simpler composite Trapezoidal method. The formerfaugth-order-accurate method and
yields exact values of integral for third-order and lowedear polynomials, while the latter is a
second-order-accurate method, and is only exact for fiszaroth-order polynomials [145]. The
Simpson’sl /3 rule assumes fixed separatiafi{ = z; — z;_1) of the discrete grid points [145]:

[ 10 = 2110 + 41 + 1) (a11)

However, accurate flame simulations require significanteBnement in zones of steep gradient
and/or high curvature of the solution. The Simpsan’8 method is redeveloped here to apply to
meshes with unequally distributed grid points. As showndoagion A.12, the functiorf(z) is
approximated by a second-order polynomjaliz), in which the divided differenceg|z;, z; 1]
and f|z;, zi+1, zi+o) are defined in equations A.13 and A.14, respectively. Théhatets made
composite by successively evaluating equation A.12 ogy §»;, -] intervals. For meshes with
an even number of grid points, the integral over the lastwaldzy_1, zx] is performed with the
Trapezoidal integration rule. For stagnation flame sinoitest, the composite Simpsori'g3 rule
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is also used to compute(e, s;, outlet) defined in equation A.8.

7 F(2)dz ~ / pa(2)dz

20

- / {£(z0) + f [0, 1) (2 — 20) + [z 22, 22] (= — 20) (2 — 22)} s

20 (A.12)
= (22 — 20) - {f(20) — fl20, 21]20 + fl20, 21, 22] - 20 - 21}
22 _ 2
+ % A flz0, 1] — flz0, 21, 22] - (20 + 21)}
(=)
+ % - flz0, 21, 22]
flzis ziva] = f(zjiz : £<ZZ) (A.13)
fl2i, zig1, zig2) = fleirn, 2] = i 2 (A.14)

Zi42 — %4

A.2.1 Automated determination ofn;(e, s1, s2)

At this point, only the number of atoms of elementansferred from species to s, through reac-
tionl, n(e, s1, s2), remains to be determined to compuier, s1, s2) via equation A.9n(e, s1, s2)

is conveniently represented in matrix form, as shown in @&bll for the arbitrary chemical reac-
tion ry + ro <> p1 + p2 + p3, and it must be noted thay (e, s, s2) = ny(e, s2,s1). As modern
thermochemical mechanisms include thousands of chengaations, the manual determination
of all values ofn, (e, s1, s9) is impractical, and an automated method must be implemented

TABLE A.1: Representation of;(e, s1, s2) in matrix form for the arbitrary reactior, +r, <> p1 +p2+ps.

prod.
reac. ‘ N P2 Y25
1 nl(eyrlvpl) nl(e>7’17p2) nl(e7rlvp3)
) nl(€>7’27p1) nl(e>7’27p2) nl(e>7’27p3)

The method developed in this work initially determines akgible combinations of;(e, r;, p;)
for a given reaction. Then, improper configurations are iglated through a series of decisions
until a single set ofy(e, ;, p;) values remains. To populate all possible configuratioris,fitst
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recognized that the maximum valuerofe, r;, p;) corresponds to the smallest numbeeaitoms
in species; andp,. For example, the maximum value of(H, CHs, CH,) is 3, i.e., the number
of hydrogen atoms in the methyl radical. Howewvei,H, CH3, CH,4) could be 0, 1, or 2. Once
all maximum values ofy (e, r;, p;) are determined for a given reaction, a full-factorial dasig
applied to yield a set of matrices similar to Table A.1. Anmyde is given in Table A.2 for the
reaction H + Q@ <» OH + O. In this case, the maximum values:fO, H, OH), n;(O, H, O),
n,(0, Oy, OH), andn; (O, O, O) are 0, 0, 1 and 1, respectively, which results in the four iptess
configurations shown in Table A.2.

The first decision applied on this set of configurations imeslthe conservation efatoms.
Namely, the total number of-atoms given away by a reactant must equal the total number of
e-atoms it contains and, similarly, the numberesftoms a product receives must be equal to
the number ofe-atoms it comprises. These two conditions are mathemptisabwn in equa-
tions A.15 and A.16, wheréV, and NV, are the numbers of reactants and products in rea¢fion
respectively, and,, . andv, . are the numbers ef-atoms in the reactaritand the producf, re-
spectively. Applying these conditions to the reaction Hs+© OH + O leads to a single possible
configuration as shown in Table A.2, where the violated comas are appended underneath the
incorrect combinations of;(O, r;, p;) values. Generally, applying equations A.15 and A.16 iden-
tifies the proper distribution of-atoms for 66% (AramcoMech 1.3) to 95% (GRI-Mech version
3.0) of the reactions, depending on the complexity of thentleehemical mechanism; the simpler
the mechanism, the larger the fraction of reactions prgmdrhracterized through conservation of
atoms.

Np
an(€, riapj) = Ver; (A15)
=1
Ny
Z ni(€,74,05) = Vep, (A.16)
i=1

A.2.1.1 Ambiguous reactions

The reactions that remain unresolved by invoking atomiafeg, termed “ambiguous reactions”
by Grcar et al. [136], can amount to hundreds for comprekerthiermochemical mechanisms.
While it is generally straightforward to identify the promhstribution ofe-atoms by inspecting the

structure of the molecules, additional criteria must beettgyed and integrated into the computer
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TABLE A.2: ny(O, r;,pj) for the reaction H + @ <+ OH + O. The correct configuration is on the right.

|lOH © |lOH © |[OH © |lOH ©
H| 0 0 H| 0 0 H| 0 0 H| O 0
0,| 0 0 0] 1 0 0| 0 1 0, 1 1

- - - - -~
g g '

2

inl(O,Ozypj) # 2 inl(O,OQ,pj) #2 > m(0,0,,p;) # 2

J
2

inl(o,ri, OH) #1 > (O, r;, OH) # 1

J
7 7
2

> (0, r;,0) #1 inl(O,ri,O) #1

2

code to identify a single set af (e, r;, p;) values for each reaction. Grcar and co-workers proposed
three heuristic rules [136]:

Rule 1. Prefer single exchanges over double exchanges.

Rule 2. Among single exchanges, prefer those that shuffldethest atoms, and
among these with the same quantity of atoms, prefer thossltéle the least atomic
weight.

Rule 3. If possible preserve carbon-oxygen bonds by avgiekthanges that separate
carbon and oxygen atoms or that transfer a single carbon atom

While these rules are easily understandable, their imphéatien is not described in [136]. In
the current section, four criteria developed in the prestmty, and inspired by the three heuristic
rules presented above, are presented along with examgieg.afe applied in the same sequence
in the program as presented in the following. When two or noordigurations remain after this
series of decisions, the user is prompted to select the pm@e The “ambiguous reactions” are
reported in a text file, which allows the user to confirm theestbn of then,(e, r;, p;) values
made by the program. For a given aterrthis verification only needs to be performed once for
each mechanism. To date, the present method was demodsttateessful for the San Diego
(versions 2005 and 2011) [66, 128], GRI-Mech (version 368),[USC Mech (version 1) [133],
and AramcoMech 1.3 [134] thermochemical mechanisms.

A.2.1.1.1 Ciriterion 1: minimize the shuffle of atoms (Rule 2)

Table A.3 presents two configurations, both ensuring ceasien of carbon atoms, through which
the reaction HCO + CKH+» CO + CH, can proceed. From inspection of the structure of the
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molecules shown in Figure A.2, it is unlikely that the carladoms are transferred from HCO to
CH, and from CH to CO. This would require one-60 and three &H bonds to be broken and
reformed. Instead, the reaction more probably proceedsigiir hydrogen abstraction from HCO
and subsequent recombination with the methyl radical tmforethane.

TaBLE A.3: ny(C, 1, p;) for the reaction HCO + Ckl«» CO + CH,. The correct configuration is on the

right.
\CO CH, \CO CH,
HCO| O 1 HCO| 1 0
CH; | 1 0 CH; | O

-

S AN(ri,py) - mi(Corip)] =8 S [AN (i, p;) - m(C 7, py)] = 2

i7j Z?]

TABLE A.4: AN(r;,p;) for the reaction HCO + Ckl«» CO + CH,.

HCO 1 4
CHs 4 1

QL

FIGURE A.2: Graphical representation of the reaction HCO +3GH CO + CH;. The three-dimensional
molecular structures are from [231, 232].

For the computer program to make the decision, the variatVgr;, p;), defined in equa-
tion A.17, is introduced. It quantifies the change in atonumposition between the reactant
and the producp;. Table A.4 shows the values aiN(r;, p;) for the species involved in the
reaction HCO + CH « CO + CH,. The least amount of bonds is broken and reformed or, in
other words, the shuffle of atoms is minimized, for the comfigjon achieving the lowest value
of > [AN(r4, p;) - (e, i, pj)]. This criterion is calculated for each configuration in Eall.3.

i,J
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As expected, the method selects hydrogen abstraction fré@ khd recombination with GHo
form CH, as the reaction path.

AN (ri,pj) = Z ‘I/e’m. — I/e7pj} fore =0, N, C, H, etc. (A.17)

A.2.1.1.2 Ciriterion 2: preserve carbon-oxygen bonds (Rul8)

The reaction CKl+ CH;0H «» CH,OH + CH, is presented schematically in Figure A.3. Two pos-
sible configurations, which remain after invoking the camagon of C atoms and applying Crite-
rion 1! are shown in Table A.5. This reaction is expected to procéedhstraction of a hydrogen
atom from methanol that recombines with the methyl radicébtm methane. The €0 bond is
then conserved, which implies that O, CH;OH, CH,OH) = 1 andn,(C, CH30H, CH,OH) =

1. As most G,HzO, molecules involved in combustion processes include as poanyore, carbon
than oxygen atoms (an exception is £Qhis condition can be generalized as:

n(C,ri,p;) > (O, i, p;) V(14 ps)- (A.18)

As shown in Tables A.5 and A.6, this criterion selects hyerogbstraction and recombination as
the reaction pathway.

O L

FIGURE A.3: Graphical representation of the reaction L{HCH;0OH <+ CH,OH + CH;. The three-
dimensional molecular structures are from [231].

A.2.1.1.3 Ciriterion 3: minimize exchange of atomic weightRule 2)

The variableAN (r;, p;) is filled with ones for the reaction GH C,H, <> C;H; + CH, presented
in Figure A.4. It follows that the configurations presentaedTable A.8 are both valid as per
Criterion 1. In such a case, where two configurations shuitesame number of atoms, Grcar
and co-workers [136] suggest to select the one transfettmfpast atomic weight. Implicitly, this

YAN(r;,p;) is a 2 x 2 matrix filled with ones, thus, [AN (r;, p;) - ni(C, ri, p;)] = 2 for both configurations.
i
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TABLE A.5: ny(C, r;, p;) for the reaction Chl + CH3OH «+» CH,OH + CH,. The correct configuration is

on the right.
nl(C,'r’i,pj) ‘ CHQOH CH4 TLl(C,T‘Z‘,pj) ‘ CHQOH CH4
CH;s 1 0 CH;s 0 1
CH;OH 0 1 CHs;OH 1 0

(. / S

n(C, CH;0H, CH,OH) < n (O, CHsOH, CH,OH)  ny(C, 7y, p;) > anrO,Ti,pj) (7, pj)

TABLE A.6: n;(O, 4, p;) for the reaction Ckl+ CH3OH «<» CH,OH + CH,.

n(0,7i,p;) | CH,OH CH,
CH; 0 0
CHs;OH 1 0

favours reactions occurring through hydrogen abstraetm@hrecombination. Criterion 3 is similar
to Criterion 1, withAN (r;, p;) replaced byAW (r;, p;) defined as:

AW(rhpj) = |W7“z - ij|' (Alg)

AW (r;, p;) for the reaction Chl+ C,H, <+ CoHs + CH, is shown in Table A.7. The configuration
achieving the lowest value of [AW (14, p;) - ni(e, 75, p;)] transfers the smallest atomic weight.

2,7
For the current reaction, hydrogen abstraction from etig/lend recombination with the methyl
radical is the preferred reaction pathway as shown in Talle A

(g Ao,

FIGURE A.4: Graphical representation of the reaction{CHC,H, <+ CoH3z + CH,. The three-dimensional
molecular structures are from [231].

TABLE A.7: AW (14, p;) for the reaction Chl+ CoHy <+ CoH3 + CHy.

AW(Ti,pj) [kg/kmOI] ‘ C2H3 CH4
CH; 12.0110 1.0079
CoHy 1.0079 12.0110
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TABLE A.8: ny(C, ri, p;) for the reaction Chl+ CoH, <+ CoH3 + CH,4. The correct configuration is on the

right.
‘ CoH3 CH, ‘ CoH3 CH,
CH; 1 0 CH; 0 1
CoHy 1 1 CoHy 2 0

Z [AW(Tupj) -nzv(C,n,pj)] = 25.03 Z [AW(Tupj) : %(C,Ti,pj)] = 3.02

2 1,J

A.2.1.1.4 Ciriterion 4: prefer single exchanges over doublexchanges (Rule 1)

The last criterion implemented in the current RPA methodesponds to Rule 1 of Grcar et al.
[136]. It is applied here to the reactionld, + C;H, «+» CyH3 + C;H5 shown in Figure A.5. The
three possible configurations through which the reactionpraceed are shown in Table A.9. It
must be noted that the two configurations on the right arevafprit, and a condition is included
in the program to account for such duplicates.

The first reaction path in Table A.9 involves the rupture & @=C bond in both ethylene
molecules, and the recombination of the carbon atoms @dlgim the first ethylene molecule
with the C atoms of the second i, molecule (double exchange). In addition, this configuratio
involves the abstraction of a hydrogen atom and subseqaeombination. The most likely path
for this reaction is to solely undergo hydrogen abstradtiom the first ethylene molecule, there-
fore producing GHs, and recombination with the secondHf; to form G,Hs, in which the original
double covalent bond is reduced to a single bond. This witeés mathematically translated into
the variableS defined as:

8 =2 (mlerip;) £0). (A.20)

which corresponds to the number of non-null cells in the iai(e, r;, p;). Single exchanges are
characterized by smaller values®than double exchanges.

Although the correct configurations are those wfith= 2 (which are equivalent) in Table A.9,
using the reaction path with = 4 would not affect the computed values BfC, CoH,4, CoHj3)
and R(C, CoHy, CoHs5) for the current reaction since, together, the two ethyleoéeoules give
two carbon atoms to £ and two to GH;. Whether these carbon atoms come from the same, or
different, ethylene molecules does not change the netfénaotcarbon atoms. This behaviour is
better understood when the rows of thée, r;, p;) matrices in Table A.9 are summed to yield the
matrix in Table A.10. For the thermochemical mechanismdistliso far with the RPA method,
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Criterion 4 only applied to reactions involving two idemticeactants or products, making the
choice of the reaction path unimportant. The criterion iptke the decision loop as a single

configuration needs to be selected, and in case it would hereebin the future for reactions with
different reactants and products.

T
A A

FIGURE A.5: Graphical representation of the reactionpHg + CoH, < CyHs + CoHs.  The three-
dimensional molecular structures are from [231].

TABLE A.9: ny(C, 4, p;) for the reaction GH, + CoHy < CoHz + CoHs.

| CHs  CoH; | CH;  CoHs | CHs  CiH;
CH,| 1 1 GCH,] 2 0 GCH,| 0 2
CGHi| 1 1 GH/| 0 2 GH| 2 0

S =4 S =2 S =9

TABLE A.10: Simplifiedn;(C, r;, p;) matrix for the reaction ¢H, + CoH4 <+ CoH3 + CoHs.

| CH;  CoH;
CH,| 2 2
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A.3 Example of a reaction pathway analysis

The RPA method described in this appendix was implementddadtiab and interfaced with
GraphViz 2.38 [233], which builds the directed graphs. Fega.6 presents a RPA diagram pro-
duced based on the solution of a freely propagating, adalpmemixed CH-air flame simulated
with the San Diego mechanism [128]. This RPA diagram tragkban atoms, which enter the
system via methane and leave as CO and.G@nly the pathways carrying more than 1% of the
carbon atoms entering the system are shaven, R(e, s1,s2) > 0.010 kmol/s, as including all
pathways would make the RPA diagram very complex and difftouinderstand.

An additional feature of the current RPA method is the caluyof the arrows based on the
sensitivity of a scalar value of interest to the rate of théividual pathways. The logarithmic
sensitivity of a pathway is taken as the sum of the logarithseinsitivities of the scalar value to
the specific rate of the reactions making that path. In Figuée the scalar value is the maximum
concentration of methylidyne through the flame front, butoiild be other variables, such as the
laminar flame speed, the concentration of another spedi¢sedemperature at a given position.
The arrows are coloured based on the linear colour scaledefthof Figure A.6. The details of
the conversion of methane into products, the formation dhgliglyne, as well as the influence of
the rate of the different pathways, are thoroughly coveneskrtion 4.2.
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FIGURE A.6: Reaction pathway diagram tracking the flux of carbometdhrough a freely propagating,

adiabatic, premixed CHair flame simulated with the San Diego mechanism (versidibp0The arrows

are coloured according to the logarithmic sensitivity af thaximum CH concentration through the flame
to the rate of the individual pathways.




Appendix B

Analytical solution of the time-resolved,
four-level LIF model

The system of linear, homogeneous, ordinary differentjabdions presented in equations 3.1-3.4
represents an eigenvalue problem that can be solved arallytil76]. In addition to the benefit
of being exact, the solution can be compiled into a standeakxecutable program not requiring
libraries other than the commonly used ones, or third-paotiware tools. This appendix describes
the development of the analytical solution of the time-hesd, four-level LIF model of section
3.1.1. Given the complexity of the problem, the solution Idained using the Symbolic Math
Toolbox of Matlab, and automatically written in a C scriptmoiled into an executable program
using Microsoft Visual Studio 2015. Being approximately B in size when written in a text
file, the complete solution is not transcribed here.

B.1 Analytical solution during laser irradiation

The system of linear, homogeneous, ordinary differentjaladions (ODE) 3.1-3.4 can be written
in compact matrix notation as:
N = EN, (B.1)

whereN, N, andE are described by equations B.16 and B.17. Analogously tglesitinear,
homogeneous, ordinary differential equations, the smhus hypothesized to be of the form [176]:

N = &M, (8:2)

whereg, is a vector of constants. Inserting equation B.2 in equaidryields [176]:

et = EE. Mt (B.3)

140
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Simplifying and rearranging allows to obtain the followiset of linear equations [176]:
(E-ADE =0, (B.4)

wherel is the identity matrix. Solving the system of linear equasi@.4 by finding the eigenval-
ues,\;, and vectorsg,, provides the solution to the set of ODEs B.1.

To find the eigenvalues, it is first noticed that the systemgoia¢ions B.4 admits a non-trivial
solution if, and only if, the determinant of the matf& — )\;I) equals zero. For a system including
four ODEs, this condition results in a quartic equation hgvour roots:

|E — )\ZI| =Cq4- )\;l + Cg)\? + 02)\? + Cl)\i +cy = 0. (BS)

For the current ODE system, the constayvas found to equal zero. Therefore, equation B.5 can
be rewritten as:
|E — )\ZI| = (64 . )\? + Cg)\? + CQ)\i + Cl) )\z =0. (BG)

It follows that one of the eigenvalues equals zero, and theam@ng \; are found by solving the
cubic equation within parentheses using the methodolod¥eoimark [234].
First, the cubic equation is rewritten in the following farm

(364 . )\i + 03)3 — 3(6% — 36402)(304 : )\z + Cg) + (27042101 + 203 - 9646302) = 0. (B?)

Acknowledging that for the current ODE systefn— 3c4c, > 0, the substitution:

)\i _ —C3 — 2/12'\/ C% - 30402’ (88)
C4

3

is performed in equation B.7, which reduces to:
403 —3A; = A, (B.9)

where,
B 270201 + 20% — 9¢yc309

3
2 (c2 — 3cyc9)?
For the current ODE system) is found to be consistently lower than 1, and the cubic equoati

B.9 is solved through trigonometric functions. To obtaia fist root,A; is substituted byos(53)
in equation B.9 yielding:

A (B.10)

4cos(B)* — 3cos(B) = cos(38) = A. (B.11)
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The first root of equation B.9 is then:

—1 A
Ay = cos f = cos (COS ) . (B.12)

To find the two remaining root$/l — A,) is factored out of equation B.9 to yiétd
AN = 34— A=0=(A—Ay) [AN* + 44,4+ (447 = 3)] . (B.13)

/A, and A3 are obtained by applying the quadratic formula to the riggntd side term of equation

B.13:
_ . _ 2
Aoy = 2/11 e V21 LA (B.14)

Finally, the eigenvalues of equation B.6, complementing= 0, are obtained by replacing the
results of equations B.12 and B.14 in equation B.8. Therfaieeigenvalues);, are sequentially
inserted in equation B.4 and each eigenvedgrfound by reducing the system of equations in
reduced row echelon form through Gauss-Jordan eliminafibe four (\;, £;) couples represent
a fundamental set of solutions, which can be assembled iggmaral solution through [176]:

4
N =) dge, (B.15)
1=1

whered; are arbitrary constants. Their value is determined by apglyhe initial conditions
(N1a,0, N1b,0s Noao, Navo) = (Nocn - fB,81., Nocn - (1 — fen,), 0, 0), where Ny cq is the
number density of methylidyne in the ground electronicespaedicted by flame simulations.

B.2 Analytical solution following laser irradiation

The system of ODEs following laser irradiatiare., with b, = 0 andby; = 0, is described by
equation B.1, wher&, N, andE are described by equations B.16 and B.18. The solution for
the system of ODEs is obtained following the procedure prteskin the previous section. The
determinant of the matriXEE — \;I) is given in equation B.19, which can be rearranged to yield
equation B.20. Inspection of the terms in the first set of ketscof equation B.20 reveals that two
eigenvalues arg; = 0 and\y = —(Ry.15 + Rip1a). The two remaining eigenvalues are found by
applying the quadratic formula to the expression in the sés®t of brackets. As previously, the
eigenvectorsg,, are found by solving equation B.4 for each eigenvalyeand the fundamental

INote that, as per equation B3 — 34, = A.
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set of solutions is assembled into the general solutionatsmuB.15. The initial conditions used
to determine the arbitrary constands, correspond to the populationd{,, N1, Na,, Nop) at the
end of the laser pulse & 71 ,.ccr)-



Nla Nla
N . N
N |V Moo [N
Nga N2a
| Nap | _N2b_
—(b12 + Ria1s)  Ribia ba1 + Agq1a 0
E_ Riap —Ripia Asa1p + Q2a1 Aogpr + Qam
bio 0 —(ba1 + Azara + Asary + Q201 + Roa2p) Rapaqg
i 0 0 Roaz —(Agpi + Qan1 + Raoa)
-_Rlalb Rlbla A2a1a 0
E_ Rigqiy  —Ripia Asqrp + Q2a1 Aoyt + Qo
0 0 —(Aza1a + Asa1p + Q201 + Raoa2p) Rapaqg
|0 0 Raqon —(Aapr + Qa1 + Ropza)
—(Ripa + i) Asqrp + Qaa1 Aoy + Qan
|E — NI = —(Riaws + \i) 0 —(A2a1a + Aza1 + Q241 + Roaop + ) Ropaq
0 Raqon —(Aap + Qap1 + Ropoa + i)
Ripia Asaia 0
—Riawn| 0 —(A2a1a + A2a1p + Q241 + Roaze + i) Roapaq
0 Raqop —(Agp1 + Qa1 + Rapoa + i)

(B.16)

(B.17)

(B.18)

(B.19)
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=0

[(Ria1s + Ai) - (Ribra + Ai) — RiainRipia]
[(Aga1a + A2a1p + Q2a1 + Roaop + i) + (Agpr + Qa1 + Ravza + Ni) — Raaop Ropoa)

(B.20)
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Appendix C

Adequacy of two-level, steady-state LIF
models in the linear regime

As demonstrated in Chapter 3, the CAAX?II LIF system does not reach steady-state conditions
for nanosecond duration laser pulses. However, two-lstehdy-state models are commonly used
to process CH-LIF measurements in the linear regime [100], 10 this appendix, it is shown that,
under particular conditions, the models invoking the sgestdte assumption fortuitously provide
accurate results. The demonstration is made using thergswved, two-level LIF model with
Rrarv/@ = 0, but it also applies to the other models presented in Ch&pter

The analytical solutions of the two-level LIF model withex/q,, = 0 during (V2,,) and
following (V2 o) @ laser pulse were provided in equations 3.14 and 3.15¢césply, which are
reproduced here:

bia - Nocu - fB.N _
Ny on(t) = ) Nia (] _ o= (bartbia+A21+Q21)t 0<t< Thaser 3.14
2on(1) bor + bia + Ao + Qi ( ‘ ) = 1= Thaser, ( )
and,
N2,off (t) = N2,on<TLascr> ’ 6_(A21+Q21).(t_maser) TLaser < T < Team- (315)

Inspection of equation 3.14 reveals that the number deosiectronically excited molecules in
steady-state conditions is:

bz - No.cu - BN,
ba1 + big + Ao + Qa1

NZ,OH,SS = lim NZ,on =
t—o00

(C.1)
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The total number of photons emitted per unit volume is cal@d as:

TLaser 0
Np == / Agl . ngn(t)dt —|—/ A21 : NQ’Oﬂ‘(t)dt
O 7] aser
- (C.2)

TLaser oo
_ Ay l / Ny on(t)dt + Ngvoﬂr(t)dt] .
0

TLaser

It must be noted that the second integral is performed ovema-mfinite period of time, implicitly
assuming that the camera exposure time is sufficiently longotlect most of the LIF signal.
To obtain N, the first integral corresponding to the laser irradiated phathe LIF process is

performed, and the equation is simplified:

/TLascr N270n(t)dt _ /TLascr |i b12 . NO,CH . fB,Nm . (1 . e—(b21+b12+A21+Q21)-t)} dt
0 0

ba1 + b1 + A1 + Qn
TLaser

(C.3)

_ b12 . NO7CH . fB7N1a . |:t +
b21 + b12 + A21 + Q21

. big - No,CH : fB,Nla . N2,on(7'Laser)
- * ILaser — .
bor + b1z + Ao + Qo ba1 + big + A1 + Qa1

e~ (b21+b124+A214+Q21)-t }

(b1 + 12 + Ao + Q21) | |

Similarly, the integral of the electronically excited gtgiopulation following the laser pulse is

calculated as:

NQ,Oﬁ(t)dt — N2,0n<TLascr) . 6_(A21+Q21)'(t—TLaser)dt
TLaser TLaser
N ( ) |i_6—(A21+Q21)‘(t—TLascr):| ‘OO (C 4)
= on\TLaser ) * .
: - A21 + Q21 TLaser
_ N2,0n(7-Lasor>
Aoy + Qo
Inserting the results of equations C.3 and C.4 in equati@ry@lds:
TLaser e8]
N, = Ay - [ / Ny o (£)dt + Ng,off(t)dt}
O T} aser
- (C.5)
|: bl2 . NO,CH : fB,Nm - N2,0n(TLaser) NZ,on(TLaser)
- 21 ° * 1Laser — .
ba1 + b1z + Ao + Qa1 bar + b1z + Ay + Qo A 4+ Qan

For weak laser irradiation (linear LIF regime), the rate stants of stimulated absorption and
emission are much smaller than the rate constant of calidiquenchingj.e., by < Q2 and
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b1 < (21, Such that equation C.5 can be rearranged as:

No~ A b12 : NO,CH . fB,Nla - NQ,OH(TLaser) NQ,OH(TLaser)
~ /121 ° " ILaser —
P Agr + Qo Agr + Qo Agr + Qo
bl? : NOCH 'fBNa
= A21 : : e . TLaser (C6)
Agr + Qo

= A21 : N2,on,SS * TLaser -

That s, the number of photons emitted per unit volume catewl using the steady-state population
and the laser pulse duration (equation C.6) is accuratedrlitiear LIF regime, if the camera
exposure time is sufficiently long to collect most of the Li§r&l. This is because the deficit in
terms of emitted photons of the time-resolved solution imparison to the steady-state case for
t < TLaser (blue area d,,,) in Figure C.1) is compensated by the photons emitted dfetdser
pulse ¢ > 71..r, red area labelled a4, in Figure C.1). In other words, the zonds, andA.g in
Figure C.1 have the same surface area. This result does plyttinat the steady-state assumption
is valid; it is rather a coincidental behaviour caused bysih@lar characteristic time scales of the
exponential rise and decay of the electronically excitategtopulation, which are both determined
by the rate constant of collisional quenchidg,, under weak laser irradiation

4
6 x 10
5 Aon
4|
&
4

Aoﬂ

0 5 10 15 20 25 30
t [ns]

FIGURE C.1: Excited-state populatiory,, for an absorption rateé,,, of 1 - 106 s~! (linear LIF regime),
computed with the two-level, LIF model withars/Q.; = 0. The laser pulse durationy s, iS 8.5 ns.
Legend: solid curve is the time-resolved solution, dashrexlis the steady-state solution.

1The rate constant of spontaneous emissibn, is of negligible importance in comparison@; .



Appendix D

Analysis of |CH]|
(continued)

heak Predictions variability

The main causes of the significant variability in the predectapability of modern thermochemi-
cal mechanisms were covered in section 4.2. Other discoggsmwere observed during the detailed
analysis and, although they do not cause the order of matgitariation in the predictions, they
should be of interest for fine adjustments of the thermocbahmechanisms. Furthermore, there
are paths for which the reactions included, as well as tla@ parameters, are fairly consistent
among the mechanisms. These pathways are also presenteslappendix. First, the discussion
undertaken in section 4.2 with regards to discrepancidsapaths draining carbon out of the CH
formation route fromCH? and CH,, and in the pathway relaxing methylene from its singlet to
its ground triplet state, is completed. Then, paths impgctine pool of colliders involved in the
reactions interacting with the CH formation route are rexad.

D.1 Reactions involvingCH; and CH,

As explained in section 4.2 based on equation 4.5, [CH] anglly coupled to the concentration of
its main precursor, triplet methylen€Kl,), which is in turn dependent dii;. Hence, inaccurate
descriptions of the rates of production and consumptiomgfist and triplet methylene impact the
concentration of CH.

As observed in Figures 4.4 and 4.5(&)}], is principally formed fromCH?, which proceeds
through the relaxation reactiatitl; + M <+ CH, + M. The SD mechanism uses the third-body
formulation with efficiencies attributed to the variouslm#rs, while the USC, GRI, and NUIG
mechanisms include individual reactions foH; colliding with Ny, Ar, H,O, CO, and CQ. The
specific rates for =N, and M=H,O are shown in Figure D.1(a, bottom). The USC and NUIG
mechanisms use the rate coefficients originally includethénGRI model, which explains their
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FIGURE D.1: (a) Normalized net reaction rate (top) and specific (atdtom) of

the main reactions producingH,, and (b) rate ofCH3 consumption normalized to

unity (top), and normalized by tHeH? concentration profile (bottom). Same legend
as Figure 4.6.

exact agreement. On the other hand, the SD modektifs approximately 2 times lower and 5
times higher for M=N, and M=H,0, respectively. This prevents any conclusion on the ageaém
with the other mechanisms in terms of the overall rate of yletie relaxation as it depends on the
specific rates and on the concentration of the third-bodlydesk. For that reason, Figure D.1(b,
bottom) shows the forward rate of consumption of singletifdet methylene normalized by the
concentration profile of H;. Similarly to the specific rate, the USC, GRI, and NUIG modets
in very good agreement while the SD mechanism predicts aalared rate of reaction fror@H;
to CH, approximately 40% higher. However, this difference is dienot the source of the order
of magnitude variability in Figure 4.1 as the NUIG, GRI, anB@mechanisms feature consistent
rates of methylene relaxation.

The reactions draining carbon atoms out of the CH formatane from singlet methylene are
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FIGURE D.2: Rate ofCH, consumption normalized to unity (top), and normalized
by the CH5 concentration profile (bottom). Same legend as Figure 4.6.

presented in Table D.1. While the reacti@rid; + O < CO + H,, CH; + OH < H + CH,O and
CH3 + H,O + H, + CH,O appear of negligible importance owing to their low L.S., pagtion
stands out as the dominant drain of carbon atoms and ditfeseexist among the models in terms
of included reactions. Figure D.1(b, bottom) presents #te of singlet methylene consumption
to C,Hz0O, compounds normalized §¢'H3]. The USC, GRI, and NUIG mechanisms are in close
agreement, while the SD model yields a ratl% to ~48% lower. As concluded for the rate
of methylene relaxation, this discrepancy does not exglansignificant variability ir{CH]peak
predictions as the normalized rates of singlet methylemswmption computed with the NUIG,
GRI, and USC mechanisms are in good agreement.

The reactions consumir@H, and draining carbon out of the CH formation route are replorte
along with their respective L.S. in Table D.2. None of thecteas included in Table D.2 are
present in all models, even if some of them feature fairlgéanegative logarithmic sensitivities.
Figure D.2 (bottom) shows the normalized rat&’éf, — C,HzO., consumption. While agreeing
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very well at low temperatures, the NUIG model departs froen tlormalized rate predicted by
the USC and GRI mechanisms at higher temperatures. On tlee lo#imd, the SD mechanism
predicts slower consumption of methylene over most of thprature range, and presents a sharp
increase in the normalized rate at high temperatures.dfgaih was determining the ordering and
variability of the predictedCH] ., values, one would expect the rate@ifl, consumption to be
the highest for NUIG, followed by SD, GRI, and USC. This is titg case as shown in Figure D.2.

TABLE D.1: Logarithmic sensitivities, multiplied by0?, of the principal reactions
consuming CH.

Reaction SD USC GRI NUIG
CH; + O + CO + Hy -1 -1 -2
"CH; +0, < CO+OH+H |-63 -46 -49 -88
CH3 4+ O3 +» CO + H20O -32 -33 -43
- CH;+OH«<H+CH,O | -8 -7 -6 -11
- CHy +H, O« Hy +CHO | 6
" CH5;+COy «+ CO+CH,O | -11 -39 -39 -54

TABLE D.2: Logarithmic sensitivities, multiplied by0?, of the principal reactions
consuming CH.

Reaction SD USC GRI NUIG
CHs + O +» CO + 2H -112 -99
CHs + O < CO + Hy -70
CH; + O+ HCO+H -63 -70
"CHy;4+ 0, CO+OH+H|-180 - -85
CHs + O3 <» CO5 + Hy -72
CHs + O; <+ HCO + OH -191 -389
CHy + O3 < CO5 + 2H -32 =77 -86
CHs + O3 +» O + CH,O -57
~ CHy +OH« CH,O+H |-135 -58 -52
" CH, +HO; + CH,O+OH| ~ -05 -08

D.2 Reactions in theCO to CO, path

Interestingly, Figures 4.4 and 4.5 show that the CO tg @&th has a significant influence on the
maximum concentration of methylidyne although it is noedtty connected to the CH formation
route. This large positive L.S. value comes from the reacti® + OH < CO, + H, while
reactionsCH; + CO, < CO + CH,0 andCH + CO, +» HCO + CO contribute negatively
to > L.S.(Xcm peak, ) in the CO to CQ path (see Tables 4.1 and D.1). A simulation performed
with the SD mechanism with the pre-exponential factor offdrener reaction multiplied by two
showed that, as a first order effect, the mole fraction of Hésaased throughout the reaction zone
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peak

enhancing reactions having atomic hydrogen as a collidars then raises the maximum [CH]
owing to the increased rate of formation of CH (see equatiéra#d Figure 4.6(a)). Figure D.3
(bottom) shows that the rate coefficients included in thelmaeisms for the reactiodO + OH «»
CO, + H are in relatively good agreement. The specific rates remaimnapproximately—10%
and16.5% of the average specific rate over the temperature range sihdwe figure. Along with
an average L.S of 0.250, the effect on the variability of {i€],.., predictions should then be
relatively weak in comparison to the factors discussed atige 4.2.

1 -
0.75 +

< 05+

0.25 +

12 +

log(k) [cm?, mol, s]
o

11 . . .
0.4 0.5 0.6 0.7 0.8 0.9 1

10007 [K1]

FIGURE D.3: Normalized net reaction rate (top) and specific ratétdbo) of the
reactionCO + OH + CO5 + H. Same legend as Figure 4.6.

D.3 Reactions in theH, /O, sub-mechanism

H/O compounds act as colliders in many reactions formingoosaming species involved in the
CH formation route. Hence, reactions of tHg/O, sub-mechanism, not shown in the RPA dia-
gram since they do not involve carbon containing speciggagnthe concentration of CH. Figure
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D.4 shows the logarithmic sensitivity of the maximum CH cemication to the specific rate of
the most important reactions of tfik /O, sub-mechanism. The reactions, reversible by nature,
are written in the direction of positive overall (net) pration rate. Generally, chain-branching
reactions have positive L.S., chain-terminating reasti@ature negative logarithmic sensitivities,
and chain-propagation reactions have the least impalctdi),

eak”

H+0O, < OH+O

H,+0 < OH+H
H+OH+M < H,0+M
H,0+0 < OH+OH
H+0,(+M) < HO,(+M)
HO,+H < OH+OH
H,+OH « H,0+H

-1 -0.5 0 0.5 1
L.S.(Xc peats )

FIGURE D.4: Logarithmic sensitivity of the maximum CH concentoatito the spe-
cific rate ofHy /O reactions. Same legend as Figure 4.5.

The specific rate relationships for the reactions includeéigure D.4 are shown for each
thermochemical mechanism in Figure D.5. While the agre¢meood for the reactioll + O, +»
OH + O, likely because of its significant impact on important costimn properties as the ignition
delay time and flame speed [65, 134], there are some disagreeiior the reactions with lower
values of L.S.

To assess the impact of these discrepancies on the maximdnf@ure D.6 presents the dif-
ference, relative to the average of the four thermochemeahanisms, in the specific rate of each
reaction taken at the temperature of maximum overall reactite against its logarithmic sensi-
tivity. As explained in section 4.2, over-predictions (engredictions) of the maximum [CH] are
due to overestimation (underestimation) of the specifie odteactions having positive L.S. and/or
underestimation (overestimation) for reactions with aatieg value of L.S. Then, an overestima-
tion of the concentration of methylidyne would be indicabgddata points in the first and third
guadrants of Figure D.6, and in the second and fourth quésifanan under-prediction. In Figure
D.6, the dashed and dashed-dotted curves correspond sntleemtours of#/x - 1.S. = 0.03 and
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HO,+H « OH+0OH
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10007 [K1]

FIGURE D.5: Specific rate of individuals/O- reactions. Same legend as Figure
4.6.

0.06, respectively. For a first-order linear response, whictbisausly not the case in the presence
of complex transport, thermodynamic, and chemistry preegsthe iso-contours would represent
relative differences in maximum [CH] &f% and 6%, respectively. In Figure D.6, all the data
points lie within the2#/x - L.S. = 0.06 iso-contour, and most of them within the/x - L.S. = 0.03
iso-contour. Hence, the order of magnitude variability id formation observed in Figure 4.1 is
not explained by inconsistencies in tHe/O, chemistry among the thermochemical mechanisms.
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FIGURE D.6: Difference in the specific rate relative to the averagdue vs.

L.S.(XcH peak, ©). Colours according to Figure 4.5. SymbaisH + O <> OH+ O,

oHOy+H <+~ OH+OH,*H+OH+ M «< HyO+ M, 24 H, + OH «+ HyO + H,

> HoO+ O < OH+ OH,v Hy + O « OH+H,<1H—|-02(—|—M = NQ) >

HO2(+M = Nj). Dashed and dashed-dotted curves correspond to iso-csrabu
Ak/k - L.S.(XcH,peak, 1) = 0.03 and0.06, respectively.



Appendix E

Effect of the uncertain thermodynamic
properties on the [CH|, ;. predictions

The optimization procedure presented in Chapter 5 solatgiders the uncertainties in the rate
coefficients of the elementary reactions. However, inaages in the thermodynamic properties
can induce errors in the local temperature and, conseguénflact the computed specific rates.
Furthermore, in most thermochemical mechanisms, the fepeate of the reactions is only speci-
fied in the forward direction. The backward specific rate igoted from the equilibrium constant
computed from the entropy and heat of format(é@) data, the latter generally bearing the largest
uncertainty of all thermodynamic properties [235]. Theref in addition to the rate coefficients,
the uncertainties in the thermodynamic parameters havedtential to induce errors in the [CH]
predictions.

To assess if thermodynamic properties should be includatienoptimization, an analysis
similar to that presented in Figures 5.1 and 5.2 is perfornkégure E.1 presents the logarithmic
sensitivity of the maximum CH concentration to changes énhbat of formation of the individual
speciesL.S. (Xcn peak; k), €Xtracted from jet-wall stagnation flame simulationss blpserved that
L.S. (Xcn,peak; k) can be as much as one order of magnitude larger than thetlogérisensitivity
of [CH] ., to variations in the specific rates (see Figure 5.2). However values ofh; are
known to a greater level of accuracy than the rate coeffisidfigure E.2 presents the product of
L.S. (Xcn,peak; k) With the relative uncertainty in the heat of formation of le@pecies obtained
from [236]. These values are as much as three orders of nuaigribwer than the products of the
logarithmic sensitivity with the relative uncertainty ihet specific rates presented in Figure 5.2.
Therefore, the error induced [ﬁ)H]peak by the uncertain thermodynamic parameters is negligible
in comparison to the contribution of the rate coefficientengequently, only the pre-exponential
factors of key reactions involved in the CH formation route eptimized in this study.
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FIGURE E.1: Logarithmic sensitivity of the maximum CH mole fractito the heat

of formation of individual speciesl..S. (XcH peaks k)-

decreasing order of 3 L.S. (Xcp peak, k)°-
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The species are sorted in
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FIGURE E.2: Product ofL.S. (Xcu peak, k) With 4h3/Re. The relative errors are
obtained from [236].



Appendix F

Experimental boundary conditions

The boundary conditions required to perform the quasi-Hrsation flame simulations are pre-
sented in Table F.1, and their acquisition is described iy@¥r 2. The origin of the computational
domain coincides with the stagnation surfaoe, z,1... = 0. The uncertainties are given in paren-
theses.
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TaBLE F.1: Experimentally determined boundary conditions fagaation flame

simulations.

Fuel ¢ Zinlet [mm] Uinlet [m/S] du/dz|inlet [1/3] Tinlet [K] Tplate [K]
CHy4 0.7 (0.004) 11.04(0.05) 0.258(0.002) 50.4 (4.8) 296 (3) ®6
0.8 (0.005) 10.73(0.05) 0.420(0.004) 84.1(7.0) 296 (3) @Am
0.9 (0.006) 10.87(0.05) 0.549(0.005) 119.2 (6.6) 296 (3) 4 @AD0)
1.0 (0.006) 10.80(0.05) 0.634 (0.006) 139.0 (4.0) 296 (3) 3@4)
1.1(0.007) 11.00(0.05) 0.613(0.007) 145.3 (18.9) 296 (3) 53 @1)
1.2 (0.008) 12.00(0.06) 0.567 (0.005) 115.1 (5.8) 296 (3) 5@
1.3(0.008) 12.80(0.06) 0.425(0.004) 82.9(4.5) 296 (3) A®

- CyHg  0.7(0.004) 10.97 (0.05) 0.369(0.004)  72.9(5.7)  296(3) @23
0.8 (0.005) 10.99(0.05) 0.512(0.005) 109.8 (7.0) 296 (3) 8@®)
0.9 (0.006) 10.56 (0.05) 0.641 (0.006) 140.9 (7.5) 296 (3) 4 @0
1.0 (0.006) 10.65(0.05) 0.730(0.007) 167.0 (12.2) 296 (3) 63 A1)
1.1 (0.007) 10.99(0.05) 0.761(0.008) 170.5(11.8) 296 (3) 60 @1)
1.2 (0.008) 10.76(0.05) 0.726(0.008) 167.8 (13.2) 296 (3) 59 @1)
1.3(0.008) 11.29(0.05) 0.618(0.006) 132.6 (6.3) 296 (3) 0@®M)
1.4 (0.009) 12.58(0.06) 0.454(0.004) 91.8 (12.3) 296 (3) 6@AD)
1.5(0.010) 10.63(0.05) 0.349 (0.003) 76.5(4.0) 296 (3) @A™

- C3Hg  0.7(0.004) 10.66(0.05) 0.367(0.003)  74.9(49)  296(3) @»}
0.8 (0.005) 10.79(0.05) 0.507 (0.004) 108.1 (4.3) 296 (3) 8@®)
0.9 (0.006) 10.76(0.05) 0.627 (0.006) 139.4 (5.0) 296 (3) 1@49)
1.0 (0.006) 10.60(0.05) 0.704 (0.006) 161.2 (7.0) 296 (3) 3@4)
1.1(0.007) 10.82(0.05) 0.727(0.007) 169.5 (7.9) 296 (3) 1@4)
1.2 (0.008) 10.98(0.05) 0.679 (0.006) 152.6 (6.9) 296 (3) 6@4)
1.3(0.008) 11.43(0.05) 0.568 (0.005) 125.5 (6.6) 296 (3) 7 @D0)
1.4 (0.009) 12.01(0.06) 0.411(0.004) 86.8 (5.5) 296 (3) A®
1.5(0.010) 12.15(0.06) 0.289 (0.003) 55.0(7.5) 296 (3) @z3

" n-C4H;p 0.7(0.004) 12.88(0.06) 0.382(0.003)  69.1(3.9)  296(3) @D]
0.8 (0.005) 12.07 (0.06) 0.512(0.005) 104.8 (4.4) 296 (3) 1@0)
0.9 (0.006) 11.80(0.06) 0.620 (0.006) 129.2 (5.0) 296 (3) 4@9)
1.0 (0.006) 11.01(0.05) 0.673(0.006) 152.5(7.8) 296 (3) 2@4)
1.1 (0.007) 11.00(0.05) 0.675(0.006) 160.7 (6.9) 296 (3) 1@4)
1.2 (0.008) 10.84(0.05) 0.625 (0.006) 141.4 (6.4) 296 (3) 7@4)
1.3(0.008) 10.80(0.05) 0.485(0.004) 110.6 (8.3) 296 (3) 5@D0)
1.4 (0.009) 10.10(0.05) 0.348(0.003) 83.5(13.1) 296 (3) 5@®)



Appendix G

CH concentration target data

This study provides quantitative measurements of CH pribalua premixed flames of methane,
ethane, propane amdbutane mixed with air. As discussed in section 2.3, the oveasCH-LIF
signal intensity is made quantitative through normalmatby the Rayleigh scattering signal of
nitrogen. The solutions of flame simulations performed wahious thermochemical models are
provided to a LIF model generating numerical profiles of téFRayleigh ratio. The maximum
value ofSpr/ Sk, a scalar value selected as a surrogate measure of CH formiatextracted from
the experimental and numerical profiles and compared tsasbe accuracy of thermochemical
mechanisms. The benefit of this direct comparative apprisatiat it separates measured and sim-
ulated values in order to achieve the highest accuracy ahtperimental data for the validation of
thermochemical models. Table G.1 presents, in numerical,fthe experimental data previously
presented in Figure 4.1.

TABLE G.1: Measured, maximum values 8fr/Sr. The 95% interval of confi-
dence accounting for the scatter in the experimental dafagen in parentheses.

¢ CH4 CQHG C3H8 n—C4H10
0.7 09(0.3) 1.8(05) 1.6(0.4) 2.6(0.7)
08 26(1.0) 43(1.3) 55(1.3) 7.2(1.4)
09 58(1.4) 9.0(1.3) 107(3.00 11.3(3.5)
1.0 11.4(2.1) 13.0(2.1) 15.0(2.7) 17.9(4.1)
1.1 14.9(4.0) 18.3(4.3) 24.8(4.0) 23.5(2.9)
1.2 165(3.2) 23.3(6.1) 25.6(4.1) 24.2(4.3)
1.3 11.9(1.0) 21.0(1.6) 23.2(1.9) 22.6(1.4)
1.4 — 12.2(5.3) 15.1(3.0) 11.5(2.6)
15 — 55(1.8) 6.0(1.7) —

To employ the direct comparative methodology, fairly aet@mumerical predictions of the
temperature and major species concentrations are redoigeherate the LIF-to-Rayleigh inten-
sity profiles. These predictions might not be available,uffigently accurate, in the early stages
of thermochemical model development. It is then more coieverio use concentration data as
initial targets. Maximum values of methylidyne mole fractijppm] and concentratiomol /m?]
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are presented in Tables G.2 and G.3, respectively. For neosleit is also more time consuming
to generate numerical profiles 8fr/Sg than to compare the raw output of flame simulations to
experimental data reduced to mole fractions. The data pregéen Tables G.2 and G.3 can be used
to rapidly verify the progress made in the development afitttehemical mechanisms. However,
as discussed in section 2.3, the highest degree of accuididyevobtained through direct com-
parison of experimentally and numerically determined Likensities, the latter modelled using
species and temperature profiles provided by the thermachémechanism under study.

TABLE G.2: Estimated maximum mole fraction of methylidyne in ppegd flames
of C,-C, alkanes in parts per million.

¢ CHy GCgHg GCzHg n-CyHyp

07 01 0.2 0.2 0.3
08 04 0.7 0.8 11
09 11 1.7 1.9 2.1
1.0 24 2.8 3.0 3.7
1.1 34 4.3 5.5 5.2
12 38 5.6 5.9 5.5
13 26 4.8 53 4.9
1.4 — 2.6 3.2 2.3
15 — 1.1 1.2 —

TABLE G.3: Estimated maximum number density of methylidyne inmpxed
flames ofC;-C, alkanes in mol/m.

¢ CHy CoHg C3Hg n-C4Hig

0.7 88-1077 19-107% 15-107% 2.7.10°6
0.8 30-100% 52.107% 6.4-107% 87.10°¢
09 75-100% 12.107% 14-107® 15-107°
1.0 16-107° 1.9-107® 2.1-107° 2.6-10"
1.1 22-107° 29-107® 3.7-107° 3.5-10"
1.2 25-10° 3.6-107° 39.10° 3.6-10°°
1.3 1.7-10° 3.1-107° 35.107° 3.2-107°
1.4 — 1.7-107® 2.1-107% 1.5-107°
1.5 — 71-107% 7.8.106 —

ot

ot

The data presented in Tables G.2 and G.3 were obtained bstedjufor each fuel and equiv-
alence ratio, the [CH] profile output by a flame simulation @novided to the LIF model such
that the maximum numerical LIF-to-Rayleigh ratio agreethwhe experimental value. This post-
processing methodology did not require new simulationstelad, the profile of CH number den-
sity predicted by the GRI mechanism (USC febutane) was multiplied by a factor adjusted using
a root-finding secant method to minimize (absolute tolezawfcl - 10~°) the error between the
modelled and measured maximum valuesgf. /Sg.
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