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Abstract
Nitric oxide, NO, is a primary pollutant produced by the oxidation of nitrogen mainly in

combustion-based applications. In the atmosphere, NO is rapidly oxidized toNO2, which is in-

volved in the formation of ground-level ozone, acid precipitations, fine particulate matter, and

nutrient pollution, affecting human health and the environment. Four NO formation pathways

are recognized in gaseous flames: thermal (Zel’dovich), prompt (Fenimore), N2O, and NNH. The

prompt route, initiated by the reactionCH+N2 ↔ NCN+H, is responsible for the rapid production

of NO within the front of hydrocarbon flames. A strong correlation exists between the maximum

concentration of the methylidyne radical,[CH]peak, and the formation of NO in the flame front

region.

This work presents absolute measurements of[CH]peak taken in atmospheric-pressure, pre-

mixed, stagnation flames of methane, ethane, propane, andn-butane. One-dimensional (1D) CH

fluorescence profiles are extracted from 2D Planar Laser-Induced Fluorescence (PLIF) measure-

ments made quantitative through normalization by the Rayleigh scattering signal of nitrogen. For

all fuels, the CH-LIF signal is maximized at an equivalence ratio of 1.2, and decreases monoton-

ically for leaner and richer mixtures. The consistency of this behaviour for all fuels suggests that

CH formation is determined by fuel-independent elementaryreactions.

Axial velocity profiles are measured by Particle Tracking Velocimetry (PTV) and, along with

mixture composition and temperature measurements, provide the required boundary conditions

for quasi-one-dimensional flame simulations. A purposely developed, time-resolved, four-level

LIF model considering rotational energy transfer in the ground and electronically excited states is

used to convert the modelled CH concentration profiles into units compatible with the quantitative

CH-LIF measurements.

Large variations in the CH concentrations predicted by fourthermochemical mechanisms are

observed for all fuels and equivalence ratios considered. Adetailed study of the mechanisms,

through reaction pathway and sensitivity analyses, shows that the principal reactions impacting CH

formation are: a) involved in the CH formation route (CH3 → CH∗
2 → CH2 → CH), b) bypass and

remove carbon atoms from the CH formation route, or c) affectthe pool of reaction partners in the

aforementioned reactions. The order of magnitude variability in the model predictions is caused

by significant disagreements among the mechanisms in terms of rate coefficients and reactions

included in these pathways.

As observed previously, the thermochemical mechanisms overestimate the decline of[CH]peak
as the stoichiometry is shifted to lean mixtures. To identify the source of this behaviour, an op-

timization procedure is applied to the San Diego mechanism.The pre-exponential factor of nine
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elementary reactions interacting with the CH formation route is adjusted to yield two separate ther-

mochemical mechanisms that agree, within uncertainty, with the experimental data. These models

will enable accurate predictions of prompt-NO formation over a wide range of equivalence ratios.
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Résumé
Le monoxyde d’azote (NO) est un polluant primaire formé par l’oxydation de l’azote lors de la

combustion de carburants avec l’air. Dans l’atmosphère, lemonoxyde d’azote est rapidement

oxydé en dioxyde d’azote (NO2) qui est impliqué dans la formation d’ozone troposphérique, de

précipitations acides, de particules fines et de pollution azotée des eaux de surface. Ces différents

types de pollution ont des impacts majeurs sur la santé humaine et l’environnement. Quatre prin-

cipaux mécanismes chimiques participent à la formation deNO dans les flammes de carburants

gazeux. La réactionCH + N2 ↔ NCN + H enclenche le mécanisme de Fenimore (prompt) qui

entraîne la formation rapide de NO au travers du front des flammes d’hydrocarbures. Une forte

corrélation existe entre la concentration maximale du radical libre CH (méthylidyne,[CH]peak)

dans le front de flamme et la quantité de monoxyde d’azote formée par le mécanisme de Fenimore.

Cette thèse présente des mesures quantitatives de[CH]peak prises dans des flammes prémélan-

gées de méthane, d’éthane, de propane, et den-butane à pression atmosphérique. Des profils

unidimensionnels d’intensité de fluorescence du CH sont extraits de mesures bidimensionnelles

obtenues par Fluorescence Induite par Laser (2D-FIL). La calibration du système optique, néces-

saire afin de rendre les mesures quantitatives, est réaliséeà partir du signal de diffusion de Rayleigh

d’un écoulement d’azote pur. Pour tous les alcanes, le signal de fluorescence du CH atteint son

maximum à une richesse de 1.2, et décroit pour des mélanges plus riches ou pauvres en carburant.

Une variation similaire du signal de fluorescence avec la richesse du mélange est observée pour

tous les alcanes suggérant que la formation de méthylidyne est déterminée par un ensemble limité

et commun de réactions élémentaires qui ne dépendent pas du type de carburant.

Des profils unidimensionnels de vitesse d’écoulement sont obtenus par vélocimétrie par suivi

de particules qui, conjointement avec les mesures de températures et de débits d’air et de carburant,

fournissent toutes les conditions limites nécessaires auxsimulations de flammes à une dimension.

Dans le cadre de cette recherche, un modèle numérique de FIL transitoire à quatre niveaux, qui

inclut le transfert d’énergie rotationnelle dans les étatsfondamental et excité électroniquement, a

été développé et permet de convertir les profils de concentrations de méthylidyne prédits par les

simulations de flammes en unités compatibles avec les résultats expérimentaux.

D’importantes variations entre les prédictions de quatre modèles de cinétique chimique sont

observées pour tous les carburants et toutes les richesses étudiés. Une étude détaillée des modèles

faite à l’aide d’analyses de sensibilité et des routes chimiques démontre que les principales réac-

tions causant cette importante disparité entre les modèlessont impliquées dans le mécanisme de

formation du CH (CH3 → CH∗
2 → CH2 → CH), injectent ou retirent des atomes de carbone du

mécanisme de formation du CH, ou interfèrent avec les espèces chimiques qui sont impliquées
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dans les réactions mentionnées précédemment. Les variations dans les prédictions de[CH]peak,

qui s’échelonnent sur plus d’un ordre de grandeur, sont causées par des différences importantes

en termes de vitesses de réaction et des réactions incluses dans ces mécanismes. Tel qu’observé

précédemment, les modèles de cinétique chimique prédisentune décroissance trop rapide de la

concentration de méthylidyne au fur et à mesure que la richesse du mélange est réduite en deçà

de 1.2. Pour identifier la cause de ce comportement, une procédure d’optimisation est appliquée

au modèle de l’Université de San Diego. Le facteur pré-exponentiel de neuf réactions chimiques

élémentaires, qui interagissent avec le mécanisme de formation du CH, est ajusté à l’intérieur de

plages d’optimisation minutieusement sélectionnées. Au final, deux modèles de cinétique chi-

mique qui prédisent de façon juste, c’est-à-dire à l’intérieur de l’incertitude expérimentale, la

concentration maximale de méthylidyne sont obtenus. Ces derniers permettront de décrire avec

justesse la formation de monoxyde d’azote par le mécanisme de Fenimore, et ce, pour une large

plage de richesses et de carburants.
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Contribution of author
Since its inception, a significant component of the researchprogram of the Alternative Fuels

Laboratory is the experimental determination of the reactivity and nitric oxide (NO) production

of premixed, stagnation, laminar flames. Three laser-baseddiagnostic techniques are commonly

used in the laboratory: 1) one-dimensional (1D), NO Laser-Induced Fluorescence (LIF); 2) two-

dimensional (2D), CH-LIF; and 3) Particle Tracking Velocimetry (PTV). The NO-LIF technique

initiated by G. Chung [Ca.1] was subsequently refined and extended to perform temperature profile

measurements by J.D. Munzar and G.M.G. Watson [Ca.2, Ca.3].G.M.G. Watson and I, we im-

plemented the CH-LIF method in the laboratory (see section 2.3), and I developed the LIF model

required to translate the output of flame simulations in units compatible with the experimental

data, as well as verified the underlying assumptions and assessed the uncertainty in the LIF signal

predicted by the model (see chapter 3). Originally (see for example [Ca.2, Ca.3]), flame speeds

were extracted from 2D velocity fields measured using Particle Image Velocimetry (PIV), but the

method was eventually replaced by the PTV technique (see section 2.2). With the exception of the

laser, the experimental configuration of both methods is identical. With regards to the processing

of the data, only a rudimentary program to extract the location of the particles on the PTV images

was inherited from the work of L. Benezech, J.M. Bergthorsonand P. Dimotakis at the California

Institute of Technology. No program was provided to convertthe position of the particles into

velocity fields. To ease and accelerate the processing of thePTV images, I developed a series of

user-interfaced programs, which reduced by more than one order of magnitude the time required to

translate the information contained in the raw images into velocity profiles (1D) or fields (2D). In

addition, I performed a complete uncertainty analysis of the method, and implemented an enhanced

mathematical scheme in comparison to [Ca.4, Ca.5] to improve the accuracy of the measurements.

The PTV method I developed, which is discussed in section 2.2, was used to measure flow velocity

fields in a series of publications [Ca.6–Ca.11].

The current thesis takes place in a larger project interested in the formation of NO in premixed

flames ofC1-C4 alkane and alcohol fuels. Partnering with G.M.G. Watson, weused the laser di-

agnostic techniques discussed above to obtain NO, CH, temperature, and axial velocity profiles,

which allowed us to benchmark existing thermochemical mechanisms, and to provide a better un-

derstanding of NO production in premixed flames. These results, reviewed in the introduction,

were presented in recent publications I co-authored with G.M.G. Watson and J.M. Bergthorson

[Ca.8, Ca.9]. For the collection of the experimental data presented herein, G.M.G. Watson and I,

we were assisted by A.C.A. Lipardi, and I post-processed theCH-LIF images to yield the exper-

imental data presented in Chapter 4. I performed the flame simulations with the help of A.C.A.
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Lipardi, and I obtained the predicted LIF signals using the CH-LIF model I assembled. I analyzed

the experimental data and benchmarked the thermochemical models by myself and, for that pur-

pose, I implemented the reaction pathway analysis described in section 2.1.2.3 and Appendix A.

This work was reported in a paper published in Combustion andFlame [Ca.7]. I also executed the

adjustment of the San Diego mechanism [Ca.12] to the experimental data (see Chapter 5) using a

method similar to [Ca.9, Ca.13], but much improved in terms of computation time and flexibility

to initial and limit values of the optimized parameters, as well as prepared the manuscript accepted

for presentation at the ASME Turbo Expo 2017 [Ca.14].

The main contributions to knowledge of this thesis, detailed in the conclusion chapter, include

1) the development of the time-resolved LIF model and the assessment of the adequacy of the

commonly made assumptions in modelling CH-LIF in the A-X electronic system; 2) a first set of

quantitative, experimental CH concentration data at atmospheric pressure for a variety of alkane

fuels and equivalence ratios; 3) a discussion on the sourcesof the order-of-magnitude variability in

CH predictions among currently available thermochemical mechanisms; 4) the identification, via

the optimization method, of the reactions requiring further attention from the combustion commu-

nity for future thermochemical models to accurately capture the sensitivity of the CH concentration

to changes in the stoichiometry of the reactant mixture; and5) optimized mechanisms properly de-

scribing CH production and enabling accurate predictions of prompt-NO formation.

In the conclusion remarks, the significant contribution of the AFL in understanding NO for-

mation in atmospheric-pressure flames is reviewed, and the need for experimental data at supra-

atmospheric pressures discussed. I am the designer of the high-pressure (HP) combustion facility

presented in section 6.3.1, which includes a scaled-down, jet-wall burner optimized for HP oper-

ation and a vessel. I improved and validated the method used in the past by members of the AFL

to design the interior contour of the inner nozzle of the burner [Ca.15], used Computational Fluid

Dynamics (CFD) and computer-aided design tools to create the other components, and assembled

the burner. Continuing on the preliminary work of an honour thesis student I supervised, G. Costa

Del Pozo, I laid out the final concept of the vessel, performedthe stress analyses to determine

the dimensions of all components, prepared the technical drawings, found and ordered the raw

stainless steel pieces of very peculiar grades and, with thehelp of A.C.A. Lipardi, I assembled

and hydro-statically tested the enclosure for safe operation. I installed the jet-wall burner in the

vessel, coupled the flow delivery and control systems, and integrated the laser diagnostics to the

apparatus. Numerous, important equipment failures in the laboratory significantly delayed the HP

research program. However, as witnessed from the preliminary results presented in section 6.3.1,

this rig will yield important flame reactivity and NO concentration measurements at gas turbine

relevant pressures in the years to come.
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Other contributions

As a senior student in the AFL, I assisted A.C.A. Lipardi in his experimental assessment of the

effects of exhaust gas addition to the reactant mixture of lean, premixed flames on the forma-

tion of nitric oxide. In this context, I implemented a new setof collection optics to improve the

signal-to-noise ratio of the NO-LIF measurements, supervised the experiments, mentored the post-

processing and analysis of the data, and reviewed the manuscript [Ca.10].

Over the last years, I was also involved in a collaborative project between the AFL and the

Plasma Processing Laboratory of Prof. Sylvain Coulombe studying Plasma-Assisted Combus-

tion (PAC) and Plasma-Assisted Fuel Reforming (PAFR). Preliminary PAC results, suggesting an

increase in the reactivity of premixed laminar flames under the direct influence of non-thermal

plasma discharges, were reported in [Ca.16]. A feasibilitystudy was also presented at the ASME

Turbo Expo 2016 demonstrating the potential of PAFR to increase and control the reactivity of

flames at gas turbine relevant conditions through reformation of methane and/or biogas to syngas

[Ca.17].

Authored and co-authored publications

[Ca.6] J.D. Munzar, A. Zia, P. Versailles, R. Jiménez, B. Akih-Kumgeh, and J.M. Bergthorson.

“Comparison of laminar flame speeds, extinction strain rates and vapour pressures of Jet

A-1/HRJ biojet fuel blends”. In:Proc. ASME Turbo Expo 2014. Paper GT2014-25951.

Düsseldorf, Germany, 2014.

[Ca.7] P. Versailles, G.M.G. Watson, A.C.A. Lipardi, and J.M. Bergthorson. “Quantitative CH

measurements in atmospheric-pressure, premixed flames ofC1-C4 alkanes”. In:Com-

bust. Flame165 (2016), pp. 109–124.

[Ca.8] G.M.G. Watson, P. Versailles, and J.M. Bergthorson.“NO formation in rich premixed

flames ofC1-C4 alkanes and alcohols”. In:Proc. Combust. Inst.36.31 (2017), pp. 627–

635.

[Ca.9] G.M.G. Watson, P. Versailles, and J.M. Bergthorson.“NO Formation in premixed flames

of C1-C3 alkanes and alcohols”. In:Combust. Flame169 (2016), pp. 242–260.

[Ca.10] A.C.A Lipardi, P. Versailles, G.M.G. Watson, G. Bourque, and J.M. Bergthorson. “Ex-

perimental and numerical study onNOx formation in CH4-air mixtures diluted with

exhaust gas components”. In:Combust. Flame179 (2017), pp. 325–337.

viii



[Ca.14] P. Versailles, G.M.G Watson, A. Durocher, G. Bourque, and J.M. Bergthorson. “Thermo-

chemical mechanism optimization for accurate predictionsof CH concentrations in pre-

mixed flames ofC1-C3 alkane fuels”. In:Proc. ASME Turbo Expo 2017. Paper GT2017-

64995. Charlotte, USA, 2017.

[Ca.15] P. Versailles and J.M. Bergthorson. “Optimized laminar axisymmetrical nozzle design

using a numerically-validated Thwaites method”. In:J. Fluids Eng.134.10 (2012).

[Ca.16] M.D.G. Evans, P. Versailles, F.P. Sainct, J.M. Bergthorson, and S. Coulombe. “Increased

flame reactivity of a lean premixed flame through the use of a custom-built high-voltage

pulsed plasma source”. In:IEEE Trans. Plasma Sci.42.10 (2014), pp. 2844–2845.

[Ca.17] P.D.G. Maqueo, P. Versailles, G. Bourque, and J.M. Bergthorson. “A numerical study on

the reactivity of biogas/reformed gas/air and methane/reformed gas/air mixtures at gas

turbine relevant conditions”. In:Proc. ASME Turbo Expo 2016. Paper GT2016-56655.

Seoul, Korea, 2016, pp. 1–9.

Other, non-authored publications

[Ca.1] G.A. Chung, B. Akih-Kumgeh, G.M.G. Watson, and J.M. Bergthorson. “NOx formation

and flame velocity profiles ofiso- andn- isomers of butane and butanol”. In:Proc.

Combust. Inst.34.1 (2012), pp. 831–838.

[Ca.2] G.M.G. Watson, J.D. Munzar, and J.M. Bergthorson. “Diagnostics and modeling of stag-

nation flames for the validation of thermochemical combustion models for NOx predic-

tions”. In: Energy Fuels27 (2013), pp. 7031–7043.

[Ca.3] G.M.G. Watson, J.D. Munzar, and J.M. Bergthorson. “NO formation in model syngas

and biogas blends”. In:Fuel 124 (2014), pp. 113–124.

[Ca.4] L. Benezech. “Premixed hydrocarbon stagnation flames: Experiments and simulations to

validate combustion chemical-kinetic models”. Engineer’s Thesis. California Institute of

Technology, 2008.

[Ca.5] L. Benezech, J.M. Bergthorson, and P. Dimotakis. “Premixed laminar C3H8- and C3H6-

air stagnation flames: Experiments and simulations with detailed kinetic models”. In:

Proc. Combust. Inst.32.1 (2009), pp. 1301–1309.

[Ca.11] S.D. Salusbury and J.M. Bergthorson. “Maximum stretched flame speeds of laminar

premixed counter-flow flames at variable Lewis number”. In:Combust. Flame162.9

(2015), pp. 3324–3332.

ix



[Ca.12] University of California at San Diego.“Chemical-Kinetic Mechanisms for Combustion

Applications”, San Diego Mechanism web page, Mechanical and Aerospace Engineer-

ing (Combustion Research). http://combustion.ucsd.edu. 2005.

[Ca.13] M. Frenklach, H. Wang, and M.J. Rabinowitz. “Optimization and analysis of large chem-

ical kinetic mechanisms using the solution mapping method -combustion of methane”.

In: Prog. Energy Combust. Sci.18 (1992), pp. 47–73.

x



Contents

Abstract i

Résumé iii

Acknowledgements v

Contribution of author vi

1 Introduction 1
1.1 Energy demand, production, and climate change . . . . . . . .. . . . . . . . . . . 1
1.2 Atmospheric chemistry of nitrogen oxides and their effects on human health and

the environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 NO formation in flames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 6

1.3.1 Thermal (Zel’dovich) formation pathway . . . . . . . . . . .. . . . . . . 6
1.3.2 Prompt (Fenimore) formation route . . . . . . . . . . . . . . . .. . . . . 7

1.4 CH formation in flames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 12
1.5 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .14

2 Methodology 16
2.1 Jet-wall stagnation burner . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . 16

2.1.1 Experimental configuration . . . . . . . . . . . . . . . . . . . . . .. . . . 16
2.1.2 Stagnation flame modelling . . . . . . . . . . . . . . . . . . . . . . .. . 17

2.1.2.1 Quasi-one-dimensional, stagnation flame model . . .. . . . . . 17
2.1.2.2 Thermochemical mechanisms . . . . . . . . . . . . . . . . . . . 18
2.1.2.3 Reaction pathway analysis . . . . . . . . . . . . . . . . . . . . 20

2.2 Particle tracking velocimetry . . . . . . . . . . . . . . . . . . . . .. . . . . . . . 20
2.2.1 Experimental implementation . . . . . . . . . . . . . . . . . . . .. . . . 21
2.2.2 Image processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .22
2.2.3 Boundary conditions and uncertainties . . . . . . . . . . . .. . . . . . . . 25

2.2.3.1 Axial velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.3.2 Axial velocity gradient . . . . . . . . . . . . . . . . . . . . . . 29

2.3 Two-dimensional, planar CH laser-induced fluorescence. . . . . . . . . . . . . . 32

3 Laser-induced fluorescence modelling 39
3.1 Laser-induced fluorescence models . . . . . . . . . . . . . . . . . .. . . . . . . . 40

3.1.1 Four-level LIF model . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 40

xi



3.1.2 Two-level LIF models . . . . . . . . . . . . . . . . . . . . . . . . . . . .47
3.1.2.1 Model with frozen rotational energy transfer . . . . .. . . . . . 48
3.1.2.2 Model with infinitely fast rotational energy transfer . . . . . . . 49
3.1.2.3 Model assuming weak laser irradiation (linear LIF regime) . . . 50

3.2 Adequacy of the principal assumptions invoked in the development of LIF models . 50
3.2.1 Steady-state assumption . . . . . . . . . . . . . . . . . . . . . . . .. . . 50
3.2.2 Negligible impact of rotational energy transfer on the LIF process . . . . . 53
3.2.3 Impact of laser temporal energy profile . . . . . . . . . . . . .. . . . . . 56
3.2.4 Interactions of the flame chemistry with the LIF system. . . . . . . . . . . 59

3.2.4.1 Replenishment of the ground energy level by chemical reactions 59
3.2.4.2 Interactions of the electronically excited state with the flame

chemistry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.3 LIF signal prediction using the time-resolved, four-level LIF model . . . . . . . . 72
3.4 Uncertainty analysis of the time-resolved, four-levelLIF model . . . . . . . . . . . 75

4 Experimental results and comparison to flame simulations 80
4.1 Methylidyne concentration measurements . . . . . . . . . . . .. . . . . . . . . . 80
4.2 Analysis of variability in predictive performance of the thermochemical mechanisms 85
4.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .92

5 Thermochemical model adjustment for accurate stoichiometric trend of [CH]peak 94
5.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .94

5.1.1 Identification of the active parameters . . . . . . . . . . . .. . . . . . . . 95
5.1.2 Bounds on the value of the active parameters . . . . . . . . .. . . . . . . 99
5.1.3 Experimental optimization targets . . . . . . . . . . . . . . .. . . . . . . 106
5.1.4 Optimization algorithm . . . . . . . . . . . . . . . . . . . . . . . . .. . . 107

5.2 Comparison of the optimized mechanisms to the experimental data . . . . . . . . . 108
5.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .114

6 Conclusion 116
6.1 Synopsis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .116
6.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 118
6.3 Future research directions . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . 120

6.3.1 Experimental study of NO formation at high-pressure conditions . . . . . . 120

A Reaction pathway analysis 125
A.1 Mathematical formulation . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . 125
A.2 Implementation of the RPA method in a computer program . .. . . . . . . . . . . 128

A.2.1 Automated determination ofnl(e, s1, s2) . . . . . . . . . . . . . . . . . . . 130
A.2.1.1 Ambiguous reactions . . . . . . . . . . . . . . . . . . . . . . . 131

A.3 Example of a reaction pathway analysis . . . . . . . . . . . . . . .. . . . . . . . 138

xii



B Analytical solution of the time-resolved, four-level LIF model 140
B.1 Analytical solution during laser irradiation . . . . . . . .. . . . . . . . . . . . . . 140
B.2 Analytical solution following laser irradiation . . . . .. . . . . . . . . . . . . . . 142

C Adequacy of two-level, steady-state LIF models in the linear regime 146

D Analysis of [CH]peak predictions variability (continued) 149
D.1 Reactions involvingCH∗

2 andCH2 . . . . . . . . . . . . . . . . . . . . . . . . . . 149
D.2 Reactions in theCO toCO2 path . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
D.3 Reactions in theH2/O2 sub-mechanism . . . . . . . . . . . . . . . . . . . . . . . 153

E Effect of the uncertain thermodynamic properties on the[CH]peak predictions 157

F Experimental boundary conditions 160

G CH concentration target data 162

Bibliography 164

xiii



List of Figures

1.1 Experimental NO-LIF profile for a stoichiometric, stagnation, premixed methane-
air flame superimposed with simulated, 1D NO-LIF profiles . . .. . . . . . . . . 8

1.2 Experimental particle velocity,uFD, and NO-LIF and CH-LIF profiles for a rich
(φ = 1.3), stagnation, premixed methane-air flame superimposed with simulated,
one-dimensional profiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 10

1.3 Experimentally determined, maximum concentration of CH, and concentration of
NO obtained 4 mm upstream of the stagnation surface, for all isomers of C1-C4

alkanes and alcohols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .10
1.4 NO concentration in the post-flame region vs. peak CH concentration in the flame

front, and NO concentration in the post-flame region vs. peakCH concentration in
the flame front scaled by the residence time within the CH layer . . . . . . . . . . 11

2.1 Jet-wall, stagnation flame burner . . . . . . . . . . . . . . . . . . .. . . . . . . . 17
2.2 uFD(z) andduFD(z)/dz for a stoichiometric, ethane-air flame . . . . . . . . . . . 18
2.3 Integration of the PTV diagnostic technique around the jet-wall burner. . . . . . . . 21
2.4 PTV image obtained in a cold, non-reacting flow . . . . . . . . .. . . . . . . . . 22
2.5 PTV calibration target . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . 24
2.6 Integration of the CH-PLIF diagnostic technique aroundthe jet-wall burner . . . . 33
2.7 CH excitation spectra obtained with a laser spectral resolution of 0.00412 nm in a

rich,φ = 1.3, methane-air flame . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.8 Absorption spectrum of CH at 1800 K assuming a thermalized Boltzmann pop-

ulation distribution and accounting for Doppler and collisional line-broadening,
superimposed with the laser line profile . . . . . . . . . . . . . . . . .. . . . . . 35

2.9 On-resonance PLIF, off-resonance PLIF, net (on− off-resonance) PLIF, and re-
sulting 1D CH-LIF profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .35

3.1 Four-level LIF model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 41
3.2 Potential energy curves for the first five electronic energy levels of CH . . . . . . . 41
3.3 Two-level LIF model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 48
3.4 Predicted populations by the four-level LIF model at thelocation of maximum CH

concentration in a freely propagating, stoichiometric, premixed flame of methane
and air simulated with the SD mechanism . . . . . . . . . . . . . . . . . .. . . . 51

3.5 Electronically excited state populations as a functionof time for absorption rate
constants,b12, of 1 · 106 s−1 and8.21 · 107 s−1 . . . . . . . . . . . . . . . . . . . . 54

xiv



3.6 Number of emitted photons per unit volume as a function ofthe rate constant of
absorption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.7 Temporal variation in the rate constant of absorption . .. . . . . . . . . . . . . . 57
3.8 Electronically excited state populations predicted bythe time-resolved, four-level

LIF model for three laser pulse temporal shapes: boxcar, Gaussian, and half-
normal distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 58

3.9 Net rate of production, rates of production and consumption of methylidyne, and
temperature in a freely propagating, laminar, premixedCH4-air flame at stoichio-
metric conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .61

3.10 Predicted populations by the four-level LIF model isolated from the flame chem-
istry, and supplemented with chemical reactions interacting with the ground elec-
tronic state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.11 Net rate of production, rates of production and consumption of electronically ex-
cited methylidyne, and temperature in a freely propagating, laminar, premixed
CH4-air flame at stoichiometric conditions . . . . . . . . . . . . . . . . .. . . . . 67

3.12 Predicted populations by the four-level LIF model isolated from the flame chem-
istry, and supplemented with chemical reactions interacting with the ground and
electronically excited states . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . 71

3.13 Absolute and normalized axial profiles of LIF-to-Rayleigh ratio for φ = 0.8 n-
butane,φ = 1.0 methane, andφ = 1.3 ethane stagnation flames simulated with the
USC and SD mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.14 Logarithmic sensitivity to the experiment-independent model parameters. . . . . . 76
3.15 Logarithmic sensitivity to the experiment-dependentmodel parameters. . . . . . . 76
3.16 Uncertainty of the experiment-independent model parameters. . . . . . . . . . . . 78
3.17 Systematic uncertainty of the experiment-dependent parameters. . . . . . . . . . . 78
3.18 Relative frequency ofSLIF/SR, and cumulative distribution function,f , obtained

with the Monte-Carlo analysis . . . . . . . . . . . . . . . . . . . . . . . . .. . . 79

4.1 Measured and simulated values of maximumSLIF/SR for methane, ethane, propane,
andn-butane flames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.2 NumericalSLIF/SR normalized by the experimental value for methane, ethane,
propane, andn-butane flames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.3 Measured and simulated CH profile thickness,δCH, for methane, ethane, propane,
andn-butane flames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.4 Simplified RPA diagram for a stoichiometric, unstrained, adiabatic, freely propa-
gating methane-air flame. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 86

4.5 R(C, s1, s2), and
#reactions∑

i=1

L.S.(XCH,peak, i) for the RPA diagram shown in Figure

4.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.6 Normalized net reaction rate and specific rate of the mainreactions producing CH,

and rate of CH consumption normalized to unity and normalized by the CH con-
centration profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .89

xv



4.7 Normalized net reaction rate and specific rate of the principal reactions consuming
the methyl radical . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .91

5.1 Logarithmic sensitivity of the maximum CH mole fractionto the specific rate of
individual reactions,L.S. (XCH,peak, i) . . . . . . . . . . . . . . . . . . . . . . . . 97

5.2 Product ofL.S. (XCH,peak, i) with ∆ki/ki . . . . . . . . . . . . . . . . . . . . . . . 98
5.3 qnet andk(T ) of the reactionCH+O2 ↔ products . . . . . . . . . . . . . . . . . 101
5.4 qnet andk(T ) of the reactionCH2 +OH ↔ CH+ H2O . . . . . . . . . . . . . . . 101
5.5 qnet andk(T ) of the reactionCH2 +H ↔ CH + H2 . . . . . . . . . . . . . . . . . 103
5.6 qnet andk(T ) of the reactionH+ CH3 (+M) ↔ CH4 (+M) . . . . . . . . . . . . 103
5.7 qnet andk(T ) of the reactionCH3 +OH ↔ CH∗

2 +H2O . . . . . . . . . . . . . . 104
5.8 qnet andk(T ) of the reactionCH+ H2O ↔ CH2O+H . . . . . . . . . . . . . . . 104
5.9 Normalized net reaction rate of the reactionCH2 + O2 ↔ CO + OH + H, and

specific rate of the reactionCH2 +O2 → products . . . . . . . . . . . . . . . . . 106
5.10 qnet andk(T ) of the reactionCH2CO+O ↔ CH2 + CO2 . . . . . . . . . . . . . 106
5.11 Measured and simulated values ofSLIF/SR and δCH for methane, ethane, and

propane premixed flames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .111
5.12 NumericalSLIF/SR normalized by the experimental value for methane, ethane,

and propane flames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

6.1 Computer-aided design model of the apparatus, and jet-wall, stagnation flame
burner optimized for high-pressure operation . . . . . . . . . . .. . . . . . . . . 123

6.2 High-pressure combustion apparatus surrounded by all the necessary equipment
for its operation and laser-based diagnostics . . . . . . . . . . .. . . . . . . . . . 124

6.3 Sample images of methane-air premixed flames atP = 4 atm andφ ≈ 0.80;
P = 5 atm andφ ≈ 0.76; P = 6 atm andφ ≈ 0.73; andP = 7 atm andφ ≈ 0.73 124

A.1 Control volumes for the reaction pathway analysis of freely propagating, premixed
flames, and premixed stagnation flames . . . . . . . . . . . . . . . . . . .. . . . 127

A.2 Graphical representation of the reaction HCO + CH3 ↔ CO + CH4 . . . . . . . . . 133
A.3 Graphical representation of the reaction CH3 + CH3OH↔ CH2OH + CH4 . . . . . 134
A.4 Graphical representation of the reaction CH3 + C2H4 ↔ C2H3 + CH4 . . . . . . . 135
A.5 Graphical representation of the reaction C2H4 + C2H4 ↔ C2H3 + C2H5 . . . . . . 137
A.6 Reaction pathway diagram tracking the flux of carbon atoms through a freely prop-

agating, adiabatic, premixed CH4-air flame simulated with the San Diego mecha-
nism (version 2005) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .139

C.1 Excited-state population,N2, for an absorption rate,b12, of 1 · 106 s−1 (linear LIF
regime), computed with the two-level, LIF model withRkakb/Q21 = 0 . . . . . . . . 148

D.1 Normalized net reaction rate and specific rate of the mainreactions producingCH2,
and rate ofCH∗

2 consumption normalized to unity and normalized by theCH∗
2

concentration profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 150

xvi



D.2 Rate ofCH2 consumption normalized to unity, and normalized by theCH2 con-
centration profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .151

D.3 Normalized net reaction rate and specific rate of the reactionCO+OH ↔ CO2 +H153
D.4 Logarithmic sensitivity of the maximum CH concentration to the specific rate of

H2/O2 reactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
D.5 Specific rate of individualH2/O2 reactions . . . . . . . . . . . . . . . . . . . . . 155
D.6 Difference in the specific rate relative to the average value vs.L.S.(XCH,peak, i). . . 156

E.1 Logarithmic sensitivity of the maximum CH mole fractionto the heat of formation
of individual species,L.S. (XCH,peak, k) . . . . . . . . . . . . . . . . . . . . . . . 158

E.2 Product ofL.S. (XCH,peak, k) with ∆h̄◦

k/h̄◦

k . . . . . . . . . . . . . . . . . . . . . . . 159

xvii



List of Tables

1.1 Summary of CH formation data in laboratory flames. . . . . . .. . . . . . . . . . 13

3.1 Time-resolved, four-level LIF model parameters. . . . . .. . . . . . . . . . . . . 46
3.2 Methylidyne electronic energy levels and properties, along with the equilibrium

particle distribution calculated atT = 1850 K . . . . . . . . . . . . . . . . . . . . 47
3.3 Elementary reactions reported in the literature to produce CH∗ along with their

Arrhenius rate coefficients and specific rate evaluated at 1850 K . . . . . . . . . . 65
3.4 Elementary reactions and corresponding Arrhenius ratecoefficients added to the

San Diego mechanism to predict[CH∗] . . . . . . . . . . . . . . . . . . . . . . . 66
3.5 Mole fraction, number density, and rate of production ofCH∗, predicted by the

four sub-mechanisms at the location of maximum CH mole fraction . . . . . . . . 67
3.6 Comparison of the overall production rates ofC2H andC2 to the backward rate of

the reactions 3.26, 3.27, and 3.28, magnified by a factor of 100 . . . . . . . . . . . 69

4.1 Logarithmic sensitivities, multiplied by103, of the principal reactions consuming
CH. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.1 Experimental optimization targets . . . . . . . . . . . . . . . . .. . . . . . . . . 107
5.2 Lower and upper optimization bounds . . . . . . . . . . . . . . . . .. . . . . . . 109
5.3 Rate coefficients corresponding to thefi,orig set of multipliers . . . . . . . . . . . . 109
5.4 Rate coefficients corresponding to thefi,inv set of multipliers . . . . . . . . . . . . 110

A.1 Representation ofnl(e, s1, s2) in matrix form for the arbitrary reactionr1 + r2 ↔
p1 + p2 + p3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

A.2 nl(O, ri, pj) for the reaction H + O2 ↔ OH + O . . . . . . . . . . . . . . . . . . . 132
A.3 nl(C, ri, pj) for the reaction HCO + CH3 ↔ CO + CH4 . . . . . . . . . . . . . . . 133
A.4 ∆N(ri, pj) for the reaction HCO + CH3 ↔ CO + CH4. . . . . . . . . . . . . . . . 133
A.5 nl(C, ri, pj) for the reaction CH3 + CH3OH ↔ CH2OH + CH4 . . . . . . . . . . . 135
A.6 nl(O, ri, pj) for the reaction CH3 + CH3OH↔ CH2OH + CH4. . . . . . . . . . . . 135
A.7 ∆W (ri, pj) for the reaction CH3 + C2H4 ↔ C2H3 + CH4. . . . . . . . . . . . . . . 135
A.8 nl(C, ri, pj) for the reaction CH3 + C2H4 ↔ C2H3 + CH4 . . . . . . . . . . . . . . 136
A.9 nl(C, ri, pj) for the reaction C2H4 + C2H4 ↔ C2H3 + C2H5. . . . . . . . . . . . . 137
A.10 Simplifiednl(C, ri, pj) matrix for the reaction C2H4 + C2H4 ↔ C2H3 + C2H5. . . . 137

xviii



D.1 Logarithmic sensitivities, multiplied by103, of the principal reactions consuming
CH∗

2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
D.2 Logarithmic sensitivities, multiplied by103, of the principal reactions consuming

CH2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

F.1 Experimentally determined boundary conditions for stagnation flame simulations. . 161

G.1 Measured, maximum values ofSLIF/SR . . . . . . . . . . . . . . . . . . . . . . . 162
G.2 Estimated maximum mole fraction of methylidyne in premixed flames ofC1-C4

alkanes in parts per million. . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 163
G.3 Estimated maximum number density of methylidyne in premixed flames ofC1-C4

alkanes in mol/m3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

xix



Nomenclature

2γCH−i Collisional broadening parameter cm−1/atm

A Pre-exponential factor [cm3, mol, s]

A2i1j Einstein rate constant of spontaneous emission from the2i to the

1j states

s−1

AB Cross-sectional area of the laser sheet m2

b12 Rate constant of photon absorption s−1

b21 Rate constant of stimulated emission s−1

B12 Einstein absorption coefficient m2/ (J · s)
B21 Einstein stimulated emission coefficient m2/ (J · s)
c Speed of light cm/s

C Spatial calibration coefficient m/pixel

Copt Optical collection constant count/photon

dp Diameter of the particulate matter µm

Ea Activation energy cal/mol

EB Average laser energy per pulse J

Edup/dz Error ondup/dz induced by the finite difference scheme s−1

Eup,i
Error onup (zi, ri) induced by the finite difference scheme m/s

Evp,i Error onvp (zi, ri) induced by the finite difference scheme m/s

f Laser repetition rate Hz

fLIF Number of photons emitted via fluorescence per unit volume and

solid angle

photon/ (sr ·m3)

fR Number of Rayleigh scattered photons per unit volume and solid

angle

photon/ (sr ·m3)

g(ν) Spectral shape of the absorption line normalized to unity s

h̄◦
j Heat of formation at constant pressure J/mol

hν Energy of a photon J

I Irradiance W/m2

Ipixel Pixel intensity count

Isat Saturation irradiance W/m2

Iν Spectral irradiance W/(cm2cm−1)

xx



k Specific rate [cm3, mol, s]

kB Boltzmann constant J/K

lR Reaction zone thickness m
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Chapter 1

Introduction

1.1 Energy demand, production, and climate change

The development of modern societies is supported by the consumption of energy; the world yearly

energy use is expected to reach 860 exajoules by 2040, a rise of 48% in comparison to 2012

mostly induced by the economic growth in emerging countries[1]. Fossil fuels are forecasted to

remain the primary source of energy, fulfilling 78% of the demand in 2040, and raising the annual

energy-related emissions ofCO2 in the atmosphere to 43 billion metric tons. This will resultin

the cumulative emission of ~1100 gigatons of carbon dioxide(GtCO2) over the period 2012-2040,

essentially wasting the remaining budget of ~1000GtCO2 to prevent a global warming of more

than 2°C above the pre-industrial level1 [2]. The transition to low-carbon energy sources must

be significantly more rapid than the predicted 2.6% yearly averaged growth in renewable energy

production over the period 2012-2040 [1].

Energy is available from a variety of renewable sources including solar, wind, water, and

geothermal. Numerous technologies exist, such as concentrated solar power plants, photovoltaic

panels, wind turbines, hydropower plants, wave devices, tidal turbines, geothermal plants, etc.,

that can produce carbon-free energy in sufficient quantities to fulfil the global demand using only

a fraction (1%) of the available land [3, 4]. However, many ofthese renewable sources are inter-

mittent, which implies that the energy must be harvested when available, efficiently stored, and

redistributed as needed [5–7]. At the moment, storage of renewable energy in convenient energy

carriers for global market exchange, at sufficiently high energy and power densities, remains a

challenge [6, 8]. Among the solutions is the conversion of renewable energy into chemical energy

that can be restored through combustion of the energy carriers. Examples are 1) the growth of

1In its most recent report, the Intergovernmental Panel on Climate Change (IPCC) mentions a limit on the an-
thropogenic carbon dioxide emissions, based on various modelling results, of 2900GtCO2 cumulated since 1870
to restrict the global warming to 2°C in comparison to the period 1861-1880, with a probability> 66%. In 2011,
approximately 1900GtCO2 had already been emitted, yielding a remaining budget of ~1000GtCO2 [2].

1
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biomass, such as crops and algae, through photosynthesis, which can be used to synthesize biofu-

els (biogas, syngas, alcohols and other oxygenated biofuels, and synthetic hydrocarbons) [9, 10];

2) the use of renewable energy to recycle metal oxides into metal powders to be used as fuels [5,

8]; and 3) the production of so-called “solar fuels” using the sunlight, or the electricity produced

from it, to a) split water and carbon dioxide inH2 andCO that can be used as is and to synthesize

hydrocarbons, or to b) thermally decompose fossil fuels into solid-phase graphite and hydrogen

fuel [7, 11, 12]. Although the optimal storage technology, or portfolio of technologies, has yet to

emerge, combustion-based energy carriers have the potential to provide comparable convenience,

and power and energy densities to conventional fossil fuels, while significantly reducing carbon

dioxide emissions.

It appears very likely that combustion will remain a primaryconversion process whether energy

production relies on renewable sources or fossil fuels. However, any technology based on the

combustion of fuels with air will result in the oxidation of nitrogen into nitrogen oxides,NOx,

which are known to have many deleterious, direct and indirect, effects on human health and the

environment. This warrants further research on the formation of NOx and their precursors.

1.2 Atmospheric chemistry of nitrogen oxides and their effects

on human health and the environment

NOx emissions, oxidation, and effects

In 2011, more than 92% of NOx emissions in the United States of America originated from

anthropogenic sources, mostly from the burning of fossil fuels in the transportation sector (57.5%)

and for electricity generation (13.5%) [13]. The principalnitrogen oxide emitted by combustion-

based applications is nitric oxide, NO [14, 15]. Once released in the atmosphere, NO is rapidly

oxidized in the presence of volatile organic compounds (VOC) to nitrogen dioxide,NO2, via the

reaction:

RO2 +NO → RO+NO2, (1.1)

where the radical R is primarily H andCH3 [16, 17]. Exposed to solar radiation, nitrogen dioxide

is photo-dissociated:

NO2 + hν → NO+O, (1.2)

producing nitric oxide and atomic oxygen. NO is recycled in reaction 1.1, thus rapidly establishing

a continuous cycle, which results in the net production of atomic oxygen without consumption of
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NOx (NO+NO2) molecules [15, 16].

Nitrogen oxides are toxic substances at sufficiently high concentrations, which are well-beyond

the levels observed in ambient air [15]. In fact, administered in small quantities, NO is widely used

in medicine as a vasodilator [18].NO2 is more harmful than NO [19], and is known to incur bron-

chitis in asthmatic children, as well as to reduce the human pulmonary function, at concentrations

currently observed in occidental cities [20]. In addition,NO2 is a “reddish-orange-brown” gas

involved in the formation of photochemical smog [21, 22]. However, the main motive for regu-

lating the emissions of nitrogen oxides is their involvement in the formation of more deleterious,

secondary pollutants as discussed below [15].

Ozone formation and effects

The oxygen atoms produced via theNOx cycle of reactions 1.1 and 1.2 react withO2 to form

ozone:

O+O2 +M → O3 +M. (1.3)

Exposition to ozone, a strong oxidizing gas, has numerous detrimental, acute and chronic, impacts

on human health. It causes bronchoconstriction rendering breathing difficult, irritates the inner

surface of the air passages, favours the development and repetition of asthma episodes, reduces

the ability of the respiratory system to defend against infections, and causes and worsens chronic

obstructive pulmonary diseases [19, 20, 23, 24]. A correlation between theO3 concentration in

ambient air with the rates of deaths and heart diseases has been observed in European countries

[20] and, in many U.S. counties, the ozone concentration reaches levels sufficient to cause respira-

tory problems [24, 25]. Furthermore, ozone affects the photosynthesis process of sensitive plants

and trees. This slows down their growth, injures vegetationand, as a consequence, impacts the

production, both the quality and yield, in the agriculturalsector [19, 24, 26]. It is also the third

most important greenhouse gas afterCO2 andCH4 [24].

Acid precipitations: NOx sinks

The principal mechanism of tropospheric NOx removal is through oxidation to nitric acid,

HNO3, and subsequent deposition as acid precipitations [16]. Inthe daytime,HNO3 is formed via

the reaction:

NO2 +OH +M → HNO3 +M. (1.4)

At night, a different mechanism ofHNO3 formation takes place because of the significantly lower

concentration of the OH radical [16, 27, 28]:

NO2 +O3 → NO3 +O2, (1.5)
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NO3 +NO2 +M → N2O5 +M, (1.6)

and,

N2O5 +H2O → 2 HNO3. (1.7)

Other reactions of the nitrate radical (NO3) with volatile organic compounds, namely aldehydes,

participate, but to a lesser extent, to the formation of nitric acid [28]:

NO3 + RH → HNO3 + R. (1.8)

Due to its high solubility with water, nitric acid contributes to the formation of acid precipi-

tations and fog [16]. Acid deposition negatively impacts the environment, namely 1) the marine

fauna through acidification of the water, and by leaching outof the soil toxic aluminum that is

transported via surface water runoff into lakes and streams[29, 30], and 2) the terrestrial flora by

removing from the ground the nutrients and minerals the plants and trees need to grow. In addition,

acid fog extracts nutrients from their leaves and needles, which impacts their ability to perform

photosynthesis [30–32]. Also, wet (HNO3 dissolved in water and falling as precipitations) and dry

(direct settling) depositions of nitric acid soil and damage buildings and historic monuments [30,

33, 34]. Furthermore, wet and dry depositions of nitrogen-containing species originating from the

oxidation of NO, such asHNO3, NO3 andNO2, are significant contributors to nutrient pollution

of coastal waters, which causes algae blooms that hurt and kill marine animals, and are harmful to

humans getting in contact with the toxic algae [35, 36].

Particulate matter

NOx are also important precursors to the formation of fine aerosols in the troposphere. The

nitric acid, formed by reactions 1.4 to 1.8, reacts with ammonia, NH3, which is emitted in the

atmosphere principally by the agricultural sector from manure, urine and fertilizers [37], to form

ammonium nitrate salt particles,NH4NO3 [27, 38, 39]. The overall composition of PM2.5, i.e.,

airborne particles with diameterdp ≤ 2.5 µm, varies geographically and throughout the year

[40]. However, during episodes of intense pollution where favourable conditions of high ammonia

and nitric acid concentrations, low ambient temperature, and high humidity are encountered [39],

most of the PM2.5 mass distribution is made of ammonium nitrate, produced in sufficiently high

concentrations to reach the “Very Unhealthy Level of Concern” of the Air Quality Index of the

United States Environmental Protection Agency [27, 38, 41]. Also, waves on the surface of oceans

and inland seas entrain sea salt (sodium chloride, NaCl) particles in the atmosphere [16]. In marine
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areas with low ammonia emissions, the principal nitrate particulate isNaNO3 (sodium nitrate)

formed through the surface reaction [28]:

HNO3 +NaCl ↔ NaNO3 +HCl. (1.9)

In addition to the particulate matter originating from nitric acid, aerosols can be generated by

the reaction ofNO3, formed primarily at night through reaction 1.5 [28, 42], with volatile organic

compounds [43]. Most of the anthropogenic VOCs are alkanes and aromatics, which do not react

readily with the nitrate radical. In contrast,NO3 is much more reactive with non-aromatic, non-

saturated hydrocarbons emitted in significant quantities by plants and trees [28, 39, 43]. The exact

chemical mechanism is complex and not fully understood, butthe reaction of anthropogenicNO3

with biogenic VOCs to form organic nitrate aerosols of the form RONO2 produces significant

concentrations of PM2.5, particularly in rural areas [28, 43].

Aerosols, particularly inhalable PM10 (dp ≤ 10 µm), are serious threats to human health as they

can penetrate and depose deep into the respiratory system, and can even enter the bloodstream if

sufficiently small [19, 20, 44, 45]. The particles not only irritate the air passages, they also absorb

toxic substances, such as heavy metals and combustion by-products (e.g., carcinogenic polycyclic

aromatic hydrocarbons), which are introduced in the respiratory system in concentrations exceed-

ing the ambient conditions [45, 46]. Exposure to very small concentrations of inhalable particles

was shown to increase the rate of lung cancer, as well as to cause acute and chronic respiratory

and cardiovascular diseases, resulting in an average lifespan reduction of 8.6 months in European

cities [19, 20, 44, 45]. PM2.5 are also an important component of photochemical smog [19, 44].

Peroxyacetyl nitrate molecules:NOx reservoirs

The principal reservoirs of NOx in the troposphere are long-travelling, peroxyacetyl nitrate

(PAN) molecules formed through the reaction [16, 47]:

CH3C(O)OO + NO2 +M ↔ CH3C(O)OONO2
︸ ︷︷ ︸

PAN

+M. (1.10)

The peroxyacetyl radical,CH3C(O)OO, is primarily formed by photolysis and oxidation reactions

of acetaldehyde (CH3CHO), acetone (CH3C(O)CH3), and methylglyoxal (CH3COCHO), directly

emitted in the atmosphere from biogenic and anthropogenic sources, or formed through oxidation

of other VOCs [47]. At low-temperatures, characteristic ofthe upper troposphere or during winter

time, the lifetime of the PAN molecules is on the order of months. This allows them to travel long

distances before to dissociate (reverse of reaction 1.10),thus spreading the deleterious impacts of
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NOx emissions on a global scale [16]. The principal effect of peroxyacetyl nitrate on humans is to

cause eye irritation [15]. However, PAN molecules are toxicto plants at concentrations as low as

5 to 10 ppb [26, 48] and, even if their concentration significantly decreased over the past decades

[49, 50], such levels of pollution are still reached in large, polluted cities [48].

1.3 NO formation in flames

Increasingly stringent regulations on nitrogen oxides emissions are being enforced by governments

because of their deleterious effects on health and the environment. A detailed discussion on the

emission standards that transportation and stationary gasturbine engines must meet is presented

in [51]. The U.S. emission standards for on- and off-road vehicles are provided by the United

States Environmental Protection Agency [52], and the Canadian regulations are aligned with the

U.S. standards [53]. In order to achieve these ever-decreasing emission targets while maintaining

or, even better, improving engine efficiency, new combustorarchitectures must be developed [54,

55]. For that effort, a deeper understanding of NOx formation is required to develop design tools

of sufficient accuracy [54, 56].

Four NO formation routes have been identified in the combustion of fuels with air: thermal

(Zel’dovich), prompt (Fenimore), N2O, and NNH [57–59]. The last two pathways are generally

of minor importance in engines [14, 57, 60, 61], and they are omitted in this introduction for the

sake of brevity. They will be concisely discussed in the concluding remarks. In addition, NOx
are formed from the fuel-bound nitrogen in solid and liquid fuels, such as coal and oil, but this

formation pathway is beyond the scope of the current dissertation.

1.3.1 Thermal (Zel’dovich) formation pathway

The thermal NO formation mechanism was initially proposed by Zel’dovich [62] and consisted of

reactions 1.11 and 1.12. The mechanism was supplemented with reaction 1.13 by Lavoie, Hey-

wood, and Keck [63]. This pathway is initiated by the reaction of atomic oxygen with the strongly

triple-bonded nitrogen molecules. The resulting nitrogenatoms readily react with molecular oxy-

gen (reaction 1.12) and the hydroxyl radical (reaction 1.13) to form additional NO molecules.

N2 +O ↔ NO+N (1.11)

N+O2 ↔ NO+O (1.12)
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N +OH ↔ NO +H (1.13)

Reaction 1.11 has a very high activation energy,Ea, in comparison to reactions 1.12 and 1.13,

which makes it the rate-limiting step of the thermal-NO formation route [57, 59]. In other words,

the rate of progress of reaction 1.11 determines the overallrate of thermal-NO formation. The

Zel’dovich route is particularly important at high temperatures (> 1800-1850 K [14, 57]), which

are required for the reactants to have enough energy to overcome the elevatedEa of reaction

1.11, and because the concentration of atomic oxygen rises rapidly with the temperature due to

dissociation [57, 59].

In a recent study, Watson, Versailles, and Bergthorson [64]measured NO concentration profiles

in axisymmetric, laminar, premixed, stagnation flames ofC1-C3 alkanes and alcohols using Laser-

Induced Fluorescence (LIF). A subset of the experimental data for a stoichiometric, methane-air

flame is shown in Figure 1.1. The slope of the NO-LIF profile2 in the post flame region non-affected

by the heat loss to the water-cooled stagnation surface (2 mm < z < 7.5 mm) is determined by

the rate of reaction 1.11 and the overall flame burning rate, which governs the residence time [64].

All the thermochemical mechanisms presented in Figure 1.1 were shown to accurately predict

the flame speed of stoichiometric, methane-air flames [64]. The discrepancies observed in the

post-flame NO-LIF profiles, among the models and against the experimental data, are then caused

by inconsistent, inaccurate descriptions of the specific rate of reaction 1.11 that appear too high

relative to the experiments. The data for syngas, biogas, and C1-C3 alkane and alcohol fuels

provided by Watson and co-workers are useful for the optimization and validation of thermal-NO

kinetic mechanisms [60, 61, 64].

1.3.2 Prompt (Fenimore) formation route

While the thermal route is generally the dominant formationmechanism in the post-flame region,

the prompt route is the source of rapid NO formation through the reaction zone of hydrocarbon

flames. It is the dominant NO formation pathway in rich, premixed flames due to the almost

complete consumption of oxygen through the flame front, which starves the thermal-NO route and

prevents NO production in the post-flame region [69]. The reaction of methylidyne with nitrogen,

CH+N2 → HCN+N, was initially proposed by Fenimore as the initiation reaction of the prompt-

NO route [70]. It was later shown that this reaction is spin-forbidden for reactants and products

2The NO-LIF signal,SNO/ (EBCopt), is a surrogate measure of NO concentration. For the low laser irradiance
used in [64], and constant temperature, pressure and numberdensity of the collisional quenchers,SNO/ (EBCopt) is
linearly proportional to the number density of NO molecules.



Chapter 1. Introduction 8

× 10
5

0 2 4 6 8 10
0

5

10

S
N

O
/ 

(E
B
C

o
p
t) 

[J

�

1
m

�

1
]

z [mm]

Flow

Flame front

FIGURE 1.1: Experimental NO-LIF profile for a stoichiometric, stagnation, premixed methane-air flame
(symbols) superimposed with simulated, 1D NO-LIF profiles obtained with the GRI-Mech 3.0 [65] (red),
San Diego [66] (blue), Konnov 0.6 [67] (green), and CRECK [68] (orange) thermochemical mechanisms.

The water-cooled stagnation surface is located atz = 0 mm. Reproduced with permission [64].

in the ground electronic state [71, 72], which led Moskaleva, Xia, and Lin [73, 74] to propose the

more probable, spin-allowed reaction:

CH + N2 → NCN + H. (1.14)

TheNCN molecules are oxidized byO2, O, andOH to formNO [57, 75]:

NCN+O2 ↔ NO+NCO, (1.15)

NCN +O ↔ NO+ CN, (1.16)

NCN +OH ↔ NO+HCN. (1.17)

NCN can also react with atomic hydrogen and carbon to formN, HCN andCN molecules, which

contribute to other NO formation pathways. Namely, atomic nitrogen readily formsNO via re-

actions 1.12 and 1.13 of the thermal route, andHCN andCN are expected to formNCO and

subsequentlyNO [57].

Sutton, Williams, and Fleming [76] measured NCN and NO profiles in low-pressure, McKenna

burner-stabilized, premixed CH4/O2/N2 flames. The measured NCN layer profiles were consis-

tently observed immediately downstream of the CH layer profiles measured by Berg et al. [77] in

an identical burner, and a strong correlation was found between the maximum CH, NCN, and NO

concentrations supporting the reaction mechanism of equations 1.14 to 1.17. In a subsequent study



Chapter 1. Introduction 9

considering C1-C4 alkanes [78], the same authors showed that the strong correlation between NCN

and NO is preserved as the chain length is increased, but thatof CH with NCN weakens. They

concluded that there may be another precursor to NCN that becomes increasingly important for

longer alkanes.

Watson, Versailles, and Bergthorson [69] used laser-induced fluorescence to measure tempera-

ture, CH, and NO concentration profiles, as well as Particle Tracking velocimetry (PTV) to obtain

axial velocity profiles, in atmospheric-pressure, premixed, rich (φ = 1.3), stagnation flames of

air with all isomers of C1-C4 alkanes and alcohols. A subset of the experimental data for the

methane-air flame is shown in Figure 1.2. Descriptions of thejet-wall burner, and PTV and CH-

LIF techniques are provided in Chapters 2 and 3 of this dissertation.

As shown in Figure 1.2(a), the jet of reactants exiting the burner nozzle decelerates as it flows

towards the flame. It then rapidly accelerates due to thermalexpansion through the flame front,

and decelerates again as it impinges on the water-cooled stagnation surface located atz = 0 mm.

The strained reference flame speed,Su, which corresponds to the minimum velocity immediately

upstream of the flame front, is a surrogate measure of the laminar flame speed [79–82].

As expected for rich flames, there is a rapid rise of NO concentration through the flame front via

the prompt route, which spatially coincides with the CH layer shown in Figure 1.2(c). As shown

in Figure 1.2(b), thermal-NO production in the post-flame region is prevented due to the lack of

oxygen. The rise in the LIF signal intensity observed forz < 3 mm is caused by an increase in

NO number density as the heat loss to the water-cooled stagnation surface reduces the temperature

of the gas mixture. In such rich flames, the prompt route contributes to ~93% of the NO formation

[60, 69]. It is worth noticing that none of the considered thermochemical mechanisms has the

ability to accurately predict the flame burning rate, prompt-NO, and maximum CH concentrations

altogether.

Figure 1.3(a) presents the maximum CH concentration,[CH]peak, measured in each of the C1-

C4 alkane and alcohol flames. In alkane-air flames,[CH]peak is significantly higher for ethane than

methane, but stabilizes for longer straight-chain lengths. In contrast, the peak CH concentration

monotonically rises with increasing chain length of normalalcohols. Furthermore, branching of

the fuel molecules hinders the formation of methylidyne as observed for the isomers of butane,

propanol, and butanol.

Figure 1.3(b) shows the concentration of NO, [NO], obtained4 mm upstream of the water-

cooled stagnation surface (this location is shown aszNO in Figure 1.2(b)). Remarkably, unlike

[CH]peak, [NO] does not decrease with the branching of theC4 fuel molecules, and the NO con-

centration in ethane and methane flames is identical, withinexperimental uncertainty. In Figure

1.4(a), showing [NO] against[CH]peak, these inconsistencies are observed as experimental data
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points located too far to the left in comparison to the others. One could then conclude that precur-

sors other than CH contribute to prompt-NO formation in flames of methane, and branched alkanes

and alcohols, as suggested in some past studies of low-pressure flames [75, 76, 83, 84]. However,

the sole consideration of[CH]peak in attempting to correlate CH and NO formations neglects an

important parameter: the duration over which nitrogen molecules can react through reaction 1.14

with the methylidyne radical. The following expression, which represents the time integral of the

CH concentration profile, accounts for that effect:

∫

[CH(t)] dt =

∫
[CH(z)]

u(z)
dz ≈ [CH]peak ·

δCH

Su
= [CH]peak · τCH. (1.18)

A residence time in the CH layer,τCH, is defined as the ratio of the width of the CH layer taken

at half-maximum,δCH, to the reference flame speed,Su. As shown in Figure 1.4(b), a much-

improved correlation, linear within the uncertainty of theexperiments,3 is obtained when reporting

[NO] against[CH]peak ·τCH. This confirms CH as the principal precursor of prompt-NO formation,

and highlights the requirement for thermochemical mechanisms to accurately predict the flame

reactivity (Su), as well as the concentration profile of methylidyne ([CH]peak andδCH).

As observed by comparing the two plots of Figure 1.4, scaling[CH]peak by τCH results in a

3The error bars are omitted in Figure 1.4 for the sake of clarity, but can be found in [69].
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better clustering of the simulation data, and yields a fair agreement with the experimentally deter-

mined, linear correlation. This suggests that the rate of prompt-NO formation is relatively well-

defined in the thermochemical mechanisms considered here, and that inaccuracies in numerical

values of [NO] are caused by improper predictions of the CH concentration profile and/or flame

burning rate.

1.4 CH formation in flames

The design of reliable, fully constrained thermochemical mechanisms requires a comprehensive

set of independently determined experimental data of known, and sufficiently high, accuracy [85,

86]. Significant advances in the measurement of the laminar flame speed, a surrogate measure of

the flame reactivity, have been made since the pioneering work of Bunsen [87] and Mallard and

Le Chatelier [88]. Whereas important scatter existed in theexperimental data prior to the 1980s

[89], improvements in experimental methods, namely corrections for the effect of hydrodynamic

stretch, resulted in better consistency in the measurements performed in different apparatus, as well

as reduced uncertainty in the data [90, 91]. With time, a vastpool of experimentally determined

laminar flame speeds was assembled accounting for a variety of operating conditions, types of

inert, dilution levels, and fuels [68, 91]. While simple fuels were originally studied, the body of

experimental data is now extended to more complex and largerhydrocarbon and oxygenated fuel

molecules due to the recent interest in non-conventional, fossil and bio-derived fuels [55, 90].

On the other hand, the body of available experimental data isnot as exhaustive when it comes

to methylidyne concentration, as summarized in Table 1.1. With few exceptions, experiments

were generally performed with methane, or also acetylene owing to its intense formation of CH

mitigating the need for highly sensitive diagnostics. To the knowledge of the author, besides the ex-

perimental data presented in this dissertation and reported in [92], quantitative [CH] measurements

for hydrocarbons longer than acetylene at atmospheric pressure and above are not available in the

literature. Furthermore, only a limited number of studies systematically investigated the effect of

the equivalence ratio, most of them being devoted to partially, non-premixed, or rich flames.

Proper optimization of thermochemical mechanisms can onlybe achieved if the experiments

can be accurately reproduced numerically. The validation targets, as well as the initial/boundary

conditions to the simulations, must be accurate, and their respective uncertainties properly esti-

mated. As shown in Table 1.1, the McKenna burner is the preferred configuration at low pressures

as it produces a flat flame stabilized through heat loss to the porous surface. It is conveniently

solved in modern numerical combustion models assuming one-dimensionality of the reactive flow,
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TABLE 1.1: Summary of CH formation data in laboratory flames.

Burner type Flame type∗ Fuel φ† P [atm] Diagnostic‡ Ref.
McKenna Pr CH4 1.07 0.0332 Lin. LIF + CRDS [93, 94]
McKenna Pr CH4 0.81,1.07,1.28 0.033, 0.040 Abs. lin. LIF [77, 95]
McKenna Pr CH4 1.07,1.28 0.033, 0.040 Abs. lin. LIF [78]

C2H6

C3H8

C4H10

McKenna Pr C3H8 1.15 0.053 Abs. lin. LIF [94, 96]
McKenna Pr C2H2 0.6-1.4 0.053, 0.079, 0.13 Laser absorption [97]
Bunsen PPr CH4 1.36 1 Abs. lin. LIF [98]
Bunsen Pr CH4 0.85-1.55 1 Rel. sat. LIF [99]

C3H8

Bunsen NPr CH4 N/A 1 Abs. lin. LIF [100]
Counterflow NPr CH4 N/A 1 Abs. lin. LIF [101]
Counterflow NPr, PPr CH4 1.45,1.6,2.0 1 Lin. LIF + CRDS [102]
Counterflow NPr CH4 N/A 1 Rel. lin. LIF [103]

C2H2

C2H6

McKenna Pr CH4 1.2 1 CRDS [104]
Jet-wall Pr CH4 0.69,0.96,1.31 1 Rel. sat. LIF [79, 80]

Padley-Sugden Pr C2H2 1.2,1.6,2.0 1 Rel. sat. LIF [105]
Slot Pr C2H2 N/Av. 1 Abs. sat. LIF [106–108]

Torch Pr C2H2 1.05 1 CRDS [104]
Wolfard-Parker NPr CH4 N/A 1 CRDS [109]
Wolfard-Parker NPr CH4 N/A 1 WMS [110]

C2H2

Counterflow NPr, PPr CH4 1.45,1.6,2.0 1, 3, 6, 9, 12 Abs. lin. LIF [111]

∗ Pr, NPr, and PPr stand for premixed, non-premixed, and partially premixed flames, respectively.
† N/A and N/Av. stand for not applicable, and not available, respectively.
‡ Abs., Rel., Lin., Sat., LIF, CRDS, and WMS correspond to absolute, relative, linear, saturated, laser-induced
fluorescence, cavity ring-down spectroscopy, and wavelength modulation absorption spectroscopy, respectively.

and knowing the mixture composition and flow rate, as well as the surface temperature or, alter-

natively, the axial temperature profile through the flame front [112]. Due to reduced molecular

collision rates at low pressures, the thickness of the CH layer generally spans over several millime-

tres [77]; hence, highly spatially resolved measurements are not required and absorption methods

involving laser beams of finite diameter can be used. As the pressure is increased to more prac-

tical conditions, the flame stabilizes closer to the porous surface of the McKenna burner, and the

thickness of the CH layer decreases. This makes measurements on the reactant side and through

the flame front unrealizable, and laser-based diagnostics difficult, due to scattering off the burner

surface [113]. Hence, a variety of burners producing partially, non-, and premixed flames are used

at higher pressures. While some configurations, such as the counterflow and jet-wall burners, can
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be directly simulated invoking quasi-one-dimensionalityof the hydrodynamics without significant

loss of accuracy [82, 114–116], others are simulated with models not exactly reproducing the ex-

periments (e.g., 1D freely propagating flame approximating a Bunsen flame [99]), or just cannot

be simulated using reduced order modelling and, instead, require more complex CFD computa-

tions. In these last two situations, thermochemical mechanism validation using experimental data

is made difficult, and the relevancy to chemistry modellers reduced.

As CH is a short-lived radical, it prevents the use of diagnostic methods relying on mechanical

probes and, rather, requires the use ofin-situmeasurements. Non-intrusive, laser-based techniques

are commonly used to measure the concentration of radicals in flames as discussed in [117–119].

As shown in Table 1.1, laser absorption and laser-induced fluorescence are common methods to

probe CH concentration in flames. Being spatially resolved,LIF is often preferred to absorption

techniques. It consists of exciting the molecules by laser light irradiation and collecting the spon-

taneous light emission of excited molecules as they return to the ground state. Saturated LIF has

the benefit of high signal-to-noise ratio, and is insensitive to the rate of non-radiative collisional

quenching of the electronically excited molecules by otherspecies [98]. However, it is plagued

with the problem of partial-saturation, both spatially andtemporally, due to lower irradiance on

the edges of the laser beam and finite rise and fall times of thelaser pulse, respectively, causing

inaccuracies in the measured CH concentration [98]. Alternatively, linear LIF, operating on weak

laser irradiation, can be used at the expense of reduced signal-to-noise ratio; however, the rate of

collisional quenching must be taken into account [98, 117, 118]. While the fluorescence intensity

is normalized to a nominal case for relative LIF measurements, absolute (quantitative) LIF requires

calibration of the optical collection system. Since CH has ashort chemical lifetime, it cannot be

stored and seeded in known concentrations for calibration purposes as done for NO-LIF [60, 61,

120]. Instead, the CH-LIF signal is generally adjusted to match a quantitative measurement ob-

tained with a different diagnostic technique, such as cavity ring-down spectroscopy (CRDS) [93,

94, 102], or by determining the optical calibration coefficient from Raman [98] or Rayleigh [77,

94–96, 100, 101, 106–108] scattering signals.

1.5 Methodology

Given the current state of knowledge, the objective of this study is to quantify the formation of

CH in atmospheric-pressure, premixed flames of C1-C4 normal alkanes at equivalence ratios,φ,

ranging from 0.7 to 1.5 to evaluate the current understanding of CH production, and the modelling

capability of a selection of available thermochemical mechanisms.
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This dissertation starts with a survey of the jet-wall stagnation flame apparatus, and of the

particle tracking velocimetry and planar laser-induced fluorescence methods used in this study.

A description and a thorough analysis of the LIF model, whichis used to translate the output

of flame simulations in units compatible with the experimental data, are presented in Chapter 3.

Experimentally determined CH layer thicknesses and maximum concentrations, two scalar val-

ues characterizing CH concentration profiles, over a range of equivalence ratios are presented in

Chapter 4 for all fuels, and compared to predictions from four thermochemical mechanisms. A de-

tailed analysis of the models is also presented to identify the sources of the significant variability

in predictive performance. In Chapter 5, an optimization procedure is applied to the most accurate

model to exemplify how the current set of experimental data can be used to improve thermochem-

ical mechanisms, and to provide a model that properly describes CH formation, hence enabling

accurate predictions of prompt-NO concentration.

The measurements reported in this investigation are expected to be useful as targets for the

development, optimization, and validation of thermochemical mechanisms. Furthermore, the anal-

yses presented in Chapters 4 and 5 highlight the principal rate coefficients that must be improved

to better capture the experimental data.



Chapter 2

Methodology

2.1 Jet-wall stagnation burner

The experiments were performed in an atmospheric-pressure, premixed, jet-wall stagnation burner

(see Figure 2.1), a configuration extensively used by our research group, as well as many others,

to study flame reactivity [80, 81, 121] and NO formation [60, 61, 64, 69, 122] of fossil and bio-

derived fuels. This geometry produces stable, compact, lifted flames readily accessible for optical

diagnostics and free from influences from the burner boundaries. As such, the burning rate, flame

temperature, and species profiles are functions of the fundamental properties of the combustible

mixture. Details on the design, performance, and modellingof the jet-wall stagnation burner are

found in [79, 82, 123].

2.1.1 Experimental configuration

A combustible jet of premixed fuel and air exits a convergingnozzle with a throat diameter of

20 mm, and impinges on a water-cooled stagnation plate located ~25 mm away from the nozzle

assembly. The inner jet decelerates as it approaches the stagnation surface, and the flame stabilizes

where its propagation speed matches the flow velocity. Figure 2.2 presents a typical axial velocity

profile for an atmospheric-pressure, stoichiometric ethane-air flame [64]. Starting fromz = 16

mm, the flow initially decelerates, then accelerates due to thermal expansion through the flame

front, and decelerates again as it travels towards the stagnation plate maintained at ~350 K to pre-

vent condensation and surface reactions [124]. A co-flowingstream of inert gas, nitrogen or helium

depending on flame composition, shrouds the inner jet to insulate the flame from the environment

and improve its stability [79]. The temperatures of the plate and inner jet, obtained during and

following each experimental trial, respectively, are measured with type-K thermocouples, and the

mass flow rates of fuel and air are controlled with thermal mass flow controllers (Brooks models

5850S and 5851S). They are calibrated using a DryCal ML-500-44 dry-piston calibrator providing

16
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a total uncertainty of±0.45% of the measured mass flow rates, leading to a total uncertainty of

±0.64% in terms of equivalence ratio.

Type-K

Thermocouples
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Fuel & Air

InertInert

Water flow
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nozzle
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FIGURE 2.1: Jet-wall, stagnation flame burner. Reproduced with permission [69].

2.1.2 Stagnation flame modelling

2.1.2.1 Quasi-one-dimensional, stagnation flame model

The axial symmetry of the jet-wall configuration allows for simplification of the three-dimensional

Navier-Stokes, continuity, and energy and species conservation equations to a quasi-1D formu-

lation invoking similarity assumptions [114]. In this steady-state model, the axial flow velocity,

temperature, density, and species mole fractions depend onthe axial position,z, only. The quasi-

1D model provides good agreement with experiments in terms of flow velocity, temperature, and

species concentration profiles if the velocity boundary conditions (BC) are obtained through a

parabolic fit to the velocity data in the un-reacted, stagnating, cold flow region (see section 2.2.3),

if the motion of the tracer particles is modelled, and if the thermochemical mechanism describing

the chemical rates, thermodynamic, and transport properties is accurate [60, 81, 82, 125, 126].

Here, the experiments are numerically reproduced with the premixed, stagnation flame reactor

of Chemkin-Pro [112]. It solves the 1D axisymmetric model ofKee et al. [114] along with the
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FIGURE 2.2: uFD(z) andduFD(z)/dz (inset) for a stoichiometric, ethane-air flame. Legend: thesolid
black symbols are experimentally measured values, the red curve is the parabolic fit to the cold flow portion
of the velocity profile, the red dot is the inlet velocity BC, the green dashed line corresponds to the linear-fit
to duFD(z)/dz, the green dot is the inlet velocity gradient BC, and the solid grey curve is the solution of a

flame simulation performed with the GRI-Mech 3.0 mechanism [65].

energy and species conservation equations for the following set of boundary conditions:uinlet,

v/r ≈ −1/2 · du/dz|inlet, Tinlet, andYi,inlet at the inlet, andTplate, u = 0, du/dz = 0, and

ρYi(u + Vi) = 0 at the stagnation surface. The specification of the wall temperature,Tplate, ac-

counts for the heat loss to the plate, and the mass transport BC implies no-flux of species at the

stagnation surface (surface reactions neglected). The experimentally determined BCs are reported

for all test conditions in Table F.1. Mixture-averaged formulation of the diffusion coefficients is

used and thermal (Soret) diffusion is neglected. Convergence down to10−5 and10−9 in terms of

relative and absolute tolerances, respectively, is obtained on meshes refined to achievegrad and

curvparameters of 0.05 and 0.075, respectively.

2.1.2.2 Thermochemical mechanisms

The predictive capability of four thermochemical mechanisms is studied in this work. GRI-Mech

3.0 (GRI) [65] was assembled to model the combustion of natural gas and is commonly used as

a design tool in industry. It consists of 325 reversible and non-reversible reactions involving 53

species. The rates of the reactions were adjusted using a global optimization procedure against

an extensive set of ignition delay times measured in shock tubes, species concentrations obtained

in reactors, shock tubes and flames, and laminar flame speeds in twin-counterflow and spherically
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expanding flames [65]. Of particular interest for the current study, GRI was validated against

methylidyne concentrations in low-pressure flames stabilized on McKenna burners [94, 95] and

during rich methane oxidation behind shock waves [127].

Another model is the San Diego mechanism (SD) [128] that includes C1-C3 hydrocarbon and

C1-C2 alcohol chemistry. The 2005 version used here has 235 reactions and 46 species, and does

not include the optional NO sub-model. This mechanism, optimized for pressures<100 atm and

temperatures>1000 K, was assembled in a hierarchical manner starting withhydrogen chemistry

and subsequently extending to CO, C1, C2 and C3 compounds. It differs from the other mechanisms

by its design philosophy that aims to include the minimum number of species and reactions to

describe the combustion processes of interest. A historical perspective on the development of the

SD mechanism is presented in [129]. The validation targets include ignition delay times in shock

tubes, laminar flame speeds measured in combustion bombs andstagnation flow configurations, as

well as species profiles measured by gas chromatography in counterflow, two-stage flames. It does

not appear that the SD model has been validated against experimental CH measurements. However,

the mechanism supplemented with NO chemistry was benchmarked against NOx measurements in

counterflow methanol [130], methane [131], and ethanol flames [132].

A third model is USC Mech II (USC) by Wang et al. [133]. This mechanism describes the high-

temperature combustion of H2, CO, and C1-C4 hydrocarbons using 111 species and 784 reactions.

It was benchmarked against ignition delay times in shock tubes, laminar flame speeds in combus-

tion bombs and stagnation flame burners, as well as species profiles in shock tubes, flow reactors,

and low-pressure flames measured by molecular beam mass spectroscopy. Even if comprehensive,

the set of species concentrations against which the USC mechanism was validated does not include

methylidyne.

Recently, new generation, hierarchical chemical mechanisms were designed to simulate the

combustion of a comprehensive set of fuels over a wide range of regimes by including all rele-

vant reaction steps, regardless of their significance [68, 134]. The AramcoMech 1.3 mechanism

(NUIG) [134] was constructed in a hierarchical manner, starting with simple, short-chain fuels to

more complex C1 to C4 hydrocarbon and oxygenated chemistry. This model contains253 species

and 1542 reactions, and has been validated against numerousexperimental targets including igni-

tion delay times measured in shock tubes, laminar flame speeds in stagnation-flow configurations

and combustion bombs, and species concentrations in jet-stirred and flow reactors, but not against

CH measurements. In 2016, the new AramcoMech 2.0 mechanism (NUIG2) [135] was released,

but could not be included in the analysis of the models presented in Chapter 4 due to time con-

straints.
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2.1.2.3 Reaction pathway analysis

Reaction Pathway Analysis (RPA) is a useful tool to visualize and understand the complex chem-

istry included in modern thermochemical models. The RPA outputs a network where the nodes are

chemical species linked together by arrows representing the chemical reactions. The RPA method

used here is inspired by [136], where a conserved scalar, theflux of elemente, is tracked as reac-

tants are made into products. The thickness of the arrows in the network is linearly scaled with

the spatially integrated rate of transfer of elemente from speciess1 to s2, R(e, s1, s2) [kmol/s],

calculated using equation 2.1, wherenl(e, s1, s2) is the number of atoms of elemente transferred

from speciess1 to s2 through reactionl, ql(z) [kmol/m3-s] is the rate of progress variable of reac-

tion l, z [m] is the axial direction, andrCV [m] is the radius of the cylindrical control volume (CV)

adjusted to achieve an influx of elemente of 1 kmol/s. As such,R(e, s1, s2) can be thought of as

an absolute flux of elemente, or as a fraction of the flux ofe-atoms entering the control volume.

To prevent molecular transport fluxes across the CV boundaries,zin andzout, the inlet and outlet

locations of the control volume, respectively, are taken atthe inlet and outlet of the computational

domain. Therefore, the net fluxes of elemente crossing the boundaries of the CV are determined

solely from the mixture composition, velocity, and densitydata commonly available in the output

of freely propagating flame simulations.

R(e, s1, s2) =

∫ zout

zin

∑

l

nl(e, s1, s2) · ql(z) · πr2CV dz (2.1)

Equation 2.1 differs from [136] by the summation over alll reactions being inside the spatial

integral. This allows for a significant reduction in the number of numerical integrals performed and,

thereby, provides a reduced numerical error in calculatingR(e, s1, s2). The integral is computed

using a Simpson’s1/3 rule redeveloped in this work to make it applicable to unequally distributed

grid points characteristic of refined computational meshes. The details of the method are provided

in Appendix A.

2.2 Particle tracking velocimetry

The velocity boundary conditions for the flame simulations discussed in section 2.1.2 are obtained

through particle tracking velocimetry. This Lagrangian technique consists of recording the tra-

jectory of individual tracer particles illuminated by a laser source, and subsequently converting
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FIGURE 2.3: Integration of the PTV diagnostic technique around thejet-wall burner.

the spatio-temporal information to velocities, and their derivatives. Two- and stereoscopic three-

dimensional PTV methods, with particle streaks obtained from single images or a set of consec-

utive images, have been used to study droplet atomization [137], the geological phenomenon of

saltation [138], turbulent flows [139], and laminar combustion [126, 140, 141].

Flame simulations have demonstrated that small-size inertparticles act as a diluent in particle-

laden premixed flames causing a monotonic reduction of flame temperature and speed as the par-

ticle loading is increased [142]. The main benefit of PTV for the current study is to reduce this

thermodynamic effect by theoretically requiring a particle loading as much as five orders of magni-

tude lower than other common techniques, such as Particle Image Velocimetry (PIV). Furthermore,

thermal expansion through the flame causes a reduction of particle density affecting the accuracy

of PIV unless more intricate image processing methods are adopted (e.g., adaptive interrogation

window size [143]). In contrast, PTV readily provides reliable information throughout the spatial

domain as the same particle is tracked in a Lagrangian manner.

2.2.1 Experimental implementation

The integration of the PTV diagnostic around the jet-wall burner is shown in Figure 2.3. A minimal

amount of refractory scattering particles (1µm diameter Al2O3 particles) is seeded into the flow

using a miniaturized cyclone aerosol generator [144], and illuminated by a high repetition rate,

diode pumped, dual cavity, Nd:YLF laser (Litron LDY 303,λ = 527 nm, 20 mJ/pulse at 1 kHz).

For the current set of experiments, the laser is operated at arepetition rate,f , of 8 kHz adjusted

to maximize the resolution of the measurements in the low velocity region immediately upstream

of the flame. Using a series of plano-spherical and plano-cylindrical borosilicate (N-BK7) glass

lenses, the beam emerging from the laser is made into a sheet,~1 mm thick, centred on the axis of



Chapter 2. Methodology 22

the burner. The light scattered by the particles is collected using a 90 mm Tamronf /2.8 macro lens,

and focused on a 14-bit, monochrome, CCD camera (Cooke PCO.2000, 2048× 2048 pixels2). An

exposure time of 150 ms results in series (streaks) of dots, analogous to streamlines, on individually

captured images (see Figure 2.4).

zp,i

zp,i+1

zp,i−1

zpixel

rpixel
Stagnation plate

Nozzle

Flow

FIGURE 2.4: PTV image obtained in a cold, non-reacting flow. The reference frame of the PTV image is
shown by the blue vectors at the top left corner of the picture.

2.2.2 Image processing

The PTV method used in this study extends the measurement technique of Benezech et al. [126,

141]. The axial and radial positions of a given particle (dot) in the image reference frame at time

ti, zp,i [pixel] and rp,i [pixel], respectively, are obtained through a grey scale intensity centroid

calculation:

zp,i =

N∑

j=1

zpixel,j · Ipixel(zpixel,j, rpixel,j)
N∑

j=1

Ipixel(zpixel,j, rpixel,j)

, (2.2)
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rp,i =

N∑

j=1

rpixel,j · Ipixel(zpixel,j , rpixel,j)
N∑

j=1

Ipixel(zpixel,j, rpixel,j)

, (2.3)

wherezpixel,j [pixel] andrpixel,j [pixel] are the axial and radial positions of individual pixels, re-

spectively,Ipixel(zpixel,j, rpixel,j) [count] is the pixel intensity at position(zpixel,j, rpixel,j), andN is

the number of pixels in the interrogation box surrounding the doti. The original script, inherited

from [126, 141], required the user to manually select every dot on the images. Several hours were

necessary to record the 15 to 30 streaks superimposed to obtain a single one-dimensional velocity

profile similar to Figure 2.2. The image processing script was automated for the current study,

and requires the user to only select the first two dots of a streak. The program finds the others by

establishing a search area knowing the location of the previous dots; the processing script essen-

tially walks along the streaks of dots. One-dimensional velocity profiles are now obtained within

approximately 10 minutes with the new image processing method.

Commonly, the origin of stagnation flow fields is placed at theintersection of the centreline

axis of the burner with the stagnation plate. The axial and radial positions of a given particle in the

burner reference frame at timeti, zi [m] and ri [m], respectively, are made dimensional through

the application of a spatial calibration coefficient,C [m/pixel]:

zi = (zp,i − zplate) · C, (2.4)

ri = (rp,i − raxis) · C, (2.5)

wherezplate [pixel] andraxis [pixel] are the axial location of the stagnation surface andthe radial

position of the axis of the burner in the image reference frame, respectively. The calibration coeffi-

cient,C, is determined from the image of a dotted target with a 1 mm centre-to-centre grid-spacing

(0.5 mm dot-size, see Figure 2.5(a)). The location of the dots on the calibration image (see Figure

2.5(b)) is obtained with the grey scale intensity centroid calculation described above, performed

on the negative of the calibration image.C is taken as the average, over all dot-to-dot interstices

in the image, of the ratio of the nominal grid-spacing (1 mm) to the dot-separation in pixels.
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a b

FIGURE 2.5: PTV calibration target. a) Computer-generated targetwith a 1 mm centre-to-centre grid-
spacing, and 0.5 mm dot-size, and b) image of the target recorded with the PCO camera. The images are not

to scale.

The axial velocity of the particles is determined using a second-order accurate, central finite

difference scheme [145]:

up(zi, ri) =
dz

dt

∣
∣
∣
∣
zi,ri

=
zp,i+1 − zp,i−1

2
· f · C

︸ ︷︷ ︸

uFD (zi, ri)

+Eup,i
,

(2.6)

wheref [Hz] is the laser repetition rate,Eup,i
is the error induced by the finite difference (see

section 2.2.3), anduFD (zi, ri) is the particle velocity estimated with the central finite difference,

which is reported in the velocity profiles (see Figure 2.2). The PTV method can be readily extended

to provide two-dimensional flow fields by computing the radial particle velocity:

vp(zi, ri) =
dr

dt

∣
∣
∣
∣
zi,ri

=
rp,i+1 − rp,i−1

2
· f · C + Evp,i.

(2.7)

The finite difference scheme made of equations 2.4 and 2.6 yields an improved accuracy over the

method of Benezech and co-workers [126, 141]. In their formulation, the axial particle veloc-

ity is calculated as the product of the laser repetition rate, f , with the distance travelled by the
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particle between two consecutive laser pulses (uFD = (zi+1 − zi) · f ). The velocity is placed

midway between the dots on the PTV image,i.e., at z = (zi+1 + zi)/2. In essence, their method

computes the particle velocity using the position of two consecutive dots as with first-order finite

differences, but mimics a second-order finite difference scheme by placing the velocity between the

dots. However, it can be shown that, unlike the current central finite difference scheme, the method

of Benezech and co-workers [126, 141] does not exactly capture quadratic particle trajectories of

the formz(t) = C0 + C1 · t+ C2 · t2, whereCi are arbitrary constants.

Misfires and/or significant, momentary drops in laser pulse energy lead to missing dots in the

PTV images. Referring to equation 2.6, a single missing dot causes an over-prediction of ~50% of

the local velocity. To remove such outliers, two10th-order polynomials, the first extending from

the stagnation surface to the flame front, and the second fromthe flame front to the outlet of the

nozzle, are least-squares adjusted to the raw particle velocity profile. Any data point departing by

more than 25% of the local value of the polynomial is removed from the velocity profile. Only a

small number of outliers remains after a few iterations of this method. They are manually removed

by the user through the graphical interface. Once the analysis is completed, a velocity profile,

similar to Figure 2.2, is obtained from the superposition of15 to 30 streaks collected in the vicinity

of the centreline axis of the burner.

2.2.3 Boundary conditions and uncertainties

Particle velocimetry methods rely on the assumption that the tracer particles closely track the flow.

However, it was shown that high-gradient, high-curvature,chemically reactive flows are plagued

by significant particle lag due to the combined effects of thethermophoretic force and particle

inertia [125, 146, 147]. In the current study, since the boundary conditions for the simulations are

measured 1.5 mm upstream of the reaction zone, the temperature is constant and equal to the inlet

(cold) temperature, and the rate of flow deceleration is weak, such that the particles accurately

track the flow. In other words, the flow and particle velocities are equal in the cold region upstream

of the flame (u = up ≈ uFD) and, therefore, the boundary conditions are evaluated from the

measured particle velocities,uFD, without further corrections for the thermophoretic forceand

particle inertia.

2.2.3.1 Axial velocity

When simplified by assuming an isothermal fluid, the analytical solution of the quasi-1D hydro-

dynamic model of Kee et al. [114] is a second-order polynomial of the form of equation 2.8 [79,

80]. The inlet velocity boundary condition,uinlet, shown as a red dot in Figure 2.2, is then obtained
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through a least-squares adjustment of a parabola to the cold, constant-temperature portion of the

velocity profile (see red curve in Figure 2.2):

ufit(z) = β0 + β1 · z + β2 · z2, (2.8)

evaluated atz = zinlet, i.e., uinlet = ufit(zinlet). The coefficients of the quadratic polynomial are

calculated as [148]:

β =






β0

β1

β2




 = (Z ′Z)

−1
Z ′Up, (2.9)

whereZ is defined as:

Z =





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andUp as:

Up =












uFD,1

uFD,2

...

uFD,n−1
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
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


. (2.11)

In equations 2.10 and 2.11,zi anduFD,i are the particle locations and velocities for then data

points included in the least-squares adjustment.

The overall error inuinlet, which is the value ofufit calculated 1.5 mm upstream of the velocity

minimum, consists of two components: 1) the systematic error in the determination of the particle

velocities,up, and 2) the uncertainty in the least-squares adjustment of equation 2.8 due to the

scatter in the experimental data. Inspection of equation 2.6 reveals that the systematic error onup

arises from three sources: 1) the systematic uncertainty onthe laser repetition rate, 2) the overall

error on the calibration coefficient, and 3) the limited accuracy of the second-order finite difference

scheme. It is assumed that the distance between the camera pixels is consistent over the whole CCD

sensor, such that the differencezp,i+1 − zp,i−1 in equation 2.6 is devoid of local systematic errors.

The accuracy onf was provided by the laser manufacturer as< 0.1% of reading [149].



Chapter 2. Methodology 27

The contribution of the calibration factor to the systematic error inup is divided in two, sys-

tematic (∆Csys) and random (∆Crand), components. The former, which accounts for an overall

magnification of the calibration grid pattern,e.g., during the printing of the target, was determined

by measuring the distance over 17 grid points using a high-precision caliper, and comparing to

the expected distance based on the 1 mm grid-spacing. This yielded∆Csys/C = 0.61%. The effect

on the calibration coefficient of the misalignment of the camera vertical vector (zpixel in Figure

2.4) with the flow centreline axis, or the calibration target, was also investigated. It can be shown

that it induces a magnification proportional to the cosine ofthe angle between the camera and the

burner/target and, therefore, it has a weak impact on the calibration coefficient. Furthermore, great

care was put in properly aligning the burner and the camera, and in performing the calibration, such

that these misalignment errors are unimportant. The effectof having the target for the calibration

and the laser sheet during the experiments at the two extremes of the focus range (depth of field) of

the collection optics (both locations yielding a differentmagnification ratio) was also considered,

but found negligible. The random uncertainty in the calibration coefficient is calculated using the

Student’st-distribution [148]:

∆Crand

C
=

t0.025,n−1

C

σ√
n
, (2.12)

wheren is the number of samples (number of intervals between two adjacent grid points used to

obtainC), t0.025,n−1 is the Student’st inverse cumulative distribution function with a 95% interval

of confidence, andσ is the standard deviation of the ratio of the nominal grid-spacing (1 mm) to

the size of the interstices considered in the computation ofC. This random uncertainty is expected

to mostly reflect local variations in the grid-spacing on theprinted target. The overall uncertainty

on the calibration coefficient is computed as:

∆C

C
=

√
(
∆Csys

C

)2

+

(
∆Crand

C

)2

= 0.74%. (2.13)

As shown in equation 2.6, the axial velocity is approximatedwith a second-order accurate,

central finite difference for which the error term is defined as [145]:

Eup,i
=

1

6f 2
· d

3z (ǫ)

dt3
. (2.14)

The third derivative of the particle position with respect to time is evaluated at an unknown instant,

ǫ, comprised in the intervalti − 1/f ≤ ǫ ≤ ti + 1/f, whereti corresponds to the time at which the

particle is recorded at the locationzi. A priori, the exact, continuous functionz(t) is unknown due
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to the discrete nature of the PTV technique. Indeed, only theposition of the particles at discrete

instants is known. However, as explained above, the stagnation flow in the cold region upstream

of the flame is described by a quadratic function of the axial positionz. A series of mathematical

manipulations, shown in equation 2.17, are applied to transform d3z/dt3 into a function that depends

on the axial particle velocity,up, and its spatial derivatives. It must be remembered that theparticle

velocity is defined as:

up =
dz

dt
. (2.15)

Also, the axial flow velocity and, consequently, the particle velocity in the cold region upstream

of the flame, is solely a function ofz in a stagnation flow. The chain rule for an arbitrary function

f(z), such asup(z), dup(z)/dz, etc., can be written as:

df

dt
=

df

dz

dz

dt
=

df

dz
· up. (2.16)

d3z

dt3
=

d2

dt2

(
dz

dt

)

=
d

dt

(
dup

dt

)

=
d

dt

(
dup

dz
up

)

= u2
p

d2up

dz2
+ up

(
dup

dz

)2

(2.17)

Inserting the result of equation 2.17 in equation 2.14, the error induced by the finite difference

scheme becomes:

Eup,i
=

1

6f 2
·
[

u2
p

d2up

dz2
+ up

(
dup

dz

)2
]∣
∣
∣
∣
∣
t=ǫ

. (2.18)

The first and second-order derivatives ofup with respect to the axial position are estimated using

the quadratic equation 2.8. As explained above,ǫ is an unknown instant comprised withinti ± 1/f.

The maximum value ofEup,i, calculated over 100 grid points uniformly distributed on the interval

zinlet ± uinlet/f, is taken as a conservative estimation of the error. As the first and second-order

velocity derivatives of equation 2.18 are relatively smallin the cold flow region,Eup,i at the position

zinlet is generally negligible in comparison to the errors on the calibration coefficient and due to

the scatter in the particle velocities (see below).

Random fluctuations in the velocity measurements, which areexpected to be primarily caused

by 1) variations around the nominal value of the laser repetition rate, 2) random errors in the

particle locations due to the finite resolution of the CCD sensor, 3) slight oscillations of the flame

causing a transient shift in the axial velocity profile, and 4) minor variations of the axial velocity
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over the radius of the stream tube in which the particle streaks are collected, limit the precision of

the least-squares adjustment of equation 2.8. The uncertainty in the value ofuinlet due to the scatter

in the velocity measurements is calculated as [148]:

∆uinlet,rand = t0.025,n−3

√

Up
′Up − β′Z ′Up

n− 3
Z0

′ (Z ′Z)
−1

Z0, (2.19)

where,

Z0 =






1

zinlet

z2inlet




 . (2.20)

Finally, the overall error in the inlet velocity boundary condition is calculated as:

∆uinlet =

√
(

uinlet
∆C

C

)2

+

(

uinlet
∆f

f

)2

+ E2
up,inlet

+∆u2
inlet,rand. (2.21)

For the current set of experiments, it is principally due to the uncertainty on the calibration coeffi-

cient, and the scatter in the experimental particle velocities.

2.2.3.2 Axial velocity gradient

A first attempt to determinedu/dz|inlet was made through derivation of equation 2.8:

du

dz

∣
∣
∣
∣
inlet

= β1 + 2β2 · zinlet, (2.22)

and the uncertainty in the velocity gradient was assessed bypropagating the error in theβi values:

∆
du

dz

∣
∣
∣
∣
inlet

=

√

∆β2
1 + (2zinlet∆β2)

2. (2.23)

The error on the polynomial coefficients was calculated as [148]:

∆βi = t0.025,n−3

√

Up
′Up − β′Z ′Up

n− 3
(Z ′Z)

−1
ii , (2.24)

where(Z ′Z)
−1
ii is the element(i, i) of the matrix(Z ′Z)

−1. While equation 2.22 provided reason-

able values ofdu/dz|inlet, the errors estimated with equation 2.23 were so large that linear polynomi-

als with slopes corresponding to the uncertainty limits ofdu/dz|inlet were clearly not tangent to the
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axial velocity profile at the positionzinlet. Therefore, equation 2.23 overestimates the uncertainty

in du/dz|inlet.
Considering the parabolic nature of the flow upstream of the flame [79, 80], an alternative

method was developed to determinedu/dz|inlet from a least-squares linear regression to the individ-

ual, experimental values ofdup/dz (see the inset of Figure 2.2):

du

dz

∣
∣
∣
∣
inlet

= η0 + η1 · zinlet, (2.25)

where the polynomial coefficients are calculated as:

η =

[

η0

η1

]

= (z′z)
−1

z′Lp, (2.26)

z is defined as:

z =












1 z1

1 z2
...

...

1 zn−1

1 zn












, (2.27)

andLp is:

Lp =












duFD/dz|1
duFD/dz|2

...
duFD/dz|n−1

duFD/dz|n












. (2.28)

The experimental values of the velocity derivative,duFD/dz|i, are approximations ofdup/dz as shown

in equation 2.29, which includes a second-order accurate, central finite difference to approximate

the derivative ofln(up).

dup

dz
=

dup

dt
· 1

up
=

d ln(up)

dt
= ln

[
up(t+ 1/f)

up(t− 1/f)

]

· f
2
+ Edup/dz

≈ ln

[
uFD(t + 1/f)

uFD(t− 1/f)

]

· f
2

︸ ︷︷ ︸
duFD

dz

+Edup/dz
(2.29)
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The error induced by the finite difference approximation of the derivative is calculated as [145]:

Edup/dz =
1

6f 2
· d

3 ln up (ǫ)

dt3
. (2.30)

As for equation 2.14, the third-order derivative is evaluated at an unknown instant,ǫ, comprised

in the time intervalti − 1/f ≤ ǫ ≤ ti + 1/f, whereti corresponds to the time at which the particle

is recorded at the locationzi. As performed above, the third-order time derivative is transformed

(see equation 2.31) to yield a finite-difference error solely dependent on the axial velocity and its

derivatives with respect to the axial location, as shown in equation 2.32. It must be noted that since

the flow is parabolic upstream of the flame, the third-order spatial derivative in the last term of

equation 2.31 equals zero and, therefore, does not appear inequation 2.32.

d3 lnup

dt3
=

d2

dt2

(
1

up

dup

dt

)

=
d2

dt2

(
dup

dz

)

=
d

dt

(

up
d2up

dz2

)

= up
dup

dz

d2up

dz2
+ u2

p

d3up

dz3

(2.31)

Edup/dz =
1

6f 2
·
(

up
dup

dz

d2up

dz2

)∣
∣
∣
∣
t=ǫ

(2.32)

The maximum value ofEdup/dz, evaluated over 100 grid points uniformly distributed on the interval

zinlet ± uinlet/f, is selected as a conservative error estimation. In general, the values of the first and

second-order derivatives in equation 2.32 are small, and sois Edup/dz.

Other thanEdup/dz, the systematic uncertainty in the individual particle velocities can induce

an error indup/dz. As discussed above, among the three sources of systematic uncertainty onup,

the error on the calibration coefficient (∆C/C) is the most important; the error incurred by approxi-

mating the derivativedz/dt with the second-order finite difference scheme,Eup,i
, is generally more

than two orders of magnitude smaller than∆C/C in the vicinity of zinlet and is, therefore, negligi-

ble. However, both velocities in the natural logarithm of equation 2.29 are scaled by the calibration

factor (C) and the laser repetition rate (f ), which then simplify in the ratiouFD(t+1/f)/uFD(t−1/f). It

follows that the systematic uncertainty on the particle velocities does not significantly contribute

to the systematic error on the individual values ofdup/dz, which is then mostly caused byEdup/dz

(see equation 2.32).

The main contributor to the uncertainty indu/dz|inlet is the error caused by the scatter in the
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values ofduFD/dz, which limits the precision of the linear, least-squares regression of equation

2.25. This error is calculated as [148]:

∆ du/dz|inlet,rand = t0.025,n−2

√

Lp
′Lp − η′z′Lp

n− 2
z0

′ (z′z)−1
z0, (2.33)

wheren is the number of data points included in the adjustment, andz0 is:

z0 =

[

1

zinlet

]

. (2.34)

The overall error in the velocity gradient atzinlet is finally calculated as:

∆ du/dz|inlet =
√

∆du/dz|2inlet,rand + E2
dup/dz. (2.35)

This method yields a smaller uncertainty than calculating the inlet velocity gradient based on the

quadratic polynomial adjusted to the velocity data points (equations 2.8 and 2.22). Linear polyno-

mials with slopes set to the uncertainty limits ofdu/dz|inlet are more consistent with the experimen-

tally determined particle velocities in the vicinity ofzinlet. The velocity boundary conditions (uinlet

and du/dz|inlet), and related uncertainties, are reported in Table F.1.

2.3 Two-dimensional, planar CH laser-induced fluorescence

The integration of the CH-LIF diagnostic around the jet-wall burner is shown in Figure 2.6. The

third harmonic (355 nm) of a Nd:YAG Laser (Spectra-Physics Quanta-Ray Pro-230) firing at 10

Hz pumps a wavelength-tunable dye laser (Sirah Cobra-Stretch SL) filled with Stilbene 420 dye.

A fairly homogeneous portion of the emerging beam is passed through a pinhole iris followed by

Powell and plano-cylindrical lenses to form an unfocused, quasi-homogeneous, laser sheet of ~20

mm by ~6 mm centred on the axis of the burner. The average energy of the laser sheet is ~0.137

mJ spread over a pulse duration of 8.5 ns. Linearity of the LIFresponse is ensured by comparison

of experimentally realized excitation spectra to theoretically determined ones in LIFBASE [150]

(see Figure 2.7), and by noting that the spectral irradiance(Iν ≈ 3.9 · 104 W/(cm2cm−1)) is ap-

proximately one order of magnitude lower than the value ofIν at which saturation effects appear

[106].

Similarly to other studies [100, 106], the dye laser wavelength is adjusted to ~426.93 nm to
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Dye laser
Laser sheet

ICCD camera

Jet-wall burner

Beam trap

FIGURE 2.6: Integration of the CH-PLIF diagnostic technique around the jet-wall burner. Note: the
Nd:YAG laser, which pumps the dye laser, is not shown on this figure.
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FIGURE 2.7: CH excitation spectra obtained with a laser spectral resolution of 0.00412 nm in a rich,φ =
1.3, methane-air flame. The blue curve corresponds to the measured spectrum, and the black dashed curve

to a numerical, linear CH-LIF excitation spectrum simulated with LIFBASE [150].
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excite the R(7) (N ′′ = 7,N ′ = 8) transition of the A2∆-X2Π (v′′ = 0, v′ = 0) electronic sys-

tem. Λ-doubling and spin-splitting, related to the two possible orientations of the projection of

the orbital and spin angular momenta on the internuclear axis, make the ground and electronically

excited states degenerate leading to multiple allowed transitions between the two electronic energy

levels [106]. Figure 2.8 shows the absorption spectrum of the R(7) A2∆-X2Π (v′′ = 0, v′ = 0)

system as obtained from LIFBASE for a thermalized population distribution at 1800 K (e andf

refer toΛ-doubling, and1 and2 to spin-splitting). The spectrum includes the effects of Doppler

and collisional line-broadening through convolutions of Gaussian and Lorentzian distributions, re-

spectively, with the non-broadened absorption spectrum. Doppler broadening is readily described

as it depends only on the gas temperature and molecular mass of the probed species [117, 150]. In

contrast, the width of the Lorentzian distribution, calculated using equation 2.36 wherePi [atm] is

the partial pressure of the broadening speciesi, and2γCH−i [cm
−1/atm] is the collisional broad-

ening parameter [151], depends on the local gas composition, temperature and pressure. Functions

describing2γCH−i(T ) for various broadening species are sparse. Vasudevan et al.[152] measured

2γCH−N2
(2312K) = 0.044 cm−1/atm in an ethane-nitrogen mixture heated by a shock wave. Not-

ing that the mixtures consist mostly of nitrogen in the current set of experiments, and applying the

temperature dependence of2γOH−N2
(T ) [151] as performed in [152], the width of the Lorentzian

distribution is approximated as∆νc ≈ 2γCH−N2
(T ) · P ≈ 0.044 · (2312

T
)0.72 · P . At 1800 K and 1

atm, this yields∆νc = 0.053 cm−1, which is in fair agreement with reported values ranging from

0.03cm−1 to 0.1cm−1 at atmospheric-pressure conditions [98, 117].

∆νc =
∑

i

2γCH−i(T ) · Pi (2.36)

Also shown in Figure 2.8 is the laser line profile approximated by a Voigt distribution. It was

obtained via a least-squares adjustment of a virtual excitation spectrum, made through a convo-

lution of an adjustable Voigt line-shape profile with a theoretical excitation spectrum extracted

from LIFBASE including the Doppler and collisional line-broadening mechanisms, to an exper-

imentally measured excitation spectrum. Given the thin line width (0.34cm−1) of the dye laser,

the current LIF excitation scheme targets only one spectralfeature that includes the R1e(7) and

R2f1e(7) transitions. It must be noted that the Einstein coefficient for stimulated absorption,B12,

is approximately 50 times larger for the R1e(7) transition.

An off-resonance signal (Figure 2.9(b)), measured at a theoretical absorption minimum at 427

nm, is subtracted from the on-resonance signal (Figure 2.9(a)) to remove the effects of Rayleigh

scattering, ambient luminosity, camera dark noise, and flame chemiluminescence (see net LIF
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FIGURE 2.9: (a) On-resonance PLIF, (b) off-resonance PLIF, (c) net(on − off-resonance) PLIF, and (d)
resulting 1D CH-LIF profile. In images (a) and (b), the left and right sides show a single image and the

average of 500 exposures, respectively.

signal in Figure 2.9 (c)). Both signals pass through a 10 nm bandpass filter centred at 430 nm (An-

dover Optics 430FS10-50), and are collected using a 90 mm Tamronf /2.8 macro lens mounted on

extension tubes for improved spatial resolution. The signals are recorded using an intensified CCD



Chapter 2. Methodology 36

camera (Dicam Pro, GaAsP photocathode) binned 4 by 4 for increased signal-to-noise ratio (S/N),

which results in a projected pixel resolution of0.029 mm/pixel. Five hundred images are exposed

for 30 ns, a gate time longer than the fluorescence duration but short enough to minimize noise,

again in an attempt to boost S/N. One-dimensional profiles ofLIF signal intensity are obtained by

averaging, at each axial location, the intensity of 50 pixels in the radial direction (see Figure 2.9 (c

& d)).

As shown in equation 2.37, the experimental LIF signal recorded by the camera,SLIF, is deter-

mined by many variables: the number density of CH molecules,N0,CH [m−3], the fraction of CH

molecules in the ground rotational state excited by the laser, fB,N1a , the laser irradiance,I [W/m2],

the spectral laser line width,∆νL [cm−1], the laser pulse duration,τLaser [s], the dimensionless

overlap fraction,Γ , the Einstein absorption and stimulated emission coefficients, B12 andB21

[m2/J-s], respectively, the Einstein rate constant of spontaneous emission,A21 [s−1], the rate con-

stant of collisional quenching,Q21 [s−1], and the average transmissivity of the bandpass filter over

the CH emission spectrum,τλ,LIF [60, 64, 117]. These values can be directly measured, calculated,

or obtained from databases. Their dependence on the local temperature (T ), pressure (P ), and mix-

ture composition (Xj) is also shown in equation 2.37. The functionfLIF, which corresponds to the

number of photons emitted in all directions per unit volume and solid angle, isa priori unknown.

As discussed in Chapter 3, it must be simulated using a LIF model in order to relate the number

density of CH molecules to the measured LIF signal.SLIF also depends on the solid angle,Ω [sr],

which determines the fraction of all emitted photons that are captured by the collection optics, the

probe volume,V [m3], and the optical collection constant,Copt [count/photon], that relates the

fluorescence intensity reported in counts on the images to the number of photons collected.Ω, V ,

andCopt cannot be readily measured nor calculated and, therefore, must be calibrated.

SLIF =fLIF[N0,CH, fB,N1a (T ) , I, ∆νL, τLaser, Γ (T, P,Xj) ,

B12, B21, A21, Q21 (T, P,Xj)] · τλ,LIF · Ω · V · Copt
︸ ︷︷ ︸

Optical parameters
to calibrate

(2.37)

To yield quantitative data, the net LIF signal is calibratedby the Rayleigh scattering signal of

nitrogen,SR, measured at the on-resonance laser wavelength using the exact same optical collec-

tion configuration. A signal,SN2
, is first recorded with cold nitrogen gas flowing in the apparatus.

Taking advantage that the Rayleigh scattering cross-section of helium is only ~1.3% that of nitro-

gen at room temperature and pressure, a Rayleigh scatteringsignal measured with He is deducted

fromSN2
to remove the effects of ambient luminosity and camera dark noise (i.e.,SR = SN2

−SHe).
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To minimize the impact of Mie scattering, the calibration gases are passed through an ultra-high-

purity particulate filter (Swagelok SS-SCF3-VR4-P-30). Asshown in equation 2.38, the experi-

mental Rayleigh scattering signal is influenced by the Rayleigh scattering cross-sections of nitro-

gen and helium,
(
∂σ
∂Ω

)

N2
[m2/sr] and

(
∂σ
∂Ω

)

He
[m2/sr], respectively, the number density,N [m−3],

the laser irradiance, the laser pulse duration, the laser wavelength,λ [m], and the transmissivity of

the bandpass filter at the wavelength of the Rayleigh scattering signal (on-resonance wavelength),

τλ,R. As for the LIF signal,SR depends on the solid angle, the probe volume, and the optical

collection constant.

SR =fR

[(
∂σ

∂Ω

)

N2

(P, T, λ) ,

(
∂σ

∂Ω

)

He

(P, T, λ) , N (P, T ) , I, τLaser, λ

]

· τλ,R · Ω · V · Copt
︸ ︷︷ ︸

Optical parameters
to calibrate

(2.38)

Traditionally (e.g., [100]), the optical parameters are obtained by applying a model for the

functionfR, and inserting an experimentally measured Rayleigh scattering signal (SR) in equation

2.38. The productΩ · V · Copt is then transferred to equation 2.37 to extract a CH number density

by inserting an experimentally determined value ofSLIF, and applying a model forfLIF. However,

this methodology has drawbacks. Namely, the accuracies of the optical calibration and of the con-

version of LIF signal intensities into number densities arelimited by the accuracy of the models

used (fLIF andfR), and of the temperature and species concentration data they require. In addition,

if these models (fLIF andfR) are proven inadequate or improved, it makes the experimental data

obsolete even if the methodology is formally correct. To avoid these issues, the approach proposed

by Connelly et al. [153] is employed in which relatively raw experimental signals are directly com-

pared to modelled LIF and Rayleigh scattering signal intensities. Experimental and computational

parameters are then segregated, removing uncertainties related to the LIF and Rayleigh models

from the experimental data. In this work, the LIF signal is normalized by the Rayleigh scatter-

ing signal, such that the solid angle, probe volume, and optical coefficient cancel out as shown in

equation 2.39. Therefore, the ratioSLIF/SR is a quantitative, surrogate measure of the CH number

density. Numerical values of LIF-to-Rayleigh ratio,(SLIF/SR)num, are obtained by inserting the

solution of flame simulations into a proper LIF model (fLIF), and calculating the Rayleigh scatter-

ing signal using a model forfR. The generation of(SLIF/SR)num, based on flame simulations, is
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the topic of Chapter 3.

SLIF

SR
︸︷︷︸

Experimental data
(SLIF/SR)exp

=
fLIF
fR

τλ,LIF
τλ,R

Ω · V · Copt

Ω · V · Copt
︸ ︷︷ ︸

= 1

=
fLIF
fR

τλ,LIF
τλ,R

︸ ︷︷ ︸

Numerical data
(SLIF/SR)num

(2.39)
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Laser-induced fluorescence modelling

Being non-intrusive, laser-induced fluorescence is a widely used diagnostic technique to obtain

spatially resolved fields of species concentration in flames[117–119]. A model replicating the

LIF process (fLIF in equation 2.37) is required to convert the output of flame simulations into

units compatible with the experimentally determined profiles of fluorescence intensity. Models

with various degrees of sophistication are reported in the literature. For data reduction of CH-

LIF in the A-X electronic system, it is common practice to apply models with two electronic

energy levels, either in the linear [100, 101] or saturated [106, 108] regimes, motivated by their

relative simplicity. Such two-level models accurately characterize the LIF process of atoms as

they are devoid of rotational and vibrational energy modes [117]. There are claims that for such

models to adequately describe the LIF process of molecules,collisional energy transfer within the

ground and electronically excited states must be either frozen, or extremely fast [117]. However,

at atmospheric pressure and beyond, most molecules featurenon-negligible rates of collisional

energy transfer within given electronic states [98, 117, 118, 154–156], and it is believed that these

processes must be modelled [117]. As an example, Luque et al.[98] developed a steady-state, four-

level LIF model to describe the laser-induced fluorescence of methylidyne excited to the highly

predissociativeB2Σ−(v′ = 1, N ′ = 8) energy level, and found that it is necessary to include

the effects of rotational energy transfer (RET) in the ground and electronically excited states. In

contrast, Naik and Laurendeau [157] assembled a five-level LIF model including rotational and

vibrational energy transfers to describe NO-LIF in the A2Σ-X2Π system, and observed that the

effects of RET are negligible under weak laser irradiation.Such a detailed model does not exist

for CH-LIF in the A2∆-X2Π (v′′ = 0, v′ = 0) system, and it is unclear if the effects of collisional

energy transfer within the ground and electronically excited states can be neglected.

Furthermore, with the intent to develop a simple, algebraicexpression relating the number den-

sity of the probed species to the LIF signal intensity, the achievement of steady-state populations

in the various energy levels is often hypothesized [98, 100,101, 107, 158]. While this assumption

can be accurate for long laser pulses or for systems rapidly achieving steady-state,e.g., saturated

39
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LIF, it cannot be considereda priori correct for short duration laser pulses, weak laser irradiation,

and LIF systems with slow transitional rates [117]. Thus far, CH A2∆-X2Π LIF measurements in

the linear regime were processed with steady-state models,without properly verifying the validity

of this assumption [100, 101].

In this chapter, a detailed, time-resolved, four-level LIFmodel is presented. Along with sim-

pler, two-level LIF models assuming 1) negligible rates of RET, 2) infinitely fast rotational energy

transfer, and 3) weak laser irradiation, it is used to analyze the commonly made assumptions in

CH-LIF data processing. Namely, the temporal evolution of the populations in the ground and

electronically excited states, the effect of RET on the LIF signal predictions, the impact of the

temporal profile of laser irradiance, and the interactions of the flame chemistry with the LIF sys-

tem are investigated. The methodology to translate the output of flame simulations into LIF signal

intensities compatible with the experimental data is then presented, as well as an uncertainty anal-

ysis of the time-resolved, four-level LIF model performed to quantify the error in the modelled

LIF signals. All LIF simulations in this chapter are performed at the location of maximum CH

concentration in an unstrained, adiabatic flame freely propagating in a stoichiometric mixture of

methane and air initially at 300 K and 1 atm simulated with theSD mechanism.

3.1 Laser-induced fluorescence models

3.1.1 Four-level LIF model

The four-level LIF model is shown in Figure 3.1. It includes two electronic energy levels, each con-

taining a rotational energy level directly coupled to laserirradiation (statea) and a manifold within

which all the other energy levels lie (stateb). Transitions relating to photon absorption (b12), stim-

ulated emission (b21), spontaneous emission (A2i1j), non-radiative collisional quenching (Q2i1j),

and rotational energy transfer (Rkakb andRkbka) are included in the model. Vibrational energy

transfer (v′ = 0 → v′ = 1, 2, etc.) is neglected consistent with the lack of fluorescence observed

from vibrational levels other than the laser-populated onein the LIF experiments of Garland and

Crosley [154] performed in atmospheric-pressure flames. Also, the rate of electronic energy trans-

fer from theA2∆ to theB2Σ− electronic energy levels is more than two orders of magnitude slower

than the rate of RET for CH molecules initially in theA2∆(v′ = 0, N ′ = 2, 6, 10, and 15) lev-

els [154]. Therefore, electronic energy transfer is not considered here. Furthermore, predisso-

ciation is neglected as, unlike theB2Σ− andC2Σ+ electronic energy levels, theA2∆ level does
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FIGURE 3.1: Four-level LIF model.

not present a declining potential energy for increasing, large internuclear distances (r, see Fig-

ure 3.2), which would repel and dissociate the carbon and hydrogen atoms1. Photo-ionization

(CH + hν → CH+ + e−) is also omitted as the ionization energy of methylidyne (10.64 eV = 85

817.34 cm−1 [160]) is 3.7 times higher than the energy required to excitethe molecules from the

ground state to theA2∆ electronic level (Te = 2.88 eV = 23 189.8 cm−1 [160]).

FIGURE 3.2: Potential energy curves for the first five electronic energy levels of CH. Reproduced with
permission [161].

1The force,F , in a conservative system relates to the potential energy,E, throughF = −dE/dr [159]. Hence, if
the potential energy decreases withr, thendE/dr < 0, the forceF is positive and works to dissociate the molecule.
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Under weak laser irradiation, collisional quenching is theprincipal transitional process de-

pleting the electronically excited levels (2a and2b). However, the distribution of the quenched

molecules into the various ground state energy levels is uncertain, and different assumptions are

made in the literature [98, 118, 162]. For OH, Daily [118] assumes that the molecules are quenched

to the same rotational level by analogy to the conservation of the vibrational state suggested by Paul

[163], a hypothesis contradicted in [164–166]. In contrast, Laurendeau and co-workers, in their

models for saturated OH-LIF [162] and linear NO-LIF [157], assume that the molecules quenched

from a given rotational energy level in the electronically excited state are evenly distributed among

the 20 distinct rotational levels considered in the ground state. Given the lack of a consistent de-

scription for the distribution of the quenched molecules among the ground state rotational energy

levels, the current LIF model assumes that all molecules aretransferred to the manifold (state1b)

as in the pre-dissociative CH-LIF model of Luque et al. [98].Similarly, all molecules undergoing

spontaneous emission from the rotational manifold in theA2∆ electronic level (state2b) are sent

to the1b state. Otherwise, it would be necessary to resolve the rotational levels in the excited state

manifold in order to discriminate the fractions of molecules transferred to the1a and1b states. This

would make the model more complex, but would not significantly change the populations in the

1a and1b levels as spontaneous emission occurs at a much slower rate than collisional quenching

and RET (and stimulated emission for LIF in the saturated regime), which proceed in parallel and,

therefore, determine the populations.

Invoking species conservation, a set of ordinary differential equations (ODE), which describe

the rate of change of the population in each of the energy levels, is developed:

dN1a

dt
= Ṅ1a = −N1a · b12 +N2a (b21 + A2a1a)−N1a ·R1a1b +N1b · R1b1a, (3.1)

dN1b

dt
= Ṅ1b = N2a · (A2a1b +Q2a1) +N2b · (A2b1 +Q2b1) +N1a · R1a1b −N1b ·R1b1a, (3.2)

dN2a

dt
= Ṅ2a = N1a · b12 −N2a · (b21 + A2a1a + A2a1b +Q2a1 +R2a2b) +N2b ·R2b2a, (3.3)

dN2b

dt
= Ṅ2b = −N2b · (A2b1 +Q2b1 +R2b2a) +N2a · R2a2b, (3.4)

whereNki [m−3] is the number density in the electronic levelk and energy statei, b12 [s−1] is

the rate constant of photon absorption by the ground state molecules,b21 [s−1] is the rate constant

of stimulated emission,A2i1j [s−1] is the rate constant of spontaneous emission from the2i to

the 1j states,Rkakb andRkbka are the forward and backward rate constants of rotational energy
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transfer in the electronic levelk, respectively, andQ2i1 is the rate constant of collisional quenching

from state2i. As shown in Figure 3.1, the LIF model is isolated; no molecules are gained or

lost to the environment. Hence, it would be possible to solveonly three ODEs and obtain the

population in the remaining state by invoking conservationof the total number of CH molecules

(N0,CH =
∑

Nki). However, the complete set of ODEs is implemented to conserve the ability to

solve processes incurring net gain/loss of molecules, suchas chemical reactions.

In equations 3.1 and 3.3, the rate constant of absorption,b12, is defined as [117]:

b12 =
B12

c
· I

∆νL
· Γ, (3.5)

whereB12 [m2/J-s] is the Einstein absorption coefficient for the R1e(7) transition obtained from

LIFBASE [150], c [cm/s] is the speed of light,I [W/m2] is the irradiance,∆νL [cm−1] is the

spectral laser line width, andΓ is the dimensionless overlap fraction.Γ is defined in equation 3.6,

whereL(ν) is the laser spectral distribution normalized such that itsintegral over the frequencyν

is equal toc ·∆νL, andg(ν) is the spectral shape of the absorption line normalized to unity [167].

Γ =

∫

ν

L(ν)g(ν)dν (3.6)

The irradiance is defined as:

I =
EB · τB

AB · τLaser
, (3.7)

whereEB [J] is the average laser energy per pulse,τB is the transmissivity of the beam shaping

optics downstream of the laser energy measurement point,AB [m2] is the laser sheet cross-sectional

area, andτLaser [s] is the laser pulse duration. The rate constant of stimulated emission,b21, is

calculated by multiplyingb12 by the ratio of the degeneracies in the ground and electronically

excited levels [117, 118, 159] which, owing to identical effective electronic degeneracies in the

two electronic states (ωel,eff , see Table 3.2), simplifies to [150]:

b21 = b12 ·
2 · J ′′ + 1

2 · J ′ + 1
. (3.8)

As shown in Figure 3.1, three spontaneous emission transitions are considered in the current

LIF model. A2a1a relates to photon emission through the R1e(7) transition, which occurs at a rate

constant of6.087·105 s−1 [150]. A2a1b accounts for all spontaneous emission transitions originating

from the2a state other than through the R1e(7) line. Included inA2a1b are the Q1(8), Q12(8), P1(9),

P12(9), and O12(10) transitions [150]. Through summation of the individual rate constants, a value
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of 1.209 · 106 s−1 is obtained forA2a1b. A2b1 is calculated using equation 3.9, where the first right-

hand side term combines all spontaneous emission transitions originating from the2i states, and

the second term removes the contributions ofA2a1a andA2a1b.

A2b1 =

∑27
N ′=1

∑1/2
S′=−1/2

∑

p=e,f A(J
′ = N ′ + S ′, N ′, p) · fB(J ′ = N ′ + S ′, N ′, p)

1− fB(J ′ = 8.5, N ′ = 8, e)

− (A2a1a + A2a1b) · fB(J ′ = 8.5, N ′ = 8, e)

1− fB(J ′ = 8.5, N ′ = 8, e)

(3.9)

In equation 3.9, p is the parity (e or f ), S ′ is the electron spin quantum number, andA(J ′ =

N ′ + S ′, N ′, p) [s−1] is the rate constant of spontaneous photon emission from theA2∆, J ′, N ′,

p state, which consists of an amalgam of A-X transitions in theO, P, Q, R and S branches. The

Boltzmann fraction,fB, is calculated for each(J ′, N ′, p) set assuming a rotationally thermalized

system in theA2∆ (v′ = 0) state atT = 1800 K. This yieldsA2b1 = 1.770 · 106 s−1.

With regards to collisional processes, Bülter et al. [168] estimated a variation in the rate con-

stant of collisional quenching of ~15% over the rotational levelsN ′ = 12 to N ′ = 2 based on CH

A-X radiative lifetime measurements performed in atmospheric, rich, premixed methane-oxygen

and acetylene-oxygen flames. In the current study, as most ofthe electronically excited species are

expected to lie within theN ′ = 8 rotational level, or its neighbouring levels owing to the limited

rate of RET, variations in the quenching rate constant with the rotational quantum number are dis-

regarded. As such,Q2b1 andQ2a1 are assumed equal (Q2b1 = Q2a1 = Q21). Knowing the major

species and temperature profiles from the flame simulations,the quenching rate constant,Q21, is

calculated based on the parameters specified in [169] along with the improved cross-sections of

quenching for H2, H2O and N2 specified in [170].

The rate constant of RET is commonly defined relative to the rate constant of quenching [98,

154–156]. Analyses of collisional energy transfer in studies on CH A2∆-X2Π LIF in low and

atmospheric-pressure, methane-air and oxygen-acetyleneflames demonstrated that the rate con-

stant of RET is ~2.4 to ~4.1 times faster than the rate constant of quenching [154–156]. Here, the

ratio R2a2b/Q21 is approximated as 2.83 by linearly interpolating the data of Garland and Crosley

[154] for methane-air flames at atmospheric pressure. It must be noted that their data only con-

sider collisional energy transfer over different rotational levels of the A2∆ electronic state,i.e.,

with ∆N ′ 6= 0. Based on emission spectra, they obtained the rate of RET by comparing the emis-

sion of photons from the laser-pumped rotational level to that of all other rotational levels. While

the line width of their laser was sufficiently thin to excite asingle feature of the fine structure in-

duced byΛ-doubling and spin-splitting, the relatively low resolution of their monochromator only
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allowed to separate fluorescence from individual rotational levels. Therefore, collisional transfer of

energy within the laser-populated rotational level,i.e., with ∆N ′ = 0, was not considered in their

assessment of the RET rate constant. However, experiments performed at low pressures and room

temperature revealed that the rate at which the laser-pumped state is depopulated to other states

within a given rotational energy level (with a different parity and/or spin quantum number) due to

collisions of CH A2∆ with CO2, N2, andAr is significant [171], and has a magnitude similar to,

but smaller than, the rate at which molecules shift to other rotational energy levels [172]. Given the

lack of data at atmospheric flame conditions, the value ofR2a2b extracted from the data of Garland

and Crosley [154] is used, while keeping in mind that it is likely underestimated. For that reason, a

wide range of uncertainty is applied on the values ofR2a2b andR1a1b in the error analysis presented

in section 3.4. Following Luque et al. [98] and Driscoll et al. [173],R1a1b is set equal toR2a2b. To

obtain the backward rate of rotational energy transfer,Rkbka, an analogy to chemical equilibrium

is made invoking the similar collisional nature of both processes. Upon equilibrium, the rate at

which CH molecules are transferred from thea to b states must be balanced by the rate at which

CH molecules from the manifold (b state) are fed into thea state, such that the population in each

state remains unchanged. This equilibrium hypothesis can be written as:

Nkb · Rkbka = Nka · Rkakb. (3.10)

Recognizing that at equilibriumNka = fB,Nka
·Nk andNkb = (1− fB,Nka

) · Nk, whereNk is the

total number density of CH molecules in the electronic levelk, it follows that:

Rkbka = Rkakb ·
fB,Nka

1− fB,Nka

. (3.11)

Typically, this yields a backward rate constant of RET approximately 40 to 50 times slower than

Rkakb in the ground and electronically excited states.

The population in each of the four states is obtained by solving equations 3.1 to 3.4 with the

Runge-Kutta4th/5th order solver (ode45) of Matlab for relative and absolute tolerances of10−8

and10−15, respectively, and using the values for the various parameters of the LIF model reported

in Table 3.1. The laser pulse is modelled as a boxcar functionwith a time interval equal to the

laser pulse temporal width (τLaser). Assuming thermal equilibrium of the internal energy modes, a

hypothesis generally valid for subsonic combustion processes [118], the initial conditions,i.e., the

initial population in each state (N1a,N1b,N2a,N2b), are computed using the Boltzmann distribution

yielding (N0,CH·fB,N1a ,N0,CH·(1− fB,N1a), 0, 0), whereN0,CH [m−3] is the total number density of

CH molecules as predicted by flame simulations. The initial concentration of molecules in the A2∆
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TABLE 3.1: Time-resolved, four-level LIF model parameters.

Parameter Function Constants Units
c1 c2 c3 c4

B12 1.072 · 1010 [m2J−1s−1]
B21 B12 · c1 0.889 [m2J−1s−1]
I 1.34 · 108 [Wm−2]

∆νL 0.34 [cm−1]
Γ 0.583

A2a1a 6.087 · 105 [s−1]
A2a1b 1.209 · 106 [s−1]
A21b 1.770 · 106 [s−1]

Rkakb/Q21 2.83

Rkbka Rkakb · fB,Nka

1−fB,Nka

[s−1]

fB,N1a
c1 · ec2/T + c3 · ec4/T 0.1683 −929.0 −0.1822 −1498

fB,N2a
c1 · ec2/T + c3 · ec4/T 2.608 −1402 −2.609 −1438

τcam 30 · 10−9 [s]
(
∂σ
∂Ω

)
f(TR) ref. [174]

TR 296 [K]
τλ,LIF 0.376
τλ,R 0.166
δPSF 0.124 [mm]

Quenching coefficients are from [169]:
Q21

∑
Qj · PXj

RT [s−1]
QH2

c1σH2
T c2 11.02 0.5 [10−13cm3s−1]

QH c1σHT
c2 15.09 0.5 [10−13cm3s−1]

QH2O c1σH2OT
c2 5.30 0.5 [10−13cm3s−1]

QO2
c1σO2

T c2 4.79 0.5 [10−13cm3s−1]
QOH c1σOHT

c2 5.36 0.5 [10−13cm3s−1]
QCH4

c1σCH4
T c2 5.43 0.5 [10−13cm3s−1]

QCO c1σCOT
c2 4.88 0.5 [10−13cm3s−1]

QCO2
c1σCO2

T c2 4.59 0.5 [10−13cm3s−1]
QN2

c1σN2
T c2 4.88 0.5 [10−13cm3s−1]

Quenching cross-sections are from [169], with updates from[170]:
σH2

c1T
c2e−c3/T 6.1 0.0 686 [̊A2]

σH c1T
c2e−c3/T 221 -0.5 686 [̊A2]

σH2O c1T
c2e−c3/T 9.6 0.0 0.0 [̊A2]

σO2
c1T

c2e−c3/T 8.61 · 10−6 1.64 -867 [̊A2]
σOH c1T

c2e−c3/T 221 -0.5 686 [̊A2]
σCH4

c1T
c2e−c3/T 52.8 -0.5 84 [̊A2]

σCO c1T
c2e−c3/T 8.31 0.0 0.0 [̊A2]

σCO2
c1T

c2e−c3/T 8.67 · 10−13 3.8 -854 [̊A2]
σN2

c1T
c2e−c3/T 1.53 · 10−4 1.23 552.1 [̊A2]
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electronic energy level is assumed negligible. As shown by the equilibrium distribution presented

in the last column of Table 3.2, this is a reasonable hypothesis when assuming thermal equilibrium

at a typical temperature of 1850 K. However, in hydrocarbon flames, chemical reactions can induce

concentrations of electronically excited species severalorders of magnitude larger than observed at

thermal equilibrium [175]. Neglecting the initial population in the A2∆ state can therefore impact

the accuracy of the LIF model [98]. The effects of chemical reactions on the initial concentration of

electronically excited CH molecules, and on the dynamics ofthe LIF system, will be investigated

in section 3.2.4, as per the recommendation of Daily [118].

TABLE 3.2: Methylidyne electronic energy levels and properties (φΛ is theΛ-doubling factor,2S + 1 the
multiplicity (spin-splitting factor),ωel,eff = φΛ · (2S + 1) the effective electronic degeneracy, andTe the
electronic energy measured at the minimum of the Morse potential), along with the equilibrium particle

distribution,Ni/N = ωel,eff ·exp
(

− Te
kBT

)

/Zel, whereZel =
∑

ωel,eff · exp
(

− Te
kBT

)

= 4.04248, calculated at

T = 1850 K. Properties are from [159, 160].

Level φΛ 2S + 1 ωel,eff Te [cm−1] ωel,eff · exp
(

− Te

kBT

)

Ni/N

X2Π 2 2 4 0 4 0.9895
a4Σ− 1 4 4 5844 0.04248 0.01051
A2∆ 2 2 4 23189.8 5.882 · 10−8 1.455 · 10−8

B2Σ− 1 2 2 26044 3.195 · 10−9 7.903 · 10−10

C2Σ+ 1 2 2 31801.5 3.629 · 10−11 8.978 · 10−12

D2Π 2 2 4 60394 1.598 · 10−20 3.952 · 10−21

E2Π 2 2 4 65625 2.733 · 10−22 6.761 · 10−23

F2Σ+ 1 2 2 65945 1.065 · 10−22 2.636 · 10−23

3.1.2 Two-level LIF models

Three simpler, two-level LIF models are assembled, which assume 1) negligible rates of RET, 2)

infinitely fast rotational energy transfer, and 3) weak laser irradiation. The typical model, shown

in Figure 3.3, includes photon absorption (b12), stimulated emission (b21), spontaneous emission

(A21), and non-radiative collisional quenching (Q21) [117]. The simplicity of the two-level models

allows to more easily identify the dominant time scales in the LIF process, and helps in assessing

the effects of RET. The three models are briefly presented in sections 3.1.2.1 to 3.1.2.3, and the

parameters required to compute the populations are those provided in Table 3.1, unless explicitly

stated.
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3.1.2.1 Model with frozen rotational energy transfer

Frozen rotational energy transfer,i.e., Rkakb = 0 s−1, implies that the ground and electronically

excited states (states 1 and 2 in Figure 3.3, respectively) solely comprise energy levels directly

coupled to laser irradiation,i.e., v′ = v′′ = 0, J ′′ = 7.5, N ′′ = 7, J ′ = 8.5, N ′ = 8, and

p = e. It is also customary to assume that all electronically excited species are quenched to the

X2Π, v′′ = 0, J ′′ = 7.5, N ′′ = 7, p = e state [100, 117]. The system is therefore isolated from

the other vibrational, electronic, and rotational energy levels. It follows that the total number

density of CH molecules in the system is equal to the initial population in state 1 (it is assumed

thatN2(0) = 0):

N2(t) +N1(t) = N1(0) = N0,CH · fB,N1a , (3.12)

whereN0,CH is the overall CH number density predicted by the flame simulations, andfB,N1a is

the Boltzmann fraction of molecules in theX2Π, v′′ = 0, J ′′ = 7.5, N ′′ = 7, p = e state at thermal

equilibrium. The ODE representing the rate of change ofN2 is obtained by invoking species

conservation, and using equation 3.12:

dN2

dt
= Ṅ2 = N1 · b12 −N2 · (b21 + A21 +Q21)

= N0,CH · fB,N1a · b12 −N2 · (b12 + b21 + A21 +Q21) .

(3.13)

Equation 3.13 is a first-order, linear, ordinary differential equation conveniently solved analyt-

ically through separation of variables [176]:

N2,on(t) =
b12 ·N0,CH · fB,N1a

b21 + b12 + A21 +Q21
· (1− e−(b21+b12+A21+Q21)·t) 0 ≤ t ≤ τLaser, (3.14)

hν

hν

hν

A21 Q21b21

b12

State 2

A2∆, ν’ = 0

State 1

X2Π, ν’’ = 0

hν

hν hν

FIGURE 3.3: Two-level LIF model [117].
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and,

N2,off(t) = N2,on(τLaser) · e−(A21+Q21)·(t−τLaser) τLaser < t ≤ τcam, (3.15)

whereN2,on(t) andN2,off(t) correspond to the number density in state 2 during and following laser

irradiation, respectively, and the rate constant of spontaneous emission,A21, is taken as the sum of

A2a1a andA2a1b reported in Table 3.1. At the location of maximum CH concentration in the freely

propagating, premixed methane-air flame discussed above,Q21/(A2a1a+A2a1b) ≈ 150 and, therefore,

the time constant of the exponential decay of the populationin state 2 after the laser pulse is mainly

determined by the rate constant of collisional quenching.

3.1.2.2 Model with infinitely fast rotational energy transfer

Infinitely fast rotational energy transfer,i.e., Rkakb → ∞, results in fully equilibrated population

distributions in both, ground and electronically excited,states. In this case,N2(t) represents all

energy levels in theA2∆ state, while the whole population in the ground state corresponds to

N1(t) = [N0,CH −N2(t)]. The fraction of the ground state molecules available for excitation by

the laser is calculated as:

N1,exc(t) = N1(t) · fB,N1a = [N0,CH −N2(t)] · fB,N1a . (3.16)

Equation 3.17, which describes the rate of change of population in the electronically excited

state, is obtained through species conservation and invoking equation 3.16. It must be noted that

the rate constant of stimulated emission,b21, must be multiplied by the Boltzmann fraction of CH

molecules in theA2∆, v′ = 0, J ′ = 8.5, N ′ = 8, p = e state,fB,N2a , as only these molecules can

undergo stimulated emission through theR1e(7) transition.

dN2

dt
= Ṅ2 = N1,exc · b12 −N2 · (b21 · fB,N2a + A21 +Q21)

= N0,CH · fB,N1a · b12 −N2 · (b12 · fB,N1a + b21 · fB,N2a + A21 +Q21)

(3.17)

As previously, equation 3.17 is solved through separation of variables, which yields [176]:

N2,on(t) =
b12 ·N0,CH · fB,N1a

b21 · fB,N2a + b12 · fB,N1a + A21 +Q21

· (1− e−(b21·fB,N2a
+b12·fB,N1a

+A21+Q21)·t) 0 ≤ t ≤ τLaser.

(3.18)

The decaying part of the LIF process is described by equation3.15. A21 is assumed identical to

the two-level LIF model withRkakb/Q21 = 0, as the rate constants of spontaneous emission out of
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states2a and2b in the four-level LIF model are similar, as shown in Table 3.1.

3.1.2.3 Model assuming weak laser irradiation (linear LIF regime)

Weak laser irradiation (linear LIF regime) is often assumedin the development of simple, algebraic

LIF models. This hypothesis implies that the rate constantsof photon absorption and stimulated

emission are negligible in comparison to the rate constantsof quenching and spontaneous emission,

i.e., b12 + b21 ≪ Q21 + A21 for equation 3.14, andb21 · fB,N2a + b12 · fB,N1a ≪ Q21 + A21 for

equation 3.18. Both equations become identical when the laser-coupled terms (b12 and b21) are

removed from the denominator and the exponential term:

N2,on(t) =
b12 ·N0,CH · fB,N1a

A21 +Q21
· (1− e−(A21+Q21)·t) 0 ≤ t ≤ τLaser, (3.19)

which suggests that RET plays a negligible role for low irradiance levels.

3.2 Adequacy of the principal assumptions invoked in the de-

velopment of LIF models

In this section, four assumptions commonly invoked in the development of LIF models are re-

viewed: 1) the populations in the ground and electronicallyexcited states achieve steady-state over

the duration of the laser pulse; 2) rotational energy transfer can be neglected; 3) the temporal shape

of the laser pulse has a minimal impact on the predicted LIF signal; and 4) the LIF process and the

flame chemistry are decoupled.

3.2.1 Steady-state assumption

Figure 3.4 shows the temporal evolution of the population ineach of the energy levels computed

with the four-level LIF model. The curves correspond to the solution obtained with the Runge-

Kutta solver of Matlab, while the dots are calculated using the analytical solution of the LIF model

presented in Appendix B. The remarkable agreement between both sets of data confirms the ac-

curacy of the numerical ODE solver. Laser irradiation depopulates the1a state and excites the

methylidyne molecules to the2a state. In the ground electronic energy level, a net transferof

molecules from the1b to the1a states is induced by RET, which decreases the number densityin

the former. In the electronically excited state, RET occursin the opposite direction,i.e., from the

laser-coupled level (2a) to the rotational manifold (2b). Once the laser is turned off, the popula-

tions in the2a and2b states decay, and the two states in the ground electronic energy level are
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replenished. As expected, the total number density in the system,
∑

Nki, remains constant over

the whole process as shown in Figure 3.4(a).
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FIGURE 3.4: Predicted populations by the four-level LIF model at the location of maximum CH concen-
tration in a freely propagating, stoichiometric, premixedflame of methane and air simulated with the SD
mechanism. The curves correspond to the solution provided by the Runge-Kutta solver of Matlab, while the

superimposed, solid dots are obtained using the analyticalsolution presented in Appendix B.
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Over the 8.5 ns of the laser pulse, the populations in the laser-coupled states (1a and 2a)

almost reach steady-state (SS) conditions,i.e., dNki/dt = 0. However, state2b, out of which most

(~72%) of the photons originate, only achieves ~88% of its SS number density. This causes the

total population in the electronically excited level (N2a +N2b) to only attain ~91% of the number

density at SS conditions. For the steady-state assumption to be adequate, the populations should

not only reach their SS concentration, but also maintain it for a sufficiently long duration such that

the transient behaviours at the beginning and after the laser pulse are of negligible importance.

Consistent with the estimated time to reach SS reported in [117], the LIF process is undoubtedly

transient for laser pulses of a few nanoseconds.

Nevertheless, the steady-state assumption is often invoked in the processing of experimental,

linear, nanosecond LIF signals,e.g., [100, 101], most of the time implicitly,i.e., by blindly using

the solution of a two-level, steady-state model provided ina reference book or a review paper [117,

118, 159]. In this case, the number of photons emitted per unit volume is calculated as2:

Np = A21 ·N2,on,SS · τLaser, (3.20)

whereN2,on,SS corresponds to the steady-state number density of CH molecules in the electroni-

cally excited state obtained by evaluating equation 3.19 with t → ∞:

N2,on,SS =
b12 ·N0,CH · fB,N1a

A21 +Q21
. (3.21)

Although, at the first glance, it could be concluded that these datasets are flawed, the mathematical

demonstration performed in Appendix C reveals that equation 3.20 provides accurate values ofNp

in the linear LIF regime (weak laser irradiation) if the camera exposure time is sufficiently long to

collect most of the LIF signal. This does not mean that the steady-state assumption is valid; it is

instead a fortuitous behaviour caused by the similar characteristic time scales of the exponential

rise and decay of the overall population in the electronically excited energy level, both determined

by the rate constant of quenching,Q21, in the linear LIF regime. The deficit in terms of emitted

photons of the transient solution in comparison to the steady-state case as the laser irradiates the

CH molecules is exactly compensated by the emission of photons during the exponential decay

of theA2∆ electronic state once the laser is turned off (see Figure C.1). Therefore, extending the

value ofτLaser in equation 3.20 by1/Q21 to account for the photons emitted after the laser pulse,

as performed by Gibaud et al. [101], is erroneous. Considering their reported values for the laser

pulse duration (3 ns), and1/Q21 (3.6 ns), it follows that their concentration dataset has a systematic

2The LIF signal,SLIF, collected on the camera detector is proportional toNp as discussed in section 3.3.
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error (underestimation) of ~55%, significantly beyond the stated uncertainty in their measurements.

Using a steady-state formulation with such a correction (1/Q21) for the photons emitted after the

laser pulse would be appropriate in the saturated LIF regimewhere the exponential rise is almost

instantaneous due to the large values ofb12 andb21 (see equations 3.14 and 3.18), while the decay

of the electronically excited state population is still determined by the rate constant of collisional

quenching (see equation 3.15). Between these two asymptotic regimes (linear and saturated), the

transient nature of the LIF process must be considered, and atime-resolved formulation needs to

be used.

The main benefit of using two-level, steady-state LIF modelsis that they provide a simple,

algebraic equation relating the LIF signal to the number density of CH molecules, which can be

easily inverted to extract concentrations based on experimental LIF signal values. Here, as the

comparison to experiments is instead performed using LIF signals derived from flame simulations,

this advantage is not as relevant. Furthermore, the computational cost of calculatingNp based

on a transient LIF model is not sufficiently high to justify the usage of steady-state formulations,

whose validity is coincidental and limited to the asymptotic linear and saturated regimes. Also,

as discussed below, the finite rate constant of RET, which is only included in the four-level LIF

model, must be considered for typical values of laser irradiance used in experiments.

3.2.2 Negligible impact of rotational energy transfer on the LIF process

As shown by equation 3.19, the solutions of the two-level LIFmodels with negligible and infinitely

fast RET, equations 3.14 and 3.18, respectively, are identical under very weak laser irradiation,

which suggests that rotational energy transfer does not impact the LIF process. This negligible

effect of the rate of RET in the linear LIF regime is confirmed in Figure 3.5(a) where the overall

populations in the upper electronic level predicted by bothtwo-level models and the four-level LIF

model (N2a+N2b) almost perfectly agree for a low absorption rate constant,b12 = 1 ·106 s−1. This

is explained by the fact that, under very weak laser irradiation, the rate of photon absorption is very

slow, such that the number density in the laser-coupled ground state remains almost unchanged.

That is, the thermal equilibrium among the energy levels in the ground state is relatively unper-

turbed, such that the rate of RET in the ground state has virtually no impact on the LIF process.

In the electronically excited state, the four-level LIF model predicts that a significant fraction of

the molecules initially excited to the2a state (dotted curve in Figure 3.5(a)) is transferred to the

2b state (dashed curve in Figure 3.5(a)). However, since the main mechanism depopulating the

upper electronic level is collisional quenching, and that it depletes the2a and2b states at the same

rate constant (Q21), it follows that the actual distribution of molecules between both states, which
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FIGURE 3.5: Electronically excited state populations as a function of time for absorption rate constants,
b12, of (a) 1 · 106 s−1, and (b)8.21 · 107 s−1. Legend: two-level LIF model withRkakb = 0 s−1 (dashed
grey curve), two-level LIF model withRkakb → ∞ (solid grey curve), and states2a (dotted black curve),
2b (dashed black curve) and total electronically excited state population (solid black curve) computed with

the four-level, LIF model.

is determined by the rate constant of RET, does not impact thetotal number of molecules in the

A2∆ state (N2a + N2b). Since the rate constants of spontaneous emission from states2a and2b

are very similar as presented in Table 3.1, it follows that the total number of emitted photons per

unit volume,Np, calculated with equation 3.22 whereτcam is the camera exposure time, is also

negligibly impacted by the rate of RET.

Np =

∫ τcam

0

∑

i,j

N2i(t) · A2i1j dt (3.22)

Figure 3.6 presents the total number of emitted photons per unit volume obtained with the

models discussed in section 3.1. As expected, they agree very well with one another at low laser

pulse energies (b12 ∝ EB). As b12 increases, the predictions of the LIF models including all laser-

coupled terms (referred to as complete models in the following) transition into the saturated LIF

regime whereNp becomes independent ofb12. The onset of saturation is characterized by the

saturation irradiance,Isat, which is the irradiance calculated at the intercept of the solution of the

linear LIF model (equation 3.19, dotted grey line in Figure 3.6) with the value ofNp at saturation

(b12 → ∞). This condition is shown with symbols for the three complete LIF models in Figure

3.6. The principal effect of RET is to delay the transition tosaturation, thus yielding higher values

of Np for larger rate constants of RET. This behaviour is consistent with the necessity to consider

RET in the processing of saturated LIF signals discussed in [117].

Figure 3.5(b) presents the populations in the upper electronic level predicted by the complete
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model.

LIF models presented in section 3.1 for the rate constant of photon absorption used in the current

study, which is approximately 6.2 times smaller than the saturation limit predicted by the four-

level LIF model (black dot in Figure 3.6). At all times, the models including rotational energy

transfer predict a larger overall number density of electronically excited molecules. In the ground

electronic energy level, RET replenishes the laser-coupled (1a) state, which is significantly depop-

ulated (see Figure 3.4(b)) due to the non-negligible value of the rate constant of absorption (b12). A

larger number density of molecules is then available for excitation, which raises the rate of photon

absorption (N1a · b12) and, consequently, the number density of electronically excited molecules.

In theA2∆ electronic state, although bidirectional, RET induces a net transfer of molecules from

the laser-coupled energy level (state2a) to the rotational manifold (state2b). This reduces the

rate at which the upper electronic level is depleted as, unlike state2b that is mainly affected by

collisional quenching, a non-negligible level of stimulated emission depopulates the2a state in ad-

dition toQ21. The faster is the rate constant of RET, the lower is the contribution ofb21 in depleting

the upper electronic level, and the higher is the total number density in theA2∆ electronic level.

As shown in Figure 3.6, this causes the two-level LIF model with infinitely fast RET to predict

the largest values ofNp over the considered range of absorption rate constants, followed by the
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four-level LIF model, and the two-level LIF model withRkakb/Q21 = 0.

Interestingly, the solution of the linear LIF model (dottedgrey line in Figure 3.6) is an asymp-

tote that the complete LIF models approach as the laser irradiance is reduced. The linear LIF model

consistently over-predictsNp in comparison to the more detailed four-level LIF model, while the

two-level LIF models with infinitely fast and frozen RET overestimates and underestimatesNp,

respectively. The lower is the value ofb12, the smaller is the error incurred by using one of the

two-level LIF models (see the inset of Figure 3.6). The rate constant of photon absorption at which

the current experiments are performed,b12 = 8.21 · 107 s−1, is shown by the black dashed-dotted

line in Figure 3.6. As in [100], this value is approximately one order of magnitude lower than the

experimental saturation limit reported in [106], and yields experimental excitation spectra agree-

ing with theoretical ones produced assuming LIF in the linear regime (see Figure 2.7). However,

even if the rate constantb12 used in this study is much lower than the saturation limit, there is a

non-negligible difference in the values ofNp predicted by the various LIF models as shown in the

inset of Figure 3.6; the two-level linear model and the two-level model with infinitely fast RET

over-predict by ~18%, and the two-level model with negligible RET underestimates by ~13%, the

value ofNp provided by the four-level LIF model. That is, using the common two-level linear LIF

model at the current laser energy would cause a systematic error of ~18%. For the linear LIF model

to agree within 5% with the four-level LIF model, the laser irradiance would need to be reduced by

a factor of ~5.2. This would cause a significant decrease in the LIF signal recorded by the camera,

and a corresponding reduction in the signal-to-noise ratiorestricting the range of operating condi-

tions that can be investigated. Instead, the four-level LIFmodel is used, which considers the finite

rate of RET in the ground and electronically excited states and, consequently, properly accounts

for the continuous transition from the linear to the saturated LIF regimes. Unless the experimental

conditions allow to operate at laser irradiance levels ~30 to ~50 times lower than the saturation

limit, the detailed four-level LIF model should be preferred over the two-level models3.

3.2.3 Impact of laser temporal energy profile

It is common practice to assume that the irradiance is constant throughout the laser pulse and,

therefore, that the rate constant of absorption does not vary with time [94, 98, 100, 101]. The exact

temporal energy profile of the beam exiting the dye laser could not be measured in the current

3For the linear LIF model to agree within 5% with the four-level LIF model, the laser energy would need to be
reduced by a factor of ~5.2. Considering that the saturation limits determined with the four-level LIF model, and
obtained from [106], are approximately 6.2 and 10 times higher, respectively, than the rate constant of absorption at
which the current set of experiments is performed, it is established that the linear LIF model is only valid for laser
irradiance levels ~30 to ~50 times lower than the saturationirradiance.



Chapter 3. Laser-induced fluorescence modelling 57

0 5 10 15 20 25 30
 t [ns]

0

2

4

6

8

10

 b
1
2
  [

s-1
]

×107

FIGURE 3.7: Temporal variation in the rate constant of absorption.Legend: boxcar (solid lines), half-
normal (dotted curve), and Gaussian (dashed curve) laser pulse shapes.

study as a sensor with a sufficiently fast response, and a measuring instrument with a sufficiently

high sampling rate, were not available. However, it is likely that the temporal energy profile of

the laser pulse departs from a boxcar function [177]. To investigate its effect on the predicted LIF

signal, the time-resolved, four-level LIF model is solved with two transient profiles ofb12 shown

in Figure 3.7: 1) a half-normal distribution (dotted curve), and 2) a Gaussian distribution (dashed

curve). Both profiles have the same duration,τLaser = 8.5 ns (full width at half maximum), and

overall energy,EB, as the boxcar laser pulse. Therefore, the integral
∫∞

−∞
b12dt for the three laser

pulse shapes is equal.

The populations in theA2∆ electronic energy level are shown in Figure 3.8 for the boxcar (a),

Gaussian (b), and half-normal (c) laser pulses. As expected, the shape of the laser pulse impacts the

populations in states2a and2b. Namely, the Gaussian and half-normal distributions lead to lower

maximum number densities in comparison to the boxcar laser pulse, but non-negligible values

of N2a andN2b are observed over longer periods of time due to their flared wings. However, as

discussed in section 3.3, the LIF signal is proportional to the number of photons emitted per unit

volume computed with equation 3.22. The Gaussian and half-normal laser pulse shapes lead to

overestimations of ~3% and ~4%, respectively, in the predicted value ofNp in comparison to the

boxcar energy profile. Hence, for the irradiance level used in this study, the temporal energy profile

of the laser pulse has only a minor effect on the predicted LIFsignal.
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3.2.4 Interactions of the flame chemistry with the LIF system

In LIF data analysis, it is customary to neglect chemical interactions of the ground and electron-

ically excited energy levels with the flame chemistry [77, 94, 100, 101]. This is a reasonable as-

sumption for species with relatively slow chemical rates incomparison to the principal processes

in the LIF system [98]. However, fast chemical reactions canalter the LIF signal by replenishing

the depopulated ground state, or by consuming the laser-excited molecules thus preventing them

from undergoing spontaneous emission [98, 118]. Furthermore, as witnessed from the typical blue

chemiluminescence of hydrocarbon flames, chemical reactions produce a non-negligible concen-

tration of electronically excited CH molecules, which emitphotons through spontaneous emission

[178, 179]. Therefore, the adequacy of the previously made assumptions regarding the negligible

initial populations in the2a and2b states, and the absence of interactions between the LIF model

and the flame chemistry, must be verified and their effects on the LIF signal predictions assessed.

3.2.4.1 Replenishment of the ground energy level by chemical reactions

For steady flames, the rate of accumulation of a given species(∂Yj/∂t, whereYj is the mass fraction

of speciesj) is null throughout the computational domain. Locally, thenet production rate of the

species,i.e., the difference between the rates of production and consumption (see equation 3.23),

must then be balanced by the convective and diffusive fluxes [180]. To fully capture the coupling

between the LIF system and the flame chemistry, it would be necessary to include the four levels

of the LIF model, as well as the rate descriptions for all transitional processes, in a transient flame

solver, which is a fairly intricate task. Instead, for the current assessment, terms to be added to the

system of ODEs of the time-resolved, four-level LIF model are derived taking advantage that CH

is in quasi-steady state within the front of hydrocarbon flames [92].

The overall production rate of CH,qCH, is described by equation 3.23, whereRin andRout are

the numbers of reactions producing/consuming CH,Nr,i andNr,k are the numbers of reactants in

the reactions producing/consuming CH,k is the specific rate,[Mj ] is the concentration of species
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j, andν is the stoichiometric coefficient4.

qCH =

Rin∑

i=1

ki

Nr,i∏

j=1

[Mj ]
ν′j

︸ ︷︷ ︸

rate of production,qf,CH

−
Rout∑

k=1

kk[CH]

Nr,k∏

l=1,Ml 6=CH

[Ml]
ν′l

︸ ︷︷ ︸

rate of consumption,qc,CH

= qf,CH − [CH]

Rout∑

k=1

kk

Nr,k∏

l=1,Ml 6=CH

[Ml]
ν′l

︸ ︷︷ ︸

rate constant of consumption

(3.23)

The overall (net) production rate of CH,qCH, and the rates of production and consumption of

CH, qf,CH andqc,CH, respectively, are shown in Figure 3.9 for the freely propagating methane-air

flame discussed above. Through the flame front,qf,CH andqc,CH are almost equal, such that CH

is assumed to be in quasi-steady state,i.e., qCH ≈ 0. InsertingqCH = 0 in equation 3.23 and

rearranging yields the following description for the rate constant of consumption:

Rout∑

k=1

kk

Nr,k∏

l=1,Ml 6=CH

[Ml]
ν′l

︸ ︷︷ ︸

rate constant of consumption

=
qf,CH

[CH]
=

qf,CH ·NA

N0,CH
, (3.24)

whereN0,CH is the number density of CH molecules predicted by the flame simulation, andNA

is the Avogadro constant. As shown in Figure 3.4, laser excitation of the CH molecules depletes

the ground electronic state, but only slightly; at the end ofthe laser pulse, the overall population in

the ground state (N1a +N1b) is 0.49% lower than its initial value. Such a small perturbation of the

CH concentration is assumed to have a negligible impact on the concentration of the other species

involved in the flame chemical reactions. Therefore, it is hypothesized that the rate constant of

consumption defined in equation 3.24 is constant throughoutthe LIF process, and so isqf,CH.

A formula for the overall (net) rate of production of CH to be included in the LIF model,

4This formulation assumes that the stoichiometric coefficient of CH is 1 in all reactions.
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FIGURE 3.9: Net rate of production (solid black curve), rates of production (black dashed curve) and
consumption (grey dashed curve) of methylidyne, and temperature (solid grey curve) in a freely propagating,

laminar, premixedCH4-air flame at stoichiometric conditions.

qLIF,CH, is derived by inserting equation 3.24 in equation 3.23, andrecognizing that the instanta-

neous concentration of CH in the ground state corresponds to[N1a(t)+N1b(t)]/NA:

qLIF,CH = qf,CH − [CH]
Rout∑

k=1

kk

Nr,k∏

l=1,Ml 6=CH

[Ml]
ν′l

︸ ︷︷ ︸

rate constant of consumption

= qf,CH − [CH] · qf,CH ·NA

N0,CH

= qf,CH ·
(

1− N1a +N1b

N0,CH

)

= qf,CH ·
(

fB,N1a −
N1a

N0,CH

)

︸ ︷︷ ︸

added to equation 3.1

+ qf,CH ·
[

(1− fB,N1a)−
N1b

N0,CH

]

︸ ︷︷ ︸

added to equation 3.2

,

(3.25)

whereqf,CH = 1.686 · 1026 m−3·s−1 is obtained at the location of maximum CH concentration

for the freely propagating, premixed methane-air flame discussed above. It must be noted that

prior to the laser pulse, the terms added to equations 3.1 and3.2 are null. They become positive,

therefore producing CH molecules, when the populations in the 1a and1b states decrease from

their concentration at thermal equilibrium.
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Figure 3.10 presents the solutions obtained with the four-level LIF model without (solid curves)

and with (dashed curves) chemical reactions interacting with the ground state,1a and1b, levels.

For the first few nanoseconds, both solutions are nearly identical but, for larger values oft, the

chemical reactions produce CH molecules yielding higher number densities in the1a and1b levels.

After the laser pulse, theA2∆ state decays and refills the ground state levels. As the number

densities in states1a and1b reach values higher than the initial conditions (thermal equilibrium),

the chemical reactions start consuming CH molecules. It is noted thatN1a, N1b, and
∑

Nki do not

return to their initial value over the 30 ns of the simulationdue to the limited value ofqLIF,CH. It

was verified that the system comes back to the initial conditions if given sufficient time.

The chemical reactions do not produce a significant number ofCH molecules. In fact, the

overall number density(
∑

Nki) deviates by less than 0.083% from its original value. This is

becauseqLIF,CH only achieves relatively small values (7.218 · 1023 m−3·s−1 at maximum). By

integratingqLIF,CH over the duration of the laser pulse, the number density of molecules produced

by the chemical reactions is found to be4.510 · 1015 m−3, of which2.356 · 1015 m−3 are provided

to state1a and2.154 · 1015 m−3 to state1b. These values are relatively small in comparison to

the number densities of CH molecules in the ground electronic state at the end of the laser pulse:

N1a = 1.440 ·1017 m−3,N1b = 7.316 ·1018 m−3, andN1a+N1b = 7.460 ·1018 m−3. Consequently,

the chemical reactions have a minimal impact on the ground state populations, and on the LIF

system.

For sufficiently long laser pulses, it can be shown that the chemical reactions would replenish

the ground electronic state (N1a + N1b) to its initial value of number density,N0,CH
5. However,

because of the low value ofqLIF,CH, this process occurs on a time scale of a few hundreds of

nanoseconds, while the laser pulse lasts 8.5 ns. Therefore,the minimal impact of the chemical

reactions is caused by two factors: the slow overall rate of CH production, and the limited value

of τLaser. On its own, the rate of production of CH,qf,CH = 1.686 · 1026 m−3·s−1, which once

integrated over the duration of the laser pulse yields1.433 · 1018 m−3, would be sufficiently fast

to interact with the LIF process as suspected in [98]. However, because it is counterbalanced

by the rate of consumption of CH molecules, this results in anoverall (net) rate of production

of CH, qLIF,CH, too small to significantly impact the LIF system over the duration of the laser

pulse. Furthermore, it must be noted that because the current set of experiments is performed at

a relatively low level of irradiance, state1a is only weakly depopulated during laser irradiation.

5Applying the conservation of CH molecules to the complete LIF system, the ODE describing the rate of change
of the total number density,NT =

∑
Nki, is dNT/dt = qLIF,CH = qf,CH · (1− (N1a+N1b)/N0,CH). Assuming that

the laser pulse is sufficiently long for the total populationto achieve steady-state,i.e., dNT/dt = 0, it follows that
qf,CH · (1− (N1a+N1b)/N0,CH) = 0 and, consequently,N1a +N1b = N0,CH.
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FIGURE 3.10: Predicted populations by the four-level LIF model isolated from the flame chemistry (solid
curves), and supplemented with chemical reactions interacting with the ground electronic state (dashed

curves).

Therefore, having very fast chemical reactions that would almost instantaneously replenish states

1a and1b, hence maintaining their initial number density, would have a limited impact on the

number of emitted photons per unit volume, which would increase by ~8.5%.

As shown in Figure 3.10, the populations in theA2∆ state are almost unchanged in comparison
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to the solution of the LIF model without chemical reactions.This causes a limited increase of

~0.2% in the number of photons emitted per unit volume,Np. Therefore, it is concluded that

chemical reactions interacting with the ground state,1a and1b, levels have a negligible impact on

the predicted LIF signal.

3.2.4.2 Interactions of the electronically excited state with the flame chemistry

Generally, the set of species considered in thermochemicalmechanisms does not include CH in the

A2∆ state (CH∗) as it is not expected to impact the predictions of the main combustion properties.

However, the chemistry ofCH∗ received some attention in the literature as CH chemilumines-

cence, emitted when electronically excited methylidyne formed by chemical reactions undergoes

spontaneous emission, found applications as a non-intrusive flame diagnostic technique to charac-

terize the heat release, equivalence ratio, and flame location [181, 182]. The effects on the response

of the four-level LIF model of non-null, initial concentrations of molecules in the A2∆ state, as

well as the impacts of chemical reactions interacting with levels2a and2b, are investigated in this

section.

The principal reactions expected to form electronically excited methylidyne are presented in

equations 3.26 to 3.29. As shown in Table 3.3, significant disagreements in the rate coefficients

exist in the literature [135, 178, 179, 181, 183–188]. This causes variations of a few orders

of magnitude in the values of the specific rates calculated ata typical temperature of 1850 K,

k(T = 1850 K). There is a consensus thatCH∗ is primarily consumed via non-radiative colli-

sional quenching, and the rate coefficients provided by Tamura et al. [169] are generally used.

C2 +OH ↔ CH∗ + CO (3.26)

C2H+O ↔ CH∗ + CO (3.27)

C2H+O2 ↔ CH∗ + CO2 (3.28)

C+ H+M ↔ CH∗ +M (3.29)

Given the lack of a single, consistent set of chemical reactions and rate coefficients, fourCH∗

chemical sub-mechanisms, which include for reactions 3.26to 3.29 the recommended rate coef-

ficients of 1) Zhou et al. [135]; 2) Petersen et al. [181, 183, 184]; 3) Bozkurt, Fikri, and Schulz

[185]; or 4) Smith et al. [178, 179] and Kathrotia et al. [186], are assembled. The rate coefficients
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TABLE 3.3: Elementary reactions reported in the literature to produce CH∗ along with their Arrhenius rate
coefficients and specific rate evaluated at 1850 K,k(T = 1850 K).

Reaction
A

n
Ea k(T = 1850 K)

Ref.
[cm3, mol, s] [cal/mol] [cm3, mol, s]

C2 +OH ↔ CH∗ +CO 2.00 · 1014 0 0 2.00 · 1014 [181, 183–185]

1.11 · 1013 0 0 1.11 · 1013 [178, 186]

C2H+O ↔ CH∗ +CO 5.20 · 1011 0 2600 2.56 · 1011 [181, 183, 184]

3.64 · 1012 0 2605 1.79 · 1012 [185]

6.20 · 1012 0 0 6.20 · 1012 [135, 178]

6.02 · 1012 0 457 5.32 · 1012 [187]

2.50 · 1012 0 0 2.50 · 1012 [179, 186]

1.08 · 1013 0 0 1.08 · 1013 [188]

C2H+O2 ↔ CH∗ +CO2 0 0 0 0 [181, 183–185]

4.10 · 1013 0 4500 1.21 · 1013 [178]

6.02 · 10−4 4.4 −2285 2.66 · 1011 [187]

2.17 · 1010 0 0 2.17 · 1010 [135, 188]

3.20 · 1011 0 1600 2.07 · 1011 [179, 186]

C +H+M ↔ CH∗ +M 3.63 · 1013 0 0 3.63 · 1013 [178, 181, 183, 184, 186]

6.00 · 1014 0 6940 9.08 · 1013 [135]

of non-radiative collisional quenching are calculated using the parameters provided in [169, 170].

Reactions 3.26 to 3.29 involve the C andC2 species, which are not included in the SD mecha-

nism. Additional reactions accounting for their formationand consumption, obtained from [65]

for C reactions and [178, 181, 183, 184] forC2 reactions, are included in theCH∗ chemical sub-

mechanisms. The database of transport properties of the SD mechanism only missed data forCH∗,

which are set equal to those for ground state CH. Thermodynamic properties are also required for

C2 andCH∗, and are taken from [189] and [135], respectively. The rate coefficients and reactions

included in the sub-mechanisms are summarized in Table 3.4.

Table 3.5 presents the mole fraction,XCH∗, number density,N0,CH∗, and rate of production,

qf,CH∗, of CH∗ at the location of maximum CH concentration in the freely propagating, pre-

mixed methane-air flame simulated with the SD mechanism supplemented with the fourCH∗ sub-

mechanisms. Predictions of number density and rate of production vary over more than one order

of magnitude. The sub-mechanism of Smith et al. [178, 179] and Kathrotia et al. [186] is used for

the current assessment as it provides the largest values ofN0,CH∗ andqf,CH∗, which should have

the most significant impact on the LIF process.

As in section 3.2.4.1, simple, algebraic terms are sought tobe added to the set of ODEs of the
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TABLE 3.4: Elementary reactions and corresponding Arrhenius rate coefficients added to the San Diego
mechanism [128] to predict [CH∗].

Reaction
A

n
Ea Ref.

[cm3, mol, s] [cal/mol]
C reactions

H+ CH ↔ C + H2 1.650 · 1014 0 0 [65]
C +O2 ↔ O+ CO 5.800 · 1013 0 576.0 [65]

C + CH2 ↔ H+ C2H 5.000 · 1013 0 0 [65]
C + CH3 ↔ H+ C2H2 5.000 · 1013 0 0 [65]
OH+ C ↔ H+ CO 5.000 · 1013 0 0 [65]

C2 reactions
C2 +H2 ↔ C2H+ H 4.000 · 105 2.40 1000 [178, 181, 183, 184]
CH + CH ↔ C2 + H2 5.000 · 1012 0 0 [178, 181, 183, 184]
C + C+M ↔ C2 +M 3.000 · 1014 0 −1000 [178, 181, 183, 184]
C + CH ↔ C2 +H 5.000 · 1013 0 0 [178, 181, 183, 184]
O+ C2 ↔ C+ CO 5.000 · 1013 0 0 [178, 181, 183, 184]

C2 +O2 ↔ CO + CO 9.000 · 1012 0 980.0 [178, 181, 183, 184]
CH∗ reactions

C2H+O ↔ CO+ CH∗ — — — see Table 3.3
C + H+M ↔ CH∗ +M — — — see Table 3.3
C2 +OH ↔ CO+ CH∗ — — — see Table 3.3
C2H +O2 ↔ CO2 + CH∗ — — — see Table 3.3

Non-radiative, collisional quenching
CH∗ +H2O ↔ CH + H2O 3.064 · 1012 0.50 0 [170]
CH∗ + CO ↔ CH + CO 2.440 · 1012 0.50 0 [169]
CH∗ + CO2 ↔ CH + CO2 2.410 · 10−1 4.30 −1694 [169]
CH∗ +O2 ↔ CH +O2 2.480 · 1006 2.14 −1720 [169]
CH∗ +H2 ↔ CH + H2 4.048 · 1012 0.50 1363 [170]

CH∗ + CH4 ↔ CH + CH4 1.730 · 1013 0 167.0 [169]
CH∗ +N2 ↔ CH + N2 4.496 · 1007 1.73 1038 [170]

Spontaneous emission
CH∗ ↔ CH + hν 1.818 · 1006 0 0 This study with [150]

four-level LIF model. Figure 3.11 presents the overall (net) rate of production, and the rates of pro-

duction and consumption of electronically excited methylidyne. The profiles ofqf,CH∗ andqc,CH∗

almost exactly agree and, therefore,CH∗ can be assumed in quasi-steady state. As per the math-

ematical development presented in equations 3.23 to 3.25, the termsqf,CH∗ · (fB,N2a − N2a/N0,CH∗)

andqf,CH∗ · (1− fB,N2a − N2b/N0,CH∗) are added to the ODEs describing the rate of change of num-

ber density in levels2a and2b, respectively, to account for the interactions of the flame chemistry
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with the electronically excited state:

dN2a

dt
= Ṅ2a =N1a · b12 −N2a · (b21 +R2a2b) +N2b · R2b2a

+qf,CH∗ ·

(

fB,N2a
−

N2a

N0,CH∗

)

,

(3.30)

and,

dN2b

dt
= Ṅ2b =−N2b · R2b2a +N2a · R2a2b +qf,CH∗ ·

(

1 − fB,N2a
−

N2b

N0,CH∗

)

. (3.31)

Because laser irradiation increases the number density in levels2a and2b, it follows that these

TABLE 3.5: Mole fraction,XCH∗ , number density,N0,CH∗ , and rate of production of CH∗, qf,CH∗ , predicted
by the four sub-mechanisms at the location of maximum CH molefraction.

CH∗ sub-mechanism
XCH∗ N0,CH∗ qf,CH∗

[ppb] [m−3] [m−3s−1]

Zhou et al. [135] 63.9 2.61 · 1014 7.33 · 1022
Petersen et al. [181, 183, 184] 6.342.59 · 1013 7.08 · 1021

Bozkurt, Fikri, and Schulz [185] 20.9 8.52 · 1013 2.30 · 1022
Smith et al. [178, 179] and Kathrotia et al. [186] 87.93.59 · 1014 9.87 · 1022
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terms are negative,i.e., CH∗ molecules are consumed, during the LIF process. It must be noted

that the terms related to spontaneous emission (A2a1a,A2a1b andA2b1) and non-radiative collisional

quenching (Q21) do not appear in equations 3.30 and 3.31. As these processesare now included in

the flame simulation, they are actually accounted for in the terms added to the ODEs.

The principal assumption made in section 3.2.4.1 to developthese additional terms is that the

concentrations of the collisional partners in the reactions consuming and forming the species of

interest, hereCH∗, are constant throughout the LIF process. At the end of the laser pulse, the four-

level LIF model without chemical reactions predicts a totalnumber density in the electronically

excited state(N2a +N2b) of 3.65 · 1016 m−3, which is ~100 times higher than the number density

of CH∗ predicted by the flame simulation (N0,CH∗ = 3.59 · 1014 m−3). Such an increase could

be expected to cause a significant change in the concentration of other species involved in the

formation and consumption of electronically excited methylidyne.

CH∗ is principally consumed via quenching through collisions with major species,e.g., H2O,

N2, CO2, O2, etc., and a change, even important, in the number density ofa very minor species,

such asCH∗, will not impact their concentration to any significant extent. Also, inspection of the

output of the flame simulation revealed that the reactionC + H + M ↔ CH∗ + M is actually

consumingCH∗ molecules. In this case,CH∗ is dissociated through collisions with any other

species, and the concentration [M] in the calculation of thereaction rate is that of the mixture,

which is independent of its composition.

CH∗ is produced by reactions 3.26, 3.27, and 3.28, accounting for ~0.5%, ~27%, and ~72.5%

of its total rate of production, respectively. To assess if an increase of two orders of magnitude in

[CH∗] under laser irradiation could significantly raise the concentrations ofC2 andC2H, the overall

(net) production rate of these two species is compared to thebackward rate of reactions 3.26 to

3.28,ωb,i, magnified by a factor of 100 in Table 3.6. For the reactions 3.27 and 3.28,ωb,i · 100 is

237 and 1878 times smaller, respectively, than the overall production rate ofC2H, qC2H, which is

the source term in the species conservation equation [180, 190, 191]. Therefore, it is very unlikely

that the increase in [CH∗], leading to a rise in the backward rate of reactions 3.27 and3.28, would

cause a significant change in the concentration ofC2H. In contrast,ωb,i · 100 for reaction 3.26 is

only 7 times smaller thanqC2
. Consequently, the increase in the concentration of electronically

excited methylidyne during laser irradiation could lead toa moderate, but non-negligible, rise in

the concentration ofC2, which would raise the forward rate of reaction 3.26. However, since it

only contributes to ~0.5% of the total rate of production ofCH∗, a slight increase in the forward

rate of this reaction should not significantly change the valueqf,CH∗ = 9.87 · 1022 m−3·s−1 used in

this assessment.

Equation 3.32 presents the ODE describing the rate of changeof the population in state1a. It
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TABLE 3.6: Comparison of the overall production rates ofC2H andC2, qj, to the backward rate of the
reactions 3.26, 3.27, and 3.28, magnified by a factor of 100(ωb,i · 100).

Speciesj qj [mol·m−3·s−1] Reactioni ωb,i · 100 [mol·m−3·s−1]

C2H 3.08 · 10−1 C2H +O2 ↔ CO2 + CH∗ (3.28) 1.64 · 10−4

C2H +O ↔ CO + CH∗ (3.27) 1.30 · 10−3

C2 6.53 · 10−4 C2 +OH ↔ CH∗ + CO (3.26) 9.31 · 10−5

consists of equation 3.1, supplemented with the term accounting for chemical reactions replenish-

ing the ground state (first bold term, see equation 3.25). Prior to the laser pulse, the chemically

producedCH∗ molecules in state2a undergo spontaneous emission (A2a1a) and fill state1a. In

order for the number density not to build up, an additional term consuming CH molecules in the

1a state must be added to equation 3.32 (second bold term). It isassumed that CH is consumed

through bimolecular reactions with other species, such that this additional term is linearly depen-

dent onN1a. As shown in equation 3.32,N1a is multiplied by an invariable rate constant defined as

the ratio of the rate of transfer per unit volume of moleculesfrom levels2a to 1a via spontaneous

emission prior to the laser pulse (i.e., the initial number density in level2a multiplied byA2a1a),

to the initial number density in state1a. This formulation assumes that the concentration of the

reaction partners and the specific rate of the reactions consuming CH are constant during the LIF

process. This additional term in equation 3.32 ensures thatṄ1a is null prior to, and a long time

after, the laser pulse; it exactly compensates for the termN2a ·A2a1a, which is non-zero initially as

molecules are provided to level2a, even without laser irradiation, through chemical reactions.

dN1a

dt
= Ṅ1a =−N1a · b12 +N2a (b21 + A2a1a)−N1a · R1a1b +N1b · R1b1a

+qf,CH ·

(

fB,N1a
−

N1a

N0,CH

)

−N1a ·

N0,CH∗ · fB,N2a
· A2a1a

fB,N1a
· N0,CH

︸ ︷︷ ︸

rate constant [s−1]

(3.32)

The ODE describing the rate of change of number density in level 1b is shown in equation

3.33. It consists of equation 3.2 to which the term accounting for chemical reactions replenishing

the ground state (see equation 3.25) is added, as well as a consumption term that accounts for

the filling of state1b induced by spontaneous emission and collisional quenchingfrom states2a

and2b populated, even without laser irradiation, by chemical reactions. As in equation 3.32, this
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additional term is made of an invariable rate constant, which is multiplied byN1b. It ensures that

Ṅ1b is null att = 0, and at the limitt → ∞.

dN1b

dt
= Ṅ1b =N2a · (A2a1b +Q2a1) +N2b · (A2b1 +Q2b1) +N1a ·R1a1b −N1b ·R1b1a

+qf,CH ·

[

(1 − fB,N1a
) −

N1b

N0,CH

]

(3.33)

−N1b ·
[N0,CH∗ · fB,N2a

· (A2a1b +Q2a1) + N0,CH∗ · (1 − fB,N2a
) · (A2b1 +Q2b1)]

(1 − fB,N1a
) · N0,CH

︸ ︷︷ ︸

rate constant [s−1]

The set of ODEs of equations 3.30 to 3.33 is solved with the Runge-Kutta solver of Matlab. The

initial conditions on (N1a,N1b,N2a,N2b) are(N0,CH · fB,N1a , N0,CH · (1− fB,N1a) ,N0,CH∗ ·fB,N2a,

N0,CH∗ · (1− fB,N2a)). The value ofN0,CH is the same as in the previous sections. Figure 3.12

presents the population in the four levels, along with the solution of the four-level LIF model

without chemical reactions.

Comparing to Figure 3.10, the effects of theCH∗ chemistry on the ground state populations

are negligible. In fact, when drawn on the same figure, the populations predicted by the four-level

LIF model only including chemical reactions in the ground state, and in both, A2∆ and X2Π,

electronic energy levels are almost undistinguishable (not shown in Figure 3.12 for the sake of

clarity). The main, but limited, effect of theCH∗ chemistry is to increase the number density in

levels2a and2b, which leads to a rise in the number of emitted photons per unit volume,Np, of

~3% (6.39·1014 m−3 vs. 6.21·1014 m−3 for the LIF model excluding chemical reactions). However,

as discussed in section 2.3, a fluorescence signal measured at an off-resonance laser wavelength

is subtracted from the on-resonance LIF signal during the experiments to remove, among others,

the effect of flame chemiluminescence. Integrated over the camera gate time of 30 ns, the initial

population in the A2∆ state is predicted to emit a total number of photons of1.91 · 1012 m−3 via

chemiluminescence. It follows that the net number of photons emitted per unit volume isNp =

6.39 ·1014−1.91 ·1012 = 6.20 ·1014 m−3, which agrees within ~0.1% with the value ofNp obtained

with the four-level LIF model excluding chemical reactions. Consequently, the interactions of

the LIF model with the flame chemistry in both, X2Π and A2∆, states can be neglected for the

current study. In the remainder, the time-resolved, four-level LIF model is employed to process

the output of flame simulations into numerical LIF signals using the methodology presented in the

next section.
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FIGURE 3.12: Predicted populations by the four-level LIF model isolated from the flame chemistry (solid
curves), and supplemented with chemical reactions interacting with the ground and electronically excited

states (dashed-dotted curves).
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3.3 LIF signal prediction using the time-resolved, four-level LIF

model

For each grid point of the flame simulations, the temporal evolution of the population in each of

the four levels is computed by solving the set of ODEs of equations 3.1 to 3.4. The modelled LIF

signal,SLIF [count], is obtained by insertingN2a(t) andN2b(t) in equation 3.34 developed based

on the theory presented in [117], whereτcam [s] is the camera exposure time,Ω [sr] is the solid

angle,V [m3] is the probe volume,Copt [count/photon] is the optical collection constant, andτλ,LIF

is the average transmissivity of the bandpass filter over theemission spectrum.

SLIF =

∫ τcam

0

∑

i,j

N2i(t) · A2i1j dt

︸ ︷︷ ︸

Np, see equation 3.22

· Ω
4π

· V · Copt · τλ,LIF (3.34)

τλ,LIF is provided by equation 3.35, whereτFilter(λ) is the wavelength-resolved filter transmissiv-

ity (maximum transmissivity normalized to 1), andYE(λ) is the spontaneous emission spectrum

normalized such that its integral is unity. A filter transmissivity curve, measured using a Varian

Cary 500 spectrophotometer, was provided by the manufacturer. In this work, it was compared to

a second curve obtained using an Agilent Cary 5000 spectrophotometer. The trend of both curves

is similar, but slight variations in the absolute values ofτFilter are observed. The transmissivity

curve in equation 3.35 is taken as the average of the two sets of measurements. Through the LIF

process, the population distribution in the A2∆ electronic energy level changes from being mostly

in the2a rotational state for small values oft, to a partially distributed population between the2a

and2b states. The emission spectrum,YE(λ), is then extracted from LIFBASE assuming a bulk

gas temperature of 1800 K, 32% of the electronically excitedmolecules in the2a state (a fraction

calculated near the end of the laser pulse), and a fully equilibrated population distribution within

the2b rotational manifold. This yieldsτλ,LIF = 37.6% for the current experimental configuration.

τλ,LIF =

∫ ∞

−∞

τFilter(λ) · YE(λ)dλ (3.35)

As explained in Chapter 2, the LIF signal is normalized by theRayleigh scattering signal of

nitrogen,SR, to yield a surrogate, quantitative measurement of CH number density. At each grid

point of the flame computational domain,SLIF (equation 3.34) is divided bySR [count], which is
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modelled as:

SR =

[(
∂σ

∂Ω

)

N2

−
(
∂σ

∂Ω

)

He

]

·N · I · τR
hν

·Ω · V · Copt · τλ,R, (3.36)

where
(
∂σ
∂Ω

)
[m2/sr] is the Rayleigh scattering cross-section calculated according to [174],N [m−3]

is the number density,I [W/m2] is the irradiance,τR [s] is the duration of the Rayleigh scattering

signal corresponding in practice to the laser pulse temporal width, hν [J] is the energy of a photon,

andτλ,R is the transmissivity of the bandpass filter at the on-resonance wavelength.Ω, V , andCopt

are equal in equations 3.34 and 3.36, which implies that these optical parameters do not appear in

the modelledSLIF/SR ratios. In the end, an axial profile ofSLIF/SR is obtained. Examples are

provided in Figure 3.13 (see the grey-dashed curves) for lean n-butane, stoichiometric methane,

and rich ethane stagnation flames simulated with the USC and SD thermochemical mechanisms.

The numerical, axial profiles of LIF-to-Rayleigh ratio cannot be directly compared to the ex-

perimental data. At atmospheric pressure, CH exists in a thin, sub-millimetric layer (see the ex-

perimental data points in Figure 3.13). Due to the effects ofdiffraction and possible aberrations

introduced by the collection optics [192], the measured width of the CH-LIF profile is generally

larger than the actual CH layer thickness [79, 80, 101]. To account for imaging-system blur, the

simulated LIF profiles are corrected through convolution with a point-spread function (PSF), which

is an intrinsic property of the light collection setup [192]. The PSF is theoretically described by

the Airy distribution, which can be accurately approximated using a Gaussian distribution [193]

normalized so as to conserve the radiative energy of the LIF signal. The full width at half max-

imum of the PSF (δPSF = 0.124 ± 0.009 mm) is determined by taking the average of the width

of the Gaussian PSF-distributions needed to reconcile the CH-LIF layer thicknesses predicted by

the four mechanisms (SD, USC, NUIG, and GRI) with the experimental data obtained in the same

apparatus for the stoichiometric, preheated (Tinlet = 355 K), CH4-air flame presented in [64]. This

methodology assumes that the thermochemical mechanisms accurately predict the width of the CH

layer, hence the reaction zone thickness, of stoichiometric methane-air flames. From flame theory

[190], the reaction zone thickness (lR) is known to be directly and inversely proportional to the

thermal diffusivity (α) and flame speed (SL), respectively (lR ∝ α/SL). Considering the demon-

strated adequacy of most modern thermochemical mechanismsat predicting the flame speed of

stoichiometricCH4-air mixtures [68, 90, 134], it is expected that both,SL andα, are properly

modelled, and that the CH layer thickness is accurately predicted for methane-air flames atφ = 1.

Figure 3.13 presents raw (uncorrected, grey dashed curves)and PSF-corrected (solid grey
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curves) numericalSLIF/SR profiles for leann-butane, stoichiometric methane, and rich ethane-

air flames obtained with the USC and SD mechanisms. Absolute LIF profiles are shown in the

upper part of the figure (plots a-c), and profiles normalized by the maximum value ofSLIF/SR are

shown in the lower row (plots d-f) to better assess their shape. The consistent under-prediction of

the LIF profile thickness is clearly observed in Figure 3.13 (d-f) where the uncorrected simulated

data lie within the experimentally measured profile (solid squares) for all considered flames. Cor-

recting for the blurring effect induced by the collection optics significantly improves the numerical

predictions with the PSF-corrected profiles almost perfectly agreeing with the experimental data.
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PSF-corrected numerical profiles.

In addition to its broadening effect, the PSF-correction reduces the amplitude of theSLIF/SR

profiles as shown in Figure 3.13 (a-c). The effect is particularly pronounced for thin flames; the

thinner the flame, the larger the relative reduction in the peak value ofSLIF/SR induced by the PSF

correction. For the lean-butane and rich-ethane flames (plots a & c), including the point-spread

function brings the simulated profiles in closer and almost perfect agreement with the experiments,

respectively. For the stoichiometric methane case, it could be concluded from the uncorrected data

that the SD mechanism exactly predicts CH formation. However, the PSF-corrected profile instead
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indicates that this model slightly under-predicts the maximum value ofSLIF/SR in comparison to

the experiments. These results demonstrate the absolute necessity to perform the PSF-correction

in the reduction of flame simulations into LIF signals to properly assess the predictive capability of

thermochemical mechanisms. This is true not only on a quantitative basis, but also in terms of the

relative trend ofSLIF/SR vs. φ as the amplitude of the correction depends on the flame thickness,

which varies with the equivalence ratio as shown and discussed in Chapter 4.

3.4 Uncertainty analysis of the time-resolved, four-levelLIF

model

The error in the predicted, PSF-corrected, LIF-to-Rayleigh ratios has four main contributors: the

error in the [CH] predictions by the flame simulations causedby improper Arrhenius rate coeffi-

cients, the error in the BCs of the flame simulations propagated through the flame and LIF models,

the uncertainty in the PSF correction, and inaccuracies in the LIF model. To allow for an optimiza-

tion of the thermochemical models, the uncertainties in theexperimentally measured data and in

the response of the LIF model must be of minor importance in comparison to the error induced by

the uncertain Arrhenius rate coefficients included in the mechanisms. The current section aims to

provide an estimation of the uncertainty related to the time-resolved, four-level LIF model. It is

expected to properly reproduce the physics of the LIF process, and the overall uncertainty is as-

sumed to be only related to inaccurate descriptions of the parameters. In the following, a sensitivity

analysis is presented to identify the principal factors influencing the response of the LIF model.

Then, uncertainties are attributed to the parameters and, along with a 50,000 samples Monte-Carlo

analysis, provide the estimated accuracy of the LIF model. The analysis is based on the solution,

at the location of maximum CH concentration, of the freely propagating, premixed, methane-air

flame simulated with the SD model described above.

The logarithmic sensitivity ofSLIF/SR to a given parameter of the LIF model with a nominal

valuexj is defined by equation 3.37. For each parameter, a populationof 1,000 samples is as-

sembled by computingSLIF/SR for uniformly distributed values±30% aroundxj . The derivative

of a 7th-order polynomial, adjusted through a least-squares procedure to the response of the LIF

model, provides the value for the partial derivative in the right-hand-side term of equation 3.37.

The computed L.S. values are reported in Figures 3.14 and 3.15 presenting parameters independent
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and dependent, respectively, on experimental procedures performed in the current work.

L.S.(xj) =
∂ ln(SLIF

SR
)

∂ ln(xj)
=

∂(SLIF

SR
)

∂xj
· xj

SLIF

SR

(3.37)
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Considering the experiment-independent parameters,SLIF/SR is most sensitive to the Boltz-

mann fraction in the laser-coupled ground state as the initial number density in state1a is directly

proportional tofB,N1a. It is followed by parameters relating to stimulated absorption, collisional

quenching, and spontaneous emission. Taken separately,R1a1b andR1b1a have a significant influ-

ence on the response of the LIF model. However, as explained previously, they are linked together

through equilibrium (see equation 3.11), which causesSLIF/SR to be only weakly dependent on

R1a1b/Q21 as shown in Figure 3.14. The rate constant of RET in the electronically excited state

(R2a2b) also has a minor influence on the numerical fluorescence intensity.

As presented in Figure 3.15,SLIF/SR is highly sensitive to the Rayleigh scattering cross-section

of N2, but not much to that of helium. This is caused by the Rayleighcross-section of helium

being only ~1.3% that of nitrogen, making
(
∂σ
∂Ω

)

N2
the dominant parameter in the bracketed term of

equation 3.36.SLIF andSR are directly proportional to the transmissivity of the bandpass filter over

the emission spectrum,τλ,LIF, and at the online laser wavelength,τλ,R, respectively, which causes

L.S. ≈ 1 for these terms (−1 for τλ,R as it appears in the denominator ofSLIF/SR). Raising∆νL

results in an increase of the dimensionless overlap fraction,Γ , which is largely compensated by a

lower spectral irradiance reducing the rate constant of photon absorption (see equation 3.5). This
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is reflected by a L.S. to∆νL of −0.58. In decreasing order of L.S. are then found the parameters

related to the irradiance,I. As shown in equation 3.36, the Rayleigh scattering signal is linearly

proportional to the irradiance. On the other hand, as discussed previously,SLIF (∝ Np) is linearly

proportional toI (or b12) under very weak laser irradiation, and transitions as the irradiance is raised

to become independent ofI in the saturated LIF regime. It follows that at the two asymptotic limits

of low and high laser energy, the logarithmic sensitivity ofSLIF/SR to the irradiance is 0 and−1,

respectively. Therefore, the small L.S. values for the parameters related toI indicate a slightly

non-linear response ofSLIF to changes in the irradiance. Finally, the model is relatively insensitive

to the camera exposure time as it was made sufficiently long tocapture the entire LIF signal during

the experiments.

Figures 3.16 and 3.17 present the uncertainty of each parameter considered in the sensitivity

analysis. The Boltzmann fractions and degeneracies extracted from LIFBASE [150] are assumed

exact. As in [98, 101], an uncertainty of 5% is applied on the spectroscopic rate constants ob-

tained from LIFBASE (B12, A2a1a, A2a1b, andA2b1). Calculations ofA2b1 (see equation 3.9) with

thermalized and non-thermalized electronically excited state populations at different temperatures

(1500K, 1800K and 1900K) revealed that the error induced by the assumed distribution is negli-

gible in comparison to the stated 5% uncertainty on the spectroscopic coefficients. An error range

of [−26.5%; 33%]6 is estimated forQ21 from the data of Renfro, Venkatesan, and Laurendeau

[170] that compared computed quenching rate constants to experimentally measured ones in 77

counterflow, diffusion flames of methane. For the simulated,freely propagating flame discussed

above, it was verified, at the location of maximum [CH], that more than 90% of the quenching rate

constant is produced by species having a mole fraction within the range covered by the 77 flames

in [170]. The lower bound of relative uncertainty in the ratio of RET to quenching rate constants

in the ground and electronically excited states is taken as the maximum absolute experimental un-

certainty inRkakb/Q21 for various rotational levels in the A2∆(v′ = 0) system [154] normalized

by the nominal value used in this study (Rkakb/Q21 = 2.83). As explained above, the values of

RET rate constant provided in [154] are likely significantlyunderestimated and, as such, an upper

bound of uncertainty of 100% is applied onR1a1b andR2a2b.

The uncertainties in the experiment-dependent parameterspresented in Figure 3.17 consider

solely systematic errors. Random uncertainties are instead reflected by scatter in the experimental

data reported using error bars in Figure 4.1. Data provided by manufacturers are assumed exact

unless explicitly stated. Errors in the Rayleigh scattering cross-sections are caused by uncertainties

6The value of 33% is reported in Figure 3.16.
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in the refractive index ofN2 and He provided in [194], and by the error in interpolating the exper-

imentally determined depolarization ratio ofN2 reported in [174], both contributions being very

small. As discussed previously, the filter transmissivity curve, τFilter(λ), is taken as the average

of two sets of measurements obtained using Varian Cary 500 and Agilent Cary 5000 spectropho-

tometers. A relative uncertainty of 2.3% on the average transmissivity values allows to encompass

the curves obtained using both devices.τλ,R is obtained in an area of the filter transmissivity curve

whereτFilter(λ) is rising. It follows that the uncertainty in the wavelengthof the filter transmissiv-

ity curve amplifies the error estimation forτλ,R. Combined with the relative error onτFilter(λ), this

yields an uncertainty onτλ,R of 11.5%. The uncertainty inτλ,LIF has three contributors: the uncer-

tainty on the wavelength of the filter transmissivity curve,the relative error of 2.3% on the values

of τFilter(λ), as well as the uncertainty related to the assumed emission spectrum in equation 3.35.

The former is much less important than forτλ,R as fluorescence is emitted at wavelengths covering

the whole filter transmissivity curve,i.e., in areas whereτFilter(λ) is stable, rising, and decreasing.

The latter is estimated by inserting in equation 3.35 emission spectra corresponding to various

population distributions in the electronically excited state, going from a thermalized system to all

molecules in theN ′ = 8 rotational level. Taking the sum of squares of these three contributions

provides an uncertainty onτλ,LIF of 3.61%. The systematic error in the average laser energy per

pulse,EB, is taken as the arithmetical sum of the uncertainty in the detector calibration and the me-

ter systematic error. As per Sirah Lasertechnik [195], the laser pulse duration remains unchanged

through the dye laser and, as such, the error inτLaser is calculated from the specifications provided
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by Spectra-Physics for the pumping, Quanta-Ray Pro-230 Nd:YAG laser. During the experiments,

the beam area was measured by observing the light scattered by a graduated sheet of paper. Due

to the diffuse edges of the laser sheet, the area could not be measured to a great level of accuracy,

hence the systematic error estimation of50%. Due to the resonant nature of photon absorption, the

wavelength at which the laser is set,λ, has a very pronounced effect on the fluorescence signal.

For that reason, the proper alignment of the laser wavelength to the R1e(7) transition was verified

on a daily basis, such that the related systematic error is neglected. The dye laser adjustment has a

limited repeatability (< 2 picometres), which induces random errors inλ because of the frequent

back-and-forth shifts between the on- and off-resonance transition wavelengths. This is reflected

by the scatter in the experimental data.

To determine the uncertainty of the LIF model, the value ofSLIF/SR at the location of maxi-

mum CH concentration predicted by the SD mechanism for the freely propagating flame discussed

previously is calculated 50,000 times with the values of theparameters uniformly distributed over

the ranges of uncertainty specified above. The histogram of Figure 3.18(a) presents the relative

frequency ofSLIF/SR, and Figure 3.18(b) the cumulative distribution,f . TheSLIF/SR ratios cor-

responding tof = 2.5% andf = 97.5%, shown by the dashed red lines in Figure 3.18, are taken

as the uncertainty limits. Normalized by the nominal value of LIF-to-Rayleigh ratio (red lines in

Figure 3.18), this yields an accuracy for the LIF model, for an interval of confidence of 95%, of

[−26%; 40%], a range considered typical for the predictions presented in this work.
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Chapter 4

Experimental results and comparison to

flame simulations

4.1 Methylidyne concentration measurements

The Rayleigh-calibrated LIF diagnostic allows for an assessment of the accuracy of different ther-

mochemical mechanisms in predicting CH formation. Although spatial profiles are measured and

simulated (see Figure 3.13), it is more convenient to make the comparison using a single scalar

value obtained from the CH-LIF profiles. Here, the maximum signal intensity is selected as a

measure of CH production.

Figure 4.1 presents measured and predictedSLIF/SR ratios (note the logarithmic scale). The

error bars, obtained using the Student’st-distribution, correspond to a 95% interval of confidence

for the variability in the measurements. CH production has asimilar dependence on equivalence

ratio for the four fuels considered in this study, suggesting that fuel-independent elementary reac-

tions dominate CH production in these flames. For all fuels, the LIF signal reaches its maximum

atφ = 1.2, and monotonically decreases on both sides of the peak. The models generally capture

the relative trend of the data, but predict a larger drop inSLIF/SR as the stoichiometry is shifted

to lean mixtures (except USC forCH4-air flames) as also observed in [79, 99]. Through satu-

rated, relative LIF measurements in an atmospheric-pressure Bunsen burner, Sutton and Driscoll

[99] found that the maximum CH-LIF signal for methane-air premixed flames occurs atφ = 1.25,

which is consistent with the current set of data. In contrast, they observed the peak CH-LIF signal

intensity atφ = 1.35 for propane-air flames. Considering the width of the error bars reported with

their measurements, it is possible that the maximum LIF intensity occurs atφ = 1.25, in better

agreement with the present work.

For all fuels and equivalence ratios, there is significant variability in the predictions of the

thermochemical mechanisms. The simulated values ofSLIF/SR are spread over more than an

80
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FIGURE 4.1: Measured and simulated values of maximumSLIF/SR for (a) methane, (b) ethane, (c) propane,
and (d)n-butane flames. Legend:• exp.,◦ GRI,� SD,△ USC, and⊲ NUIG.

order of magnitude indicating substantial differences in the chemistry (rate coefficients and/or

included reactions) of the models. In increasing order of LIF-to-Rayleigh ratio, the mechanisms

are generally sorted as NUIG, SD, GRI and USC, no matter the fuel. The kinetic rates governing

this ordering, hence the variability in the predictions, must then be related to fuel-independent

elementary reactions.

To assess the agreement of the simulations with the experiments, Figure 4.2 shows the sim-

ulated LIF-to-Rayleigh ratio normalized by its experimental counterpart at each equivalence ra-

tio. Exact agreement of the numerical predictions with the experimental data would yield a value
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FIGURE 4.2: NumericalSLIF/SR normalized by the experimental value for (a) methane, (b) ethane, (c)
propane, and (d)n-butane flames.(SLIF/SR)num / (SLIF/SR)exp = 1 shown by dashed lines indicates exact
agreement of the predictions with the experimental data. The shaded grey bands present the uncertainty
resulting from the LIF model,δPSF, flame boundary conditions and scatter in the measurements.Same

legend as Figure 4.1.

of (SLIF/SR)num / (SLIF/SR)exp equal to unity (dashed lines). The shaded grey area superim-

posed on Figure 4.2 corresponds to the uncertainty in(SLIF/SR)num / (SLIF/SR)exp = 1, and

accounts for the scatter in the experimental data (σ(SLIF/SR)exp
, also presented in Figure 4.1 as

error bars), the error in the LIF model (σ(SLIF/SR)num,LIF model, see section 3.4), as well as the er-

ror induced in the LIF response by the uncertainties in the PSF-width and in the experimentally

measured boundary conditions (σ(SLIF/SR)num,BC+δPSF
, see sections 2.1.2.1 and 3.3). The uncer-

tainties in the PSF-width and in each of the BCs are assumed tobe statistically independent, and
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their combined contribution to the uncertainty of(SLIF/SR)num is taken asσ(SLIF/SR)num,BC+δPSF
=

√
∑[

L.S.(xj) · σxj

]2
, whereL.S.(xj) corresponds to the logarithmic sensitivity of(SLIF/SR)num

to the parameterxj obtained through brute-force sensitivity analysis, andσxj
is the uncertainty in

the parameterxj . Again assuming statistical independence of the individual uncertainties, the over-

all error in(SLIF/SR)num / (SLIF/SR)exp = 1 is calculated using equation 4.1, where the last term

in the square root is of minor importance in comparison to therandom error in the experimental

data and the uncertainty of the LIF model.

σ (SLIF/SR)num
(SLIF/SR)exp

=1
=

√

σ2
(SLIF/SR)exp

+ σ2
(SLIF/SR)num,LIF model + σ2

(SLIF/SR)num,BC+δPSF
(4.1)

As observed in Figure 4.2, the SD mechanism provides the bestoverall representation of CH

formation with(SLIF/SR)num / (SLIF/SR)exp agreeing, within uncertainty, with the exact value of 1

for all methane, and rich ethane and propane (exceptφ = 1.1 ) cases. However, for lean mixtures of

C2 andC3 fuels, the SD mechanism increasingly under-predicts the experimental LIF-to-Rayleigh

ratio, beyond uncertainty, as the equivalence ratio is reduced. The NUIG mechanism is found to

under-predict the experiments by as much as 92%. Its predictive capability improves as the equiv-

alence ratio is increased, agreeing, within uncertainty, with the experimental data for a few rich

flames. On the other hand, the USC and GRI mechanisms consistently overestimate CH forma-

tion by as much as 268% and 282%, respectively, except for a few lean butane (USC), ethane and

propane (GRI) flames where the predicted and measured LIF-to-Rayleigh ratios are in good agree-

ment. Since, for all models, there are cases in Figure 4.2 forwhich (SLIF/SR)num / (SLIF/SR)exp
departs from unity significantly beyond the estimated uncertainty, the current CH-LIF measure-

ments are a suitable dataset for the optimization of thermochemical mechanisms.

The LIF diagnostic also permits an assessment of the CH profile thickness,δCH, which is an

important parameter determining NO formation through the prompt (Fenimore) route [69]. Figure

4.3 shows a comparison of measured CH layer thicknesses to the predictions of the thermochemical

models. Each experimental value corresponds to the averageof the full width at half maximum of

two-sided Voigt distributions that are least-squares adjusted to the axial CH-LIF profile of all trials

for each value ofφ. The error bars represent the random uncertainty in the meanvalue estimated

from the Student’st-distribution using a 95% confidence interval. The numerically predicted,

PSF-corrected, CH layer thicknesses agree well with the experimental data for0.8 6 φ 6 1.3, a

range over whichδCH values predicted by the four mechanisms generally overlap.This confirms

the adequacy of the PSF-correction, even though the width ofthe PSF distribution (δPSF) was

derived from an independent set of CH-LIF measurements. Discrepancies between experiments
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and simulations are observed for methane-air and ethane-air flames atφ = 0.7. LIF measurements

for these two flames with low [CH] were affected by a non-negligible amount of noise that could

have artificially broadened the CH layer thickness. Significant deviations among the models are

noticed forφ > 1.3, and the experimental values generally fall in between the predictions (except

for C4H10 which only has predictions from the USC and NUIG mechanisms). Given the width

of the error bars, it can be concluded that the CH layer thickness is over-predicted by the SD

mechanism for methane (φ = 1.3), and under-predicted by GRI for ethane (φ = 1.3) and propane

(1.3 ≤ φ ≤ 1.5), by USC for butane (1.3 ≤ φ ≤ 1.4), and by NUIG for methane (φ = 1.3),

propane (φ = 1.5) and butane (1.3 ≤ φ ≤ 1.4).
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FIGURE 4.3: Measured and simulated CH profile thickness,δCH, for (a) methane, (b) ethane, (c) propane,
and (d)n-butane flames. Same legend as Figure 4.1.
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4.2 Analysis of variability in predictive performance of the ther-

mochemical mechanisms

As discussed above and presented in Figure 4.1, the ability of currently available chemistry models

at predicting CH formation is highly variable. This sectionseeks to identify the main causes of

such differences, namely the order of magnitude variationsin SLIF/SR. Given the complexity of

modern thermochemical mechanisms, the potential sources of discrepancies are numerous, and

only the most important are presented in this section. Additional information can be found in

Appendix D.

Figure 4.4 presents a simplified reaction pathway analysis tracking the flux of carbon through

a stoichiometric, unstrained, adiabatic, freely propagating methane-air flame. The network was

assembled by identifying the main reaction paths in the RPA diagrams produced using the output

of Chemkin-Pro simulations performed with the SD, USC, GRI and NUIG mechanisms. If the

contribution of all elementary reactions is included, the RPA diagram becomes so complex that

it is almost unreadable. For that reason, only non-CH-related pathways withR(C, s1, s2) > 0.01

kmol/s and CH-related pathways withR(C, s1, s2) > 0.001 kmol/s are considered in the analysis.

The width of the arrows is scaled according to the average of theR(C, s1, s2) values of the four

thermochemical mechanisms reported in Figure 4.5(a), and they are coloured according to the aver-

age of the logarithmic sensitivities (L.S.) of[CH]peak to the specific rate of a given path (see Figure

4.5(b)). The L.S. of a specific pathway is obtained by taking the sum of the L.S. of each individual

reaction forming that path. A green (red) arrow indicates a path that upon acceleration causes an

increase (decrease) in the maximum concentration of methylidyne, and vice-versa. The order of

magnitude variability observed in Figure 4.1 must then be related to significant differences in the

specific rate of the reactions making up sensitive channels;mechanisms under-predicting (over-

predicting) the peak CH concentration include rates too large for paths with negative (positive)

L.S. and/or too small for paths with positive (negative) L.S. It should be noted that a mechanism

in reasonable agreement with a given set of experimental data may not have the most accurate

chemistry. That is, it could be adjusted such that inaccuracies in the specific rate description of a

sensitive path are cancelled out by tuning the rate of another sensitive path.

The RPA diagram presented here qualitatively agrees with the work of Warnatz [196] developed

in more detail in [90, 190]. A hydrogen atom is initially abstracted from methane to form methyl,

with the initial carbon contained in CH4 almost completely converted to CH3, R(C,CH4,CH3) ≈
1 kmol/s. Most of the produced methyl radicals then react through the main fuel breakdown path,
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FIGURE 4.4: Simplified RPA diagram for a stoichiometric, unstrained, adiabatic, freely propagating
methane-air flame.

simplified here as the C/H/O route:

CH3 → CH2O → HCO
︸ ︷︷ ︸

C/H/O route

→ CO, (4.2)
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L.S.(XCH,peak, i) for the RPA diagram shown in Figure

4.4. Legend: SD, USC, GRI, NUIG, Average.

and through other pathways indirectly linking CH3 to CH2O via species including CH3OH, CH3O,

and CH2OH. The carbon passing through the C/H/O route is then discharged mainly in CO, which

either escapes the control volume of the RPA as is, or is transformed into CO2 and then exhausted.

A smaller, yet significant fraction of the carbon (on averageabout 1/6 of that going to the C/H/O
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route) proceeds from CH3 through a higher-order hydrocarbon route generally described as:

CH3 → C2H6 → C2H5 → C2H4 → C2H3 → C2H2 → HCCO
︸ ︷︷ ︸

C2 route

→ CO, (4.3)

which, depending on the thermochemical mechanism, also includes pathways to/from C2 oxy-

genated species such as CH2CHO and CH2CO. The carbon flowing through the C2 route is then

distributed among the C/H/O route, CO, and singlet-CH2 (here labelled CH∗2). The remaining

carbon in CH3 enters the CH formation route presented in equation 4.4 via CH∗
2 and CH2, and

methylidyne is consumed mainly to the C/H/O route, and to a lesser extent to C, CO, and C2 com-

pounds. This main CH formation route is consistent with the reaction networks presented in [105,

130, 190, 197].

CH3 → CH∗
2 → CH2 → CH (4.4)

From Figures 4.4 and 4.5, paths flowing carbon in and out of theCH formation route have

significant positive and negative L.S., respectively, particularly those directly connected to CH. As

discussed in section 3.2.4.1, the overall production rate of CH, qCH, is described by equation 3.23

reproduced below. The production and consumption rate profiles of CH shown in Figure 3.9 are

very similar; at the location of maximum [CH], the overall (net) production rate represents only

~1.4% of the rate of production. In this case, the quasi-steady state assumption can be invoked,i.e.,

qCH = 0, and the concentration profile of CH estimated according to equation 4.5. The presence

in the numerator and denominator of the specific rate of the reactions producing and consuming

methylidyne, respectively, clearly shows their direct, important impact on its concentration.

qCH =

Rin∑

i=1

ki

Nr,i∏

j=1

[Mj ]
ν′j

︸ ︷︷ ︸

rate of production

−
Rout∑

k=1

kk[CH]

Nr,k∏

l=1,Ml 6=CH

[Ml]
ν′l

︸ ︷︷ ︸

rate of consumption

(3.23)

[CH] ≈

Rin∑

i=1

ki
Nr,i∏

j=1

[Mj ]
ν′j

Rout∑

k=1

kk
Nr,k∏

l=1,Ml 6=CH

[Ml]
ν′l

(4.5)

CH is mainly produced through the pathCH2 to CH, which has the largest positive L.S. of

the RPA. The lower plot of Figure 4.6(a) shows the specific rates of the two reactions making that

path. The net reaction rates normalized to unity,qnet, obtained using the SD mechanism are also

shown in the top plot to indicate the temperature range over which the reactions mostly proceed.
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Such additional plots will be included for informative purposes in the remainder of this dissertation

without additional discussions. While the Arrhenius rate coefficients are exactly identical for the

reactionCH2 + OH ↔ CH + H2O, there are significant discrepancies for the reactionCH2 +

H ↔ CH + H2. Namely, the USC and GRI mechanisms predict specific rates approximately

one order of magnitude larger than the SD and NUIG models. Comparing the specific rates to the

recommendations of Baulch et al., the NUIG and SD mechanismsare in fair and perfect agreement,

respectively, with the 1992 report [198]. However, the recommended specific rate was raised in the

2005 review [199], and the USC and GRI mechanisms are in better agreement with this revised rate.

The data presented here cannot discriminate exact values for any individual reaction. However,

considering the large positive L.S. for that reaction (L.S. = 0.34 on average), the discrepancies in

the rates shown in Figure 4.6(a) must have a significant impact on the order of magnitude variability

in the predictions shown in Figure 4.1.
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FIGURE 4.6: (a) Normalized net reaction rate (top) and specific rate(bottom) of the main reactions produc-
ing CH, and (b) rate of CH consumption normalized to unity (top), and normalized by the CH concentration

profile (bottom). Legend: SD, USC, GRI, NUIG, [198], and [199].
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Many different reactions included in the thermochemical mechanisms consume CH, and the

included reactions differ from one mechanism to the other. Their sensitivity is reported in Ta-

ble 4.1. The SD mechanism includes the fewest number of reactions, although some of the ex-

cluded ones have non-negligible L.S. values based on the other models. The USC, GRI, and

NUIG mechanisms contain the same reactions, except that thelatter includes the additional re-

actionCH + O2 ↔ CO + OH∗, which presents the second-largest L.S. value. To compare the

models, the rate of consumption of CH normalized by its concentration (denominator of equation

4.5) from each mechanism is shown in the lower plot of Figure 4.6(b) (note the linear scale). This

normalized rate practically corresponds to an aggregate rate constant independent of [CH]. The top

plot of Figure 4.6(b) presents the rate of consumption normalized to unity,qcons, obtained using the

SD mechanism. The SD and USC mechanisms are in fair agreement, while GRI and NUIG predict

normalized consumption rates approximately 1.5 and 2 timeshigher, respectively. Considering

the large negative L.S. of that pathway (see last row in Table4.1), it partially explains the lower

predictions of NUIG vs. SD, and GRI vs. USC.

TABLE 4.1: Logarithmic sensitivities, multiplied by103, of the principal reactions consuming CH.

Reaction SD USC GRI NUIG
CH+H2O ↔ CH2O +H -201 -288 -199 -455
CH+ CO2 ↔ HCO +CO -45 -29 -16 -8
CH+OH ↔ HCO+H -28 -18 -18
CH+O2 ↔ HCO +O -702 -354 -516 -181
CH+O2 ↔ CO+OH∗ -222
CH+O ↔ CO+H -15 -18 -14 -12
CH+H ↔ C+H2 -108 -119 -67

CH+ CH4 ↔ C2H4 +H -38 -27 -14
sum -963 -863 -909 -977

Additionally, equation 4.5 shows the direct coupling between the concentrations of CH and

of the reactants from which it originates. As observed in Figures 4.4 and 4.5(a), methylidyne is

principally formed fromCH2. Improper descriptions of the rates of formation and consumption

of ground state (triplet) methylene result in inaccurate predictions of its concentration and, as a

consequence, impact [CH]. This dependency is highlighted by the non-negligible L.S. of theCH∗
2

to CH2, CH2 to C/H/O route, andCH2 to CO paths. In addition, the concentration ofCH2 is

directly coupled to the concentration of its main precursor, CH∗
2. Hence, inaccuracies in the rates

of formation and consumption of singlet methylene cascade down the CH formation route and

impact [CH]. Reactions relaxing methylene from its singletstate to its triplet state, and draining

carbon atoms out of the CH formation route fromCH2 andCH∗
2 are numerous. Disagreements exist

among the mechanisms both in terms of included reactions andtheir rate coefficients. However,
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they do not appear as the main cause of the order of magnitude variability in the predictions shown

in Figure 4.1. Further details are provided in Appendix D to keep this dissertation as succinct as

possible.
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FIGURE 4.7: Normalized net reaction rate (top) and specific rate (bottom) of the principal reactions con-
suming the methyl radical. Same legend as Figure 4.6.

Carbon flows into the CH formation route principally via the reactionsCH3+H ↔ CH∗
2+H2,

andCH3 + OH ↔ CH∗
2 + H2O, and bypasses it through the reactionCH3 + O ↔ CH2O + H,

which proceeds mostly in the forward direction. Figure 4.7 shows the specific rates included in the

thermochemical mechanisms for these reactions. For the first reaction, the GRI, USC, and NUIG

models specify the parameters in the backward direction. The ChemRev software, available from

the Combustion Chemistry Centre at National University of Ireland Galway [200], was used along

with the thermodynamic properties and backward reaction rate coefficients of each mechanism to

obtain the forward specific rates. The USC, GRI, and NUIG mechanisms present very similar

k(T ), while the SD model predicts a specific rate ~25 to ~50% higher. However, the L.S. obtained

with the SD mechanism is 0.0366 for that reaction as it contributes only a small fraction to the

CH3 toCH∗
2 path, hence reducing the impact of the higher specific rate predicted by the SD model.
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In contrast, the average L.S. for the reaction CH3+OH ↔ CH∗
2+H2O is 0.307, and significant

disagreements exist among the models. The reaction mostly proceeds in the high temperature range

where the specific rates of the SD, USC and GRI mechanisms are on the same order of magnitude,

although they present opposite trends with increasing temperature. On the other hand, the NUIG

mechanism predicts a specific rate approximately 5.5 times lower than the other mechanisms at the

location of maximumqnet. This is certainly an additional cause of the significantly lowerSLIF/SR

predictions by the NUIG model.

The rate descriptions of the SD, USC and NUIG mechanisms for the reactionCH3 + O ↔
CH2O + H agree very well, while the GRI model has a specific rate 40% lower than the others.

However, it includes an additional reaction,CH3 + O → CO + H2 + H that is not present in

the other mechanisms. Interestingly, the sum of the specificrate in the forward direction of both

reactions in the GRI model is equal to the forward specific rate of CH3 + O ↔ CH2O + H in

the SD, USC, and NUIG mechanisms. That is, GRI bypasses carbon from the CH route at the

same specific rate as the other mechanisms, but sends it to CO in addition to CH2O. Hence, the

variability in the predicted [CH] is not related to the specific rate of methyl consumption to the

C/H/O route.

4.3 Conclusion

This chapter presented the experimental CH concentration data collected following the method-

ology exposed in Chapter 2. For the four normal-alkane fuelsconsidered in this study (methane,

ethane, propane, andn-butane), the peak CH-LIF signal is maximized at an equivalence ratio of

1.2, and continuously decreases for leaner and richer mixtures. The similar trend of the experi-

mental LIF-to-Rayleigh ratio with changes in the equivalence ratio observed for all fuels suggests

that a limited, common set of elementary reactions determines the formation of CH in premixed

alkane-air flames.

Consistent with the methodology of Connelly et al. [153], the predictions of four thermochem-

ical mechanisms (San Diego Mechanism version 2005, USC Mechversion II, AramcoMech 1.3,

and GRI-Mech version 3.0) were processed into LIF signals using the time-resolved, four-level

LIF model presented in Chapter 3. The numerical LIF signal intensities were directly compared

to the experimentally determined LIF-to-Rayleigh ratios.Among the four mechanisms, the San

Diego model provides the most accurate predictions of CH concentration for the range of fuels and

equivalence ratios investigated. The USC Mech and GRI-Mechmechanisms overestimate, and the

AramcoMech 1.3 mechanism underestimates, CH formation. A wide variability in the predicted
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LIF signals, significantly beyond the limits of uncertainty, was also observed and, as reported in

[79, 99], the thermochemical mechanisms generally over-predict the decline in the CH-LIF signal

as the mixture is made leaner fromφ = 1.2. In general, the models accurately predict the CH layer

thickness, except for the richest flames.

Sensitivity and reaction pathway analyses revealed that the significant disagreements among

the predictions of the thermochemical mechanisms are caused by differences in the specific rate

of reactions directly interacting with the CH formation route, namelyCH2 + H ↔ CH + H2, and

CH3 + OH ↔ CH∗
2 + H2O. Furthermore, the set of reactions consuming methylidyne is different

among the mechanisms, which disagree on the rate at which this important process occurs.

It is anticipated that CH formation may also be sensitive to the thermodynamic and trans-

port properties included in the thermochemical mechanisms. The databases of properties were

inspected, and no significant disagreements were observed.The differences in the Arrhenius rate

coefficients presented above are the principal reasons for the wide variability in the predictions.

Specifically, the reactionsCH2 + H ↔ CH + H2, CH3 + OH ↔ CH∗
2 + H2O, and those con-

suming CH should be addressed in future combustion studies.Other pathways with lower L.S. or

better agreement in terms of specific rate were not studied here, but are analyzed in Appendix D.

Namely, theH2/O2 sub-mechanism and CO to CO2 path, both having significant L.S., were found

to be fairly consistent from one mechanism to the other.

The set of experimental data presented here is made available to chemical modellers for use as

validation and optimization targets. Boundary conditionsfor 1D flame simulations are provided in

Appendix F, and numerical values of the experimental data, as well as estimated CH concentra-

tions, in Appendix G.



Chapter 5

Thermochemical model adjustment for

accurate stoichiometric trend of[CH]peak

The experimental data presented in section 4.1 show that thethermochemical mechanisms over-

predict the decrease in maximum CH concentration,[CH]peak, as the stoichiometry is shifted to

lean mixtures starting fromφ = 1.2. This behaviour was also observed in the studies of Sutton

and Driscoll [99], and Bergthorson [79], but its sources andpossible remedies have yet to be deter-

mined. Remembering the correlation between the productionof prompt-NO and the CH concen-

tration profile discussed in section 1.3.2, it follows that this improper stoichiometric dependence

of [CH]peak impacts the ability of thermochemical mechanisms to accurately predict prompt-NO

formation for a wide range of fuel-air mixtures.

The objectives of this chapter are threefold. First, it aimsto diagnose the cause of the incor-

rect dependence of[CH]peak predictions on the equivalence ratio, and to highlight the reactions

requiring an improved description of their specific rate. Second, it seeks to exemplify how the set

of experimental data presented in Chapter 4 can be used to improve the response of thermochem-

ical mechanisms. The third goal is to provide a kinetic modelproperly describing methylidyne

formation in alkane-air flames to enable accurate prompt-NOpredictions over a wide range of

equivalence ratios. In the following, an optimization procedure is applied to the San Diego mech-

anism [128], which displayed the best overall predictive performance against the experimental

data presented in Chapter 4, while at the same time includingthe fewest number of species and

elementary reactions.

5.1 Methodology

The optimization procedure used here is inspired by [64, 85]. It consists in adjusting the specific

rate of a subset of the elementary reactions included in the thermochemical mechanism to reconcile

94
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numerical predictions with a selection of experimental data points. As discussed in Appendix E,

the uncertainty in the thermodynamic properties is negligible in comparison to the contribution of

the uncertain rate coefficients to the error on[CH]peak predictions and, therefore, only the kinetic

parameters are considered in the optimization.

For bimolecular reactions, the specific rate is defined ask(T ) = A · T n · exp (−Ea/RuT), where

A is the pre-exponential factor,n the temperature exponent, andEa the activation energy. Even

more parameters are required to describe the specific rate ofpressure-dependent, unimolecular

reactions [201]. As discussed in Chapter 4, and revealed by the sensitivity analysis presented

below (see Figure 5.1), the stoichiometric dependence of[CH]peak for all fuels is determined by a

limited number of fuel-independent elementary reactions.This implies that the 25 data points for

theC1-C3 alkane-air flames1 are not independent, and including all rate coefficients (A, n, andEa)

for all reactions of interest would lead to an ill-resolved optimization problem. As in [64, 85], only

the pre-exponential factor of select reactions is adjustedin the current optimization. The procedure

seeks to minimize the objective function,F , defined as the sum of squares of the relative difference

between the numerical and experimental data,(SLIF/SR)num,j and(SLIF/SR)exp,j, respectively:

F (A) =
∑

j

[

(SLIF/SR)num,j (A)− (SLIF/SR)exp,j
(SLIF/SR)exp,j

]2

, (5.1)

where the summation is performed for a set of experimental optimization targetsj, and the depen-

dence of the objective function and numerical LIF signals tothe pre-exponential factors is shown

in vector notation asA.

The first step of the optimization is to identify the active parameters, which are the pre-

exponential factors of the reactions that have the greatestinfluence on[CH]peak, while at the same

time featuring a relatively large uncertainty in their specific rate. Second, bounds on the active

parameters are determined to ensure that the pre-exponential factors remain within a range of

physically reasonable values. Then, a selection of experimental data points is made to serve as

optimization targets, and a quasi-Newton optimization method is applied to yield the vectorA that

minimizes the functionF .

5.1.1 Identification of the active parameters

Figure 5.1 presents the logarithmic sensitivity of the maximum CH mole fraction (XCH,peak) to the

specific rate of individual reactionsi, L.S. (XCH,peak, i), obtained from the solution of stagnation

1The SD mechanism does not include C4 chemistry.
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flame simulations performed with Chemkin-Pro [112]. The experimental boundary conditions for

the 25C1-C3 alkane-air flames are provided in Appendix F. The reactions are sorted according to

the sum of squares ofL.S. (XCH,peak, i) for all considered flames, and only the 20 most important

reactions are shown for the sake of brevity. For each reaction, the bands of the sensitivity plots are

coloured according to the equivalence ratio using a blue (φ = 0.7) to red (φ = 1.5) rainbow colour

map.

The over-prediction of the decline in[CH]peak as the stoichiometry is shifted to lean mixtures

from φ = 1.2 must be related to 1) an overestimation of the specific rate ofreactions with increas-

ing values ofL.S. (XCH,peak, i) with φ (e.g.,CH+O2 ↔ HCO+O, orCH2+O2 ↔ CO+OH+H);

2) an underestimation ofk(T ) for reactions with decreasing values ofL.S. (XCH,peak, i) with φ

(e.g., CH3 + OH ↔ CH∗
2 + H2O, or CH + H2O ↔ CH2O + H ); or 3) a combination of both.

Many reactions in Figure 5.1 present the expected relationship betweenL.S. (XCH,peak, i) andφ,

and/or feature significant values of logarithmic sensitivities. However, not all reactions are known

to the same level of certainty. As discussed in Chapter 4 and Appendix D, the specific rates of

the reactions interacting with the CH formation route are not consistent among the thermochemi-

cal mechanisms while, in contrast, there is a relatively well-established consensus regardingk(T )

for the principal reactions in theH2/O2 sub-mechanism,CO to CO2 conversion, and main fuel

breakdown route. As suggested in [85], the uncertainty in the specific rate of the individual reac-

tions must also be taken into account in the selection of the active parameters; they must have a

significant impact on[CH]peak, while at the same time allowing a sufficiently wide adjustment to

reconcile the numerical and experimental data.

Figure 5.2 presents the product ofL.S. (XCH,peak, i) with the relative error in the specific rate

of reactioni, ∆ki/ki. The uncertainty inki is generally provided as∆ log10 ki, and the lower and

upper bounds of the specific rate obtained by division and multiplication, respectively, ofki by the

factorfi = 10∆ log10 ki [198, 199]. It follows that the lower and upper limits of relative error are:

∆ki
ki

∣
∣
∣
∣
low

=
ki/fi − ki

ki
=

1

fi
− 1, (5.2)

and,
∆ki
ki

∣
∣
∣
∣
high

=
ki · fi − ki

ki
= fi − 1, (5.3)

respectively. Values of∆ki
ki

∣
∣
∣
high

obtained from [199, 202] are used in Figure 5.2.



Chapter 5. Thermochemical model adjustment for accurate stoichiometric trend of[CH]peak 97

-1 -0.5 0 0.5 1 1.5 -1 -0.5 0 0.5 1 1.5 -1 -0.5 0 0.5 1 1.5

CH4

L.S. (XCH,peak, i)

C2H6

L.S. (XCH,peak, i)

C3H8

L.S. (XCH,peak, i)

H+O2 ↔ OH+O

CH+O2 ↔ HCO+O

CH2 +OH ↔ CH+H2O

CO+OH ↔ CO2 +H

CH2 +H ↔ CH+H2

CH3 +O ↔ CH2O+H

H+CH3 (+M) ↔ CH4 (+M)

CH3 +OH ↔ CH∗
2 +H2O

CH+H2O ↔ CH2O+H

CH2 +O2 ↔ CO+OH+H

H+OH+M ↔ H2O+M

HCO+M ↔ CO+H+M

H+O2 (+M) ↔ HO2 (+M)

H2 +O ↔ OH+H

CH2 +OH ↔ CH2O+H

CH∗
2 +M ↔ CH2 +M

CH2 +O2 ↔ CO2 +H2

CH2 +O ↔ CO+ 2H

CH2CO+O ↔ CH2 +CO2

C2H3 (+M) ↔ C2H2 +H(+M)

FIGURE 5.1: Logarithmic sensitivity of the maximum CH mole fraction to the specific rate of individual
reactions,L.S. (XCH,peak, i).The reactions are sorted in decreasing order of

∑

CmHn,φ

L.S. (XCH,peak, i)
2. For

each reaction, the bands are coloured according to a blue (φ = 0.7) to red (φ = 1.5) rainbow colour map.
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FIGURE 5.2: Product ofL.S. (XCH,peak, i) with ∆ki/ki. The relative errors are obtained from the upper
uncertainty limits estimated in [199, 202]. The black dashed lines correspond toL.S. (XCH,peak, i)·∆ki/ki =

±0.6.



Chapter 5. Thermochemical model adjustment for accurate stoichiometric trend of[CH]peak 99

As observed in Figure 5.2, only a subset of the reactions combines high values of logarithmic

sensitivity and∆ki/ki, thus making their pre-exponential factor a suitable candidate as an active

parameter. The nine reactions included in the optimizationare shown in boldface. They interact

with the CH formation route by consuming or producing methylidyne or its precursors, and were

observed in the course of the work to have a minimal impact on global combustion properties,

such as the strained reference flame speed. Reactions from the H2/O2 sub-mechanism, namely

H + O2 ↔ OH + O, are not considered in the optimization as their specific rates can be, and

were, benchmarked against experiments providing a significantly higher level of accuracy than the

current experimental data,e.g., flame speed or ignition delay time measurements [65, 134], and

the thermochemical mechanisms provide consistent descriptions ofk(T ) for these reactions (see

Appendix D).

5.1.2 Bounds on the value of the active parameters

Bounds for the active parameters must be determined to restrict the specific rates to physically

realistic values [85], but they must be sufficiently broad toallow the optimization procedure to

converge to an accurate thermochemical mechanism. Lower and upper multiplier values,fi,low and

fi,high, respectively, for the pre-exponential factor of each reaction are determined through compar-

ison of the specific rate included in the SD mechanism to Arrhenius rate coefficients available in

the literature. This review does not intend to be comprehensive, but rather to provide a reasonable

range of adjustment for the active parameters. During the optimization, the pre-exponential factor

of a given reactioni is allowed to take any value betweenAi/fi,low andAi · fi,high, whereAi is the

original pre-exponential factor.

The lower part of Figures 5.3 to 5.10 presents, for each reaction included in the optimization,

the specific rate descriptions from various sources. Net reaction rates normalized to unity,qnet,

extracted from freely propagating, premixed,CH4-air flame simulations performed with the SD

mechanism and solved with Chemkin-Pro [112] at three equivalence ratios (φ = 0.7, 1.0, and 1.3),

are shown in the upper part of these same figures to indicate the range of temperatures over which

the reactions proceed.

ReactionCH + O2 ↔ HCO + O

Oxidation ofCH byO2 is, along with the reactionCH+H2O ↔ CH2O+H, the principal sink

of methylidyne included in the thermochemical mechanisms.Baulch et al. [199] report 5 product
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channels for this reaction:
CH +O2 ↔ CO2 +H (a)

↔ CO +OH (b)

↔ CO + H+O (c)

↔ HCO +O (d)

↔ CO +OH∗, (e)

(5.4)

and the last path is expected to be of negligible importance.The mechanisms generally include a

subset of these product channels: the SD, USC and GRI models feature channel (d) only; NUIG

and NUIG2 (d) and (e); the model of Konnov [67] (KON) (b) and (d); and Fomin et al. [203]

(a)-(d). The overall, forward rate of reaction 5.4 can be written as:

∑

i

[CH] [O2] ki = [CH] [O2]
∑

i

ki = [CH] [O2] koverall, (5.5)

where i represents each of the product channels. Figure 5.3 reportsthe overall specific rate

(koverall =
∑

i ki) from various mechanisms, as well as the specific rates recommended by Baulch

et al. [199] at low (290-800 K) and high (2200-3500 K) temperatures. fi,high = 2.456 (upper,

solid red curve in Figure 5.3) is adjusted to the upper uncertainty limit of the overall specific rate

specified in [199] at 2200 K. Essentially, this implies that the SD mechanism is optimized such that

all product channels identified in reaction 5.4 are lumped inthe reactionCH + O2 ↔ HCO + O.
1/fi,low = 0.4747 is set such that the specific rate at2250 K coincides with the USC mechanism.

Adjustingfi,low to the lower uncertainty limit at 800 K specified in [199] (lowest of the red-dotted

lines in Figure 5.3) would allow the optimization procedureto achievek(T ) values significantly

lower than those provided in the mechanisms and the high-temperature recommendation of Baulch

et al. [199] over the temperature range where this reaction proceeds (~1355 K for lean flames to

~1975 K for rich flames).

ReactionCH2 + OH ↔ CH +H2O

As shown in Figure 5.4, the specific rate description of the reactionCH2 +OH ↔ CH+H2O,

one of the two principal pathways forming methylidyne alongwith the reactionCH2 + H ↔
CH + H2, is identical for the SD, USC, GRI, NUIG, and KON mechanisms.This definition of

k(T ) is used in many other models [135, 204–206]. This consistency must not be interpreted as

an absolute exactness in the rate description of the reaction, and translated into narrow bounds of

optimization. It is rather the reflection of the common origin of k(T ); all these mechanisms use

the rate coefficients of the GRI model, which were obtained from [58].
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Surprisingly, considering its significant contribution tothe formation of CH, the reactionCH2+

OH ↔ CH + H2O is not reported in the kinetic data reviews of Baulch et al. [198, 199, 207].

Because of this lack of independent data,fi,low and fi,high are determined by analogy with the

reactionCH2 + OH ↔ CH2O + H, which has the same reactant species. For this reaction,

the specific rates at the uncertainty limits evaluated by Tsang and Hampson [202] are 4.151 times

lower and 2.168 times higher than the specific rate included in the SD mechanism. These multiplier

values are selected to constrain the optimization of the rate of the reactionCH2+OH ↔ CH+H2O

(1/fi,low = 0.2409, andfi,high = 2.168). As shown in Figure 5.4, these bounds surround the specific

rate suggested in [208] for most of the temperature range over which the reaction occurs.
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FIGURE 5.3: qnet (top) andk(T ) (bottom)
of the reactionCH + O2 ↔ products.
Legend: SD, USC, GRI,

NUIG, KON, Baulch et al.
[199] with corresponding uncertainty esti-
mations (ki/fi andki · fi) , bounds on
the active parameter (fi,low, and fi,high)

, and optimized specific rates corre-
sponding to fi,orig and fi,inv

(see Tables 5.3 and 5.4).
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ReactionCH2 + H ↔ CH +H2

As shown in Figure 5.5 and discussed in section 4.2, the mechanisms significantly disagree

with regards to the rate of the reactionCH2 + H ↔ CH + H2. The specific rates included in the

USC and GRI mechanisms are in fair agreement with the recommendation made by Baulch et al.

in 2005 [199], while the SD and NUIG models best agree with therate coefficients provided by

the same group of authors in 1992 [198]. Including the rate descriptions of the KON and NUIG2

mechanisms does not point towards a preferred set of kineticdata, but rather suggests intermediate

values ofk(T ). The lower bound of optimization,1/fi,low = 0.7579, is adjusted to the specific rate

of the NUIG mechanism evaluated at 2000 K, andfi,high = 127.6 corresponds to the upper error

limit on k(T = 2000 K) provided in [199].

ReactionH + CH3 (+M) ↔ CH4 (+M)

As shown in Figure 5.6, the rate description of the three-body reactionH + CH3 (+M) ↔
CH4 (+M) is fairly consistent among the SD, USC, GRI, and NUIG mechanisms, and with the

recommended specific rate of Baulch et al. [199] specified fortemperatures up to 1000 K. The

optimization bounds,1/fi,low = 0.2577 andfi,high = 3.246, correspond to the lower and upper error

limits found in [199] at 667 K (1000/T = 1.5 K−1) and 1000 K, respectively.

ReactionCH3 + OH ↔ CH∗

2
+H2O

Figure 5.7 shows the significant disagreement among the mechanisms regarding the specific

rate of the reactionCH3 +OH ↔ CH∗
2 +H2O. The rate coefficients included in the NUIG mech-

anism (and NUIG2 model, which is not shown in the figure) are consistent with those determined

theoretically by Jasper et al. [209]. Increasing values of the specific rate with decreasing temper-

atures are also noticed for the USC and GRI mechanisms, and the recommendation of Baulch et

al. [199]. In contrast, the SD and KON models predict a rise inthe specific rate with increasing

temperatures. However, in its most recent release [203], the rate description of the KON mech-

anism was revised and the specific rate presents a temperature dependence similar to the other

mechanisms [65, 133–135], theoretical assessment [209], and review [199]. This advocates for

an adjustment of the temperature dependence of the specific rate description included in the SD

model. For the optimization, the pre-exponential factor (A = 1.57 · 1017 cm3/mol−s), temperature

exponent (n = −1.225), and activation energy (Ea = 1811 cal ·mol−1) are selected such thatk(T )

agrees with the recommendation of Baulch et al. [199] (note that only the originalk(T ) of the SD

model is shown in Figure 5.7 as the new definition exactly overlaps [199]). The lower and upper

bounds of optimization,1/fi,low = 0.3653 andfi,high = 2.324, match the specific rates of the NUIG

mechanism at 2000 K and GRI model at 909 K (1000/T = 1.1 K−1), respectively.
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FIGURE 5.5: qnet (top) andk(T ) (bottom)
of the reactionCH2+H ↔ CH+H2. Same
legend as Figure 5.3, supplemented with
NUIG2 , and Baulch et al. (1992)

[198] .
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FIGURE 5.6: qnet (top) andk(T ) (bot-
tom) of the reactionH + CH3 (+M) ↔
CH4 (+M). Same legend as Figure 5.3.

ReactionCH + H2O ↔ CH2O +H

As shown in Figure 5.8, there is a significant level of uncertainty in the rate coefficients of the

reactionCH + H2O ↔ CH2O + H. Baulch et al. [199] provide a recommended specific rate

for temperatures up to 1000 K, with an uncertainty factorf = 10. The rate description of the

NUIG mechanism lies close to the upper error limit prescribed in [199], while the rate coefficients

included in the SD, GRI, NUIG2 and USC models yield lower values ofk(T ). The lower bound of

optimization,1/fi,low = 3.823 · 10−2, is adjusted to the lower error limit included in [199] evaluated

at T = 1000 K, while fi,high = 5.295 corresponds to the specific rate at 2000 K of the NUIG

mechanism.
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FIGURE 5.8: qnet (top) andk(T ) (bottom)
of the reactionCH+H2O ↔ CH2O+H.

Same legend as Figure 5.5.

ReactionsCH2 +O2 ↔ CO + OH + H and CH2 +O2 ↔ CO2 + H2

The reaction of triplet methylene with molecular oxygen is expected to possess multiple prod-

uct channels [199, 203]:

CH2 +O2 ↔ CO2 +H2 (a)

↔ CO+OH+H (b)

↔ CO+ H2O (c)

↔ HOCO+H (d)

↔ CO2 + 2H (e)

↔ HCO+OH (f)

↔ CO+ H2 +O (g)

↔ CH2O+O. (h)

(5.6)



Chapter 5. Thermochemical model adjustment for accurate stoichiometric trend of[CH]peak 105

The exact branching among them remains uncertain [199, 210,211], and the mechanisms generally

include all, or a subset, of these reactions. Namely, the SD model considers channels (a) and (b).

Figure 5.9 presents the overall specific rate (koverall =
∑

i ki) of the reactionCH2 + O2 →
products. Baulch et al., in 1992 [198] and 1994 [207], relying on specific rate measurements at

room temperature [212, 213], and using the activation energy suggested by Vinckier and Debruyn

[214] based on experiments performed over a temperature range of 295-600 K, recommended

k(T ) = 2.5 · 1013 exp (−750/T) cm3mol−1s−1 (short dashed grey line in Figure 5.9), with an uncer-

tainty factorf = 100.5 = 3.2 at 1000 K. Many thermochemical mechanisms adopted the activation

energy of ~1500 cal · mol−1 [65, 128, 133–135, 204], and adjusted the pre-exponential factor

yielding specific rate descriptions within the uncertaintylimits specified in [198, 207].

However, in 2005, Baulch et al. [199] included in their assessment an additional set of high

temperature (1000-1750K) experimental data [210, 215], which were approximately one order

of magnitude below the specific rates predicted using thek(T ) description suggested in 1992 and

1994. They provided an updated, temperature-independent specific rate of1.8 · 1012 cm3mol−1s−1

(solid grey line in Figure 5.9), with an uncertainty factorf = 100.7 = 5.1 at 1700 K.

Recently, experimental data obtained at temperatures of 1850 to 2050 K [211] contradicted the

measurements of Dombrowsky et al. [210, 215], and are instead consistent with the extrapolation

of the low-temperature data of Vinckier and Debruyn [214]. Lee et al. [211] proposedk(T ) =

1.65·1013 exp (−874/T) cm3mol−1s−1, which falls within the uncertainty limits estimated by Baulch

et al. in 1992 and 1994 [198, 207]. The specific rate included in the KON mechanism was recently

updated [203] (long-dashed grey line in Figure 5.9) to be consistent with Lee et al. [211]. For these

reasons, the specific rates of the original KON model and Baulch et al. (2005) [199] are excluded

from the present analysis, and the uncertainty limits suggested in [198, 207] are used to determine
1/fi,low = 0.8482 andfi,high = 8.482.

Through the optimization, the ratio of the specific rates of the reactionsCH2 + O2 ↔ CO +

OH+H andCH2+O2 ↔ CO2+H2 remains unchanged. That is, the branching between the product

channels is not modified, and this requires the same multiplier to apply to the pre-exponential factor

of both reactions. Practically, only eight active parameters are adjusted, while the specific rates of

nine reactions are modified.

ReactionCH2CO + O ↔ CH2 + CO2

The reactionCH2CO + O ↔ CH2 + CO2 has a weak influence onXCH,peak (see Figure

5.1). However, its rate description is plagued by a significant uncertainty [199], which justifies

its inclusion in the optimization. As shown in Figure 5.10, the GRI, USC, NUIG, and NUIG2

mechanisms, and the model from the CRECK modelling group [204], are in fair agreement with
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the rate description recommended in [199] forT ≤ 1000 K. In contrast, at the high temperatures

where the reaction mostly proceeds, the specific rate included in the SD mechanism is consistent

with the ketone oxidation mechanism prepared by Hidaka et al. [216] to model their shock tube

experiments. The lower bound of optimization,1/fi,low = 5.808 · 10−03, is adjusted to the lower

limit of uncertainty of Baulch et al. [199] at 1000 K, while the upper bound,fi,high = 1.502, is set

to the specific rate of Hidaka et al. [216] evaluated at 1050 K.

11

11.5

12

12.5

13

13.5

14

0.5 0.6 0.7 0.8 0.9 1 1.1

lo
g(

k)
 [

cm
3 ,

 m
o

l, 
s]

1000/T [K -1]

0

0.25

0.5

0.75

1

q n
et

� = 0.7

� = 1.3

� = 1.0

FIGURE 5.9: Normalized net reaction rate
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OH + H (top), and specific rate of the re-
action CH2 + O2 → products. Same
legend as Figure 5.5, supplemented with
data from the CRECK mechanism (version
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5.1.3 Experimental optimization targets

In a classical optimization, the number of degrees of freedom, nDOF, which is the difference be-

tween the number of optimization targets,(SLIF/SR)exp,i, and the number of adjustable parameters,
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i.e., the pre-exponential factors of the reactions identified above, must be positive [85]. Other con-

straints, such as the restriction of the optimization spaceby the boundsfi,low andfi,high, increase

nDOF [85]. On the other hand, as discussed previously, the experimental data points presented in

Figure 4.1 are not independent as they are determined by a common set of elementary reactions.

Practically, this reducesnDOF, and implies that including all experimental data points would not

result in a corresponding increase innDOF. In the current optimization, 10 experimental targets are

selected to adjust 8 pre-exponential factors, yieldingnDOF = 2 when excluding the implicit factors

discussed above. As reported in [85], the exact determination ofnDOF is difficult, and beyond the

scope of this dissertation. The experimental data considered in the optimization, presented in Table

5.1, encompass the whole range of fuels and equivalence ratios in an attempt to properly capture

the impact of the alkane chain length and stoichiometry on the response of the model.

TABLE 5.1: Experimental optimization targets,(SLIF/SR)exp,i.

φ CH4 C2H6 C3H8

0.7 1.8
0.8 5.5
0.9 5.8
1.0 13.0
1.1 24.8
1.2 16.5
1.3 11.9 23.2
1.4
1.5 5.5 6.0

5.1.4 Optimization algorithm

As in [64], minimization of the functionF (A), defined in equation 5.1, is accomplished using

the constrained, non-linear, quasi-Newton, multi-variate algorithm (fmincon) of Matlab (version

R2015b). However, the computation of the numerical values,(SLIF/SR)num,i, differs. In [64,

85], they are obtained from second-order polynomial surfaces adjusted, for each experimental

target, to the output of flame simulations performed with various combinations of pre-exponential

factors arranged following a central composite factorial design. For an optimization involving

eight active parameters and considering a full-factorial design, this results in 273 (28 + 2 · 8 + 1)

combinations of pre-exponential factors, and in a total of 2370 flame simulations (273 simulations

per experimental target). This method decouples the simulations from the optimization procedure.

The 2370 simulations are first performed then, for each experimental target, the response of the

model to changes in the pre-exponential factors is approximated by a polynomial surface and,

finally, the optimization problem is solved by comparing thevalues of(SLIF/SR)num,i obtained
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from the algebraic polynomial surfaces to the experimentaltargets. The argument is that solving

the complete set of differential equations included in the flame simulations, for all experimental

targets, at each iteration of the optimization, would be toocomputationally expensive due to the

large size of the optimization space, which is caused by the high level of uncertainty in the specific

rate of the elementary reactions [85].

For this study, the flame simulations are solved at each iteration of the optimization and pro-

cessed into numerical LIF signals,(SLIF/SR)num,i, using the time-resolved, four-level CH-LIF

model presented in Chapter 3. Matlab not only solves the optimization problem, it also manages the

flame simulations by updating the thermochemical mechanismwith the new pre-exponential fac-

tors, launching the jet-wall, stagnation flame solver of Cantera 2.2.1 [217] through Python 3.4, and

converting the flame solutions to LIF signals. While the current method does require more flame

simulations to be performed (2.5 to 3.4 times more), their convergence is significantly easier and

faster to achieve. With the exception of a single simulationmade with the nominal pre-exponential

factors, the factorial design used in [64, 85] requires all simulations to be performed with at least

one of the active parameters set to one of its optimization bounds. The changes inA between suc-

cessive flame simulations are brutal with the pre-exponential factors switching from their lowest

to highest allowed values, and vice-versa. For the current method, relatively small changes inA

are specified by the algorithm, and the flame solver uses the solutions from the previous optimiza-

tion iteration as initial guesses to accelerate the computations. Preliminary tests showed that the

method used in [64, 85] completes in approximately a week andrequires a continuous monitoring,

while the current procedure converges with minimal user input in a matter of several hours to a few

days. This allows for more flexibility in the analysis; the effects of adding/removing reactions, or

changing the optimization bounds, are more rapidly assessed.

5.2 Comparison of the optimized mechanisms to the experi-

mental data

The bounds of optimization for all reactions included in theadjustment are summarized in Table

5.2, while Tables 5.3 and 5.4 present two solutions obtainedwith the optimization method. The

multiplier valuesfi,orig, yielding an objective functionF (A) = 0.17, were obtained by using the

pre-exponential factors included in the SD mechanism (withrevisedk(T ) for the reactionCH3 +

OH ↔ CH∗
2 + H2O) as the initial conditions. For each reactioni, the optimized pre-exponential

factor,Ai,opt, is the product of the original value,Ai, with the corresponding multiplier (Ai,opt =

Ai · fi,orig). To obtain thefi,inv multipliers (see Table 5.4), a second adjustment procedurewas
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TABLE 5.2: Lower and upper optimization bounds,1/fi,low andfi,high, respectively.

Reactions
Bounds2

1/fi,low fi,high
CH+O2 ↔ HCO+O 0.4747 2.456

CH2 +OH ↔ CH+H2O 0.2409 2.168
CH2 +H ↔ CH+H2 0.7579 127.6

H+CH3 (+M) ↔ CH4 (+M) 0.2577 3.246
CH3 +OH ↔ CH∗

2 +H2O 0.3653 2.324
CH+H2O ↔ CH2O+H 3.823 · 10−2 5.295

CH2 +O2 ↔ CO+OH+H
0.8482 8.482↔ CO2 +H2

CH2CO+O ↔ CH2 +CO2 5.808 · 10−3 1.502

performed taking as initial conditions the pre-exponential factors of the original SD mechanism

divided byfi,orig, i.e., Ai/fi,orig, or the lower/upper limit of optimization if the ratioAi/fi,orig falls out

of bounds. This second adjustment, starting in a remote location of the optimization space, was

performed to check for the existence of other local minima ofF (A).

TABLE 5.3: Rate coefficients corresponding to thefi,orig set of multipliers, which
yield F (A) = 0.17.

Reactions
fi,orig Ai,opt ni Ea,i

[cm3, mol, s] [cal/mol]
CH+O2 ↔ HCO+O 0.4747 8.403 · 1010 0.760 −478.01

CH2 +OH ↔ CH+ H2O 0.8519 9.626 · 106 2.000 2999.52
CH2 +H ↔ CH+ H2 3.198 1.925 · 1013 0.000 −1787.76

H + CH3 (+M) ↔ CH4 (+M)
High-pressure limit

0.7847
9.965 · 1015 −0.630 383.00

Low-pressure limit 1.938 · 1033 −4.760 2440.00
CH3 +OH ↔ CH∗

2 +H2O 1.502 2.357 · 1017 −1.225 1811.00
CH + H2O ↔ CH2O+H 3.549 4.152 · 1015 −0.750 0.00

CH2 +O2 ↔ CO+OH+H
0.8482

5.581 · 1012 0.000 1491.40
↔ CO2 +H2 2.231 · 1012 0.000 1491.40

CH2CO+O ↔ CH2 +CO2 1.502 3.003 · 1013 0.000 2294.46

Figure 5.11 compares numerical values ofSLIF/SR andδCH, obtained with the non-modified

SD mechanism and the two optimized models corresponding tofi,orig andfi,inv, against the experi-

mental data reported in Chapter 4. As in Figure 4.3,δCH represents the full width at half maximum

of the one-dimensional CH-LIF profiles, which corresponds to the width of the 1D CH concentra-

tion profiles magnified by the imaging-system blur (see section 3.3). The error bars applied on the

experimental data represent the 95% interval of confidence for the variability in the measurements

2For the reactionCH3 + OH ↔ CH∗
2 + H2O, the multiplier values apply to the updated specific rate description

k(T ) = 1.57 · 1017 · T−1.225 · exp (−1811/Ru·T) cm3

/mol−s, not to the nominal specific rate included in the SD
mechanism.
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TABLE 5.4: Rate coefficients corresponding to thefi,inv set of multipliers, which
yield F (A) = 0.25.

Reactions
fi,inv Ai,opt ni Ea,i

[cm3, mol, s] [cal/mol]
CH+O2 ↔ HCO+O 0.4747 8.403 · 1010 0.760 −478.01

CH2 +OH ↔ CH+ H2O 2.102 2.375 · 107 2.000 2999.52
CH2 +H ↔ CH+ H2 0.7596 4.573 · 1012 0.000 −1787.76

H + CH3 (+M) ↔ CH4 (+M)
High-pressure limit

0.5453
6.926 · 1015 −0.630 383.00

Low-pressure limit 1.347 · 1033 −4.760 2440.00
CH3 +OH ↔ CH∗

2 +H2O 0.8936 1.403 · 1017 −1.225 1811.00
CH + H2O ↔ CH2O+H 2.281 2.669 · 1015 −0.750 0.00

CH2 +O2 ↔ CO+OH+H
0.8482

5.581 · 1012 0.000 1491.40
↔ CO2 +H2 2.231 · 1012 0.000 1491.40

CH2CO+O ↔ CH2 +CO2 1.490 2.981 · 1013 0.000 2294.46

(precision). As shown in Figure 5.12, where the error bands of Figure 4.2 are reproduced, all values

of SLIF/SR predicted by the optimized models are within the limits of uncertainty considering the

accuracy and the precision of the measurements. Hence, evenif the set offi,inv multipliers presents

a slightly higher value ofF (A), both mechanisms are equally valid based on the comparison with

experimentalSLIF/SR values.

For all fuels, the optimization significantly improves the agreement of the numerical LIF sig-

nals with the experiments, namely by correcting the over-predicted decline inSLIF/SR as the

stoichiometry is shifted to leaner mixtures starting fromφ = 1.2. The reactions improving the sto-

ichiometric dependence of CH formation have their multiplier shown in boldface in Tables 5.3 and

5.4. They are reactions with a decreasing (increasing) trend ofL.S. (XCH,peak, i) with φ (see Figure

5.1), and for which the specific rate is raised (reduced) during the adjustment,i.e., that have a mul-

tiplier value> 1 (< 1). The larger are theL.S. (XCH,peak, i) and the relative change in the specific

rate (∆ki/ki), the larger is the impact on the model response. The main contributors are the reactions

CH + O2 ↔ HCO + O andCH + H2O ↔ CH2O + H, as well asCH2 + OH ↔ CH + H2O

for the model with thefi,inv multipliers. These reactions are directly involved in the formation

and consumption of methylidyne. It must be remembered that the specific rate of the reaction

CH3 + OH ↔ CH∗
2 + H2O was updated prior to the optimization process (see Figure 5.7 and

related discussion). In this context, changingk(T ) from the nominal definition in the SD mecha-

nism to the optimized rate is expected not to significantly improve (fi,orig), or to worsen (fi,inv), the

trend of[CH]peak vs.φ. The other, non-boldface, reactions in Tables 5.3 and 5.4 mostly impact CH

predictions for rich flames,e.g., H + CH3 (+M) ↔ CH4 (+M), or compensate for the change in

the specific rate of the other reactions to achieve the properamplitude (absolute value) of[CH]peak.

Interestingly, the agreement in terms ofδCH for rich, φ ≥ 1.3, flames is also enhanced, even
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FIGURE 5.11: Measured and simulated values ofSLIF/SR andδCH for methane, ethane, and propane pre-
mixed flames. Legend:• experiments,� SD (non-modified),◦ fi,orig (Table 5.3),⊲ fi,inv (Table 5.4),⋄ GRI
(non-modified), and△ GRI with the rate coefficients of Table 5.3. The solid blue andgreen symbols corre-
spond to data points included in the optimization and adjusted against the experimental targets presented in

Table 5.1. Note the logarithmic scale on plots a, c, and e.
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FIGURE 5.12: NumericalSLIF/SR normalized by the experimental value for (a) methane, (b) ethane, and
(c) propane flames.(SLIF/SR)num / (SLIF/SR)exp = 1 shown by dashed lines indicates exact agreement of
the predictions with the experimental data. As in Figure 4.2, the shaded grey bands present the uncertainty
resulting from the LIF model,δPSF, the flame boundary conditions, and the scatter in the measurements (see

section 4.1). Same legend as Figure 5.11.
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if the thickness of the CH layer was not considered as an optimization target. From flame theory,

the reaction zone thickness is proportional toα/SL, whereα is the thermal diffusivity, andSL is the

laminar flame speed [190]. Among the reactions included in the optimization, the laminar flame

speed is principally sensitive to the rate of the reactionH+CH3 (+M) ↔ CH4 (+M), particularly

for rich mixtures [65, 134]. Decreasing the specific rate of this reaction as prescribed by the

two optimized mechanisms leads to an increase in the burningrate of rich flames which, based

on flame theory, should make the flame, and consequently the CHlayer, thinner thus improving

the accuracy of the predictedδCH values. For lean methane and ethane flames, the discrepancies

between the numerical and experimental values ofδCH were attributed in Chapter 4 to weak signal-

to-noise ratios at these conditions artificially broadening the experimental CH layer thickness. For

all other fuels and equivalence ratios, the values ofδCH predicted by the optimized mechanisms

are consistent with the already accurate estimations of theSD model.

To determine if the specific rates derived in the current workapply to other thermochemical

mechanisms, additional simulations were performed with the GRI model. As shown in Figure

5.11, the original GRI mechanism generally over-predicts the experiments beyond uncertainty and,

for ethane and propane flames, the disagreement grows with the equivalence ratio. Inserting the

optimized rate coefficients of Table 5.3 in the GRI mechanismresults in CH-LIF signals andδCH

values agreeing, within uncertainty, with the experimental data for methane, ethane, and propane

(φ ≤ 1.2) flames. Consequently, the sets of optimized specific rates presented in this study are

not restricted to the SD model. They can be used in other kinetic mechanisms, which should be

benchmarked against the experimental data presented in this dissertation.

The two sets of optimized specific rates are superimposed as green long-dashed (fi,orig), and

blue dash-dotted (fi,inv) curves in Figures 5.3 to 5.10. It is difficult, as all mechanisms have their

own set of elementary reactions, to identify a single cause for the generalized problem of over-

predicted decline in[CH]peak asφ decreases, and to suggest a single solution to make all kinetic

models accurate. Nevertheless, a few observations can be made based on the current optimization:

- both optimized mechanisms have a multiplier of 0.4747 for the reactionCH + O2 ↔
HCO + O, which yields ak(T ) description lower than all considered models, and in line

with the low temperature recommendation of Baulch et al. [199] (see Figure 5.3). The spe-

cific rate of this reaction is likely overestimated in most thermochemical mechanisms and,

sinceL.S. (XCH,peak, i) increases withφ for this reaction, reducing itsk(T ) would improve

the stoichiometric dependence of[CH]peak predictions.

- the improper stoichiometric dependence of[CH]peak is solved by adjusting the specific rate of

a few key reactions identified in Figure 5.2. Additional reactions do not need to be included
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in the mechanism; the simple structure of the SD model is sufficient to accurately predict

CH formation over a wide range of equivalence ratios.

- the existence of two sets of optimized multipliers, which yield CH-LIF signal predictions

agreeing, within uncertainty, with the experimental data,demonstrates the need for 1) further

experimental and/or numerical fundamental studies to reduce the uncertainty in the specific

rate of the reactions, and/or 2) additional, independent experimental targets to constrain the

optimization and decide on a single set of rate coefficients.

- as shown in Figure 5.4,k(T ) for the fi,orig set of multipliers is in fair agreement with the

widely used rate description for the reactionCH2 + OH ↔ CH + H2O, while the specific

rate of the mechanism with thefi,inv multipliers lies close to the upper optimization bound.

Furthermore, the former is fairly consistent with the ratesincluded in the NUIG2 and KON

mechanisms for the reactionCH2+H ↔ CH+H2, while the latter sits on the lower bound of

optimization, below the specific rate descriptions of all mechanisms (see Figure 5.5). Based

on these arguments, one could favour thefi,orig set of multipliers.

- both optimizations suggest a decrease in the specific rate of the reactionH + CH3 (+M) ↔
CH4 (+M) (see Figure 5.6) which, as discussed above, is the likely cause of the improved

predictions ofδCH for rich flames. Such a reduction ink(T ) is consistent with the results

of the optimization of the SD mechanism based on the strainedreference flame speeds and

thermal-NO formation rates of stoichiometric,C1-C3 alkanes andC1-C2 alcohols, premixed

flames presented in [64].

- both optimizations maintain a specific rate description approximately one order of magnitude

higher than the mechanisms [65, 133–135] and the recommendation of Baulch et al. [199]

for the reactionCH2CO + O ↔ CH2 + CO2. Based on Figure 5.1, increasing the specific

rate of this reaction contributes to solve the problem with the stoichiometric dependence of

[CH]peak, which aggravates for alkane chain lengths longer thanC1.

5.3 Conclusion

This chapter presented an optimization of the San Diego mechanism [128] against the experimen-

tally determined CH-LIF signal and layer thickness data presented in Chapter 4. Nine elementary
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reactions were selected, which featured a large uncertainty in their specific rate and a signifi-

cant impact on the formation of methylidyne. These reactions, interacting with the CH formation

route, require further consideration from the combustion community to converge towards a unique,

accurate description of their specific rate. The optimization was constrained by meticulously se-

lected bounds on the value of the pre-exponential factors, and performed using a non-linear, quasi-

Newton, multi-variate algorithm minimizing an objective function defined as the sum of squares

of the relative difference between numerical CH-LIF signals and a selection of experimental data

points.

The adjustment procedure provided two mechanisms that agree, within uncertainty, with the

experimentally determined CH-LIF layer thicknesses and signal intensities presented in Chapter

4. Namely, the over-predicted decrease in CH formation as the stoichiometry is shifted to lean

mixtures, also observed in [79, 99], is resolved, primarilyby adjusting the specific rate of the

reactionsCH+O2 ↔ HCO+O, CH2 +OH ↔ CH+H2O, andCH+H2O ↔ CH2O+H, and

does not require the addition of supplementary reactions tothe simple structure of the San Diego

mechanism. The specific rate of the other reactions was adjusted to improve the predictions for rich

flames, or to achieve the proper absolute values of LIF signalintensities. A single, common cause

explaining the improper trend of CH formation with the equivalence ratio could not be identified

due to the lack of consistency among the mechanisms in terms of elementary reactions and specific

rates. However, the results suggest that the rate of the reaction CH + O2 ↔ HCO + O should be

reduced, and that of the reactionCH2CO+ O ↔ CH2 + CO2 increased, in most thermochemical

mechanisms.

Finally, the optimized specific rates provided in this studyare not exclusive to the San Diego

mechanism. They were successfully implemented in the GRI Mech 3.0 model to improve its

predictive performance in terms of CH concentrations.
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Conclusion

6.1 Synopsis

Increasingly stringent regulations onNOx emissions are enforced by governments because of their

contribution to the formation of ozone, smog, fine aerosols,acid precipitations, and nutrient pol-

lution of surface water, which affect human health and the environment. The design of high-

efficiency engines achieving these ever-decreasing emission standards requires thermochemical

mechanisms of sufficiently high accuracy for use as design tools. The experimental study of Wat-

son, Versailles, and Bergthorson [64], reporting velocity, temperature, CH, and NO concentration

profiles in atmospheric, jet-wall, stagnation, premixed flames ofC1-C4 alkane and alcohol fuels,

demonstrated a strong correlation between the maximum concentration of the methylidyne radical

scaled by the flow residence time within theCH layer and the formation of NO through the prompt

(Fenimore) route. This confirms the dominant role of CH as a precursor to NO, and requires that

thermochemical models accurately describe methylidyne formation for a wide range of fuels and

equivalence ratios.

In this study, CH formation in premixed flames ofC1 to n-C4 alkanes is quantitatively mea-

sured by laser induced fluorescence in a jet-wall burner. This configuration, described in Chapter 2,

provides stable, small-scale, quasi-one-dimensional lifted flames well suited for laser diagnostics.

The ability to measure all necessary boundary conditions allows for direct and accurate compar-

isons between experiments and flame simulations based on detailed thermochemical mechanisms.

A complete description of the particle tracking velocimetry method, as well as an uncertainty

analysis of the velocity boundary conditions for the quasi-one-dimensional flame simulations, is

provided in Chapter 2. The CH concentration is probed by quantitative, planar laser-induced fluo-

rescence calibrated by the Rayleigh scattering signal of nitrogen. Consistent with the methodology

proposed by Connelly et al. [153], experimentally determined ratios of CH-LIF to Rayleigh scat-

tering signals are directly compared to simulations.

116



Chapter 6. Conclusion 117

The predictions of four thermochemical mechanisms (San Diego Mechanism version 2005,

USC Mech version II, AramcoMech 1.3, and GRI-Mech version 3.0) are converted into units

compatible with the LIF measurements using a time-resolved, four-level LIF model developed in

the course of the work, and thoroughly discussed in Chapter 3. The validity of the assumptions

commonly made in the analysis of CH-LIF in the A-X electronicsystem is assessed. It is shown

that steady-state populations in the ground and electronically excited states, a condition usually

hypothesized in the development of an algebraic equation relating the LIF signal to the number

density of CH, are not achieved for short, nanosecond laser pulses and, therefore, the adequacy of

steady-state LIF models is fortuitous. Furthermore, the concerns raised in [98, 118] with regards

to the comparable time scales of the LIF system and flame chemistry potentially affecting the CH-

LIF diagnostic are addressed. It is demonstrated that the overall (net) chemical production rate

of methylidyne in the ground and electronically excited states is too small to significantly interact

with the nanosecond LIF system. The uncertainty in the signals predicted by the LIF model, based

on the flame simulations, is also quantified.

The experimental data, presented in Chapter 4, show that thepeak CH-LIF signal is observed

for flames with an equivalence ratio of 1.2, and decreases monotonically for leaner and richer

mixtures. The consistency of this behaviour for all considered alkanes suggests that the forma-

tion of methylidyne is determined by a common, limited set offuel-independent elementary re-

actions. Among the four thermochemical mechanisms studiedin this dissertation, the San Diego

model yields the best overall performance over the range of fuels and equivalence ratios investi-

gated, while the GRI-Mech mechanism provides the most accurate predictions for lean ethane and

propane flames. The USC Mech and GRI-Mech mechanisms consistently over-predict, and the

AramcoMech 1.3 mechanism under-predicts, the experimental data. Variability in the predictions

over more than an order of magnitude is observed, significantly beyond the estimated errors in the

measurements and the time-resolved, four-level LIF model.It is also noted, as in [79, 99], that

the thermochemical mechanisms generally over-predict thedecrease in the maximum CH concen-

tration as the stoichiometry is shifted to leaner mixtures from its maximum value observed at an

equivalence ratio of 1.2. The thickness of the CH layer is well reproduced when the point-spread

function of the imaging system is accounted for, except for the richest flames for which discrepan-

cies among the models, and against the experimental data, are noticed.

The source of the variability in the predictive performanceof the mechanisms is investigated

using reaction pathway and sensitivity analyses. Significant differences in the specific rates are

observed for reactions interacting with the CH formation route, namelyCH2 + H ↔ CH + H2,

andCH3 +OH ↔ CH∗
2 +H2O. Furthermore, the mechanisms disagree regarding which reactions
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consume methylidyne, and also regarding their rate coefficients. To correct the deficiencies identi-

fied in the numerical LIF signals, an optimization of the specific rate of nine elementary reactions

included in the San Diego mechanism, interacting with the CHformation route, is performed (see

Chapter 5). A quasi-Newton algorithm is used to minimize an objective function defined as the

sum of squares of the relative difference between the numerical and experimentalCH-LIF data,

while constraining the specific rates to physically reasonable values. Two mechanisms properly

describing, within uncertainty,CH formation for lean to richC1-C3 alkane-air flames are obtained.

The optimized mechanisms also provide improved values of CHlayer thickness for the richest

flames, even if it was not included as an optimization target.These optimized mechanisms will

enable accurate predictions of prompt-NO formation over a wide range of equivalence ratios and

alkane fuels. Suggestions regarding which reactions require further investigations, either through

experimental or theoretical assessments of the individualspecific rates, are also provided.

6.2 Contributions

Given its primary role as a precursor to prompt-NO, the global objective of this work was to

evaluate the ability of thermochemical mechanisms to predict CH formation in flames. For this

assessment, 33 premixed, C1-C4 normal alkane-air flames were experimentally investigated. A

series of contributions resulted from that effort:

– the assembly of a time-resolved, four-level LIF model, andan evaluation of the commonly

made hypotheses in modelling CH-LIF in the A-X electronic system. Upon proper readjust-

ment of its constituting parameters, this model could be used for other molecules, or energy

levels, not affected by predissociation, photoionization, and electronic and vibrational energy

transfers.

– a first set of quantitative, experimental CH concentrationdata at atmospheric pressure for a

variety of alkane fuels and equivalence ratios. This dataset provides validation and optimiza-

tion targets for future combustion model revisions.

– a thorough discussion on the sources of the order of magnitude variability in CH predictions

among currently available thermochemical mechanisms, andon the causes of the improper

variation in CH concentration with the equivalence ratio predicted by most models.
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– the identification, via a novel optimization method, of thereactions requiring further atten-

tion from the combustion community for future thermochemical models to accurately cap-

ture the sensitivity of the CH concentration to changes in the stoichiometry of the reactant

mixture.

– optimized thermochemical mechanisms properly describing CH formation for premixed

(0.7 ≤ φ ≤ 1.5),C1-C3 alkane-air flames, and enabling accurate predictions of prompt-

NO formation.

Through these contributions, it was demonstrated that:

– the formation of methylidyne in premixed alkane-air flamesis controlled by a limited, com-

mon set of fuel-independent elementary reactions.

– current thermochemical mechanisms are unable to accurately describe CH formation for lean

to rich combustible mixtures of normal alkanes with air and,as such, cannot provide accurate

predictions of prompt-NO concentration, which is the second most important NO formation

route in the majority of premixed flames [61]. These deficiencies have important impli-

cations for the conception of low-emission engines, which often relies on thermochemical

mechanisms as design tools.

– the error induced by the uncertain Arrhenius rate coefficients is so important that all thermo-

chemical mechanisms feature CH-LIF signal predictions lying outside of the experimental

uncertainty limits (see Figure 4.2). Therefore, the current experimentally determined LIF-

to-Rayleigh ratios can be used as optimization and validation targets to improve the accuracy

of thermochemical mechanisms.

– the adjustment of the specific rate of a few key reactions allows to reconcile the CH-LIF

signal predictions with the experimental data. Furthermore, the optimization procedure did

not require to modify the structure,i.e., adding or removing chemical reactions, of the San

Diego model, which includes the fewest number of species andelementary reactions among

the mechanisms considered in this study. Therefore, the inclusion of all possible product

channels for a given reaction,e.g., for the reactionsCH+O2 → products andCH2+O2 →
products (see equations 5.4 and 5.6), as performed in large, comprehensive thermochemical

mechanisms, is unnecessary for the models to serve as efficient and accurate engineering

design tools.



Chapter 6. Conclusion 120

6.3 Future research directions

6.3.1 Experimental study of NO formation at high-pressure conditions

The experimental data produced by the Alternative Fuels Laboratory over the last five years provide

important insight on the formation of nitric oxide in flames of fossil and bio-derived fuels [60,

61, 64, 69, 92, 122, 218]. These studies demonstrate the inability of modern thermochemical

mechanisms to accurately describe the formation of nitric oxide due to improper predictions of

1) the rate of the reaction initiating the thermal-NO formation route (see equation 1.11), 2) the

flame burning rate, and 3) the concentration profile of CH. Thecomprehensive set of experimental

data presented in these publications allows the development of accurate thermochemical models

for atmospheric-pressure flames.

With a few exceptions, namely theφ ≈ 0.7 flames reported in [60, 61, 218], the thermal and

prompt NO formation routes are the most important in the atmospheric-pressure flames studied

by the Alternative Fuels Laboratory. However, internal combustion engines operate at pressures

several times higher than atmospheric conditions [14], anduncertainty remains regarding the con-

tribution of the individual NO formation routes at engine relevant pressures [219, 220]. Namely,

theN2O pathway, which consists of reactions 6.1 to 6.3, is initiated by a termolecular recombi-

nation reaction expected to become increasingly importantat higher pressures [57, 59], therefore

favouring NO formation through this route as predicted by flame simulations [57, 219, 221]. Even

more, Gokulakrishnan and Klassen [57] claim that theN2O pathway is a major route of NO for-

mation in gas turbine combustors operating in the lean-premixed mode.

N2 +O+M ↔ N2O+M (6.1)

N2O+O ↔ NO+NO (6.2)

N2O+H ↔ NO+NH (6.3)

In contrast, simulations of lean, premixed, methane-air flames [57, 219] suggest that the for-

mation of NO through the NNH route of equations 6.4 and 6.5 [57, 59, 222] will decrease and

become negligible at sufficiently high pressures. However,exploratory simulations performed

with the GRI-Mech 3.0 mechanism, not presented here for the sake of brevity, revealed that the

NNH route is dominant at all pressures, from atmospheric to gas turbine conditions, for premixed
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hydrogen-air flames. The NNH route is also expected to be an important NO formation pathway

in high-pressure, premixed flames of coal gas (syngas mixed with methane) [223]. Therefore,

the study of the NNH route has important implications for thedevelopment of advanced internal

combustion engines operating on biofuels, such as hydrogenand syngas.

N2 +H ↔ NNH (6.4)

NNH +O ↔ NO +NH (6.5)

It must be noted that these effects of the pressure on the formation of nitric oxide are expected

based on simulations performed with thermochemical mechanisms whose NO chemistry was not,

or minimally, validated at high pressures. Given the wide variability observed in the NO pre-

dictions at atmospheric conditions [60, 61, 64, 69], these conclusions should be considered with

caution.

NO concentration data in high-pressure, premixed flames arerelatively sparse. Laurendeau and

co-workers reported NO-LIF measurements in premixed flamesof methane [220], ethane [224],

ethylene [225], and synthesized coal gas (CH4/H2/CO) [223] stabilized above the surface of a

sintered-bronze McKenna burner at pressures up to 14.6 atm.This type of burner is characterized

by the flame front sitting very close to the water-cooled surface, and increasing the pressure exac-

erbates that effect [220]. Because of intense light scattering off the burner surface, it is nearly im-

possible to perform laser-based diagnostics through the flame front, and only point measurements

[224, 225] or partial NO profiles [220, 223] can be obtained inthe post-flame region. Furthermore,

these flames are stabilized through heat loss to the burner, which impacts their thermodynamics and

chemistry [226]. Recently, Pillier et al. [219] presented NO-LIF measurements obtained in lean,

counterflow, stagnation, premixed methane-air flames at pressures up to 0.7 MPa. Even though

lifted stagnation flames are free from influences from the burner boundaries and allow for spa-

tially resolved laser diagnostics throughout the flame, thedata of Pillier et al. [219] are limited to

a single equivalence ratio,φ = 0.7. Furthermore, they did not report flame speed nor temperature

measurements, even if NO formation is highly sensitive to these factors, as shown in our previous

publications [64, 69]. Therefore, there is a need for a comprehensive set of experimental data in-

cluding NO, CH, temperature, and velocity profiles in high-pressure flames for a variety of fuels

and a wide range of equivalence ratios to 1) test the ability of current thermochemical mechanisms

at predicting the formation of NO, and 2) thoroughly investigate the NO formation routes.

A high-pressure combustion apparatus was designed and built in parallel to the work presented
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in this dissertation. It consists of a jet-wall, stagnationburner installed in a vessel capable of con-

tinuous operation at the full-load pressure of modern aero-derivative gas turbine combustors. The

three-dimensional computer-aided design model of the apparatus is presented in Figure 6.1(a). The

vessel, made of duplex and super-duplex grades of stainlesssteel, is equipped with two pairs of

sapphire glass windows for laser-based diagnostics. The jet-wall, stagnation burner, optimized for

high-pressure operation, is shown in Figure 6.1(b). The interior contour of the inner nozzle was

designed using a CFD-validated, Thwaites method [123], while the passage between the inner and

outer nozzles (inert, co-flowing stream), the exterior surface of the outer nozzle, and the shape

of the water-cooled stagnation plate were iteratively optimized through a sequence of CFD com-

putations performed with ANSYS Fluent. The mass flow rates offuel, air, and inert delivered to

the burner are metered by Bronkhorst thermal mass controllers, and fed into the vessel through

the lower flange. To prevent water vapour condensation on theinterior surfaces of the enclosure,

namely the windows, it is continuously purged by a stream of nitrogen. The pressure in the vessel

is controlled by a Bronkhorst controller, based on a diaphragm piezo-resistive sensor, driving a

pneumatic valve. The apparatus, surrounded by all the necessary equipment for its operation and

laser-based diagnostics, is shown in Figure 6.2.

Thus far, premixed methane-air flames were successfully stabilized for pressures ranging be-

tween 1 and 16 atm, and equivalence ratios from 0.7 to 1.3. Themaximum pressure is currently

limited by the gas cylinder regulators, not by the apparatus. A few sample flame images are shown

in Figure 6.3. As expected from the careful design, the flamesare flat and devoid of oscillations,

therefore allowing PTV and LIF diagnostics, which require several thousand images of the same

flame to be recorded over a few minutes. For this future test campaign, the PTV and NO-LIF meth-

ods were extended to provide two-dimensional velocity, NO,and temperature fields to confirm that

the assumptions underlying the quasi-one-dimensional model of Kee et al. [114] apply. Through

the next years, important data will be provided by this state-of-the-art apparatus, which can readily

be adapted to study partially and non-premixed flames by integrating a second, counter-flowing

nozzle assembly in place of the stagnation plate.
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FIGURE 6.1: (a) Computer-aided design model of the apparatus, and (b) jet-wall, stagnation flame burner
optimized for high-pressure operation.
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FIGURE 6.2: High-pressure combustion apparatus surrounded by allthe necessary equipment for its opera-
tion and laser-based diagnostics. The UV (~226 nm) laser beam, shown by the blue arrows, is covered by a
flat black enclosure for the sake of safety. The PTV camera andlaser beam are hidden behind the vessel.
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FIGURE 6.3: Sample images of methane-air premixed flames at (a)P = 4 atm, andφ ≈ 0.80, (b) P =
5 atm, andφ ≈ 0.76, (c)P = 6 atm, andφ ≈ 0.73, and (d)P = 7 atm, andφ ≈ 0.73.



Appendix A

Reaction pathway analysis

Modern thermochemical mechanisms are becoming increasingly complex, including hundreds to

thousands of species and reactions [128, 135, 203, 204]. This level of complexity hinders straight-

forward conclusions regarding the combustion process of interest; it is impossible through inspec-

tion of the databases of reactions to find the dominant ones, or to determine the principal pathways

through which reactants are made into products. Reaction pathway analysis (RPA) is a useful tool

to visualize and understand the complex chemistry includedin modern thermochemical mecha-

nisms. It produces a directed graph (a network), where the nodes are chemical species, which are

linked together by arrows representing the chemical reactions (see Figure 4.4). In the literature,

a convention for the scaling of the width of the arrows has yetto be adopted [136]. Some RPA

methods rely on non-conserved, molar-based quantities,e.g., the rate of progress of individual re-

actions [219, 227, 228]. This yields directed graphs in which the sums of the width of the arrows

directed towards and away from a given species are not equal.Others present directed graphs with

arrows of equal width, omitting any quantitative information [229], or conveying it through super-

imposed numerical values [130, 131, 219, 230]. In this case,the dominant chemical pathways are

not intuitively identified.

The current RPA method is inspired by the work of Grcar et al. [136] in which the flux of a

given atom (e.g., C, N, O, H, etc.), a conserved scalar, is tracked as the reactants are made into

products, and the width of the arrows in the directed graph scaled accordingly. In this appendix,

the RPA method is described in detail, along with its integration into a computer-based script. The

principal modifications in comparison to the formulation ofGrcar et al. [136] are also discussed.

A.1 Mathematical formulation

In the current formulation, the width of the arrows connecting the species in the RPA diagram is

linearly scaled with the rate of transfer of elemente from speciess1 to s2 integrated over the control

125
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volumeV , R(e, s1, s2) [kmol/s]. It is defined in equation A.1, wherenl(e, s1, s2) is the number of

atoms of elemente transferred from speciess1 tos2 through reactionl, ql(x, y, z) [kmol/m3-s] is the

rate of progress variable of reactionl (see equation A.2), andV [m3] is the volume over which the

reaction pathway analysis is performed . As atoms are neither produced nor consumed in chemical

reactions,R(e, s1, s2) is a conserved scalar. It follows that
∑

i

R(e, si, s2) =
∑

j

R(e, s2, sj) or, in

other words, that the sum of the width of the arrows directed towards a species is equal to the sum

of the width of the arrows directed away from that same molecule.

R(e, s1, s2) =
∑

l

∫

V

nl(e, s1, s2) · ql(x, y, z) · dV (A.1)

ql = kf,l

N∏

i=1

[Mi]
ν′i,l − kb,l

N∏

j=1

[Mj ]
ν′′j,l (A.2)

Here, the volumetric formulation of Grcar et al. [136] is modified to process simulations of

one-dimensional (1D), freely propagating flames (Figure A.1(a)), and quasi-1D, axisymmetric,

stagnation flames (Figure A.1(b)). In both cases, the fields of temperature and species concentra-

tions solely depend on the axial position,z. Consequently, the rate of progress variable simplifies

to ql(z). Also, the integral is performed over a cylindrical controlvolume (CV) of fixed radius,

rCV, adjusted to achieve an influx of elemente of 1 kmol/s. As such,R(e, s1, s2) can be thought of

as an absolute flux of elemente, or as a fraction of the flux ofe-atoms entering the control volume.

Including these simplifications in equation A.1 yields:

R(e, s1, s2) =
∑

l

zout∫

zin

nl(e, s1, s2) · ql(z) · πr2CV · dz. (A.3)

For freely propagating, 1D flames (Figure A.1(a)), the inletand outlet of the control volume

are placed sufficiently far upstream and downstream of the flame front, respectively, to ensure neg-

ligible molecular transport at the boundaries. For stagnation flames (Figure A.1(b)),zin is placed at

a sufficient distance upstream of the flame front to make the diffusion of species negligible, while

zout coincides with the stagnation surface. As discussed in section 2.1.2.1, the boundary condi-

tions of the quasi-1D model imply no-flux of species at the stagnation surface. Furthermore, as the

temperature and species concentration fields are unidimensional for both types of flame simula-

tion, molecular transport through the side surface of the control volume does not occur. Therefore,

e-atoms traverse the boundaries of the control volume solelythrough convection. For freely prop-

agating flames, the control volume is a stream tube, and thee-atoms enter through the surface at
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FIGURE A.1: Control volumes for the reaction pathway analysis of (a) freely propagating, premixed flames,
and (b) premixed stagnation flames. Flow is right to left. Theisotherms and streamlines are obtained from

solutions of lean (φ = 0.8), premixed methane-air flames simulated with the SD mechanism.

z = zin, and exit atz = zout. In contrast, for stagnation flames,e-atoms are entering the CV at the

upstream boundary (z = zin), and leaving through the side surface (r = rCV).

The rate at whiche-atoms enter the control volume via convection of speciessi, R(e, inlet, si),

is calculated as the product of the molar flow rate of speciessi, ṅi, with the number ofe-atoms per

molecule of speciessi, νe,i [kmole/kmoli]:

R(e, inlet, si) = ṅi(zin) · νe,i

=
ṁi(zin)

Wi

· νe,i

= ρ(zin) · Yi(zin) · u(zin) · πr2CV · 1

Wi

· νe,i,

(A.4)

whereṁi is the mass flow rate of speciessi [kg/s], ρ [kg/m3] is the density,Yi is the mass fraction
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of speciessi, u(z) [m/s] is the axial velocity, andWi [kg/kmol] is the molar mass of speciessi.

It is noted that for both types of flame simulation, the axial velocity does not vary radially and,

therefore,u(z, r) = u(z). For freely propagating flames, thee-atoms leave the control volume by

convection of speciessi at a rateR(e, si, outlet) defined as:

R(e, si, outlet) = ṅi(zout) · νe,i

=
ṁi(zout)

Wi
· νe,i

= ρ(zout) · Yi(zout) · u(zout) · πr2CV · 1

Wi
· νe,i.

(A.5)

On the other hand, for stagnation flames,e-atoms leave the control volume through the side surface.

In this case, the radially outward rate ofe-atoms due to convection of speciessi is calculated as:

R(e, si, outlet) =
νe,i
Wi

·
zout∫

zin

ρ(z) · Yi(z) · v(z, rCV) · 2πrCV · dz, (A.6)

wherev(z, rCV) [m/s] is the radial velocity atr = rCV. Commonly, the radial velocity is not output

by the flame solver as it depends on the radial coordinate. Instead, the parameterG(z) is provided,

which through the stream function is linked to the radial velocity [114]:

G(z) =
−ρ(z) · v(z, r)

r
. (A.7)

Equation A.6 then becomes:

R(e, si, outlet) = −νe,i
Wi

·
zout∫

zin

Yi(z) ·G(z) · 2πr2CV · dz. (A.8)

A.2 Implementation of the RPA method in a computer pro-

gram

The rate of transfer of elemente from speciess1 to s2, R(e, s1, s2), was defined in equation A.3.

The rate of progress variable of each reactionl, ql, is extracted from discrete flame solutions.

Therefore, the integral in equation A.3 cannot be computed analytically, and must rather be ap-

proximated through numerical integration which, as shown in equation A.10, consists of integrat-

ing an interpolation polynomial,pn(z). However, this approximation of the integral is plagued by
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an error,
zn∫

z0

En(z)dz. Inspection of equation A.3 reveals that for each (s1, s2) couple, the compu-

tation ofR(e, s1, s2) can require the numerical integral to be performed as many times as there are

reactions in the thermochemical mechanism studied. Hence,the numerical integration errors can

accumulate into a significant level of inaccuracy inR(e, s1, s2). Taking advantage of the sum rule

in integration, equation A.3 is rearranged as:

R(e, s1, s2) =

zout∫

zin

∑

l

nl(e, s1, s2) · ql(z) · πr2CV · dz. (A.9)

For each value ofR(e, s1, s2), the contributions of all reactionsl are first summed at each node of

the computational mesh. Then, the numerical integral is performed once, therefore reducing the

overall error inR(e, s1, s2).

zn∫

z0

f(z)dz =

zn∫

z0

pn(z)dz +

zn∫

z0

En(z)dz (A.10)

To further reduce the integration error, a composite Simpson’s 1/3 rule is used here instead

of the simpler composite Trapezoidal method. The former is afourth-order-accurate method and

yields exact values of integral for third-order and lower-order polynomials, while the latter is a

second-order-accurate method, and is only exact for first and zeroth-order polynomials [145]. The

Simpson’s1/3 rule assumes fixed separation (∆z = zi − zi−1) of the discrete grid points [145]:

z2∫

z0

f(z)dz ≃ ∆z

3
[f(z0) + 4f(z1) + f(z2)] . (A.11)

However, accurate flame simulations require significant mesh refinement in zones of steep gradient

and/or high curvature of the solution. The Simpson’s1/3 method is redeveloped here to apply to

meshes with unequally distributed grid points. As shown in equation A.12, the functionf(z) is

approximated by a second-order polynomial,p2(z), in which the divided differencesf [zi, zi+1]

andf [zi, zi+1, zi+2] are defined in equations A.13 and A.14, respectively. The method is made

composite by successively evaluating equation A.12 over [z2i, z2i+2] intervals. For meshes with

an even number of grid points, the integral over the last interval [zN−1, zN ] is performed with the

Trapezoidal integration rule. For stagnation flame simulations, the composite Simpson’s1/3 rule
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is also used to computeR(e, si, outlet) defined in equation A.8.

z2∫

z0

f(z)dz ≃
z2∫

z0

p2(z)dz

=

z2∫

z0

{f(z0) + f [z0, z1] (z − z0) + f [z0, z1, z2] (z − z0)(z − z1)} dz

= (z2 − z0) · {f(z0)− f [z0, z1]z0 + f [z0, z1, z2] · z0 · z1}

+
(z22 − z20)

2
· {f [z0, z1]− f [z0, z1, z2] · (z0 + z1)}

+
(z32 − z30)

3
· f [z0, z1, z2]

(A.12)

f [zi, zi+1] =
f(zi+1)− f(zi)

zi+1 − zi
(A.13)

f [zi, zi+1, zi+2] =
f [zi+1, zi+2]− f [zi, zi+1]

zi+2 − zi
(A.14)

A.2.1 Automated determination ofnl(e, s1, s2)

At this point, only the number of atoms of elemente transferred from speciess1 to s2 through reac-

tion l, nl(e, s1, s2), remains to be determined to computeR(e, s1, s2) via equation A.9.nl(e, s1, s2)

is conveniently represented in matrix form, as shown in Table A.1 for the arbitrary chemical reac-

tion r1 + r2 ↔ p1 + p2 + p3, and it must be noted thatnl(e, s1, s2) = nl(e, s2, s1). As modern

thermochemical mechanisms include thousands of chemical reactions, the manual determination

of all values ofnl(e, s1, s2) is impractical, and an automated method must be implemented.

TABLE A.1: Representation ofnl(e, s1, s2) in matrix form for the arbitrary reactionr1+r2 ↔ p1+p2+p3.

P
P
P
P
P
P
P
P
P

reac.
prod.

p1 p2 p3

r1 nl(e, r1, p1) nl(e, r1, p2) nl(e, r1, p3)
r2 nl(e, r2, p1) nl(e, r2, p2) nl(e, r2, p3)

The method developed in this work initially determines all possible combinations ofnl(e, ri, pj)

for a given reaction. Then, improper configurations are eliminated through a series of decisions

until a single set ofnl(e, ri, pj) values remains. To populate all possible configurations, itis first
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recognized that the maximum value ofnl(e, ri, pj) corresponds to the smallest number ofe-atoms

in speciesri andpj. For example, the maximum value ofnl(H,CH3,CH4) is 3, i.e., the number

of hydrogen atoms in the methyl radical. However,nl(H,CH3,CH4) could be 0, 1, or 2. Once

all maximum values ofnl(e, ri, pj) are determined for a given reaction, a full-factorial design is

applied to yield a set of matrices similar to Table A.1. An example is given in Table A.2 for the

reaction H + O2 ↔ OH + O. In this case, the maximum values ofnl(O,H,OH), nl(O,H,O),

nl(O,O2,OH), andnl(O,O2,O) are 0, 0, 1 and 1, respectively, which results in the four possible

configurations shown in Table A.2.

The first decision applied on this set of configurations involves the conservation ofe-atoms.

Namely, the total number ofe-atoms given away by a reactant must equal the total number of

e-atoms it contains and, similarly, the number ofe-atoms a product receives must be equal to

the number ofe-atoms it comprises. These two conditions are mathematically shown in equa-

tions A.15 and A.16, whereNr andNp are the numbers of reactants and products in reactionl,

respectively, andνri,e andνpj ,e are the numbers ofe-atoms in the reactanti and the productj, re-

spectively. Applying these conditions to the reaction H + O2 ↔ OH + O leads to a single possible

configuration as shown in Table A.2, where the violated conditions are appended underneath the

incorrect combinations ofnl(O, ri, pj) values. Generally, applying equations A.15 and A.16 iden-

tifies the proper distribution ofe-atoms for 66% (AramcoMech 1.3) to 95% (GRI-Mech version

3.0) of the reactions, depending on the complexity of the thermochemical mechanism; the simpler

the mechanism, the larger the fraction of reactions properly characterized through conservation of

atoms.

Np∑

j=1

nl(e, ri, pj) = νe,ri (A.15)

Nr∑

i=1

nl(e, ri, pj) = νe,pj (A.16)

A.2.1.1 Ambiguous reactions

The reactions that remain unresolved by invoking atomic balance, termed “ambiguous reactions”

by Grcar et al. [136], can amount to hundreds for comprehensive thermochemical mechanisms.

While it is generally straightforward to identify the proper distribution ofe-atoms by inspecting the

structure of the molecules, additional criteria must be developed and integrated into the computer
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TABLE A.2: nl(O, ri, pj) for the reaction H + O2 ↔ OH + O. The correct configuration is on the right.

OH O
H 0 0
O2 0 0
︸ ︷︷ ︸

2∑

j

nl(O,O2, pj) 6= 2

2∑

i

nl(O, ri,OH) 6= 1

2∑

i

nl(O, ri,O) 6= 1

OH O
H 0 0
O2 1 0
︸ ︷︷ ︸

2∑

j

nl(O,O2, pj) 6= 2

2∑

i

nl(O, ri,O) 6= 1

OH O
H 0 0
O2 0 1
︸ ︷︷ ︸

2∑

j

nl(O,O2, pj) 6= 2

2∑

i

nl(O, ri,OH) 6= 1

OH O
H 0 0
O2 1 1

code to identify a single set ofnl(e, ri, pj) values for each reaction. Grcar and co-workers proposed

three heuristic rules [136]:

Rule 1. Prefer single exchanges over double exchanges.

Rule 2. Among single exchanges, prefer those that shuffle thefewest atoms, and

among these with the same quantity of atoms, prefer those that shuffle the least atomic

weight.

Rule 3. If possible preserve carbon-oxygen bonds by avoiding exchanges that separate

carbon and oxygen atoms or that transfer a single carbon atom.

While these rules are easily understandable, their implementation is not described in [136]. In

the current section, four criteria developed in the presentstudy, and inspired by the three heuristic

rules presented above, are presented along with examples. They are applied in the same sequence

in the program as presented in the following. When two or moreconfigurations remain after this

series of decisions, the user is prompted to select the proper one. The “ambiguous reactions” are

reported in a text file, which allows the user to confirm the selection of thenl(e, ri, pj) values

made by the program. For a given atome, this verification only needs to be performed once for

each mechanism. To date, the present method was demonstrated successful for the San Diego

(versions 2005 and 2011) [66, 128], GRI-Mech (version 3.0) [65], USC Mech (version II) [133],

and AramcoMech 1.3 [134] thermochemical mechanisms.

A.2.1.1.1 Criterion 1: minimize the shuffle of atoms (Rule 2)

Table A.3 presents two configurations, both ensuring conservation of carbon atoms, through which

the reaction HCO + CH3 ↔ CO + CH4 can proceed. From inspection of the structure of the
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molecules shown in Figure A.2, it is unlikely that the carbonatoms are transferred from HCO to

CH4 and from CH3 to CO. This would require one C=O and three C−H bonds to be broken and

reformed. Instead, the reaction more probably proceeds through hydrogen abstraction from HCO

and subsequent recombination with the methyl radical to form methane.

TABLE A.3: nl(C, ri, pj) for the reaction HCO + CH3 ↔ CO + CH4. The correct configuration is on the
right.

CO CH4

HCO 0 1
CH3 1 0
︸ ︷︷ ︸
∑

i,j

[∆N(ri, pj) · nl(C, ri, pj)] = 8

CO CH4

HCO 1 0
CH3 0 1
︸ ︷︷ ︸
∑

i,j

[∆N(ri, pj) · nl(C, ri, pj)] = 2

TABLE A.4: ∆N(ri, pj) for the reaction HCO + CH3 ↔ CO + CH4.

∆N(ri, pj) CO CH4

HCO 1 4
CH3 4 1

+ ↔ +

FIGURE A.2: Graphical representation of the reaction HCO + CH3 ↔ CO + CH4. The three-dimensional
molecular structures are from [231, 232].

For the computer program to make the decision, the variable∆N(ri, pj), defined in equa-

tion A.17, is introduced. It quantifies the change in atomic composition between the reactantri

and the productpj. Table A.4 shows the values of∆N(ri, pj) for the species involved in the

reaction HCO + CH3 ↔ CO + CH4. The least amount of bonds is broken and reformed or, in

other words, the shuffle of atoms is minimized, for the configuration achieving the lowest value

of
∑

i,j

[∆N(ri, pj) · nl(e, ri, pj)]. This criterion is calculated for each configuration in Table A.3.



Appendix A. Reaction pathway analysis 134

As expected, the method selects hydrogen abstraction from HCO and recombination with CH3 to

form CH4 as the reaction path.

∆N(ri, pj) =
∑

e

∣
∣νe,ri − νe,pj

∣
∣ for e = O, N, C, H, etc. (A.17)

A.2.1.1.2 Criterion 2: preserve carbon-oxygen bonds (Rule3)

The reaction CH3 + CH3OH↔ CH2OH + CH4 is presented schematically in Figure A.3. Two pos-

sible configurations, which remain after invoking the conservation of C atoms and applying Crite-

rion 1,1 are shown in Table A.5. This reaction is expected to proceed via abstraction of a hydrogen

atom from methanol that recombines with the methyl radical to form methane. The C−O bond is

then conserved, which implies thatnl(O,CH3OH,CH2OH) = 1 andnl(C,CH3OH,CH2OH) =

1. As most CαHβOγ molecules involved in combustion processes include as many, or more, carbon

than oxygen atoms (an exception is CO2), this condition can be generalized as:

nl(C, ri, pj) ≥ nl(O, ri, pj) ∀(ri, pj). (A.18)

As shown in Tables A.5 and A.6, this criterion selects hydrogen abstraction and recombination as

the reaction pathway.

+ ↔ +

FIGURE A.3: Graphical representation of the reaction CH3 + CH3OH ↔ CH2OH + CH4. The three-
dimensional molecular structures are from [231].

A.2.1.1.3 Criterion 3: minimize exchange of atomic weight (Rule 2)

The variable∆N(ri, pj) is filled with ones for the reaction CH3 + C2H4 ↔ C2H3 + CH4 presented

in Figure A.4. It follows that the configurations presented in Table A.8 are both valid as per

Criterion 1. In such a case, where two configurations shuffle the same number of atoms, Grcar

and co-workers [136] suggest to select the one transferringthe least atomic weight. Implicitly, this

1∆N(ri, pj) is a 2 x 2 matrix filled with ones, thus
∑

i,j

[∆N(ri, pj) · nl(C, ri, pj)] = 2 for both configurations.
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TABLE A.5: nl(C, ri, pj) for the reaction CH3 + CH3OH ↔ CH2OH + CH4. The correct configuration is
on the right.

nl(C, ri, pj) CH2OH CH4

CH3 1 0
CH3OH 0 1

︸ ︷︷ ︸

nl(C,CH3OH,CH2OH) < nl(O,CH3OH,CH2OH)

nl(C, ri, pj) CH2OH CH4

CH3 0 1
CH3OH 1 0

︸ ︷︷ ︸

nl(C, ri, pj) ≥ nl(O, ri, pj) ∀(ri, pj)

TABLE A.6: nl(O, ri, pj) for the reaction CH3 + CH3OH↔ CH2OH + CH4.

nl(O, ri, pj) CH2OH CH4

CH3 0 0
CH3OH 1 0

favours reactions occurring through hydrogen abstractionand recombination. Criterion 3 is similar

to Criterion 1, with∆N(ri, pj) replaced by∆W (ri, pj) defined as:

∆W (ri, pj) = |Wri −Wpj |. (A.19)

∆W (ri, pj) for the reaction CH3 + C2H4 ↔ C2H3 + CH4 is shown in Table A.7. The configuration

achieving the lowest value of
∑

i,j

[∆W (ri, pj) · nl(e, ri, pj)] transfers the smallest atomic weight.

For the current reaction, hydrogen abstraction from ethylene and recombination with the methyl

radical is the preferred reaction pathway as shown in Table A.8.

+ ↔ +

FIGURE A.4: Graphical representation of the reaction CH3 + C2H4 ↔ C2H3 + CH4. The three-dimensional
molecular structures are from [231].

TABLE A.7: ∆W (ri, pj) for the reaction CH3 + C2H4 ↔ C2H3 + CH4.

∆W (ri, pj) [kg/kmol] C2H3 CH4

CH3 12.0110 1.0079
C2H4 1.0079 12.0110
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TABLE A.8: nl(C, ri, pj) for the reaction CH3 + C2H4 ↔ C2H3 + CH4. The correct configuration is on the
right.

C2H3 CH4

CH3 1 0
C2H4 1 1
︸ ︷︷ ︸
∑

i,j

[∆W (ri, pj) · nl(C, ri, pj)] = 25.03

C2H3 CH4

CH3 0 1
C2H4 2 0
︸ ︷︷ ︸
∑

i,j

[∆W (ri, pj) · nl(C, ri, pj)] = 3.02

A.2.1.1.4 Criterion 4: prefer single exchanges over doubleexchanges (Rule 1)

The last criterion implemented in the current RPA method corresponds to Rule 1 of Grcar et al.

[136]. It is applied here to the reaction C2H4 + C2H4 ↔ C2H3 + C2H5 shown in Figure A.5. The

three possible configurations through which the reaction can proceed are shown in Table A.9. It

must be noted that the two configurations on the right are equivalent, and a condition is included

in the program to account for such duplicates.

The first reaction path in Table A.9 involves the rupture of the C=C bond in both ethylene

molecules, and the recombination of the carbon atoms originally in the first ethylene molecule

with the C atoms of the second C2H4 molecule (double exchange). In addition, this configuration

involves the abstraction of a hydrogen atom and subsequent recombination. The most likely path

for this reaction is to solely undergo hydrogen abstractionfrom the first ethylene molecule, there-

fore producing C2H3, and recombination with the second C2H4 to form C2H5, in which the original

double covalent bond is reduced to a single bond. This criterion is mathematically translated into

the variableS defined as:

S =
∑

i,j

(nl(e, ri, pj) 6= 0) , (A.20)

which corresponds to the number of non-null cells in the matrix nl(e, ri, pj). Single exchanges are

characterized by smaller values ofS than double exchanges.

Although the correct configurations are those withS = 2 (which are equivalent) in Table A.9,

using the reaction path withS = 4 would not affect the computed values ofR(C,C2H4,C2H3)

andR(C,C2H4,C2H5) for the current reaction since, together, the two ethylene molecules give

two carbon atoms to C2H3 and two to C2H5. Whether these carbon atoms come from the same, or

different, ethylene molecules does not change the net transfer of carbon atoms. This behaviour is

better understood when the rows of thenl(e, ri, pj) matrices in Table A.9 are summed to yield the

matrix in Table A.10. For the thermochemical mechanisms studied so far with the RPA method,
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Criterion 4 only applied to reactions involving two identical reactants or products, making the

choice of the reaction path unimportant. The criterion is kept in the decision loop as a single

configuration needs to be selected, and in case it would be required in the future for reactions with

different reactants and products.

+

l

+

FIGURE A.5: Graphical representation of the reaction C2H4 + C2H4 ↔ C2H3 + C2H5. The three-
dimensional molecular structures are from [231].

TABLE A.9: nl(C, ri, pj) for the reaction C2H4 + C2H4 ↔ C2H3 + C2H5.

C2H3 C2H5

C2H4 1 1
C2H4 1 1
︸ ︷︷ ︸

S = 4

C2H3 C2H5

C2H4 2 0
C2H4 0 2
︸ ︷︷ ︸

S = 2

C2H3 C2H5

C2H4 0 2
C2H4 2 0
︸ ︷︷ ︸

S = 2

TABLE A.10: Simplifiednl(C, ri, pj) matrix for the reaction C2H4 + C2H4 ↔ C2H3 + C2H5.

C2H3 C2H5

C2H4 2 2
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A.3 Example of a reaction pathway analysis

The RPA method described in this appendix was implemented inMatlab and interfaced with

GraphViz 2.38 [233], which builds the directed graphs. Figure A.6 presents a RPA diagram pro-

duced based on the solution of a freely propagating, adiabatic, premixed CH4-air flame simulated

with the San Diego mechanism [128]. This RPA diagram tracks carbon atoms, which enter the

system via methane and leave as CO and CO2. Only the pathways carrying more than 1% of the

carbon atoms entering the system are shown,i.e., R(e, s1, s2) > 0.010 kmol/s, as including all

pathways would make the RPA diagram very complex and difficult to understand.

An additional feature of the current RPA method is the colouring of the arrows based on the

sensitivity of a scalar value of interest to the rate of the individual pathways. The logarithmic

sensitivity of a pathway is taken as the sum of the logarithmic sensitivities of the scalar value to

the specific rate of the reactions making that path. In FigureA.6, the scalar value is the maximum

concentration of methylidyne through the flame front, but itcould be other variables, such as the

laminar flame speed, the concentration of another species, or the temperature at a given position.

The arrows are coloured based on the linear colour scale at the left of Figure A.6. The details of

the conversion of methane into products, the formation of methylidyne, as well as the influence of

the rate of the different pathways, are thoroughly covered in section 4.2.
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FIGURE A.6: Reaction pathway diagram tracking the flux of carbon atoms through a freely propagating,
adiabatic, premixed CH4-air flame simulated with the San Diego mechanism (version 2005). The arrows
are coloured according to the logarithmic sensitivity of the maximum CH concentration through the flame

to the rate of the individual pathways.



Appendix B

Analytical solution of the time-resolved,

four-level LIF model

The system of linear, homogeneous, ordinary differential equations presented in equations 3.1-3.4

represents an eigenvalue problem that can be solved analytically [176]. In addition to the benefit

of being exact, the solution can be compiled into a stand-alone executable program not requiring

libraries other than the commonly used ones, or third-partysoftware tools. This appendix describes

the development of the analytical solution of the time-resolved, four-level LIF model of section

3.1.1. Given the complexity of the problem, the solution is obtained using the Symbolic Math

Toolbox of Matlab, and automatically written in a C script compiled into an executable program

using Microsoft Visual Studio 2015. Being approximately 31MB in size when written in a text

file, the complete solution is not transcribed here.

B.1 Analytical solution during laser irradiation

The system of linear, homogeneous, ordinary differential equations (ODE) 3.1-3.4 can be written

in compact matrix notation as:

Ṅ = EN, (B.1)

whereṄ, N, andE are described by equations B.16 and B.17. Analogously to single, linear,

homogeneous, ordinary differential equations, the solution is hypothesized to be of the form [176]:

N = ξie
λit, (B.2)

whereξi is a vector of constants. Inserting equation B.2 in equationB.1 yields [176]:

λiξie
λit = Eξie

λit. (B.3)

140
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Simplifying and rearranging allows to obtain the followingset of linear equations [176]:

(E− λiI) ξi = 0, (B.4)

whereI is the identity matrix. Solving the system of linear equations B.4 by finding the eigenval-

ues,λi, and vectors,ξi, provides the solution to the set of ODEs B.1.

To find the eigenvalues, it is first noticed that the system of equations B.4 admits a non-trivial

solution if, and only if, the determinant of the matrix(E− λiI) equals zero. For a system including

four ODEs, this condition results in a quartic equation having four roots:

|E− λiI| = c4 · λ4
i + c3λ

3
i + c2λ

2
i + c1λi + c0 = 0. (B.5)

For the current ODE system, the constantc0 was found to equal zero. Therefore, equation B.5 can

be rewritten as:

|E− λiI| =
(
c4 · λ3

i + c3λ
2
i + c2λi + c1

)
λi = 0. (B.6)

It follows that one of the eigenvalues equals zero, and the remainingλi are found by solving the

cubic equation within parentheses using the methodology ofNeumark [234].

First, the cubic equation is rewritten in the following form:

(3c4 · λi + c3)
3 − 3(c23 − 3c4c2)(3c4 · λi + c3) + (27c24c1 + 2c33 − 9c4c3c2) = 0. (B.7)

Acknowledging that for the current ODE systemc23 − 3c4c2 > 0, the substitution:

λi =
−c3 − 2Λi

√

c23 − 3c4c2
3c4

, (B.8)

is performed in equation B.7, which reduces to:

4Λ3
i − 3Λi = ∆, (B.9)

where,

∆ =
27c24c1 + 2c33 − 9c4c3c2

2 (c23 − 3c4c2)
3
2

. (B.10)

For the current ODE system,∆ is found to be consistently lower than 1, and the cubic equation

B.9 is solved through trigonometric functions. To obtain the first root,Λi is substituted bycos(β)

in equation B.9 yielding:

4 cos(β)3 − 3 cos(β) = cos(3β) = ∆. (B.11)
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The first root of equation B.9 is then:

Λ1 = cos β = cos

(
cos−1∆

3

)

. (B.12)

To find the two remaining roots,(Λ− Λ1) is factored out of equation B.9 to yield1:

4Λ3 − 3Λ−∆ = 0 = (Λ− Λ1)
[
4Λ2 + 4Λ1Λ+ (4Λ2

1 − 3)
]
. (B.13)

Λ2 andΛ3 are obtained by applying the quadratic formula to the right-hand side term of equation

B.13:

Λ2,3 =
−Λ1

2
±

√
3 ·

√

1− 1Λ2
1

2
. (B.14)

Finally, the eigenvalues of equation B.6, complementingλ1 = 0, are obtained by replacing the

results of equations B.12 and B.14 in equation B.8. Then, thefour eigenvalues,λi, are sequentially

inserted in equation B.4 and each eigenvector,ξi, found by reducing the system of equations in

reduced row echelon form through Gauss-Jordan elimination. The four (λi, ξi) couples represent

a fundamental set of solutions, which can be assembled into ageneral solution through [176]:

N =
4∑

i=1

diξie
λit, (B.15)

wheredi are arbitrary constants. Their value is determined by applying the initial conditions

(N1a,0, N1b,0, N2a,0, N2b,0) = (N0,CH · fB,N1a , N0,CH · (1− fB,N1a), 0, 0), whereN0,CH is the

number density of methylidyne in the ground electronic state predicted by flame simulations.

B.2 Analytical solution following laser irradiation

The system of ODEs following laser irradiation,i.e., with b12 = 0 andb21 = 0, is described by

equation B.1, wherėN, N, andE are described by equations B.16 and B.18. The solution for

the system of ODEs is obtained following the procedure presented in the previous section. The

determinant of the matrix(E− λiI) is given in equation B.19, which can be rearranged to yield

equation B.20. Inspection of the terms in the first set of brackets of equation B.20 reveals that two

eigenvalues areλ1 = 0 andλ2 = −(R1a1b + R1b1a). The two remaining eigenvalues are found by

applying the quadratic formula to the expression in the second set of brackets. As previously, the

eigenvectors,ξi, are found by solving equation B.4 for each eigenvalue,λi, and the fundamental

1Note that, as per equation B.9,4Λ3
1 − 3Λ1 = ∆.
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set of solutions is assembled into the general solution, equation B.15. The initial conditions used

to determine the arbitrary constants,di, correspond to the populations (N1a, N1b, N2a, N2b) at the

end of the laser pulse (t = τLaser).
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∣
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|E− λiI| =
[(R1a1b + λi) · (R1b1a + λi)− R1a1bR1b1a]

· [(A2a1a + A2a1b +Q2a1 +R2a2b + λi) · (A2b1 +Q2b1 +R2b2a + λi)− R2a2bR2b2a]

= 0

(B.20)



Appendix C

Adequacy of two-level, steady-state LIF

models in the linear regime

As demonstrated in Chapter 3, the CH A2∆-X2Π LIF system does not reach steady-state conditions

for nanosecond duration laser pulses. However, two-level,steady-state models are commonly used

to process CH-LIF measurements in the linear regime [100, 101]. In this appendix, it is shown that,

under particular conditions, the models invoking the steady-state assumption fortuitously provide

accurate results. The demonstration is made using the time-resolved, two-level LIF model with
Rkakb/Q = 0, but it also applies to the other models presented in Chapter3.

The analytical solutions of the two-level LIF model withRkakb/Q21 = 0 during (N2,on) and

following (N2,off) a laser pulse were provided in equations 3.14 and 3.15, respectively, which are

reproduced here:

N2,on(t) =
b12 ·N0,CH · fB,N1a

b21 + b12 + A21 +Q21
·
(
1− e−(b21+b12+A21+Q21)·t

)
0 ≤ t ≤ τLaser, (3.14)

and,

N2,off(t) = N2,on(τLaser) · e−(A21+Q21)·(t−τLaser) τLaser < t ≤ τcam. (3.15)

Inspection of equation 3.14 reveals that the number densityof electronically excited molecules in

steady-state conditions is:

N2,on,SS = lim
t→∞

N2,on =
b12 ·N0,CH · fB,N1a

b21 + b12 + A21 +Q21
. (C.1)

146



Appendix C. Adequacy of two-level, steady-state LIF modelsin the linear regime 147

The total number of photons emitted per unit volume is calculated as:

Np =

∫ τLaser

0

A21 ·N2,on(t)dt+

∫ ∞

τLaser

A21 ·N2,off(t)dt

= A21 ·
[∫ τLaser

0

N2,on(t)dt +

∫ ∞

τLaser

N2,off(t)dt

]

.

(C.2)

It must be noted that the second integral is performed over a semi-infinite period of time, implicitly

assuming that the camera exposure time is sufficiently long to collect most of the LIF signal.

To obtainNp, the first integral corresponding to the laser irradiated part of the LIF process is

performed, and the equation is simplified:

∫ τLaser

0

N2,on(t)dt =

∫ τLaser

0

[
b12 ·N0,CH · fB,N1a

b21 + b12 + A21 +Q21

·
(
1− e−(b21+b12+A21+Q21)·t

)
]

dt

=
b12 ·N0,CH · fB,N1a

b21 + b12 + A21 +Q21
·
[

t+
e−(b21+b12+A21+Q21)·t

(b21 + b12 + A21 +Q21)

]∣
∣
∣
∣

τLaser

0

=
b12 ·N0,CH · fB,N1a

b21 + b12 + A21 +Q21
· τLaser −

N2,on(τLaser)

b21 + b12 + A21 +Q21
.

(C.3)

Similarly, the integral of the electronically excited state population following the laser pulse is

calculated as:
∫ ∞

τLaser

N2,off(t)dt =

∫ ∞

τLaser

N2,on(τLaser) · e−(A21+Q21)·(t−τLaser)dt

= N2,on(τLaser) ·
[−e−(A21+Q21)·(t−τLaser)

A21 +Q21

]∣
∣
∣
∣

∞

τLaser

=
N2,on(τLaser)

A21 +Q21
.

(C.4)

Inserting the results of equations C.3 and C.4 in equation C.2 yields:

Np = A21 ·
[∫ τLaser

0

N2,on(t)dt +

∫ ∞

τLaser

N2,off(t)dt

]

= A21 ·
[

b12 ·N0,CH · fB,N1a

b21 + b12 + A21 +Q21
· τLaser −

N2,on(τLaser)

b21 + b12 + A21 +Q21
+

N2,on(τLaser)

A21 +Q21

]

.

(C.5)

For weak laser irradiation (linear LIF regime), the rate constants of stimulated absorption and

emission are much smaller than the rate constant of collisional quenching,i.e., b21 ≪ Q21 and
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b12 ≪ Q21, such that equation C.5 can be rearranged as:

Np ≈ A21 ·
[
b12 ·N0,CH · fB,N1a

A21 +Q21
· τLaser −

N2,on(τLaser)

A21 +Q21
+

N2,on(τLaser)

A21 +Q21

]

= A21 ·
b12 ·N0,CH · fB,N1a

A21 +Q21
· τLaser

= A21 ·N2,on,SS · τLaser.

(C.6)

That is, the number of photons emitted per unit volume calculated using the steady-state population

and the laser pulse duration (equation C.6) is accurate in the linear LIF regime, if the camera

exposure time is sufficiently long to collect most of the LIF signal. This is because the deficit in

terms of emitted photons of the time-resolved solution in comparison to the steady-state case for

t ≤ τLaser (blue area (Aon) in Figure C.1) is compensated by the photons emitted after the laser

pulse (t > τLaser, red area labelled asAoff in Figure C.1). In other words, the zonesAon andAoff in

Figure C.1 have the same surface area. This result does not imply that the steady-state assumption

is valid; it is rather a coincidental behaviour caused by thesimilar characteristic time scales of the

exponential rise and decay of the electronically excited state population, which are both determined

by the rate constant of collisional quenching,Q21, under weak laser irradiation1.
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FIGURE C.1: Excited-state population,N2, for an absorption rate,b12, of 1 · 106 s−1 (linear LIF regime),
computed with the two-level, LIF model withRkakb/Q21 = 0. The laser pulse duration,τLaser, is 8.5 ns.

Legend: solid curve is the time-resolved solution, dashed line is the steady-state solution.

1The rate constant of spontaneous emission,A21, is of negligible importance in comparison toQ21.



Appendix D

Analysis of [CH]peak predictions variability

(continued)

The main causes of the significant variability in the predictive capability of modern thermochemi-

cal mechanisms were covered in section 4.2. Other discrepancies were observed during the detailed

analysis and, although they do not cause the order of magnitude variation in the predictions, they

should be of interest for fine adjustments of the thermochemical mechanisms. Furthermore, there

are paths for which the reactions included, as well as their rate parameters, are fairly consistent

among the mechanisms. These pathways are also presented in this appendix. First, the discussion

undertaken in section 4.2 with regards to discrepancies in the paths draining carbon out of the CH

formation route fromCH∗
2 andCH2, and in the pathway relaxing methylene from its singlet to

its ground triplet state, is completed. Then, paths impacting the pool of colliders involved in the

reactions interacting with the CH formation route are reviewed.

D.1 Reactions involvingCH∗
2 andCH2

As explained in section 4.2 based on equation 4.5, [CH] is strongly coupled to the concentration of

its main precursor, triplet methylene (CH2), which is in turn dependent onCH∗
2. Hence, inaccurate

descriptions of the rates of production and consumption of singlet and triplet methylene impact the

concentration of CH.

As observed in Figures 4.4 and 4.5(a),CH2 is principally formed fromCH∗
2, which proceeds

through the relaxation reactionCH∗
2 + M ↔ CH2 + M. The SD mechanism uses the third-body

formulation with efficiencies attributed to the various colliders, while the USC, GRI, and NUIG

mechanisms include individual reactions forCH∗
2 colliding with N2, Ar, H2O, CO, and CO2. The

specific rates for M=N2 and M=H2O are shown in Figure D.1(a, bottom). The USC and NUIG

mechanisms use the rate coefficients originally included inthe GRI model, which explains their

149
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FIGURE D.1: (a) Normalized net reaction rate (top) and specific rate(bottom) of
the main reactions producingCH2, and (b) rate ofCH∗

2 consumption normalized to
unity (top), and normalized by theCH∗

2 concentration profile (bottom). Same legend
as Figure 4.6.

exact agreement. On the other hand, the SD model hask(T ) approximately 2 times lower and 5

times higher for M=N2 and M=H2O, respectively. This prevents any conclusion on the agreement

with the other mechanisms in terms of the overall rate of methylene relaxation as it depends on the

specific rates and on the concentration of the third-body colliders. For that reason, Figure D.1(b,

bottom) shows the forward rate of consumption of singlet to triplet methylene normalized by the

concentration profile ofCH∗
2. Similarly to the specific rate, the USC, GRI, and NUIG modelsare

in very good agreement while the SD mechanism predicts a normalized rate of reaction fromCH∗
2

to CH2 approximately 40% higher. However, this difference is clearly not the source of the order

of magnitude variability in Figure 4.1 as the NUIG, GRI, and USC mechanisms feature consistent

rates of methylene relaxation.

The reactions draining carbon atoms out of the CH formation route from singlet methylene are
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FIGURE D.2: Rate ofCH2 consumption normalized to unity (top), and normalized
by theCH2 concentration profile (bottom). Same legend as Figure 4.6.

presented in Table D.1. While the reactionsCH∗
2 +O ↔ CO+H2, CH

∗
2 +OH ↔ H+CH2O and

CH∗
2 + H2O ↔ H2 + CH2O appear of negligible importance owing to their low L.S., no reaction

stands out as the dominant drain of carbon atoms and differences exist among the models in terms

of included reactions. Figure D.1(b, bottom) presents the rate of singlet methylene consumption

toCαHβOγ compounds normalized by[CH∗
2]. The USC, GRI, and NUIG mechanisms are in close

agreement, while the SD model yields a rate ~24% to ~48% lower. As concluded for the rate

of methylene relaxation, this discrepancy does not explainthe significant variability in[CH]peak
predictions as the normalized rates of singlet methylene consumption computed with the NUIG,

GRI, and USC mechanisms are in good agreement.

The reactions consumingCH2 and draining carbon out of the CH formation route are reported

along with their respective L.S. in Table D.2. None of the reactions included in Table D.2 are

present in all models, even if some of them feature fairly large negative logarithmic sensitivities.

Figure D.2 (bottom) shows the normalized rate ofCH2 → CαHβOγ consumption. While agreeing
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very well at low temperatures, the NUIG model departs from the normalized rate predicted by

the USC and GRI mechanisms at higher temperatures. On the other hand, the SD mechanism

predicts slower consumption of methylene over most of the temperature range, and presents a sharp

increase in the normalized rate at high temperatures. If this path was determining the ordering and

variability of the predicted[CH]peak values, one would expect the rate ofCH2 consumption to be

the highest for NUIG, followed by SD, GRI, and USC. This is notthe case as shown in Figure D.2.

TABLE D.1: Logarithmic sensitivities, multiplied by103, of the principal reactions
consuming CH∗2.

Reaction SD USC GRI NUIG
CH∗

2 +O ↔ CO+H2 -1 -1 -2
CH∗

2 +O2 ↔ CO+OH+H -63 -46 -49 -88
CH∗

2 +O2 ↔ CO+H2O -32 -33 -43
CH∗

2 +OH ↔ H+CH2O -8 -7 -6 -11
CH∗

2 +H2O ↔ H2 +CH2O -6
CH∗

2 +CO2 ↔ CO+CH2O -11 -39 -39 -54

TABLE D.2: Logarithmic sensitivities, multiplied by103, of the principal reactions
consuming CH2.

Reaction SD USC GRI NUIG
CH2 +O ↔ CO+ 2H -112 -99
CH2 + O ↔ CO+H2 -70
CH2 +O ↔ HCO+H -63 -70

CH2 +O2 ↔ CO+OH+H -180 -85
CH2 +O2 ↔ CO2 +H2 -72
CH2 +O2 ↔ HCO+OH -191 -389
CH2 +O2 ↔ CO2 + 2H -32 -77 -86
CH2 +O2 ↔ O+CH2O -57
CH2 +OH ↔ CH2O+H -135 -58 -52

CH2 +HO2 ↔ CH2O+OH -0.5 -0.8

D.2 Reactions in theCO to CO2 path

Interestingly, Figures 4.4 and 4.5 show that the CO to CO2 path has a significant influence on the

maximum concentration of methylidyne although it is not directly connected to the CH formation

route. This large positive L.S. value comes from the reaction CO + OH ↔ CO2 + H, while

reactionsCH∗
2 + CO2 ↔ CO + CH2O andCH + CO2 ↔ HCO + CO contribute negatively

to
∑

L.S.(XCH,peak, i) in the CO to CO2 path (see Tables 4.1 and D.1). A simulation performed

with the SD mechanism with the pre-exponential factor of theformer reaction multiplied by two

showed that, as a first order effect, the mole fraction of H is increased throughout the reaction zone
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enhancing reactions having atomic hydrogen as a collider. This then raises the maximum [CH]

owing to the increased rate of formation of CH (see equation 4.5 and Figure 4.6(a)). Figure D.3

(bottom) shows that the rate coefficients included in the mechanisms for the reactionCO+OH ↔
CO2 +H are in relatively good agreement. The specific rates remain within approximately−10%

and16.5% of the average specific rate over the temperature range shownin the figure. Along with

an average L.S of 0.250, the effect on the variability of the[CH]peak predictions should then be

relatively weak in comparison to the factors discussed in section 4.2.
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FIGURE D.3: Normalized net reaction rate (top) and specific rate (bottom) of the
reactionCO+OH ↔ CO2 +H. Same legend as Figure 4.6.

D.3 Reactions in theH2/O2 sub-mechanism

H/O compounds act as colliders in many reactions forming or consuming species involved in the

CH formation route. Hence, reactions of theH2/O2 sub-mechanism, not shown in the RPA dia-

gram since they do not involve carbon containing species, impact the concentration of CH. Figure
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D.4 shows the logarithmic sensitivity of the maximum CH concentration to the specific rate of

the most important reactions of theH2/O2 sub-mechanism. The reactions, reversible by nature,

are written in the direction of positive overall (net) production rate. Generally, chain-branching

reactions have positive L.S., chain-terminating reactions feature negative logarithmic sensitivities,

and chain-propagation reactions have the least impact on[CH]peak.

-1 -0.5 0 0.5 1

L.f.gXCH,pejk, i)

H+O2 l OH+O

H2+OH l H2O+H

H2O+O l OH+OH

HO2+H l OH+OH

H+O2g+m) l HO2g+m)

H2+O l OH+H

H+OH+m l H2O+m

FIGURE D.4: Logarithmic sensitivity of the maximum CH concentration to the spe-
cific rate ofH2/O2 reactions. Same legend as Figure 4.5.

The specific rate relationships for the reactions included in Figure D.4 are shown for each

thermochemical mechanism in Figure D.5. While the agreement is good for the reactionH+O2 ↔
OH+O, likely because of its significant impact on important combustion properties as the ignition

delay time and flame speed [65, 134], there are some disagreements for the reactions with lower

values of L.S.

To assess the impact of these discrepancies on the maximum [CH], Figure D.6 presents the dif-

ference, relative to the average of the four thermochemicalmechanisms, in the specific rate of each

reaction taken at the temperature of maximum overall reaction rate against its logarithmic sensi-

tivity. As explained in section 4.2, over-predictions (under-predictions) of the maximum [CH] are

due to overestimation (underestimation) of the specific rate of reactions having positive L.S. and/or

underestimation (overestimation) for reactions with a negative value of L.S. Then, an overestima-

tion of the concentration of methylidyne would be indicatedby data points in the first and third

quadrants of Figure D.6, and in the second and fourth quadrants for an under-prediction. In Figure

D.6, the dashed and dashed-dotted curves correspond to the iso-contours of∆k/k · L.S. = 0.03 and
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FIGURE D.5: Specific rate of individualH2/O2 reactions. Same legend as Figure
4.6.

0.06, respectively. For a first-order linear response, which is obviously not the case in the presence

of complex transport, thermodynamic, and chemistry processes, the iso-contours would represent

relative differences in maximum [CH] of3% and6%, respectively. In Figure D.6, all the data

points lie within the∆k/k · L.S. = 0.06 iso-contour, and most of them within the∆k/k · L.S. = 0.03

iso-contour. Hence, the order of magnitude variability in CH formation observed in Figure 4.1 is

not explained by inconsistencies in theH2/O2 chemistry among the thermochemical mechanisms.
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FIGURE D.6: Difference in the specific rate relative to the average value vs.
L.S.(XCH,peak, i). Colours according to Figure 4.5. Symbols:H+O2 ↔ OH+O,
HO2 +H ↔ OH+OH, H+OH+M ↔ H2O+M, H2 +OH ↔ H2O+H,
H2O + O ↔ OH + OH, H2 + O ↔ OH + H, H + O2(+M = N2) ↔

HO2(+M = N2). Dashed and dashed-dotted curves correspond to iso-contours of
∆k/k · L.S.(XCH,peak, i) = 0.03 and0.06, respectively.



Appendix E

Effect of the uncertain thermodynamic

properties on the [CH]peak predictions

The optimization procedure presented in Chapter 5 solely considers the uncertainties in the rate

coefficients of the elementary reactions. However, inaccuracies in the thermodynamic properties

can induce errors in the local temperature and, consequently, impact the computed specific rates.

Furthermore, in most thermochemical mechanisms, the specific rate of the reactions is only speci-

fied in the forward direction. The backward specific rate is obtained from the equilibrium constant

computed from the entropy and heat of formation
(
h̄◦
k

)
data, the latter generally bearing the largest

uncertainty of all thermodynamic properties [235]. Therefore, in addition to the rate coefficients,

the uncertainties in the thermodynamic parameters have thepotential to induce errors in the [CH]

predictions.

To assess if thermodynamic properties should be included inthe optimization, an analysis

similar to that presented in Figures 5.1 and 5.2 is performed. Figure E.1 presents the logarithmic

sensitivity of the maximum CH concentration to changes in the heat of formation of the individual

species,L.S. (XCH,peak, k), extracted from jet-wall stagnation flame simulations. It is observed that

L.S. (XCH,peak, k) can be as much as one order of magnitude larger than the logarithmic sensitivity

of [CH]peak to variations in the specific rates (see Figure 5.2). However, the values of̄h◦
k are

known to a greater level of accuracy than the rate coefficients. Figure E.2 presents the product of

L.S. (XCH,peak, k) with the relative uncertainty in the heat of formation of each species obtained

from [236]. These values are as much as three orders of magnitude lower than the products of the

logarithmic sensitivity with the relative uncertainty in the specific rates presented in Figure 5.2.

Therefore, the error induced in[CH]peak by the uncertain thermodynamic parameters is negligible

in comparison to the contribution of the rate coefficients. Consequently, only the pre-exponential

factors of key reactions involved in the CH formation route are optimized in this study.
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Appendix F

Experimental boundary conditions

The boundary conditions required to perform the quasi-1D stagnation flame simulations are pre-

sented in Table F.1, and their acquisition is described in Chapter 2. The origin of the computational

domain coincides with the stagnation surface,i.e., zplate = 0. The uncertainties are given in paren-

theses.
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TABLE F.1: Experimentally determined boundary conditions for stagnation flame
simulations.

Fuel φ zinlet [mm] uinlet [m/s] du/dz|inlet [1/s] Tinlet [K] Tplate [K]
CH4 0.7 (0.004) 11.04 (0.05) 0.258 (0.002) 50.4 (4.8) 296 (3) 316(9)

0.8 (0.005) 10.73 (0.05) 0.420 (0.004) 84.1 (7.0) 296 (3) 331(10)
0.9 (0.006) 10.87 (0.05) 0.549 (0.005) 119.2 (6.6) 296 (3) 344 (10)
1.0 (0.006) 10.80 (0.05) 0.634 (0.006) 139.0 (4.0) 296 (3) 353 (11)
1.1 (0.007) 11.00 (0.05) 0.613 (0.007) 145.3 (18.9) 296 (3) 353 (11)
1.2 (0.008) 12.00 (0.06) 0.567 (0.005) 115.1 (5.8) 296 (3) 345 (10)
1.3 (0.008) 12.80 (0.06) 0.425 (0.004) 82.9 (4.5) 296 (3) 334(10)

C2H6 0.7 (0.004) 10.97 (0.05) 0.369 (0.004) 72.9 (5.7) 296 (3) 323(10)
0.8 (0.005) 10.99 (0.05) 0.512 (0.005) 109.8 (7.0) 296 (3) 338 (10)
0.9 (0.006) 10.56 (0.05) 0.641 (0.006) 140.9 (7.5) 296 (3) 344 (10)
1.0 (0.006) 10.65 (0.05) 0.730 (0.007) 167.0 (12.2) 296 (3) 363 (11)
1.1 (0.007) 10.99 (0.05) 0.761 (0.008) 170.5 (11.8) 296 (3) 360 (11)
1.2 (0.008) 10.76 (0.05) 0.726 (0.008) 167.8 (13.2) 296 (3) 359 (11)
1.3 (0.008) 11.29 (0.05) 0.618 (0.006) 132.6 (6.3) 296 (3) 350 (10)
1.4 (0.009) 12.58 (0.06) 0.454 (0.004) 91.8 (12.3) 296 (3) 336 (10)
1.5 (0.010) 10.63 (0.05) 0.349 (0.003) 76.5 (4.0) 296 (3) 331(10)

C3H8 0.7 (0.004) 10.66 (0.05) 0.367 (0.003) 74.9 (4.9) 296 (3) 324(10)
0.8 (0.005) 10.79 (0.05) 0.507 (0.004) 108.1 (4.3) 296 (3) 338 (10)
0.9 (0.006) 10.76 (0.05) 0.627 (0.006) 139.4 (5.0) 296 (3) 351 (11)
1.0 (0.006) 10.60 (0.05) 0.704 (0.006) 161.2 (7.0) 296 (3) 363 (11)
1.1 (0.007) 10.82 (0.05) 0.727 (0.007) 169.5 (7.9) 296 (3) 361 (11)
1.2 (0.008) 10.98 (0.05) 0.679 (0.006) 152.6 (6.9) 296 (3) 356 (11)
1.3 (0.008) 11.43 (0.05) 0.568 (0.005) 125.5 (6.6) 296 (3) 347 (10)
1.4 (0.009) 12.01 (0.06) 0.411 (0.004) 86.8 (5.5) 296 (3) 334(10)
1.5 (0.010) 12.15 (0.06) 0.289 (0.003) 55.0 (7.5) 296 (3) 323(10)

n-C4H10 0.7 (0.004) 12.88 (0.06) 0.382 (0.003) 69.1 (3.9) 296 (3) 327(10)
0.8 (0.005) 12.07 (0.06) 0.512 (0.005) 104.8 (4.4) 296 (3) 341 (10)
0.9 (0.006) 11.80 (0.06) 0.620 (0.006) 129.2 (5.0) 296 (3) 354 (11)
1.0 (0.006) 11.01 (0.05) 0.673 (0.006) 152.5 (7.8) 296 (3) 362 (11)
1.1 (0.007) 11.00 (0.05) 0.675 (0.006) 160.7 (6.9) 296 (3) 361 (11)
1.2 (0.008) 10.84 (0.05) 0.625 (0.006) 141.4 (6.4) 296 (3) 357 (11)
1.3 (0.008) 10.80 (0.05) 0.485 (0.004) 110.6 (8.3) 296 (3) 345 (10)
1.4 (0.009) 10.10 (0.05) 0.348 (0.003) 83.5 (13.1) 296 (3) 335 (10)
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CH concentration target data

This study provides quantitative measurements of CH production in premixed flames of methane,

ethane, propane andn-butane mixed with air. As discussed in section 2.3, the measured CH-LIF

signal intensity is made quantitative through normalization by the Rayleigh scattering signal of

nitrogen. The solutions of flame simulations performed withvarious thermochemical models are

provided to a LIF model generating numerical profiles of LIF-to-Rayleigh ratio. The maximum

value ofSLIF/SR, a scalar value selected as a surrogate measure of CH formation, is extracted from

the experimental and numerical profiles and compared to assess the accuracy of thermochemical

mechanisms. The benefit of this direct comparative approachis that it separates measured and sim-

ulated values in order to achieve the highest accuracy of theexperimental data for the validation of

thermochemical models. Table G.1 presents, in numerical form, the experimental data previously

presented in Figure 4.1.

TABLE G.1: Measured, maximum values ofSLIF/SR. The 95% interval of confi-
dence accounting for the scatter in the experimental data isshown in parentheses.

φ CH4 C2H6 C3H8 n-C4H10

0.7 0.9 (0.3) 1.8 (0.5) 1.6 (0.4) 2.6 (0.7)
0.8 2.6 (1.0) 4.3 (1.3) 5.5 (1.3) 7.2 (1.4)
0.9 5.8 (1.4) 9.0 (1.3) 10.7 (3.0) 11.3 (3.5)
1.0 11.4 (2.1) 13.0 (2.1) 15.0 (2.7) 17.9 (4.1)
1.1 14.9 (4.0) 18.3 (4.3) 24.8 (4.0) 23.5 (2.9)
1.2 16.5 (3.2) 23.3 (6.1) 25.6 (4.1) 24.2 (4.3)
1.3 11.9 (1.0) 21.0 (1.6) 23.2 (1.9) 22.6 (1.4)
1.4 — 12.2 (5.3) 15.1 (3.0) 11.5 (2.6)
1.5 — 5.5 (1.8) 6.0 (1.7) —

To employ the direct comparative methodology, fairly accurate numerical predictions of the

temperature and major species concentrations are requiredto generate the LIF-to-Rayleigh inten-

sity profiles. These predictions might not be available, or sufficiently accurate, in the early stages

of thermochemical model development. It is then more convenient to use concentration data as

initial targets. Maximum values of methylidyne mole fraction [ppm] and concentration[mol/m3]
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are presented in Tables G.2 and G.3, respectively. For modellers, it is also more time consuming

to generate numerical profiles ofSLIF/SR than to compare the raw output of flame simulations to

experimental data reduced to mole fractions. The data presented in Tables G.2 and G.3 can be used

to rapidly verify the progress made in the development of thermochemical mechanisms. However,

as discussed in section 2.3, the highest degree of accuracy will be obtained through direct com-

parison of experimentally and numerically determined LIF intensities, the latter modelled using

species and temperature profiles provided by the thermochemical mechanism under study.

TABLE G.2: Estimated maximum mole fraction of methylidyne in premixed flames
of C1-C4 alkanes in parts per million.

φ CH4 C2H6 C3H8 n-C4H10

0.7 0.1 0.2 0.2 0.3
0.8 0.4 0.7 0.8 1.1
0.9 1.1 1.7 1.9 2.1
1.0 2.4 2.8 3.0 3.7
1.1 3.4 4.3 5.5 5.2
1.2 3.8 5.6 5.9 5.5
1.3 2.6 4.8 5.3 4.9
1.4 — 2.6 3.2 2.3
1.5 — 1.1 1.2 —

TABLE G.3: Estimated maximum number density of methylidyne in premixed
flames ofC1-C4 alkanes in mol/m3.

φ CH4 C2H6 C3H8 n-C4H10

0.7 8.8 · 10−7 1.9 · 10−6 1.5 · 10−6 2.7 · 10−6

0.8 3.0 · 10−6 5.2 · 10−6 6.4 · 10−6 8.7 · 10−6

0.9 7.5 · 10−6 1.2 · 10−5 1.4 · 10−5 1.5 · 10−5

1.0 1.6 · 10−5 1.9 · 10−5 2.1 · 10−5 2.6 · 10−5

1.1 2.2 · 10−5 2.9 · 10−5 3.7 · 10−5 3.5 · 10−5

1.2 2.5 · 10−5 3.6 · 10−5 3.9 · 10−5 3.6 · 10−5

1.3 1.7 · 10−5 3.1 · 10−5 3.5 · 10−5 3.2 · 10−5

1.4 — 1.7 · 10−5 2.1 · 10−5 1.5 · 10−5

1.5 — 7.1 · 10−6 7.8 · 10−6 —

The data presented in Tables G.2 and G.3 were obtained by adjusting, for each fuel and equiv-

alence ratio, the [CH] profile output by a flame simulation andprovided to the LIF model such

that the maximum numerical LIF-to-Rayleigh ratio agrees with the experimental value. This post-

processing methodology did not require new simulations. Instead, the profile of CH number den-

sity predicted by the GRI mechanism (USC forn-butane) was multiplied by a factor adjusted using

a root-finding secant method to minimize (absolute tolerance of 1 · 10−6) the error between the

modelled and measured maximum values ofSLIF/SR.
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