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1 ABSTRACT 

Following melt alloying and chlorlne fluxing ln reverbatory-like 

aluminum holding furnaces, it is corn mon practice to allow the malt to settle for 

about an hour prior to casting operations. The purpose of this procedure is to 

allow incluciom, to settle to the surface bottom or to tloat out to an overlying 

layer of dross. Mathematical modelling of this process reveals that significant 

natural convection currents are generated, particularly during the early part of 

this holding period, and that as these currents gradually dimini~h, so does the 

rate of precipitation of inclusions. A 6.25 ton pilot scale holding furnace was 

used to test the model's predictions of changes in metal quality with holding 

time. Satisfactory agreement was obser/ed between predicted and "LiMCA"" 

measured changes in inclusion density levels of (Ti-V)B2• Both approaches 

revealed exponential-like decays in inclusion density levels, with time 

constants in order of 10 to 60 minutes. 

KEYWORDS: Aluminum holding/reverbatory furnaces, 

mathematical/physical modelling, natural convection, 

turbulence, inclusions, LiMCAlPoDFA measurements, 

liquid metal quality. 

* LiMCA--Liquid Metal Cleanliness Analyzer 



ABSTRACT· RESUME 

Bien que l'importance des phénomènes de sédll~nentation des 

inclusions rencontrées dans les fours de coulée d'aluminium soit déjà 

connue depuis longtemps, le comportement hydrodynami('iue de ces 

particules n'avait jamais été étudié sur des bases scientifiques solides. 

Cette Mude est cependant détmminante pour comprendre \(,s facteurs 

clés de la qualité (ou "propreté") du métal à la sortie du four ,coulée et 

solidification) . 

Les études entreprises à McGill pour ce projet conjointement avec 

ALCAN INTERNATIONAL LTEE ont permis d'élucider des phénomènes 

complexes mis en jeu: en particulier, la convection naturelle 

tridimensionnelle, due aux gradients thermiques en présence a un effet 

particulièrement important. De nature hautement turbulente, ce problème 

a été traité par la résolution des équations de Navier-Stokes en régime 

turbulent. La modélisation mathématique complexe a pu ensuite être 

validée par des mesures fiables effectuées sur un four à échelle réduite 

(6 tonnes de métal en fusion) lors d'une campagne d'expériences 

effectuée au Centre de Recherctle ALCAN à Jonquière, Québec. En 

particulier, les variables Enthalpie et Concentrations ont ainsi pu être 

vérifiées; l'adéquation modèle mathématique/physique s'est avérée 

satisfaisante. 

Ce projet, grâce à l'utilisation de moyens de calcul importants (VAX, 

CRAY) alliée à des facilités industrielles de premier plan permet de 

montrer sur un problème concret le bien fondé de la modélisation 

mathématique de procédés et aura un aspect déterminant sur la 

conception de nouveaux fours. 
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CHAPTER 1 

General content of the proposed modelling ; Introduction 

The presence of non metalilc inclusions ln molten aluminium has a direct 

bearrng on the final product quality. More and more, a high level of metal 

cleanllness IS reqUired by the customer ln order to avold detrrmental effects 

dunng the transformation. flange cracks in beverage containers or 

microscopie holes ln thln aluminium folls have dlsastrous consequences from 

the eeonomlc and markedng pOints of view. Therefore, strenuous efforts 

have been made for the last ten years to improve (and create) inclusion 

removal from the molten metal. For example, settlmg mechanlsms in 

reverbatory furnaces are combmed with gas fluxmg practlces (Argon or 

Chlonne) and filtration at the exit of the furnace to add the best value 

possible to the final product. 

As ln other tradltlonal industries, the sequence of these operations were 

developped ln an emplrlcal way to a great extent. The results of the furnace 

practlces were untd recently very dependent on operator behavlour and 

habits Process optlmlzatlon was thus frr from being achieved 

Many factors are responslble for this state of affalrs; these are: 

1) The complexlty and the level of interllnkage of the processes 

Involved; for example, If chlorrne fluxlng IS currently used to 

remove non metalltc inclusions from molten aluminium by 

flotatlon, It (an have the Inconvenience to resuspend other 

inclusions that had already settled ln spite of noteworthy progress 

ln the knowledge of physlco-chemlcal aspects of each process (for 

example filtration), uncertamties remain about the overall 

dependence of the operatmg parameters and vanables on the final 

product quallty 

2) Untll recently, the lack of onlme methods able to provlde 

Information of the metal quality within a short delay was a major 
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drawback m helpmg the operator take appropnate action Even 

measunng the concentration of inclusions versus tlme as weil as 

thelr slze distribution versus tlr.1e was not an easy task The usual 

methods presently avadable to assess the metal cleanlmess are of 

three types These methods are weIl desenbed by Doutre, Ganepy, 

Martin and Dubé (ref 1) They are based on chemlcal analysls, 

metal/ographle evaluatlOns or techniques Issued from physleal 

prmciples Because of very low concentrations to be measured, 

chemlcal rnethods are rarely applicable to quantlfy the metal 

cleanliness, metallographle methods, after preconcentratlOn of the 

sample may be a great help to flnd the relative proportions of 

different mcluslons that ean be indentlfled They are wldely used 

at ALCAN for both research purposes and quality control (PODFA 

or Porous dlsk filtration appartus, rei 1) The dlsadvantages of 

using metallographlc methods arE' mamly of two kmds flrst, It IS 

not an onllne method; ôS a result sampltng a whole cast can 

become tedlous and secondly, analysls of the sample takes 

slgnlficant tlme for sample preparation, pollshlng, observation 

under microscopes etc; hence a delay up to one or two days IS 

needed before obtatnmg the results Methods based on physleal 

pnnClples seem to be qUlte promlslnq as a tool to assess rnetal 

c1eanliness on Ilne or so ln partlCular, methods based on the 

electncal propertles of alummum have lead to a major 

breakthrough ln online senslng of inclusions This was achleved 

through a jOint project between AlCAN INT and McGlll University 

researcher~ From the measurements of the electncal propertles of 

an inclUSion contalnlng thln metal stream crosslng an orifICe, a 

rapld method able of provldlng contmuous concentrations 

numbers of partlcles and the slze dlstnbutlon larger than 15 to 20 

mIcrons was developed and termed: llMCA (llquld Metal 

Cleanlmess Analyser) A more detalled deSCription of thls devlCe 15 

reported ln the expenmental part of thls thesls 

3) Some vanables of the processes seem to have been neglected m the 

design of some equipments; sometlmes, the dlfflculty of measurrng 

these vanables 15 the main problem, but ln other cases, the 
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Importance of the role of these variables has not been understood 

yet. For example, furnaces design for molten aluminum appears to 

have been dlctated more by thermal considerations than by the 

reqUirements for an effiCient reaction vessel. Bath depths are 

tYPlcally 1 m and the free surface IS typlcally 20m2 , the furnaces are 

ddflcult ta stlr and resldence tlmes for gases in the melt are short. 

Because of measurement dlfflCultles, the actual hydrodynamlC 

behavlour of the flUld has been only partly studled, most of the 

tlme by reference to physlcal modelling wlth water models. 

Partlcularly, the flow fIeld dlstnbution and magnItude is not 

known wlth precIsion WlthlO a holding furnace. This induces a lack 

of knowledge about the concentratIon field of inclusions slnce they 

are generally dnven by the flow fIeld. In the early attempts to 

model transport phenomena ln such systems, some factors have 

been arbltranly neglected: among these factors the natural 

convection currents which, as we will see later, can have slgniflcant 

Influence on the flow field and hence on inclusion behaviour and 

have not been properly studied. 

4) ln other cases, some physical parameters are just not known: 

because inclusions are formed of exogenous solid or liquid phases 

present wlthln the alumlnum, their shape, aspect, denslty, surface 

tensIon are hlghly non uniform and thereby difficult to evaluate. 
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OBJECTIVES 

The purpose of this research was to give a better understandmg of the 

behaviour of holding / reverbatory furnaces encountered in the alummum 

industry. SpeClflc objectives are: 

1) To study the flow patterns of the molten metal, heat transfer and 

turbulence; 

2) To study the mass transfer and concentration fields of mclusions subJect 

to these flow fields and to Stokes settling velocitles. 

ln order to achieve these goals, the mtention was to provlde a powerful 

and economic tool to study these phenomena in the form of a val!dated 

mathematlcal model Thus, mathematical modellmg can find the response of 

the furnace to a glven set of perturbations wlthout increaslng the 

considerable costs of full scale expenmental tests or the design and 

constuctlon of new equlpment 

To rnsure that the model IS reliable and robust It needs to be verrfled 

through comparing It5 predictions with data from a matchtng set of 

experrments deslgned on a reduced scale furnace (625 ton) ln partlcular, 

measurements of temperatures and concentrations tns/de the furnace were 

carried out for two purposes: flrstly, to set up precisely some of the boundary 

conditions su ch as enthalpy of the fluld at the free surface, secondly, to 

validate the results obtarned from this mathematlcal model based on the 

resolution of the Navier Stokes Equations 
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CHAPTER Il 

Preliminary work and statistical background 

1 Measurements achieved in casting centres 

As mentloned above, the wide use of PODFA and LiMCA techniques by 

ALCAN have generated a large number of data sets during thelr many casts at 

the mdustnal scale (severallocatlons ln Canada, US and Europe) as weil as at 

the laboratory level for speclflc studles. 

It should be noted that Industrial metal cleanliness measurements dunng 

casts were taken at the eXit of the holding furnace, in the trough, not ln the 

furnace Itsel f The cleanllness levels measured there mtegrate ln sorne way ail 

phenomena su ch as settllng, stlrring or fluxing effects which take place both 

before and dunng casting From these mtegrated results, It IS almost 

Impossible to deduce the exact behavlour of the flUld and inclusions ln front 

of thls monltonng pomt 

Aiso It IS be noted that the molten alummum arnves at the trough either 

by tapplng the furnace at ItS bottom level (case of stationary furnaces) or is 

poured from the top level of the furnace after skimmmg (case of tilting 

furnaces) The question IS why not take measurements in the furnace Itself at 

several locations? The lack of measurernent in the furnace is due to the tact 

that It IS vlrtually ImposSible to manlpulate sensitive equlpment from the top 

slde of a reverbatory furnace whtle It 15 sequentlally heated by a fiat flame gas 

burner at hlgh temperatures. 

Nevertheless, measurements of metal cleanhness levels in the trough have 

been revealed to be qUite rellable by two different and complementary 

methods LIMCA and PODFA. As dn €xample, Fig 1 shows the correlatIon of 

these two methods dunng settlmg of inclUSions wlthm a cast. The LIMCA 

method has the advantage of provldlng a large number of data pOints for a 

typlcal settllng curve smce approxlmately a minute only IS needed to sample 

and record a pOint on the curve. However, the PODFA technique, whlle not 

an m-Ilne technique, IS very useful for provldmg qualitative information about 
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the inclusions present The LIMCA glves more quantitative information about 

the concentration N20 (number of particles above 20 llm of equivalent 

dlameter per kg of alummum) and the slze distribution of these partlcles. 

Metal cleanllness measurements from a number of castmg processes lead 

to the followlng conclusions (ref 2): 

1) 5ettlmg of inclusions proceeds dunng the casting operation and the 

assoclated tlme scale IS of the same order of magnitude as the castmg tlme; of 

course, as we will see m the next section, different inclusions (density and / or 

slze) correspond to dlfferent settling rates. 

2) A prellmmary long settlmg tlme prior to casting has a beneficial effect 

on the cast product smce It slgnlflcantly decreases the level of concentration 

(N lo)before the transfer of metal (Fig 2) 

3) As a consequence of 1) and 2), the actual settlmg curve to conslder is 

the one where the abscissa IS the total of the two (mitlal settling tlme before 

castmg and tlme lOto cast) ln such a case the global settlmg curve as shown 

by Fig 3 conslsts of three zones Zone A could be observed only at the 

laboratory level (non zero pnor settlmg tlme is a!ways encountered m DC (or 

direct chili) castmg centres) and corresponds to a very fast kmetlc step: the 

exponentlally decreaslng curve has a charactenstlc tlme t between 5 and 10 

minutes, deflned by: 

t 

N 20U) = N 'lJPOl e t 
(1) 

The curve showmg the inclUSion content in zones Band C are also 

exponentlally decreaslng but wlth a much slower rate compared to zone A 

These zones (B and C) generally correspond to a characteristic time of roughly 

30 mmutes 

4) ln splte of a controversy about the relative efflciency of statlonary 

furnaces and tlltm9 furnaces, it has been observed in many casting centres 

that these two types of equlpment do not have slgnificantly dlfferent 
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behavlour from the settllng point of vlew. In order to illustrate this, Fig 4 has 

been plotted. This Figure shows the typlcal settling curves (zones Band C) of 

alummum flowmg out of a tlltmg and a stationary furnace The computed 

charactenstlc tlmes were respectlvely 25 and 26 mmutes with a satlsfactory 

exponentlal curve flttmg 

5) For very long mltlal settlmg times above 100 mmutes, statlstlCal data 

revei11 that the average cleanliness level defmed as 

- ] j6'/' 
N'l.fJ = /)''r 0 N'l.O(t)dt (2) 

can still be Improved wlth a longer settlmg time (Fig. 5) but thls effect has a 

much siower rate (2 to 3 hours of charactenstic time). It is not obvious that 

very long settllng tlmes will be economlcal espeCially if the furnace holds a 

relatlvely clean metal (below 50k partlCles per kg of alummum). 

ln order to provlde some mterpretatlon to the above expenmental results, 

a physlcal modells needed, partlCulanly a model whlCh takes mto account the 

va nous slzes and densltles commonly encountered m DC castmg centres. 

2 A simple «plug-flow» model 

2-1 ln roductlon 

The purpose of thls model was to study the displacement of inclusions ln 

holdmg furnaces at 1 est as weil as dunng casting The physical mechanlsms 

whlCh take place are essentlally settlmg (for partlcle densltles above the 

alummum denslty), flotatlon (for Iighter partlcles) and convection. As a tirst 

step, convective currents whlch can be due to external stirnng or natural 

convection effects Will be neglected 

The inclUSions of Interest have an equlvalent dlameter between 20 and 100 

microns and are made of chemlcal compounds glven at Table 1, accordmg to 

the type of alloys produced. The size distribution of these rncluslons IS now 

weil known and avallable contrnuously owing to LIMCA measurements. ThiS 

• 
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distribution does not change significantly within a cast and IS typically 

descnbed by Table 2 

InclUSions density '03 kg/m 3 

a AI203 3.98 

MgO 3.58 

TIB2 4.50 

MgCl2 1.80 

AI4C3 2.36 

AI2Mg04 3.6 

TIVB 4.80 

Table 1: Typlcallncluslons encountered in holdmg furnaces 

mcluslon slze fre(uency 
(dlameter ln %) 

microns) 

20 to 25 69.0 

25 to 30 17.7 

30 to 35 7.2 

35 to 40 3.7 

40 to 45 1.7 

45 to 100 0.7 

Table 2: Inclusion size distribution 
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Mathematical model 

A one dimensional model IS dlscussed below to obtatn the partlc\e 

concentration as a functlon of x, abscissa measured from the free surface of 

aluminium and tlme t 

We assume a unlform concentration of partlcles Thelr concentration IS 

weak (magnitude of ppm) so the settllng veloClty (or rlsmg veloClty) can be 

regarded as constant There is no accumulation of partlcles ln a 1/ cake" that 

would modify the flow whde sett!mg. Even If the shape of some mcluslons 

can be qUlte Irregular, they are consldered sphencal of equlvalent radius R 

Dependlng on the flow reglme given by the Reynolds number Re the settltng 

veloClty can be computed (ref 3) by three equatlons' 

a) Stokes law 

(3) 

b) Intermediate law 

2 :5 Ue :5 500 ~ 
0337 MO'II U l14 (p/,_ p)lIïl 

VS = 029 04.1 
(4) 

P I-l 

c) Newton regime 

(5) 

Because Vs is the unknown, the flow reglme can be determmed by a factor 

Z rather than the Reynolds number: 

(6) 
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This factor Z is actuGdly the cubic root of the Archlmedes number Ar defmed by 

Azbel and Cheremlsmoff m reference (3) and It can be shown that: 

eStokes reglme (orresponds to: Z ;, 3.3 (or Ar:~ 36) 

elntermedlate reglme corresponds to: 

3.3' Z· 43 6 (or 36"-- Ar': 83000) 

eNewton regime corresponds to: z ~ 43.6 (or 83000~:o Ar) 

For the settlmg partlcles glven at Table 1 and radius between 0 and 100pm, 

the factor Z and velocltles are plotted ln Figs. 6 and 7. In this case we can note 

that these Inclusions are ruled only by Stokes and intermedlate reglmes. If d IS 

the depth of alummum m the furnace, the settling time can be cornputed by 

t = dNs . 

ln the absence of convective currents, times between 40 and 400 minutes 

are needed to settle 20 micron partlcles with densltles rangmg from 2500 to 

4500 kg/m 3 

For a glven slze of partlcles, setthng can be consldered as a separation 

process between a clear phase and a phase of homogeneous concentration 

(Co inltlally) Wlth tlme, the thlckness of the clear zone increases as the 

mterface moves wlth the settllng veloclty. 

ln the dlscrete case, one can consider a fmite number of classes of particles 

of same denslty (Table 3) 

At tlme t, the column of flUld will be formed of 6 "phases" of d.fferent 

concentrations plus a clear zone as explained at Fig. 8. 
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pa rtlcl es/kg class of dlameter 
(pm) 

n1 20-25 

n2 25-30 

n3 30-35 

n4 35-40 

n5 40-45 

n6 45-50 

Table 3: discrete distribution of partlcles 

The mass concentration IS then: 

-for a class of particle. 

411 ( d ) C=n - ~ 3 = 0 524*10-\5n d 3 
1 3 ,2 PI 1 1 PI 

15 3 or C=O.524* ]0- n d p 
1 1 1 

If [dl] = pm and [pI] = g/cm3 

.for n partlcles: 

for n pa rtlc/es 

'1 

c= 0524*10- 15 )' n clap 
- III 
1=\ 

7b 

(7) 

(8) 
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The Interface level xn = V n x t allows one to compute the mass 

concentrations of me/usions as a function of the settling time. 

Practlcally, the mcluslons have a contmuous distribution which can be 

estimated from dlscrete LiMCA measurements. The continuous probability 

denslty functlOn nA can be defined as: 

-Alx-d ) 
Ae nun 

n = Ptl, =- cl) = ----
Il 1 -Ali -e 

with ll=d -d 
max III ln 

(9) 

and IS plotted in Fig 9 

Where H = dmax - d m,n is the length of the size internai considered. 

Estimation of the parameter À from LiMCA data as weil as computation of 

theoretlcal frequenCies are given in appendix A. 

2-2 Concentration of partie/es as a function of x,t 

By analogy with the dlscrete model, the mass concentration in ppm can be 

expressed as: 

CÜ,t)= 0,524*10- 9p fD NnA(Y)idy 
dnlln 

(10) 

where: 

eN IS the total number or particles per kg for a given density p (g/cm3); 

en,\ IS the probabliity density; 

eD IS a functlon of the settlmg velocity according ta the type of flow 

(equatlons 3-5). 

50, 
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N A f /) . -AI ~ - " 1 
CCX i) - 05') <*1()-9 .1 //lUI 1 , - ,_"t P _ Ali Y t' ( .Y 

1 -e dlllill 

(11 ) 

which can be integrated by a triple integration: 

Cü,t)= O.524*10- 9p N A Al !lll( cl )-111(1))\ 
1 

- 1 1/11/1 
-e 

(12) 

where 

2 
1 -A(y-dnHn , (3 Y .Y 6) 

l.Jl(y)=--e y+3-+6-+-
A A A2 A3 

( 13) 

ln the case of a Stokes flow regime, for most partlcles of interest 

IIBPVol X il U2 
D= -- where V.=-

g ilp S t 
(14) 

Computations of C(x,t) was achieved for several densltles of inclUSions. 

2-3 Simulations with the plug flow model 

A population of 10 000 partlcles/kg of alummum was consldered, the 

distnbutlon of which IS given at Table 2. As specifled ln appendlx A, the 

parameter À of the denslty of probabllity function nA could be computed and 

estimated as: 

À = O. i 89492 wlth a relative error below 10-6. 

For a given depth x ln the furnace, computation of C(x,t) was undertaken 

for the denslties given in Table 1. As a flrst approXimation, this "plug flow" 

type model allows one to simulate setthng/flotatlon phenomena for the two 

klnds of fu rnaces. 
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eStationary furnace: x = furnace depth since tapping of aluminum 

takes place from the bottom of the furnace. 

eTlltmg furnace: x = 0 smce the metal is poured out from the top. 

ln the case of a mixture of two or more partlcles of dlfferent denslties, the 

global mass concentration IS the total of the mass concentrations found for 

each type of particle 

2-4 Results of simulation 

If we compute concentrations wlth a given particle size distribution at 

different densitles, at t = 0 the mass concentrations do not have the same 

value ln order to make rational compansons more easily we chose to 

compute volumetrlc concentrations ln ppm (10-6 vol/vol) 

Figures 1 Q, 11 and 12 show the concentrations at three dlstmct levels (x) of 

the furnace. In ail cases, concentrations are monotonically decreasmg 

functlons of tlme 

Particles heavier than aluminum 

For partlcles heavler than aluminum, concentration decreases ail the more 

rapldly when: 

-the denslty IS hlgher 

-the pOint consldered (abSCIssa x) IS near the metal free surface 

For example, the tlmes required ta get the concentrations down to zero 

for partlcles of denslty 3 58 (i.e. MgO) are glven at Table 4. 

1 
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position x time 
(cm) (mmutes) 

11 4 cm 8 
(top of 
furnace) 

464cm 32 
(mlddle) 

81 4 cm 58 
(bottom of 
furnace) 

Table 4: time regulred to settle out particles for d = 3.58 * 103kg/m3 

At a glven position ln the holdmg furnace, the concentration gradients are 

very dependent on partlcle densltles; to illustrate this point, Table 5 gives the 

tlmes requlred so that the concentratIOn C(t) reaches zero at a pOint situated 

ln the mlddle of the furnace. 

denslty time 
(103kg/m3) (minutes) 

250 213 

30 60 

3.58 33 

398 25 

450 20 

Table 5: tlme requlred to settle out particles at x =46cm 



1 
Particles lighter than aluminium 

For example, MgCl2 has a density of 1 8 g/cm3 at temperatures above 

708°(,1 e in liquld form This tlme the concentration decreases les5 rapldly at 

the top than at the bottom of the furnace. This Inverted tendency 15 

represented through numencal values in Table 6 

position x tlme 
(cm) (minutes) 

11 4 cm 147 
(top of 
furnace) 

464cm 78 
(mlddle) 

81.4 cm 
(bottom 18 
of furnace) 

Table 6: time requlred to seUle out partlcles for d = 1 80 x 103 kg/m3 

A conclusion whlch can be drawn from thlS study is that for a simple plug 

flow model, a tlltln9 furnace would glve better results for partlcles heavler 

than aluminium whereas a stationary furnace would be of Interest for Iighter 

particles (d < 2.35 g/cm 3) 

Case of a mixture of particles (same size distribution but different densities) 

Let's conslder a mlx of MgCl2 (1 8 g/cm3) and (TI-V)B (4 5 g/cm3) As shown 

ln Figures 13 and 14, the total concentratIon decreases much faster at the 

bottom than at the top' only 33 minutes are reqUlred for the concentration 

to drop to a zero value Because of the major role played by the heavler 

compound, a stationary furnace would produce better effects 

l 
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For a better visuai dlsplay, a three dlmensional representation has been 

made for C(x,t) of each compound and for the overall volumic concentration 

(Fig 15 to 17). 

2-5 Conclusions: "plug flow" model 

ln ail cases, inclusion concentrations are predlcted to decrease as a 

monotonie functlon of tlme For particles heavier than aluminum, the 

concentration decreases faster a} when the density IS hlgh b) near the top of 

the vessel For thls scenario the tlltin9 furnaces would be more efficient; for 

inclUSions Itghter than alumlnum, on the contrary, statlonary furnaees should 

be a favorable cholce 

Unfortunately, the shapes of the predicted concentrations obtained from 

the simple model do not match those observed. The curves obtained trom 
LIMCA measurements (Flgs 1,2) show neither the initial plateau of the 

computed curves nor the mflectlon pOints present on them. 

If one compares the observed results of settling of {TI-V)B inclUSions (d = 
42 g lem 3) plotted ln Fig 10, the characteristlc time of 45 minutes does not 

agree wlth the 5-10 minutes predlcted by the model Furthermore, 

exploratory vertical sampltngs of à 750kg furnace suggest that Inclusion 

concentrations, for a glven slze range, are relatlvely mdependent of depth 

ThiS IS ln direct contradiction wlth the model's predictions ThiS suggests the 

posslbllity of non negllglble reclrculatlOn of metal inside the furnace. In arder 

to account for thls movement, the Ilmltmg case of a weil mlxed reactor can be 

consldered a~ an alternative hypathesis 

A weil mixed bath model 

If we assume a weil sttrred bath of aluminum of volume V, we can 

represent the mass transfer from within the bath to a stagnant boundary layer 

near the floor of the furnace by the equatlon: 

dn [) 
V-=-n "A 

dt [) 
(15) 

Il 
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where nD IS the number of partlcles per unit volume and nD" Its flux through 

the stagnant layer. Because of absorption at this boundary, we can wnte. 

Il 0" = CI LI "/) ( 16) 

where a < a < 1 , a dependmg on the turbulence level 

Then, 

dn [) oUA 
-=--dt ( 17) 
n/) V 

where U IS the termtnal settling velocity and proportlonal to 02. 

Hence 

tin /) 2 QlJtlp 
- -.: -k [) dt where Il =: -- ( 18) 

11/) 18111. 

Integration gives: 

( 19) 

LiMCA data observed at dlfferent classes of size dlameters were plotted to 

represent the settltng rate constant glven by the slope of Log nD (Fig 18) It 

(an be shown that these rates show a Dn dependence wlth 0 < n < 2 (Fig 

19,20). Stnce n = 2 corresponds to Stokes law, other addltlonal phenomena 

may be attrrbuted to be occuring ln the furnace, causrng the dlscrepancy rn 

the mlxed vessel tnvolved and LIMCA measurements probable factors for th!s 

dlscrepancy could be capture mechanlsms at the boundarres or buoyancy 

dnven flows due to heat transfer, etc. Further,the Ilmlttng case of a weil 

stirred bath can represent the physical phenomena in only an approxlmate 

way 
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3 Conclusions to prellminary work 

New posslbilttles at ALCAN INTERNATIONAL to assess metal cleanlmess on 

both the quantitative and qualitative sides have made It possible to record a 

signiflcant amount of casttng data Compansons of these data wlth simple 

prellmtnary models allow the followlng observations to be made' 

a) Dependlng on the slze and type of inclUSiOns, settlmg m reverbatory 

furnaces can take place for several hours Provlded that no other movement IS 

supenmposed, a maximum of two hours seem beneflclal to the final product 

b) Predictions of slmpllfled models based on the Ilmltlng cases of a plug 

flow type reactor or a weil mlxed bath show discrepanCies wlth data recorded 

from expenments. 

c) The contnbutlon of convective currents mSlde a metal hold 1119 

furnace IS speculated to be slgnlflcant ThiS IS an addltlonal subJect of study 

of the present thesis Thermal buoyancy dnven flows whlch take place ln a 

furnace pnor to casting are due to temperature gradients, heat losses through 

the side or bottom walls and also due to a non unlform temperature profile at 

the metal free surface The Implications of convective currents are thoroughly 

studled These currents are ln the turbulent reglme because of the hlgh 

Rayleigh numbers Involved 
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CHAPTER III 

Mathematical modelling of turbulent natural convection. 
Literatu re review. 

Translent turbulent natural convection in cavities is of interest to a 

considerable vanety of fields and applications: ventilation of rooms, solar 

energy collection, environ ment (dissipation of heat in atmosphere or 

estuanes . ), flow around engineering structures such as turbine blades, 

circulation of fluid ln a nuclear reactor 

Whlle a large number of papers are avallable in the literature for lamlnar 

cases, the same IS not true for turbulent buoyancy driven flows. Ostrach 

(1972) and Catton (1978) revlewed the earlier work on the lammar natural 

convection ln cavltles. No such a revlew on turbulent natural convection is 

found ln the IIterature When turbulent buoyancy flows have to be modelled, 

the dlfflculty anses from the concurrent facts: 

.Contrary to pure convective flows, the momentum and enthalpy 

equatlons remam mterhnked during the slm:.Jlatlon process This can 

eventually lead to some instabihties or divergence and always ta a large 

computmg tlme 

.The behë:vlOur of the flow combines both boundary-layer-Iike features 

near the heated and coolt~d walls and a slower gross circulation 

elsewhere (general/y ln the bulk of the cavlty). 

eTurbulence madel/mg was inltlally developped for convective flows 

where hlgh Reynolds numbers have ta be accounted for: for example, 

the mlxing-Iength and weil known K-E model work very weil in forced 

convection problems ln the natural convection problems, the Reynolds 

numbers generated by buoyancy are relatively lower even if turbulence 

can be identlfled Whlle It i~ pOSSible ta modlfy the generation term of 

energy (of turbulence) ln the turbulent model to take into account the 
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buoyancy effects, the field of turbulent natural convection has not been yet 

searched ext(:nslvely at least wlth respect to IlqUid metals 

Thus, among this class of problem, publlshed work on natural convection 

ln cavitles for low Prandtl number fluids and hlgh Rayleigh numbers are very 

Iimited (11,12,16) 

Desplte the Importance of buoyancy dnven turbulent natural convection 

ln metal processlng vessels, thls area has recelved seant attention The main 

reason for the lack of studles may be due to the fact that expenmentally It IS 

very dlfflcult to measure or even qualltatively visuallze flow patterns Inslde 

big vessels fllied wlth molten metal. 

Finally, It should be noted that most of the pubhshed works available are 

concerned wlth elther square or rectangular cavltles. In metallurglcal 

industries, processmg vessels are rarely square or rectangular shapes For 

example trapezoldal reverbatory furnaces, ladies and odd-shape tundlshes are 

very common metal processmg vessels 

The followlng is a revlew of turbulent natural convection ln cavltles The 

revlew IS hmitied to the· recent work only. 

ln the seventles, Jones, Launder and Spaldlng (4,5) reported the 

capabihtles of the K-E model for near wall as weil as for free shear flow Thelr 

models compute the turbulent kmematlc viscosity by solvlng two partial 

differentlal equatlons for the turbulent energy and for the rate of diSSipatIOn 

of energy Thelr transport equatlons, as for other pnmary variables, are of 

convectlve-dlffusive type, generally wlth a tranSlent term and addltlonal 

source terms to reflect the production or diSSipation of transport quantltles 

At thls early stage of development of the turbulent K-E model, two variants 

were already presented a) hlgh Reynolds number formulations and b) low 

Reynolds nu mber formulations. Wlth success, the K-E model was able to 

predlct turbulent boundary layer flows wlth a predominant strong 

longitudinal acceleratlon ln su ch a case, reverslon towards lamlnar reglme 

could be conlputed and a good agreement was made versus expenments, 

particulanly from Morettl & Kays (34). Moreover, the K-E model leads to 

accurate predICtions for flows wlth reclrculatlOn as weil as for those of the 
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boundary layer type. The K-E was found to be superior to the mixing length 

algebnc model in provldlng a substanciafly greater predictive accuracy. 

ln 1979, Chan and BanerJee ( 6) presented a three dlmensional analysis of 

transient turbulent natural convection in rectangular enclosures. A numerical 

technique based on the MAC (marker and cell technique) was used su(essfully 

ta solve low Rayleigh number cases (lOS) for 2D as weil as 3D problems. This 

technique was used on the conservation equatlons with primary variables. 

Discretization of the transport equatlons was made over a cell using the full 

upstream formulation for the advective terms to preserve the transportive 

property Constramts of stabllity for su ch an explicit scheme reqUire that the 

flUld must not cross more than one cell at a (time) step. In this case, 

convergence was reached for the case of é1ir (Ra = 105, Pr = 0.72) wlth good 

agreement with expenmental data. The technique IS said to work weil for 

turbulent flows 

ln 1980, Idenah (7) made predictions of turbulent cavlty flows (two 

dlmenslonal, steady-state) usmg pnmitlve variables formulation of Navier 

Stokes equations and adoptl'1g a modified K-E model for turbulence. Terms 

proportlonal ta pg!3(vO') were used 10 the standard K-E equatlons to take lOto 

account the buoyancy p.ffects A high Reynolds number formulation was used 

and, for ail pnmary vanables, the wall reglons were modelled through wall 

functlons (log-Iaw for momentum as an example). The simple (semi-Implicit 

scheme for pressure Imked equatlOns) algonthm developed by Patankar (8) 

was employed to solve the set of fmlte dlfference equatlons. The predictions 

of momentum and heat transfer generated by these studles were very good 

for hlgh Reynolds number cases ( Re = 2 x 105) whlle a dlscrepancy of 10 to 

15% was observed for lower Reynolds number (Re = 104). 

ln 1982, Fralkm and Portier (9) andlyzed the problem of turbulent natural 

convection m two dlmenslonal enclosures with purely conductlve walls for 

Grashof numbers up ta 107-108. The tlme averaged forms of the conservation 

equatlons were solved usmg the stream function vortlclty approach. 

Turbulence was modelled by a standard two equations K-E mode l, mcludmg a 

diSSipation term of turbulent energy by buoyancy; this last term IS also 

balanced by a production term of energy by shear. The method used to solve 

the equatlons was an alternative direction impliCit scheme and a control-

• 
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volume approach with hybrid dlfferencing for both convection and dlffuslve 

terms. For very slow converglng simulations wlth a 25 x 25 non unlform mesh, 

the heat transfer cou Id be predicted by the correlation: NUH 

= 0.162*GrO 275 valld for Grashof numbers between 6 x 106 and 108 Results 

for momentum and heat transfer could be conflrmed by companng wlth few 

experimental data up to Gr = 5 x 107. This Grashof number corresponds to the 

transition reglon. A senslvlty study was also carned out fur the constants met 

in the K-E mode!. For problems with Grashof numbers hlgher than 108 , Fralkln 

and Portier anticipated a considerable increase of the computrng tlme whlCh 

would be particulanly necessary for the resolutlon of the turbulent boundary 

layers. 

ln 1982, Markatos & Malin (10) studied the problem ofturbulent-buoyancy 

Induced-smoke flow ln enclosures with an internai heat source term. pnmary 

variables were used to solve momentum, heat, mass and turbulent equatlons 

with a simple algonthm The formu!atlon of the K-E was standard, except 

that, for the E equatlon the source term for shear and buoyancy (GB + GK) was 

multiplled by a Ilnear functlon of the Richardson number Rf = - GB/GK. 

Boundary conditions were set up wlth the wall functlon approach of Launder 

and Spaldlng (ref 5) Two dlmensional steady-~tate Simulations were achleved 

at Grashof Gr = 10 12 for whlCh almost no expenmental data was avallable 

Nevertheless, good numencal compansons could be made wlth studles held at 

UniverSity of Notre-Darne (Yang & Chang). Moreover, Markatos and Malin 

highllghted the importance of the buoyancy term at least ln the K equatlon of 

the turbulent model whlCh was found to Improve the reallsm of the 

predictions 

ln 1983, BeJan (11) dlscussed transition to turbulence from scale analysls 

considerations on a vertical heated wall. PartlCularlly, he provlded 

correlations for the momentum and thermal boundary layer thlCknesses for 

extreme Prandtl number flulds (Pr < < 1 and Pr > > 1). BeJan also pornted out 

criterions for transition to turbulence for Isothermal as weil as unlformly 

heated walls. 

ln 1984, Markatos and Pericleous (12) solved numencally the problem of 

highly turbulent natural convection in square cavltles (Rayleigh numbers trom 

103 to 1016). They used the high Reynolds number formulation of the K-E 
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model to predict at steady state buoyancy driven flows in two dimensional 

ca vit y configurations A generation term 

Il r ( éll' ) G =-pg- -
Il or élY 

(20) 

was mcluded to reflect the buoyancy dissipation in the K equation. Wall 

functlons were used dunng the computations. From the numencal point of 

Vlew, the "slmp/est" algonthm whlch IS a variant of the "simple" algorithm 

was used: a Jatobl (pOint by pOint) procedure was used for convective terms 

and a Ime-by-Ime one for dlffusive terms. Computations were achleved with 

the PHOENICS code wlth non unlfoim meshes from 30 x 30 to 80 x 80. The 

procedure was found to be strongly convergent and final results proved to be 

gnd mdependent. Moreover, the use of the K-E model in thls work lead to 

reasonable predictions of the overall flow at hlgh Rayleigh numbers. Valldity 

versus expenmental data was checked up by the authors to Ra = 108 and 

extrapolated up to Ra = 10 12 . 

ln 1985, Vanka (13) proposed a new algonthm based on a fully coupled 

solution of the Navier Stokes equatlons. Integration by flnlte dlfferences was 

made wlth the control volume approach using a staggered gnd and an 

"exact" scheme for the internode variation of the dependent vanables. To 

retam the couplmg between the momentum and contmulty equations, an 

Iterative process was used to update slmultaneously velocity and pressures 

and subsequently the K and t together. The equations for U,V,P were 

consldered as a block-structured matnx F(x) = 0 and solved by a genarallzed 

Newton method The Jacoblan matnx involved IS a block-pentadlagonal one 

so that the solvlng procedure had to set up usmg splittmg techniques to save 

computer storage. Vanka assessed the performance of the algonthm for four 

reclrculatmg flow situations under vanous flow c·înditlons. For the coaXial 

Jet-case studled, the program converged 10 times faster than the initiai 

"sImple" program wlth a much hlgher accuracy (smce the "exact" scheme was 

used) 

ln 1985, Ozoe Church III and Llor (14) computed tu rbu lent natural 

convection m rectangular channels fllied with water subJect to an honzontal 

thermal gradient (Rayleigh number Ra = 1010 and 1011 and Prandtl Pr = 6.7). 

They used a two dlmenslonal formulation of stream functlon and vortlCÎty 
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coupled with a K-E model that tn the Fralkin's studies (9) They 

used the hybrrd frnlte-dlfference scheme during their computations, a hlghly 

non unlform grrd for the dlscretlzatlon (very fme near the walls and (oarse 111 

the bulk of the cavlty) As expected, most of the movement occurs near the 

vertICal walls whrle the mlddle of the cavlty remams almost stagnant wlth 

stable slnusoldal oscillations for the tlme averaged veloclty, turbulence fields 

and temperatures. The computed Nusselt numbers were rn good agreement 

wlth the correlatIons from Churchill and optimisation of the K-E constants (ot 

and (1) could lead to Improved results Patterns and orders of magnitude of 

most varrables could be weil predlcted wlth thls approach but a lack of 

turbulence expenmental data IS to be noted at hlgh Rayleigh numbers 

On the experimental slde two papers of mterest were publlshed in 1986 on 

turbulent natural convective flows m cavltles 

Giel and SchlT1ldt (15) stud,ed a water f!lled enclosure subJect to an 

horizontal thermal gradient between Its vertical walls. Measurements were 

achieved at high Rayleigh number 8 x 1010 marnly for veloclty components 

and enthalpy 111 two dimenSions Copper-constantan and chromel-alumel 

thermocouple probes were used for temperature measurements and laser­

Doppler anemometer techniques were used for mean velocltles Spectral 

analysis (usmg the Fast Fourrer Transform) ofthe fluctuatlng velocltles made It 

possible to dlstlngUish four flow reglmes ln the cavlty laminar, transltlonal, 

turbulent and relamrnarrzatlon 

The other Interestmg expenmental study was made I)y Vlskanta (16) for 

3-D natural convectIon m a rectangular cavlty and IS one of the very rare 

studles of low Prandtl number flulds· IIqUid gallium NumerlCal studles 

generated by a simpler algonthm (uslng TDMA or tridlagonal matflx 

algonthm) were consistent wlth earller studles of free convection wlth 

ordtnary flulds. But for low Prandtl numbers, the computed Nusselt numbers 

for 2D and 3D simulations were found to be slgnlflcantly dlfferent 

(overpredlction for the 2D) The correlation whlch resulted from that study 

was: 

Nu = 0 16 RaO 31 PrO 14 

i 
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so for Pr = 0.01 Nu = 0.084 RaO 31 

ThIS sort of correlation was also found in a separate study by researchers 

Chlesa and Guthrie (33) Three dlmenslonal patterns were found to reflect 

convectIve heat transfer to the walls as weil as in the core of the cavity. In 

general a flner gnd was found necessary for low Prandtl number flulds. 

ln 1986, Humphrey and To (17) presented a companson of turbulence 

modelllng for free convectIon along a fiat plate uSlng two dlfferent 

approaches: a K-E model (adapted for low Reynolds numbers) and an 

algebnc stress model (ASM). Performance of both models was found 

satlsfactory for momentum and heat transfer and conformed to C'xpenmental 

data. The role of the buoyancy term in the K equation was ulscussed. In spite 

of moderate effects (a 7% error IS observed if omitted), thls term is 

predominant ln the wall reglon where the production of energy by shear is 

balanced by its dISsipation by buoyancy, whlch has a dampenlng effect ln a 

follow-up paper, Humphrey and To (17) tested the former K-E model with a 

cavlty problem. The low Reynolds formulatIon was used with variable physical 

propertles Instead of the classlCal BOUSSinesq approxImatIon whlCh IS limited 

to low overheat ratios (~Trro). The buoyancy source term for the turbulent 

energy equatlons was chosen to be: 

- 1 ll,/,( a7~) 
G= p'lt g = -- - g 

liT o'/' ax, 1 

(21) 

No wall functlon was used for the boundary conditions but computations 

of the variables were achieved everywhere in the domaln includlng the 

VISCOUS sublayer reglon. Consequently the gnd used was highly non uniform 

wlth at least flve pOints wlthln this sublayer region. For wall boundary 

conditions, the followlng asumptlons were made ( U. = 0; T = T w; K = 0) and 

~ ::0 2( ak Ill) (22) 
v ùn W 

For building the mesh an estimate of the boundary layer thickness was 

1 
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taken from George and Capp (32): 1.7 = Y/ilL where III IS the mner reglon 

length scale given by: 

(23) 

Extensive testmg of their model was achieved for number of free convection 

sltJations encountered ln the relevant Iiterature and gnd Independent results 

were checked carefully. Validation ver~us expenmental work was done and 

discrepanCles between measurements and computations were attnbuted only 

to the lack of expenmental knowledge about turbulence, especlally ln the 

viscous sublayer. 

ln 1987, Coulter and Guceri (18) provlded computatlonal solutions of 

laminar and turbulent natural convection ln megularly shaped geometnes 

They used the boundary fltted coordinates approach (BFCS)' This IS a mapping 

technique which transforms the partial dlfferentlal equatlons of transport 

phenomena into a computatlonal domaln of regular shape Discretization 

and solution of these equatlons are then made by classlcal methods The K-E 

model from Jones and Launder was used ln conJunctlOn wlth the stream 

functlon-vortlclty approach for momentum Integration was made by a 

control volume technique uSlng upwmd dlfferencmg for the convective terms 

A gnd control technique was set up to ensure a sufflClent number of nodal 

points near the walls and where turbulence IS the more IIkely to develop 

Valld results were obtalned up to Rayleigh numbers of 108 

ln 1987, Thompson et al 19) modelled buoyancy-dnven turbulent flow and 

heat transfer m rectangular cavitles usmg two turbulence models an eddy 

viscoslty model and a hlgh Reynolds formulation of the K-E model 

Simulations were carned out for water wlth Rayleigh numbers between 10 12 

and 10 13, uSlng the BOUSSinesq approXimation and constant physlcal 

propertles of the fluld. Veloclty profiles were successfully compared ln the 

boundary layer zone wlth other models results The eddy viscosity model was 

found much less tlme consumtng than tre K-E model and proved to be a good 

help for gnd reftnement purposes. 
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ln 1988, Farouk (20) undertook the study of hlgh Rayleigh number 

translent natural convective flows ln a cavlty wlth an internai heat source (Ra 

from 106 to 108 and Prandtl number 6 5) A two dlmenslonal approach wlth a 

stream functlOn and vortlclty formulation were applled to the equations 

descnbmg the problem A KE model trom Jones and Launder was chosen wlth 

a turbulent vlscoslty functlons of K,E but also of the local Reynolds number. 

Ali equatlons were solved for the whole domam (Iammar, transltlonal and 

turbulent reglons) wlth a fmlte dlfference (control-volume wlth hybnd 

scheme) method Non unlform meshes up to 81 x 51 gnd pomts were tested. 

Interestmg flow behavlour patterns could be observed which ranged trom a 

multlcellular structure to a unique reCirculatlOn vortex as the Rayleigh number 

mcreases Average Nusselt numbers at boundanes compared weil wlth other 

authors' studles (measurements of Ku lackl and Nag le). 

ln 1989, 1 nce and Launder (21) reported computations for turbulent 

natural convection ln rectangular enclosures. They chose a K-E eddy vlscosity 

model wlth an adapted low Reynolds model formulation. In Partlcular, the 

coefficients C~ and CE were taken as functlons of the turbulent Reynolds 

number, deflned as Rt = pK **2illlE. A new buoyancy term was ,ncluded mto 

the generatlon term of the K dlfferentlal equatlon: 

Il -- "C /' Il -- cl'" nt; " .., II \. P" " 
-'-' li () == - _t" - ~ C' U 

'1' ' ') [' '/' ,h _ Cl () ~ cJX
k 

whl're 
') ( dU dL' k 

UV =: Ok", \' "\ _1 + _. ) 
1 k 3 1 ï éJX rJX 

k 1 

(24) 

Instead of uSlng wall functlons, they proposed a modification of the E 

equatlon through the addition of a non Imear source term Sc , which IS a 

functlon of K,E and y the distance to the wall. ThiS term mamly models the 

rate of energy diSSipation ln the Inner reglon (close to the wall), whlle It 

decreases ln the outer reglOn. The classlcal control-volume elllptic solver for 

pnmary vanables was used JOlntly wlth a staggered gnd. Two dlmenslonal 

square cavlty problems were solved wlth intermedlate Rayleigh numbers 

between 3 x 107 and 2 x 109 Correlations wlth Nusselt were found to be of 

the type Nu = c Ra 1'3 Near wall profiles of the vertIcal velocity and 

temperatures were plotted and compared to the formulae of George and 

Capp ln the enthalpy profiles close to the walls were fltted very weil wlth the 



1 above formulae, the veloclty was closer to the profiles proposed by Humphrey 

and To (17). In the present studles, the Rayleigh numbers consldercd werè not 

hlgh enough for the VISCOUS stresses to be negllglble ln the reglon of the wall 

Conclusion of the Literature review 

Summmg up, the K-E model IS recognlzed to be an effiCient rnean of 

computing turbulence not only ln forced flow situations as It WéJS InltléJlly 

created for b.Jt also for buoyancy drrven flows Inslde cavltles Some au thors, ln 

the latter cases recommend the use of a buoyancy term ln the K .:md/or E 

equatlons (12,17,21) although some other II1vestlgators fmd these terms 

negllglble 111 their calculatlons (17) This type of turbulence modell1l19 will be 

consldered at Chapter 4. 

1 
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CHAPTER IV 

Computation of buoyancy driven flows 

1 BasIc equatlons. the lammar case and turbulence modellmq 

1-1 Lammar equatlons 

ln the lammar case, the four general equatlons necessary to represent 

convective heat and mass transfer due to buoyancy dnven flows are. 

ethe contmulty equatlon 

éJp 
-+V (p\'J=O 
at 

ethe momentum equatlon 

ri 
-(p\'j H\' \')(pVl = -VP-V L+pF 
dl 

ethe internai energy equatlon 

d 
-lpllJ l 'Vlp\'IlJ = -V(P\')-L.(V\,)-Vq+q'" 
dl 

ethe concentration equatlon 

cl 
-lpCl+ VIp VCI = - V J + mU' 
al 

(25) 

(26) 

(27) 

(28) 

The tensor and vector notation IS that used in Blrd , Stewart and Llghtfoot 

(ref 22) ln m05t cases, the enthalpy H 15 related to the temperature field sa 

that the computation of the thermal grndlents IS then possible. 

-



1-2 Hypotheses made 

We are malnly mterested ln the problem of natural convection ln a 

rectangular or trapezoldal cavity because thls IS the ordlnary shape of ALCAN 

INT. reverbatory or holding furnaces (Flgs 48,75-76). Let us note thdt t!ll~ 

problem eXlsts because of the gravitatlonal field 9 so that the outslde force 011 

the closed cavlty IS equal to pg. We suppose that no other field (magnetlc, 

electric field) eXlsts. Moreover we suppose that the followlI1g assumptlons 

are fulfdled: 

1. The flUld Inslde the cavlty is Incompressible; ItS den51ty p 15 

mdependent of the space coordlnates and will be only a functlon of 

T. We assume the Boussinesq approximation 50 that ln the nght !land 

side of the momentum equatlon only. 

p=p [l+P(T-T l[ 
() (J 

where PiS the thermal expansion coefficient 

2. The thermal conductlvlty of the fluld IS constant 

3. The mass dlffuslvity ofthe flUld IS constant 

J -=- -/) vc . \ 

(29) 

(30) 

4. The pressure and gravit y forces are predominant Ir) cornpamon 

wlth the VISCOUS dissipation effects 

5. The molecular vlscoslty ~ of the fluld IS constant 

6. While the natural convection ln fmlte enclosures IS necessarily a 

three dlmenslonal problem, the cavltles whlch wc conslder ln thls 

work will be assumed ta be sufflclently extended 50 théJt the tlme 

1 
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averaged motion can be approxlmated as belng two dlmenslonal. 

Practlcally, the 20 plane consldered 15 a plane situated far from the 

two end walls of the cavlty. 

7 The vlseous dissipation term for incompressible two dlmenslonal 

flow is l1 q) where: 

_. 1 ( dU)2 ( aV )21 (av éJ V \2 (11-2 - + - + - +-
é1X aY av ax) (31 ) 

Under the above hypothesis, the system of equatlons for the lammar case 

IS equlvalent to' 

v V = 0 

dV 1 1 ., p - t-p (V V)(V) = -vP+llv-V+pg 
Il dt (j 

dT 1 1 ., pe, - t Il C VT' \l == Il V- T + q" + \-lCI> 
(J 1 dl Il P 

de 
- +VC 
dt 

') 

\' = DV"C+m'" 

p==p [1 +PCl'-T l] 
(J U 

(32) 

(33) 

(34) 

(35) 

(36) 

Ail the~e equatlons are ln the sealar form except equatlon (33) whleh IS of a 

veetonal form The quantltles q"' and mil' represent the volumetrie rates of 

heat and mass generatlon, whlch ln our case will be zero ln the whole domain 

• 



J.' 

except at the boundanes It IS approxlmate to Ilote that for thl~ type of 

problem, equatlons (33) and (34) remam strongly coupled. 

1-3 The turbulent equatlons for momentum and en thalQY 

For thermal natural convection problems, two dlmenslonles~ number~ are 

of Interest. the ratio of buoyancy forces tù VISCOUS forces 1 E' the Grashof 

number (GrH) 

based on the temperature gradient ~T . And the Rayleigh number 

\' 
WIIII Pr.:::.­

Cl 

(37) 

(38) 

where Pr = \J/a is the Prandtl number. When the Grashof or Rayleigh number 

is very high, It becomes more and more difflcult to get sensible ~olutlons for 

equatlons (32) to (35) The more common attitude ln such a case I~ to defmc 

some tlme-averaged vanables (deflned by an over-bar) For example ln our 

case. 

-
u = U -t U' , \f = \f + \f' • C - C + C'. T - T l '1" (39) 

ln a general way (1) = cp + cI)' for each pnmary variable wlth 

Cll! cl f l (1/ (t) cl 1 -- (j (40) 
, () 

where t IS a penod of tlme. 

One has to transform the equatlons (32) to (35) wlth these new varl~bles 

After Be jan (28), we have ln two dimenSions and carteslan coordln~tes 
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Eq (32) becomes. 

(41 ) 

Eq (33) can be split ln two scalar equatlons 

- - - - 1)- 'J-

e) U 1 ( - (il J - ci U ) 1 ri P ( ir U aU) 
p - + P (1 -, j- v -. - = - - + Il -, + -') + pg . 

() dl Cl <lX dY dX ax'2 a}'- ~ 
(42) 

CI (-") d (-) - -. plr- - - pU'V' 
cJ)\ uY , 

- - - f)-?-

V [ ( \' - d V 1 éJ? ( a- V a- v 
Il ~ + P U ~ t \' -) = - - + Il - + - ) + pg , 

(1 dl Cl <lX éJ)! aY ax'! ay2 ) 
(43) 

cl (-) d (-2) - - p if V' - - p V' 
dX dY 

Eq (34) leads to 

- - - ,,- 'l-

D'/' 1 (-a'J' -dT 1 (ér'J' crT' a (- a (-') p - t P U - + V -) = p a -, + -, ) - - pif T" ) - - p \" 1" 
(1 dt 0, ilX aY Cl, ax'2 ay'2 aX aY , 

(44) 

Eq (35) leads to 

de [(-Ur -dr')1 (ie iC) éJ(-) a(-) fi - 1 Il u- + \'- .::.p J) - + - - - pifC' - - pV'C' 
" dt " clX d}' (' clX2 uy2 aX ' aY 

(45) 

As one (an see, some new terms appear ln the nght hand side of equatlons 

(42) to (45)' 
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cI(-' d(-) _ -; (r (Il' ) lllld ---:- \" lll' 
(I.\: ' ,,) (46) 

whlch are actually new unknowns of the problem For the closure purposcs 

we can defrne: 

a) the eddy shear stress 

The cddy shc('(l r ,,,Irt'I>,,> -- 1 dl
l 

d\ 1 
l = - plI' \" = pl -- 1 -
.\ ) 1\1 d)' .IX 

b) the eddy heat flux 

c) the eddy mass flux 
-

'l'ht' ccldy mUl>S !lll., 
de 

:\1 =- V'C =l -
\) III <Ir 

(47) 

(48) 

(49) 

ln these equations EM, EH and Em are, respectlvely, the mornen tum eddy 

d:ffuslvlty, the thermal eddy dlffuslvlty and the mass eddy dlffuslvlty. Though 

these quantltles have some analogy wlth the standard dlffuslvltles, they are ln 

fact not a property of the flUld but are flow dependant Wlth the equatlolls 

(47-49). the system(42-45) simplifies to glve. 

élU (-au -d[ï) dP ri ( dU cl ( dU ) 
P _. + p u - + v - = - - + - (Il-t pl) - ) -1 - (Il 1 l': )-

() dt u aX cl }' dX rJX U \1 dX rJ }' " \ 1 d } • 
(50) 

aV (-cl\' -cJ\' dP <1 ( uV \ ri l ,,\, 
PU~t +p u-+v-)=---,- (P+PL 1-, )'-((ll l P, 1--) 

U u ax cl}' Cl Y' cJX I! \1 (J.\: ri r' " \1 fi t' 
(51 ) 

-1- PI-:) -t s~. 

where: 



r----------------------------------------

45 

u( dU) d( <1\') 
SI! - --; (11 1 P L./)- -; - (Il 1 P L\/)-, d.' (J.I <lX cl Y (J. dX 

(50a) 

and 

rI( au) rJ( dV) 
Sil =- - (p-t P L,t)- + - (Il + P C,[)-

clX (J" éJY 1 dY, (J /1 di' 
(51 a) 

-
d'/' (-dT -dT 1 a ( aT d ( al' 1 fi -+p (f--t v-)=p - (a+e )-)+- (0+1.: )-) 

(J cll U <lX dl' U élX JI ax aY 1/ élY 
(52) 

dt; (-dC -de) 1 éJ( ac) a( aC)1 JI - 1 P U - -1- \' - = p - (/) + L ) - + - (J}-f- L )-
" dl U <lX dl' U d.'i III dX dl' III dl' 

(53) 

The above equatlons constltute a system of SIX equatlons requlrlng elght 

unknown varrables (U,V,P,T,K,E,C,CM,CII,t m ). In order to brrdge the gap 

between equatlons and variables, addltlonal equatlons are needed to model 

the turbulence. Over the past twenty years numerous turbulence models have 

been developed by varrous researchers Among these models the KE model IS 

the most tested and IS very popular ln Engineering SCIence (23,24). 

1-4 The K-E model 

ln the KE model, the klnetlc energy of turbulence per unit of mass of fluld 

IS deflned by: 

1 -) -,) 
1\ -. - (L r • - t \.,-) 

2 
(54) 



J 

JlI 

for 2D flows wh Ile the d ISSI patlOn rate of energy (an be represen Led by' 

(5S) 

where LIS the length scale, CD a constant 

The momentum eddy d IffUSIVlty 15 taken to be 

. _ (' l,Il fIl 
1.:\1 - \ , , Il (56) 

and the turbulent VISCOSlty llT: 

.) 

1\.-
p",== PL'I == pC cJ)--;-

.' Il /', 
(57) 

(58) 

The variables OT and oc are respectlvely the turbulent Prandtl and Schmidt 

numbers, The new variables K ,the kmetlc energy of turbulence and E, the 

rate of diSSipation of energy per ma5S of Ilquld are drlven by two pêHtlal 

differentlal equatlons: 

The K equatlon: 

cl f{ ( -: ri K -: ri f{ ) ri (ll'l ri f{ _Ii ( _P J_ (J f{ 
p - +p L - -! \ - ::::. - ---) j ) 

Il cJt tJ \ dX ()}' oX (j" cJX ri i/ r) (}}' 

1\ " 

(S9) 
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f) (' , (ri \' , 1 ( d ( 1 rJ V " -
1 ~P'j' -, i' -.-, J' ·1 P, -, -! -)- t ""CI-pl': 

d>l rJr riT rJX ' 

The E equatlon. 

- - - - -
d/~ (-cJ/~' -d/~') rJ ( IlTdH) cl ( Il'/'eŒ) 

Il -+p u-+ v- = - -- + - --
(J dl (J dX cJ y iJX ' U E clX éJ y 0 r.: a y 

(60) 

- - - - - - -2 

R 1 ( d U 1 (d V)') 1 E ( a U éJ V)') R 
1- 211/~'1 = -)- 1 - - + Il/_'I = -. - + - -+S(.,)-C2p =-

J{ éJX e)}' K 'clY aX ,- U f( 

where SG, and SG2 are addltlonal production terms; for turbulent natural 

convection, thcy account for the buoyancy effects: 

Il,/, aT 
S =-gI3--

Cl u cl}' 
'J' 

(61 ) 

(62) 

The flrst term was found to have a moderate Influence on the flow field 

especlally wh en stratification IS predominant whde the second term was 

found ta be negllglble by Markatos and Malin (1ù), ThIS tOPIC wIll be 

dlsscussed later. 

For the constants, Launder and Spaldlng (5) recommended the values 

glven ln Table 7 Fralkln & al (9) recornmended the value: (3 = 07 for the 

buoyancy term Although there eXlsts ln the IrteraturE many varrants of the 

KE model, the standard "hlgh Reynolds" formulatIon was adopted ln our 

work 



Table 7' Values 0 f parameter for the K.t.mQ..<Jt;>1 

Cil = 0.09 Co = 1 a C\ = 1 44 C2 = 1 92 of.. = 1 a \)1 = 1 3 

0T =0 9 Oc = 1 

As the cavltles to be consldered were of large size 111 wlllch strong flow 

patterns are likely to develop at least ln a translent state, It was declded lo 

adopt the above formulation ln our computations 

2 Numencal methods 

2-1 Form of dlfferentlal equatlons 

The transport equatlons for the variables U, V, T, C, K, E, can be put ln 1Ill' 

followlng general form. 

dp<ll 
- + dll'Ip lJ (1») = du'( l'gnll!(<I))) 

éJl 

[evolutlon] [convection] [diffusion] [source] 

(63) 

From the above equatlon, vanous transport equatlons can be derlved by 

approxlmately deflnlng (P, Sel) and f. For example . 

• for the contlnulty equatlon cp = l, S<jJ = a 

.forthemomentumequatlon CP=L", b<lj=pg·grad(P) +Su !'=ll+jll 

.fortheenergyequatlon <P=T, 8<1,=0, f=p{u·t (1 Il 
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.forthcspcclescontInUltyequatlon: q)=C, S(I)=O, r=p(D+Dt) 

2-2 Use of the staggered gnd 

Wlth the c1asslcal methods of flnlte differences when solvmg the Navier 

Stokes equatlons, some dlfflcultles anse from the flrst denvatlves when 

classlcal gnds are used Let's conslder the cell at Fig 21. 

w. eE 

BASIC CELL - DIMENSION 

If we use 
Figure 21 

( dP) = p/.,-pw 

dX" 2 ~x 
(64) 

ln the momentum equatlon 

(65) 



then the method could bear alternate pressure on vcloclty flcld~ [-or eX.Jmpll' 

ln the case a numencal pressure field wou Id be [ 100, 300, 100, 300 , 1001 for 

nelghbour pOints, one would detect no gradient ( .. HT!..\X = 0 111 one 

dimenSion) The contlnulty equation mlght not be satl~fled at dll ThL'rL'folL' 

the concept of fmlte volume IS useful so that. 
J> Pl' (' 

(
dl' ) _ "-!lI (dU) __ '_-_'" 
- -- ulld - -
ùX l' .) A )V l' .) , 

~ U x (.\ ~.J.\ 

(Gb) 

Velocitles and pressures are therefore computed at the JI) terface 0 f the 

control volume and Interpolations are needed to ded uce propertlcs rnslde the 

control volume, at Its center, where the energy equatlon 15 to be solvcd 

Two dlfferent gnds have then to be superrmposed (see Figure 22) 

the main gnd: computation of T, K, E 

the secondary gnd: (Interface of control volumes accordrng to x dnd y) 

computation of Ux and Uy. 

Let us note that the ~x und ily are not necessarrly equal betwccn .:J\\ tlH' 

pOints; the program has to keep these data ln memory 
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2-3 Profile to be set up 

As noted ln 22, It 15 Important to flnd a convenlent way to dCIIVL' a profrll' 

for U and V velocltles on the control volume Patankar (8) rccornmends the 

"Power law profile": accordlng to the value of Peclet l1urnbcr (Pc = pUL [' 

= ratio convection/diffUSion) dlfferent interpolations can be set up 

Conslder the cell drawn ln Fig 23, 

-----------1 

eE 

BRSIC CELL - 2 DIMENSIONS 

Figure 23 

The dlscretlzed form of equatlon (63) (an be expressed by 

(67) 

where. 



(J/ -- f) i\ (IP 1) t Max(-/<' ,U) 
, cee (68) 

Cl
1V

::: f) A (II' 1) + MaxC + F ,0,) 
lU lU W (69) 

PO) 

u.,=D A Cil' 1)+ MUJ.(-F ,0) 
" n II Il (71 ) 

!1X=X -x and 
I! lU 

!1Y=}' - y 
Il S (72) 

where 

F :::(pu) 6.S , J) = r AS/(ùs) and P =F ID 
1 ! ! 1 1 1 1 1 (73) 

The cholce of the profile corresponds to the choice of the function A (IPI) 

for "power-Iaw"profile' 

A (1[11) = MaxlO ,(1 - 0 lIPI~1 

Actually m the Teach-T code, the hybnd scheme IS used so that: 

l\ (IPI) = Max!O ,(1 -05IPI)] 

(74) 

(75) 

Less precise than the power law scheme, the above functlon reqUires 

less computation tlme and sel.?ms to glve good results in most practlcal 

situations (8). 

2-4 The SIMPLE algonthm 

This algorithm used m the TEACH-T code is defmed as a seml-impllclt 

method for pressure Imked equatlons. The main steps are the followmg. 

(1) guess a pressure field P*; 

(2) solve momentum equatlons and fmd U* and V*; the Ime method 

wlth alternatmg directions IS used until convergence; 

(3) search for a new pressure field from the contmulty equatlon; 

(4) correctIOn on velocltles on the basls of thls new pressure field; 
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(5) solve the other equatlons wlth pnmary vanables such as T, K, E, the 

Ilne method wlth alternated directions IS still used , 

(6) wlth the updated pressure field "eturn to step (2) untll convergence 

IS achleved 

2-5 Structure of the TEACH-T program 

As one can see from Figure 24, the TEACH-T program comprISes 3 d,fferent 

parts. 

2-5-1 Preprocesslng 

Preprocessmg 15 achleved via START, readlng of DATA CARDS 

and PROPS subroutines (flUld propertles) 

2-5-2 So/ver 

The SOLVER Itself uses 

• as many subroutmes CALCcI> as pramary vanables (U,V, P, T, K, 

E ... ). The subroutlne CALCT was not Inltlally ln the teach T and 

had to be constructed by the author. 

• a LlSOLV slJb program that solves the tndlagonal Ilnear system 

of equatlOns for each Iteration and each vanatlon. For thls 

purpose an Iterative method rather than a direct method IS 

used; the TDMA or Thomas algonthm also has the advantage 

of savmg memory as much as possible and 15 more stable than 

methods such as Gauss Seidel. 

• a PROMOD subprogram whlch IS called trom each CALC{!J to 

modlfy source terms and also to set up boundary conditIOns. 

2-5-3 Post processlng 

Post processmg 15 flnally achleved through the PRINT 

subprogram at both Intermedlate Iterations and final 

convergence 

• 
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-- - - -------- - ---- -- -------- -- -

ISTRUC1URE OF THE TERCH-T PROGRRMI 

-- --- -- --------

(TOMA) 

CALCU 
CALCV 
CALCP PROMOD 
CAL CT 
CALCK 
CALCE 

INTERM. PRINT 

-------­CONVERGENCE 

STOP 
- - ---- - -- - - ---- - --.---_._---- --- _.-

Figure 24 



2-6 Boundary conditions and other tOplC~ 

Boundary conditions have to be speclfled for the mùthernùtllùl problem to 

be weil defmed. 

2-6-1 Baundary conditIOns far mornen(um 

Velocity component5 U and V normal to the walls arp zero at the wall, the 

tangentlal components hélve ta be computed 50 that friction can be expressed 

at the wall-liquld Interface. 

Turbulent flow near a wallis dl5tlngUished ln two ways from flow far from 

the wall: the effect of the molecu lar viscosity becomE's predommant because 

of the dampmg effect of the wall on turbulence; secondly, some propertles 

show large gradients ln the vlcmlty of the wall. To take Into account the 

different behavlours of fluld ln the bulk and close to a wall, a now standard 

way, developped by Launder and Spaldmg (5), IS to mcorporate wall 

functlons. Let's now consider the turbulent boundary layer equatlon (76) for 

momentum close to the wall (Fig. 25). 
- ')-

-au -aU laP ,rU <1(--) 
U-+ v-= ---+ v--- IfV' 

dX dY P dX rJy'L cl}' 

(76) 

If EM IS the momentum eddy dlffuSIVlty, if we neglect the longitudillai 

pressure gradient and If the convective terms can be neglected near the wall 

dU LO 
(v+t: ) - -= -

\1 dY P 

where 10 15 the shear stress 

The friction veloclty IS by deftnltlon: 

... (lo )05 U = -
p 

(77) 

(78) 



d 
VICINITY OF THE WRLL 

Figure 25: vicinity of the wall 

50, dlmenslonless variables can be used: 

u ut- =_ 
• LI 

v u· 
\,t-=_ .\+=x-, 

• LI \' 

to transform equatlon (53) near the wall: 

, t:\[) dU t 

(11- ---=1 
v ' ar+ 

u· 
+ y =y-

v 

y 

(79) 

(80) 

The rnomentum eddy dtffuslvlty tM can be related to the veloclty gradient 



,,' ri {' 1 '\1 :..: 1 -cl} , 
1 ! Id 1 1 h \ --

.1)' 
(81) 

where Ils the length scale proportlonal to y (1\. IS the Von Karrnd/1 Comtant) 

-Inside the viscous sublayer 

=.;. l,l __ )'r (82) 

-Inside the turbulent sublayer 
lIt-

... -\- .,,( dt' )' 
=? -l' - -- - 1 

\ '! di' t-

(83) 

(84) 

-= 1. (il; • (85) 
y-t-

(86) 

Prandtl and Taylor (ref 28) have found u = lit\. = 2.5 and p = 5 5 

and the Ilmlt between the two layers was found to be for y' = 11 6 

The log law for the wallis then expressed by 

(87) 

S, the skln friction coeffl'::lent reflectlng the shear stress on the wall 15 by 

defJnltlon 



(88) 

50 that for y t > 11 6 the relation. 

lJ 1 ru'\ /01 \' t _~ Il li -. =~ 5Log - +5 5 
li v 

(89) 

lead5 to 

s 1 043 l' YU _ _ - wl/h Re= __ J 

2 1,());t9NI'VIS/2) \' 
(90) 

The Reynolds number bemg based on y: Re = YU/v 

Practlcally, the skm friction coefficient can then be computed from the 

Reynolds number by solvmg a non Ilnear equatlon through an Iterative 

proce5s 

One should note that other relations are avallable ln the Iiterature for 

Imkmg the Reynolds number to skln friction. A companson of Prandtl, 

Prandtl-Taylor and Schultz-Grunow's approaches IS glven at Fig. 26 As seen, 

there are no slgnlflcant dlfferences to be observed among these relations for 

11Igh Reynolds numbers (105-10 10). 

2-6-2 Boundary condItIOns for enthalpy 

-If the wall heat flux 15 specifled, no modIfication IS reqUired smce thls flux 

IS used dlrectly at the wall boundary. 

-If the wall temperature IS speclfled as a boundary condition, wall 

functlon5 are requlred smce temperatures, Ilke veloCity components, U or V, 

may vary steeply ln the vlClnlty of the wall. 

The heat flux qw 15 expre55ed by: 

1-1,. ciT 
q =--

l< II cl 'j-' 
1 

(91 ) 

• 
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WALL FUNCTIONS FOR MOMENTUM 

'5 

0.002 0.004 121.12106 0.008 0.010 

(EXPC.435/X**.5)-1.)/9/X**.5 
10**«X/.185)**(-1/2.584)) 
(X/0.0296)**(-5) 
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01 

'/' - T (J'f' /, Ir 
=- ------- (92) 

rN 1,IJI1 (/~'}' + ) ~ "f f 

wlth 
1 

( 
0 )( () -4 

11-=-:9 --1 -) 
01' 01' 

(93) 

For convective heat transfer, the Stanton number (dlmenslonless) can be 

deflned locally as: 

(94) 

and computed from the skm fnctlon coefficient S: 

S/2 
St= ------------- (95) 

2-6-3 Boundarv condItIOns for K and E 

The kmetlc energy and ItS gradIent normal to the wall IS assumed to be 

zero The production of klnetlc energy IS a source term ln the K equatlon ThIs 

source term IS computed from veloelty gradIents, uSlng the log law of the wall 

.') u ~ 
1\ =­

P C0 5 
Il 

(96) 

Sinee the charaetemtlc length of turbulence as weil as the klnetlc energy 

are zero at the wall 

1 
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1 
(97) 

These factors make It Impossible to speclfy the dissipation rdte dt the wall 

Therefore, the procedure c()mmonly used 15 to take the flrst node of the gnd 

close enough to the wall where convective terms of turbulence are negllglble 

ln thls reglon, the production of turbulent energy 15 balanccd by ItS dissipation 

and: 
l' ",l 

• 
L = - Il'h.,Tt, l' 

J' \' l, 

K = Von Karman constant 

( ~ l "f, /1. l '~ • 
Il 

and y IS the flrst node to the wall distance (Launder and Spaldll1g 1972) 

(98) 

ln order to apply the non zero tangentlal traction boundary condition 

T* = pU2 and the above condition on K, the value of the fnctlon veloci ty U ~ 

must be computed ThiS IS obtalned from the log law veloclty profile 

U'" = KUiLog(EyU*/v) (from eq 90) where U IS the most recent estima te of the 

tangentlal veloclty ThiS last equatlon IS solved for UA III order to specdy the 

boundary condition for the next Iteration 

2-6-4 Boundary condItIOns for concentratIOns 

Generally the profile of concentration 1$ not known at the boundarle$ of 

the computatlonal domaln Elther It 1$ a zero mass flux condition 

(impermeablllty) or It 1$ a flux of a glven value' It can be an Input of matenal 

or a stnk of mass For example, if the normal component of veloclty close to 

the wallis VN and If the concentration at thl$ pOint 1$ (P, the slllk of mas,> can 

be computed as: 

• _ ,J' J' }' 
'')c-ft \ \ C \ (99) 

where Q IS a coeffiCient (0 < Q < 1) and AP 1$ the cell area normdl to VrJ 

2-6-5 The pressure field 
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Pressure IS a relative variable whlch IS computed by ref~rence to a pOint 

t'Hbltrartly chosen wlthm the computatlonal domam ln the case of natural 

convection of molten metals, thls relative pressure 15 generally very small 

compared to the hydrostatlc component 

2-7 Initiai conditions 

Dunng the INIT phase, ail the vanables have to be Inltlallzed before the 

flrst tlme step and Iteration As an example, one can glve the reasonable 

values' 

• u = V = 0 (no initiai movement) 

• T = Tref (reference or average temperature) 

• p=o 
• K = 10-5 m 2/s2 (very small turbulence) 

• E = 10-5 m 2/s3 

• C = 1 (unlform concentration) 

2-8 Convergence of the algonthm 

The mathematlcal crltena for convergence are based on equdlbnum belng 

achleved for each variable in each and ail control volumes. For Instance, we 

must have for the variable 4>: 

(100) 

The absolute resldual source term IS defrned as 

Ur;SO!N =- " (a ctl - ". Cl (1) - b ) 
- J)}' "" "i> (101 ) 

('r 1 !.'> fll'l#hbour~ 

For some variables, thls computed quantlty has to be normallzed to take mto 

account the gross flow commg ln or out of the system The mathematlcal 

conditions (necessary and sufflclent) for the convergence at each tlme step IS: 
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RESORU 

RESORV 

RESORM 

RESORT 

RESORK 

RESORE 

RESORC 

-- > 0 wlth the respect to the 

cornputer accuracy when 

the number of Iterations 

tncreases 

l' J 

For each Iteration at each tlme step, It IS also useful to prlnt the values 0 f 

the cp at a monitoring location. when these values do not change 

signlflcantly, it 15 often because we are close to the solutIon but It IS not a 

sufflclent cntenon of convergence 

2-9 Type of gnd and parameters to adlust 

Some parameters have to be adJusted for each case, especlally. 

-the type and slze of gnd: the geornetry can be set up wlth a regular 

gnd but also wlth a non uniform gnd for exarnple the gnd can be fine 

close to the wall 50 as to plck up the hlgh gradlellts of the boundary 

layer and coarser tn the mlddle of the cavlty 

-the relaxatIon factors. these factors deftned for each pnmary v,':lrIable 

ensure the stabtllty of the computatIons but moddy the convergence 

speed. They are of two types: 

* the Itnear relaxation factor IS matnly used for vanables such as 

pressure_ For the variable q)P we have the Identlty 
'\. u (1) t li 
- nh ,1, 

<1' =----­
l' 

th en the relaxation factor (u) relevant to 11ls deflned by 

l 
'\ (1 (1· t- " _ (1' ·1 • _ IIfJ ,,11 

<Il t- fi 
/' CI /' 

/, 

(102 ) 

( 103) 

• 



.. the "false tlme step" relaxation factor This posslbllity corresponds 

to an addition of a source of the variable (1) ln each ce" 

Mass ln celi/.'.lTI! Q> J. 

Small values of thls factor correspond to a large slowlng of 

nlJmencal changes ln the vanable cp from one Iteration to the next 

Iteration. 

This tactlc IS adopted malnly for steady-state simulatIOns. In translent 

simulations, there IS already a source of thls kmd because of the real tlme step. 

2-10 Treatment of sloplng wall boundanes 

As the computatlonal geometry was of carteslan nature, there are two 

distinct approaches that can be used to treat Irregular physlcal geometnes 

uStng the flnlte dlfference technique 

The flrst posslbllity whlch IS certatnly the more dlfflcult to set up IS based 

on gnd generatlon systems: they are varlOUS procedures for generattng the 

curvtllnear coordlnate system whlch deflnes the gnd. The BFCS (boundary 

fltted coordlnate system) falls Into two baSIC classes. a) algebralc systems ln 

whlch the coordlnates are computed by interpolation and b) partial 

dlfferentlal equatlon systems whlch have to be solved to determme the 

coordlnates These techniques have been thoroughly revlewed by Thompson 

(25) and will not be consldered here. 

Another posslbtllty IS to keep the entlre rectangular mesh around the 

cavlty for computatlonal purposes and to use a blockage and po rosit y 

approach Ail cells of the mesh outslde the actual boundartes of the cavlty are 

blocked off such that no flux can cross any of the cell limlts Cells entlrely 

Inslde the physlcal domaln are not subJect ta any blockage but cells whlch are 

situated on the boundary Itself are subJected ta a partial blockage dependlng 

on thelr location on the boundary ln the PHOENICS code, three poroslty 

coeffiCients (two ln 2D) have to account for the fluxes whlCh can cross each of 

these boundary cells along the East-West, North-South and Hlgh-Low 

directions If applled correctly, thls technique can very effiCient ln 

repre~entln9 tncllned walls Nevertheless It presents two drawbacks. 

• 



1 a) If the reqUired grld 15 very Idr~e and parllcul(lrly for nOIl undorrn 

meshes, It takes a considerable amount of programmmg lune to specdy 

ail po rOSit y factors These factors are dependent 011 the gnd system 

employed and therefore problem speclflc 

b) The resolutlon of the boundary layer at the Inclll1ed wolls oflen 

leads to non unlform gnds unles5 a very large numbcr of cells (wlth ail 

assoclated hlgh computmg tlme) 15 attempted 

Although local wall 5hear stresses and heat fluxes on such a sunulated wall 

may not generaily agree closely wlth measurements, thl5 approoch IS qUlte 

acceptable and have been found to be very promlsmg (26) provlded one IS 

mterested mamly ln general trends of the flow patterns, the en thal py field 

and speCies concentration behavlour 

2-11 Numencal code used 

2-11-1 The TEACH-2E proqram 

Untll 1986, the computer code avallable to the author wa5 a greatly 

extended version of the "TEACH-2E" code, a modlflcd version of the TEACH-T 

code ThiS code 15 based on the control volume approach and uses primitive 

variables along wlth the SIMPLE algonthm (Seml-Impllclt method for pressure 

linked equatlons of Patankar (ref 8)) The "TEACH-2E" program was bullt 

mamly for forced convection fluld flow problems ln a rectangular or 

cy'lmdncal cavlty wlth ar enlargement Of modular type, thls program works 

baslcally wlth the pnmary variables whlch have to be solved sequentlally The 

variables avallable ln "TEACH-2E" were onglnally 

U: veloclty ln the x-direction 

V' veloclty ln the y-direction 

P: pressure field 

K turbulent kmetlc energy 

E' turbulent energy diSSipation rate 
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The last two variables come from the well-known KE model Thus, tfvs 

code was ongmally two dlmenslonal and default options were set up for 

steady-state forced convection problems 

ln order to study natural convection and to go further than some models 

whlch use a vanatlon of denslty wlthm a forced convection code, a new 

subprogram was Incorporated ln the TEACH-T code whlch takes mto account 

the enthalpy variable ln this case, contrary to problems where forced 

convection IS predominant, the momentum equatlon and enthalpy equatlon 

are mterlmked. This means baslcally that H (or T) is a full prlmary vanable ln 

Itself and will have to be solved at each Iteration after U, V and P. 

2-11-2 The PHOENICS code 

The other code used dunng thls work was a commercial CFD code called 

PHOENICS released by CHAM LTD, England. PHOENICS stands for ParabollC 

Hyperbollc or E!llptlC Numencallntegratlon Code System This code was made 

avallable through ALCAN INT LTD on their Kmgston computer facllitles_ 

Slmtlar to the "TEACH-2E" code, PHOENICS 15 based on the control volume 

based pnmltlve variables approach PHOENICS provldes the option to solve 

systems of partial dlfferentlal equatlons wlth up to flfty variables. A large 

number of "butlt-m" teatures are avatlable wlth thls code at numerous levels. 

The baSIC algonthm to Integrate the equatlons over the control volumes was 

modlfled trom "SIMPLE" to"SIMPLEST" for better efflclency: m thls latter 

approach, "the coeffiCients for momenta contaln only diffUSion contributions, 

the convective terms bemg added to the Imeanzed source terms of the 

equatlons ThiS Implles that, ln the absence of diffUSion the momentum 

equatlons are solved by a pomt by pomt Jacobi equatlon and not by the Ime 

by IIr"le procedure" (26) The effect of thls modification IS to prevent a 

worsenmg of convergence as the gnd becomes fmer 

Among the numerous features of thls CFD code It 15 worth mentlonmg four 

of It5 elegant features These are the abillty of the code to handle 

-two or three dlnlenslonal translent turbulent fluld flow problems m 

a rbltrary geometrles, 



-two phase flow problems, 

-sel up of carleslan or curvillnear LOordlnales lù trl'L1l non ~tL)ndLlrd 

gecmetnes wlth the boundary fltted coordlnates ilpproùch, 

-turbulence modelling wlth the mlxlng-Iength and KE models 

Practlcally, the PHOENICS code embodles three main subroutll1C'S 

• The SATELLITE data items whlch are the pre-proces':>ln<j part of Hw 

code SpeCification of the geometry, the space and tlme meshes, initiai 

and boundary conditions, propertles of the fluld and solvlng 

parameters (Iterations to perform, relaxation ) are requlred there 

from the user (QI DAT flle wntten ln PIL language) 

• The EARTH program IS the solver of the code Startll1g from the 

EARDAT.DAT file produced by the SATELLITE, thl5 part usually rcqulrcs 

most of the computmg tlme of the problem It .:lctually runs the 

number of Iterations needed to reach convergence wlth a pre specdled 

convergence ThiS solver then produce5 thrcc output flics 

RESULT.DAT whlch traces each step of the solvmg routine, PHIDA DAT 

whlch contalns data for graphlc purposes and PHOENICS LOG to 

monltorthe resldual sources of the pnmary variables compuled 

• The graphie packages PHOTON and GRAFFICS enable the user to plot 

the results m terms of profiles, contours or vectors for eacll variable 

3 

validation 

Numencal testmq SimulatiOns né)tural convection results and 
;...:..:::..:...:..:..;::.:-c..=..:::..:.~:..::-:..:.~_C-..::...:.:..:...:..:::..:...:::.=-=-'-'..::._~~~ _________________ _ 

3-1 Simulations wlth the TEACH-T code 

3-1-1 Academie example case of a Gas (a}!) 

a) deSCriptIOn of the problem 

ln order ta test the capabilltles of a verSion of the TEACH T program, 

extended for natural convection, the classlcal case of a rcctungular cavlty 

filled wlth air at thè room temperature (Fig 27) was solved 
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Fip,ure 27: Classical case of naturel convection in a closed 
cavity. 
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Figure 28: Typical natural convection tlow pattern 
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The followmg parametrlc values were used dunng the slrllUldtlon 

• gravit y field: 9 = 9 805 ms-2 

e coefficient of thermal expansion: 1\ = ln-ref =. 3 33 x 10 3 K \ 

• thermal dlffuSlvlty. Q = k/pCp = 2 216 x 10 s rn2 ~ 1 

e molecular Viscoslty: Il = 1.846 x 10-5 Pa S 

edensity' p = 1 77 kg m-3 

e geometric dimensions, L = 0 0625m H = 0 05111 

. ' 

For the case of natural convection the dlmenslonless nLJmber~ of Interest 

are: 

Prandtl number 

Grashol number 

Rayleigh number 

V 
l', -=- - = U 708 

(1 

I-!IL~TlI'\ 
Ua =---

Il Vil 

(1011 ) 

(105) 

(lOG) 

A temperature gradient of ~T= 12 750K was flTst consldcred, '.>0 th<..lt 

GrH = 2.12 x 105 ard RaH = 1 5 X 105. Several ranges of Rayleigh nurnbcrs wC'rL' 

next simulated: Rall000, Ra/100, Ra/1 0, 1 DRa, 1 DORa where Ra = 1 5 * 1 O~, 

thls was done by changmg the boundary condltton ~T whlch 1'.> proportion.)' 

to RaH 

b) computatIOns and profiles; NU5seit numb(!r, wrrC'lallons 

For Ra = 1 5 X 105, the converged solution wlth the TE/\(I-I T code 15 very 

simllar to those glven m the Iiterature (3) For each prtmary variable, the 

output IS a matrrx (NI*NJ) 

• From U & V the veloclty vectors were plotted ln order tü have an Idea 

of the movement wlthln the cavlty 
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• U')tng the T rnatrlx, Isotherrn') were plotted 

For Ra = 1 5 x 105, the results are prec;ented ln FIgures 28 and 29 As ln the 

Ilterature, the flow field shows one main reclrculatlng loop ln the antl­

clockwlse way, (the cold face IS at the left of the cavity, the hot face at the 

ngllt), some secondary vortexes also beglnto appear 

Computation of Nusselt number 

f)y deftnltlon, the Nusselt number IS equal to the ratio of the heat transfer 

by convection to transfer by conduction across a flUld layer of thlCkness l. 

Il SI' hl 
Nu == --=:-

SI' Il 
(107) 

},-
1 

For example, the flux through the wall Cdn be expressed by· 

(
cl'/' 

(/ = li (T - '1' ):::: - li -) 
W \ W ~ dY 

wh~(e hy IS the local heat transfer coeffICient (Fig 30) 

ttansfer coeffiCient over tne helght HIs· 

l r JI 
Il - - Il cl\' 

II J U \ 

Il 
\ 

We hJVC 

h r Il 1 1 aT 
Il - - - , ( -. )\ "-0 cl\' 

If 'li ( 'f' - 'f') cJ.\ 
(L' 

(108) 

The mean heat 

(109) 

(110) 

(111 ) 
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(Wé (OIl~Ic.Jc:r d c.omtélnt coefficient K) 

Rcplaclng (111) ln (107), the formula stands 

Nil 
l, r 11 1 ( li 'f' 
- J -) cl" - 1/ 1) ( 'f' - 'l') uX \ -, Il 

LU J 

( 112) 

From the output matnx T(I,J), the dlfferent profiles T(I,J) as functlons of x 

((orrespondmg to dlfferent values of Y [OR J1) were Interpolated by spline 

functlons of 3rd order SlmJlar rnterpolatlon was done for the component Vy 

versus x The results of these rnterpolatlons are presented ln Figures 31 and 

32 

For a Rayleigh number Ra = 1 5 X 10 5, the maximum vertical veloclty 

component was found to be located at 5% of the length of the cavlty This 

observation and the veloclty profiles are ln good agreement wlth prevlous 

studles camed out by De Vahl DavIs (27) 

Once T(I,l) IS approxlmated analytlcally, one can compute (..lT/..lx) for X = 

a for each value of y and flnally rntegrate (88) usmg Simpson's rule 

For the conditions glven ln 3-1-1, whlch correspond to a Rayleigh number 

RaH = 1 5;( 105, the average Nusselt number over the cavlty was found to be 

8 671 [3cJan showed Ir) reference (3) that the Nusselt number can be 

analytlcally expressed ln the case of natural convection ln a ca Vit y by the 

formula. 

/, l' 
\lJ -03Ii.l

ll 
Hull·1 ( 113) 
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1 This formula was however compared wlth good agreement to expenments 

from Sekl et al, Eckcrt e. Ca"lson, MacGregor & Emery, Jakob & Yin et al ln the 

case of RaH = 1 5 x 10~ and 

we fmd Nu. 895 

/, 

Il 

() (Hi2fi 

() () fi ( 114) 

The value glven by the TEACH-T 15 8.671 whlch 15 also a very good 

agreement 

A vanety of examples of natural convection wlthln thls cavlty were 

slmulated by changmg the value of the Rayleigh number. the quantlty ~T 

was chosen to vary from ..\Tre f/l00 to ~Tref*100 Thus, the Rayleigh number 

wlllch IS proportlonal to ..\T, changes ln the same proportion The observed 

rcsults are shown at Table (8) 

Wc notlced that the thermal boundary layer was thlnner and thrnner as 

the Rayleigh number Increased (Flgs 33 and 34) At the same tlme, and as 

observed elsewhere ln the Iiterature, the flow field began to show partial 

Instabilltles wlth the tormatlon of secondary vortexes 

Note the last test dld not lead to a converged solution after 1000 

Iterations, thls IS due rn the author's vlew to the hlgh level of 

turbulence wlthln the cavlty For ail the other cases, good results 

were found after a reasonable number of Iterations 

It IS II1terestmg to obtalll a correlation between the Rayleigh and Nusselt 

numbers Log (Nu) versus Log (Ra) was therefore plotted ln Figure (35). ThiS 

graph IS Ilnear wlth a coefficient of correlation of 99.9%), the Irnear regresslon 

can be expressed by: 
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Il 

Test No ~T/K 
Ra Iterations Nusselt Flux 

W/m2 

06042 o 12751 1 5 x 103 386 2778 1 49 x 10- 1 

06041 1 2751 1 5 x 104 387 3848 2 065 

06046 12 751 1 5 x 105 413 8 671 46 5 

06043 127 51 1 5 x 106 510 19 25 1 03 x 103 

06044 1275 1 15x107 1000 29 53 
notconv 

Table 8 summary of computations achleved 

( 115) 

This formulation (equatlon 115) IS relatlvely close to that found 

theoretlcally and glven by Belan (28). 

c) convergence of the TEACH- T code 

As seen ln section 2.8, the resldual sources of the pnmary variables were 

computed at each IteratIOn and kept ln memory for every 20 Iterations A 

stop test was set up when Max (RESORU, RESORV, RESORM) was less than 

5 x 10-6 The rcsldual sources were then plotted versus the number of 

IteratIons As we can see on the graphs ln seml-Iog coordlnates, the RESORcp 

are exponentlally decreaslng functlons (FIgures 36 to 38) Concernmg 

RESORT, ItS final value IS sllghtly blgger than the other RESOR4l, (9 x 10-5 

versus 1 x 10-6 for RESORU) Th IS can be explamed by the fact that R ESORT 

would have to be normallzed by the heat flux crosslng the cavlty As thls heat 

flux was computed only after one had obtalned the output fields and at the 

same tllne as the Nusselt number It was not possible to normal Ize It from the 

beglnnlng (Actually the heat flux computed was around 50 watts/m2). 
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Fi~ure 37: Convergence of primary variable V 

Flrurc 38: Converr,ence of primary variable T 



ln conclusion, one C.Jn say that the code convcrgl'd for .JII lL' .. ts L'XlL'pt lur 

the last one (06044) whlch appears to have a 111gb level of turbLJIl'nct~ 

d) gnd used 

Several meshes were used for the same Rayleigh nurnbL'r (1 5 x 10~1), Il 

turned out that for thls type of lamillar problem ln a clo~ed Cêlvlty, ël grlJ of 

33 x 33 was sufflClent to glve reallstlc results A fll1er gnd dld not Improve 

these numencal solutIOns of lamll1ar flow problems êlnd futhermorc Ir1volveu 

much more CPU tlme For example, computations were ad1H~ved 011 d PC XT 

turbo (SM Hz clock) usmg the professlonal FORTRAN compiler (FOR rRAI\J 77), 

the CPU tlme requlred was plotted versus the number of cells II) the X or Y 

directions; See Figure 39 

50 one can say that 

CPU .:...1 020 ('0 105t;+NI (luI/il ,\'/ .\' J) 
"1-(: ( 11 G) 

3 - 1 -2 Tes t 5 and a da p ta tJ 0 n 0 ( t 12 f?_ ! E A_ ç I-LI .1 q n cl t u rd/ 

convectIOn of molten meta/ln a cavlty 

a) descnptlOn of the prob/em 

At the request of the ALCAN researeh center ln November 1986, the 

fo"owlng problem was set up. A reetangular cavlty filled wlth molten 

alummum, heated from the top and whose dimenSIons élre not too ftH from d 

those of a sllee of a real reverbatory furnaee (Fig 40) As a flrst approxlrncJtlon 

one ean say that the temperature at the top has to be malf1têlllwd sorne 6T 

over the temperature at bottom and on the sidewalis The followlng 

propertles were consldered: 

- denslty of molten metal p = 2357 kg/m 3 

- molecular VISCOSlty jJ=l 252 x 10~P()S 

- thermal dlffuslvlty Cl = 4 36 x 10 :, m2/s 
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Figure 39: Computing time as a function of ~id size 
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- coeffiCient of thermal expansion t ~ := 1 6 5 x 1 0 ·1 K 1 

- reference temperature Trcf = 973K 

- temperature gradient 

From these values one can compute the Rayleigh number (ba~ed on the 

longest dimension) 

( 117) 

This baslcally indlcates that the flow field takes place ln a hlghly turbulen t 

regime; therefore one has to activate the turbulence subprograms CALCK and 

CALCED. 

b) computations and profiles 

Two dlfferent grrds were used for thls problem. 

- a regular grrd wlth constant L\X and L\ Y (NI = NJ := 35) 

- a non uniform grrd (NI = NJ = 35), set up as It follows 

ln order to take Into account the small thlckness of the boundary layers 

close to the walls, It was declded that a coarse grrd be used tn the mlddle of 

the cavlty and a fme grrd near the slde walls The ~x values were actually set 

up ln a geometrrc progression startmg form each slde towards the mlddlp 0 f 

the cavlty as shown ln Fig. 41. 

The length L and the number of grrd pOints NI belng glven, one has only tü 

choose a value for the geometric parameter q to deflne a grld ln the x 

direction. In thls problem qx = 1.2 was chosen and the samc procedure Wcl" 

adopted for the y-direction (qy = 1 2). 
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1 The relaxation factors used for the prrmary varlJbles wcre the followll1U 

- veloCity U&V;:: 0.5 

- pressure: 1.0 

- temperature: 1.0 

- krnetlCenergy and rate ofdlsslpatlon. 0.7 

The velocity profiles obtarned for thls problem are glven at Fig 42 for bath 

unlform and non uniform meshes. 

c) convergence of code 

ln the same way as ln Chapter 3.1 1, the resldual sources of prrrnary 

variables were computed at each Iteration to check convergence of the code 

For numencal values, see Table 9 for simulation wlth a uni forrn fnesh <.lnd 

Table 10 for simulation wlth non-unlform mesh. These reslducll sources <.Ire 

plotted respectlvely rn Figures 43 and 44. 

For the flrst case (unlform gnd), reslduals decrease from the range [1 Q'J, 

1016] ta [10-2, 102]; If RESORK and RESORED are monotonlcally deul:<.l'>1Il9 

wlth respect to the number of Iterations, It IS not the same for the other 

vanables; moreover the sources RESORM, RESORU, RESORV seern to Incredsc 

agarn after 2500 Iterations. 

As for the second case (non unlform grld), the resldual sources dl:CréélS(' 

much faster (Fig. 40) but after around 1500 to 2000 Iterations they rcaeh some 

ktnd of plateau, the range of whlch IS sltuated belween 10-2 and 10~, cJftC.'r 

3000 Iterations It becomes very expenslve and almost Impossible to gl't down 

from these "plateau", the preCISion of 5 x 10-6 that we rcqUlrcd ln the 

program to stop the Iterative process can then never be reached, one ~hould 

note that thls value of 5 x 10-6 IS not utopie beeause thls was adllcved durll1U 

computations achleved for the lamrnar problem 

Nevertheless, It would appear from Fig 42, that the veloclty profile,> arc 

reallstlc and contarn two reclrculatrng vortexes The maximum velocltlcs 

recorded after 3000 Iterations were 
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RESIDllAL SOUR<.ES OF PRIMMIY VAIIIABll ~ 
UNlf-OHM MlSH (35' 3~l 

RESORU RESORV RESORM RFSORT 

S39xl01Z 1 20xl01 433xl08 113xl09 

5.37xl010 173xl0
'
0 243xl05 964xl06 

1 65xl0 1O 816xl09 1 62xl05 2 52x 106 

1 99x 109 1 64x 109 1 091i( 104 B 04x lOS 

203xl0B 1 dlxl08 20hl03 726xl04 

1 34xl07 1 52)(107 693xl02 1 98x 10 4 

569xl04 6.89xl0" 2 83xl01 922xl02 

2 36x 102 305xl02 1 203xl00 888xl0 1 

4 l1xl0 1 3 13x 10·1 403xl0·1 545xl0
' 

101xl01 928xl0 ' 980xl02 3.84x 102 

Table 9 

RFSORK 

321xl0 13 

106.10 11 

496)(10'1 

1 2Gxl0 11 

905)(10
'
0 

37hl0? 

450xl06 

528xl03 

5 80x 100 

706)(10 1 

RESIDUAL !.OURCES OF PRIMARY VARI.\BLf5 

NON VNIFORM MESH (35'35) 

RESORU RESORV RESORM RESORT RESORK 

103xl011 143xl011 7 13xl07 li 61xl0 7 1 19)(10
'
2 

245xl09 551xl01 1 87xl06 104xl0 7 793xl0') 

244xl08 535xl07 695xl05 127.105 33hl0'l 

547xl05 153xl05 446xl03 897.10] 1 81xl0f> 

303xl04 482xl03 2 25x 102 78hl02 463x104 

1 85xl03 243xl02 725xl00 524xl0 2 664xl02 

134xl01 373xl00 3 70xl00 447xl01 224~101 

637xl0
' 

255xl02 1 96xl0l 15lxl0] 1 42xl0 2 

4 75xl0
' 

1 97)( 102 1 64xl03 144xl03 1 24x1O 2 

SOOxl0
' 

1 98xl01 15lxl0l 166.103 148.101 

85 

Rr,OIl! 

72&kI0 1t. 

5 45~ 101h 

) B7~'0Ib 

1 O'lk 101~ 

2 511~ 10'1 

334x10 11 

400.10
' 

5 2~h 10 1 

102xl00 

5 O~.'O] 

RFSORE 
: 

431x10 'S 
1 

l '>9x 10'l 

199xl0'l 

51hl0' 

4 l&x 10" 

219.10J 

fi 'J'lx 10 1 

l B'lx 10 1 ! 
6 Oa.l0 1 

496.10 ' 

.. Table 10 
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TurmULEi\jf rJATUF~AL CONVECTION IN fI Ct.VIT\{ 
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1 Il V IImax = 32.2 mm/s wlth the uniform gnd 

Il V IImax = 56.3 mm/s with the non uniform grid 

The average veloclty was equal ta Il V l'AV = 7.57 mm/s wlth the ur\lform gnd 

\1 V IIAV = 11.5 mm/s with the non uniform grid 

SI 

Although the arder of magnitude is the same for bath gnd cases, the 

difference between the values of Il V Il can be explalned: in the case of the 

non uniform mesh, the velocity was computed closer ta the wall than m the 

case of r.I uniform mesh which, in the case of a boundary layer flow, leads to a 

higher value of Il V II. 

Even if the field values (U , V, P, T, K, E) at the monltonng location do not 

move too much after 2500-3000 iteratlons, it is difflcult to stnctly conclude 

convergence of the code for this problem on a theoretlcal pOint of view; If 

strict convergence is obtalned, the limit of ail the residual sources should be 

zero, with respect ta the precision of the computer. This requlrement IS 

particularly not fullfilled with RESORM, which reflects mass Imbalances. 

3-1-3 Computers used dunnq the simulatIOn 

ln the Department of Mining and Metallurgical Engmeenng the author 

have access to the McGlI1 mainframe and particularly to an AMDAHL 580. 

Unfortunately, user operatmg costs were very high, even for research 

purposes and wh en using the lowest prionty. As an example, the program 

DT6 used for computations explained ln Chapter 3 reqUired 62.5 minutes of 

total elapsed time and cost around $140 for 3000 Iterations 

As a result, other possibilities for running the programs were explored: 

• IBM PC XT with the PROFESSIONAL FORTRAN COMPILER 

• IBM PC XT turbo (8 MHZ clock instead of 4.77) 

• IBM PC XT with a special board (DEFINICON SYSTEMS) mcJlIdmg a 

68020 processor for FORTRAN-77 applicatIons; thls enables us to work 

in 16 MHZ and 32 bits words. 
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• CRAY Il of UnIversIty of Toronto was also used for the purpose of a 
bench mark free of charger 

To grve a good idea of the results of the bench mark, the reader is referred 

to the folowrng Table .. 

AMDAHL 580 CRAY Il IBM PC-XT IBM PC-XT 

MeGILL UNIV.OF + 68020 

TORONTO STANDARD TURBO 

DT52 CPU 12 min O.6min 1450 mm 865 min 159min 

(Denis 
Frayee) 

HOON2 CPU 18min 2.27 min 
(5 Joo) 125 

Table 11: computing time of simulations on various installations 

NOTE: ln the case of using CRAY Il, the (PU could be reduced by a further 

30%, if ail the sub-programs were to be vectorized. 

• OT5 was the natural convection program used in Chapter 3 :grid 

35*35,2000 iterations) 

• HOON 2 was a 3D forced convection program simulating reClrculatrng 

flows in metallurgical reactor vessels (tundishes). 

From Figure 41, one can define sorne ratios: 

CRAY = 20 AMOAHL = 72 
PC TURBO 

AMDAHL = 13 
AMDAHL (PC + 68020) 

NOTE: on AMDAHL 580: 1 trme unit (CPU) = 107 instructions 

3-1-4 Comparison of results qiven by TEACH- T and other work 

on the boundary layer pOint of vlew 



1 ln arder ta test the boundary layer predictions for the morncntUll'I ûnd 

thermal boundary layers av and 0'1' one can compare TEACH-T prcdlctcd , 
values with those applymg ta isothermally heated vertical plates tn û seml-

infmite medium. BeJan (28) gives the followmg correlations for boundary 

layer thicknesses: 

( 118) 

~. - II * P - 0.25... 1) - () 25 ()'l'- r \(1 11 ( 119) 

where OV and OT are respectively the momentum and thermal boundary layers 

for natural convection. Such formulae show that the ratio OVn)'I' is 

independent of the Rayleigh number and IS only a functlon of the flUld 

properties (Prandtl number). For the present situation, the Prandtl number 

for liquid alummlum IS about 0.01 50 that: 

( 120) 

This expec:tation is barn out by the computations shawn m Fig. t 5, where 

the thermal boundary layer is seen ta be about 50 mm thlCk compar \d ta the 

momentum boundary layer thickness of 5 mm. 

3-1-5 Influence of the buoyancy ferm ln the K equatlOn for the 

turbulent sItuatIons 

For the prevlous rectangular cavlty filled wlth molten metal, two 

simulations were run under the same boundary and initIai conditions 

- Test 1: a buoyancy term ln the kmetlC energy of turbulence, K, cquatlon 

(eq 61); while for Test 2: the buoyancy term was omltted trom the K equatlon 
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Boundary layer thicknesses at wall (note the expanded 
scale in the x (horizontal) co-ordinate system) 

Figure 45 

90 



, , , 

91 
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the computations (U and V conronents) 
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STREAM FUNCTION - WrTH BUOYANCY TERM IN THE K EQUATION 
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Firure 47: Influence of a buoyancy tûrm in the K equation on 
:he comput::ltions (Stcam function and turbulent enerp,y) 
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Figures 46 and 47 clearly show that the source term m the K equatlon leads 

to much hlgher gradients ln the kmetlc energy of turbulence clo~e to the wall':> 

(slde, top and bottom walls). Nevertheless, and 111 Spltc of the coupltng of the 

variables of momentum, energy, K and E, the veloclty flclds and computed 

stream functlons are very simllar for both cases Thus, for the partlcular 

natural convection problem at hand, omission the buoyancy ':>ource term ln 

the K equation did not lead to any slgnlflcant error ln the flow patterns 

predlcted by the model (Iess than , % of difference for the average veloci ty) 

This sensltlvlty study ta the present situation was undertake'1 bccause of 

existtng controversy encountered in the Iiterature (10,12,17) on the 

importance of thls addltlonal source term ln the K and E equatlons 

3-2 Simulations wlth the PHOENICS code 

Numerical Simulations were carried out wlth the PHOENICS code ta model 

two dlmensional, transient, turbulent natural convection ln two reverbalory 

furnaces filled with molten alummum. The first one was a full scale Industnal 

holding furnace (50 ton capacity) while the second one was a reverbatory 

laboratory furnace havmg an alumlnum meltlng capaCity of 625 ton The 

laboratory furnace at the ALCAN Research Centre was avaJiable for the 

expenmental venflcatlon of the computed results. 

3-2-1 DeSCription of the process and obJectives 

The process simulated IS depicted schematlcally ln Fig 48 A trapezoldal 

cavity of "tnflnite" length along the vertical Z aXIs 1$ heated from the top by cl 

fiat flame gas burner provldmg a unlform flux. As the slde and bottom walls 

are not perfectly insulated, heat losses from these walls due to conduction 

and radiation are taken into account. Followtng the recommendatlon of the 

group at UQAC. heat losses can be preClsely modelled by an overall heat 

transfer coefficient and a temperature of reference (303K) OWlng ta the 

presence of oxide films such as (AI203) on the top of the melt. the top 

boundary was consldered as a ngid wall rather than a free surface A no slip 

condition was thus applled ta ail boundartes The molten metalln the furnace 

• 



1 EXPERIMENTAL 6.25 TON HOLDING FURNACE 

• 

~ flame burner 

Concentration measurements (LlMCA) 
(Through side wall of furnace) 

Temperatures measurements 

Figure 48 
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IS assumed to be at a flxed undorm temperature Il1ltlùlly Hcat trJn~fer 

through the walls then causes dens.lty changes wlthm the molten metdl Ir) tllL' 

cavity and leads to buoyancy dnven reclrculatlon A~ mention cd ln CI),)pter 1, 

movement ln the fluld IS not negllglble III terms of InclUSIOns settllllg/mll1<j 

velocltles and has a direct beanng of the metal quallty The lalter c,m bc 

quantified by concentrations of Inclusions. 

Because of their very small Slzes, quantlty, and volume fraction wlthln the 

melt, the inclUSions were not consldered as a second phase but wcre as~urned 

to follow the general flow patterns whlch they do not modlfy The inclUSions 

are thus subjected to both the local flow velocltles and the Stoke~ law 

Computlng the concentration C1 of partlcles of a glven dlarncter and of a 

given density (Stokes veloclty Vs) needs to take the vector (U,V + Vs) ralhl'r 

than (U,V) when solvlng thls C1 convection/diffUSion equatlon This approach 

was successfully followed by Tacke and LudWig ln the case of steel tundl~he~ 

and ladies (ref 29). The settllng veloclty Vs is the only parameter If) the rnodel 

which characterizes the particle. For partlcles heavler than aluml ni um IV')I = -

Vs( majority of cases). For the Iight particles such as MgCI2, IVsl = Vs For the 

heavier particles, a no-flux wall boundary condition was assumed for the top 

surface. As for the side and bottom walls, absorption condition was eXlJres~ed 

by: 

"'- ~\' *(' ni -CI .'i ~ /, ( 121) 

where mil' is the partlcle flux denslty ln the downward direction at the wall 

(number of partlcles leavlng the surface per unit area and unit tlme), Cp IS the 

partlcle concentration close to the wall (taken at the closest grld POint) and Cl 

a coefficient (0 <0 < 1) reflectmg absorption of partlcles to the wall. Ideal 

absorption conditions can be consldered ln the absence of rellable data (0 = 1) 

On the other hand, for the buoyant partlcles, zero (mass) flux boundary 

conditions were assumed for the slde and bottom walls, and an equlvalent 

relation to the equatlon 121 was proposed for the top surface of the melt 

comprismg solld dross. 

------------------------------- ---------
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The objectIve of thls work was to demonstrate how a general CFD package 

such as PHOENICS can be used to provlde a solution of two d,mens,':)nal 

translent turbulent buoyancy dnven flow ln cavltles The motivation for th IS 

work was to obtaln flow patterns along wlth enthalpy and the particle 

concentration fields, and thereby declde on the optimum design of such 

vessels, and the best place from whlch liquld metal should be wlthdrawn 

dunng OC casting operations. 

It is now appropnate to descnbe modifications to the PHOENICS code 

needed ln order to rraathematically simulate the problem Just mentloned. 

J-2-2 Satellite data items-the Input QI DAr file [grou0 1 ta 241 

Thus, the QI DAT mput flle is dlvlded mto 24 groups in order to provlde ail 

mformatlol needed by the EARTH program. The detaJl of every group IS 

provided ai. appendlx B. 

3-2-3 Runs achieved-tYPlCal output 

Successive runs were achieved m the translent mode and are descnbed at 

tabl(~s (12, 13). There the number of tlme steps and Iterations per step can be 

found as weil as the ranges of the field of the variables U 1, V1, Hl, Pl, K, E, Cl 

and C~ (concentrations of Inclusions of denslties 3500 kg/m3 and 1800 kg/m 3) 

and the computing time on a VAXfi85 computer. 

3-2-4 Graphlcal output-field of variables 

The behavlour of the flUld flow m a cavity can be dlsplayed by plottlng the 

veloclty field V, the contours of enthalpy Hl, the turbulent klnematlc vlscosity, 

the relative pressure fields P1 and concentrations at several stages of the 

simulation. These plots are glven ln Figures (50-69) for the two cases of 

furnaces consldered m thls thesis. 

3-2-5 Translf?nt output-profile of variables 

At selected pOints the temporal plots of the mam variables can project a 

representatlve plCture of the behavlour of the process To this end, ln the case 

of the expenmental 6 25 ton furnace, the monltonng pOints chosen were: 
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RUN STEP DT TABS SWEEPS CPU Ul VI Hl ENUI 

IS) (5) (hour) (cm/S) (cm/S) 1..J1)IJI~S/Kg ) tm 2 /s, 

,il, 1 t::: ") 10 250 lH57 [-042,025] [-067,071] [,~ SI5'''-105 , 9 538xl05] [0, 0746· 105 ] v 4 

--
iQ 50 2 110 100 7H29 [ -1.76, 1 41] [-141,070] [9447., 1 05• SI S46x 105] [0,0 647x 10--lj 

A3 100 2 310 50 7H44 [-115.101] [-116.029] [9 -HO'( 1 05 • 9 552X 1 05 ] r () 0 88 ~ i 1 0-..2 J ...... , _. J 

A4 150 2 610 40 9HI0 [ -092,0,85] [-086.0 15] [9 40e'( 1 05, 9 554X 1 05] [0.0887\10-4 ] 

/>,5 150 2 ~10 4( 9Hl0 [-082.0.801 [ - 0 84. O. 1 0] [Si 382'Q 05 ,9 SS3X 1 05] [o. 0 68X 1 0-4 ] 

A6 150 " 1210 40 9Hll [-075,0.77] [-084,008] [3 359X 1 05 • 955>' 1 05] [O. 056XI0--l1 L. 

A7 550 2 2310 10 9HI9 [-063,0.78] [-079.0111 [<3 306X 1 05• 9 535X 1 05] [0, 052Xl0-4 ] 

A8 5S0 2 3410 10 9H19 [ -058,0 76] [-078,011] [9 254A105 , 9516X105] [ 0, 0 5 1 9X 1 0-4
] 

Table 12 : Typical sequence of simulations for the full scale reverbatory furnace 
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~UN 

El 

E:? 

E3 

E4 

ES 

E6 

C7 
1..1 

E8 

STEP DT TADS SWEEP!: CPU U1 VI Hl ENUl 

Cs) (s) (hour) (cm/s,! (cm/s) iJoules/K g) Cm 2 /sJ 

'5 2 10 250 2Hl3 [-066,018] [-040,019] [9 82 1 1.105, 1 0 1 2X 1 06 ] [O,o.776Xl0-5J 

50 2 1 10 100 8Hl2 [-1 26; 0.65] [-1 69, 064] [ ,.~ P.O <:::1 f 5 1 t~ 1 ? .. 1 06] .' _ _ .), IJ_" [0, 0 1 29X 1 0-3] 

100 2 310 50 8H20 [ - 1 40, 0.74] (-1 30,0 17] [9 7 82'~ 1 05, 1 0 1 2X 1 06 ] (0,0 574Xl 0-4 ] . 
1 

150 2 610 40 9H50 [-1.52.0901 [-166.018) [9 75BX 105, 1 01 2X 1 06] [0, 0 74X 1 0-4 ] i 

150 '") 910 40 9H36 [-1.57,083] [-1 85,022] [9 74;: 1 05 . 1 0 12X 1 06] (0, 0 828YlCr~] -
150 ~. 1210 40 9H24 (-1 60,0.86] [-1 95,024] [9 727Xtr:)5. 1012Xl06 ] (Cl,0907Xl0-4 ] .:.. 

S50 -. :310 10 9H14 [-164,087] [-210.026] [9 71 Of. 105. 1 0 12X 106] [ 0, 0 1 03X 1 0-3] L-

55(1 ") 4310 10 9H25 [-1 66,0 86] [-2 17.0 29J [9 725;.: 105 , 1 al 2X 1 06 ] (0, (; 10'jXlü-3] -
~- - --- '----- ---_. ----

Table 13: Typical sequence of simulations for the 6.25 ton laboratory furnace 
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Figures 50-54: Fields of primary variables in 6.25 ton 
furnace (t=310 s). 
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1 A = (25,25,17,17,1,1) 

B = (16,16,33,33,1,1) 

AB = (25,25,3,3,1,1) 

AI = (19,19,26,26,1,1) 

BI = (19,19,19,19,1,1) 

ABI = (19,19,12,12,1,1) 

These pOints are a good reference for comparlng computations to 

experimental measurements (especially concentrations) These profiles are 

presented at Figures (70-72). 

An inspection of the above Figures reveals that the turbulent natur.J1 

convection within the furnaces starts with a relatlvely strong movement, wilh 

maximum velocities ln the order of 2 cm/s. The veloclty vectors ~eem to be 

mostly directed down the mclined side walls. In both furnaces, lwo opposite 

patterns of recirculatlon are observed at the onset of the Simulation The 

components of the veloclty are then damped down wlth tlme and the 

temporal profiles clearly show that velocity field changes very IIttle a fter 30 

minutes of simulation ln real time. Contrary to the dampenmg of veloCity 

fields, the enthalpy Hl is seen to take a much longer tlme to stabdlze This 

may be attributed to the conductive effects of alumlnum ln relatlvely shallow 

cavities. It is therefore natural to expect that the tlme necessary for complete 

thermal stratification will be unduly long for thls type of problem. Once 

thermal stratification 15 achleved in the furnace, the veloclty field was no 

longer influenced by the thermal gradients. Under these clrcumstances, the 

liquid aluminum remains motionless ln the core of the cavlty A Iittie 

recirculation can still be observed very close to the Inclmed side walls ln the 

case of the experimental furnace, the persistent reclrculatlon vortex located al 

the top left ofthe furnace IS only due to a non unlform heat flux from the top 

As mentioned before, extra heat losses were Inevitable near the slIdlng door 

through which the thermocouples were Installed dunng expenments. ThiS 

creates an horizontal gradient of temperature at the top surface of the 

molten aluminum, whlch in turn causes thls supplementary movement 

(Fig. 55). 
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The computed kmematlc (turbulent) VISCOSlty ranged between 0 c1nd 10-l 

m 2/s; the highest value was encountered in the bulk of the cavlty. 1 he 

maximum kinematic turbulent viscosity was 200 tlmes the value of ItS lammar 

counterpart (5 x 10-7 m2/s). 

3-2-6 Convergence and computer tlme 

For each time step of the transient simulation, the convergence of the full 

set of variables is necessary before proceeding to the next step. From the 

initial conditions, the numbers of iterations or "SWEEPS" needed to attam 

convergence depends on many factors. The strategy adopted was to flx very 

small values of the residual references (RESREF: 10-6) and to monitor the 

residual sources versus SWEEPS. In general a decrease of about 3-5 order 0 f 

magnitude was needed to reach convergence. This corresponds to a plateau 

of the residual sources versus sweeps. 

As an example, the exponents n of the order of magnitude of the resldual 

sources (proportional to 10n) are given m table (14) along wlth the nurnber of 

sweeps. Mass continuity errors, or more precisely volumetrie flow Imbalanccs, 

are of the order of 10-2 x 10-6 (cf RESREF(P1)) and therefore are not 

significant. 

SWEEPS PI U1 VI K E HI CI 

1 3 4 5 4 3 10 6 

10 2 3 3 3 3 7 2 

25 a 1 1 3 2 7 1 

50 a 0 1 2 1 7 1 

100 -2 -1 0 1 0 7 1 

200 -2 -, 0 -2 -3 7 1 

250 -2 -1 0 -2 -3 7 1 

Table 14: convergence monitoring at Tabs = 10s. 

For thls type of reclrculatmg flow, the resldual sources for momentum were 

below 10-6 and, for turbulence variables, residual sources were below 10-8 
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For enthalpy, they were below 101 (Watts), which has to be normalised by the 

input heat flux: 

Qinp = 10/1500/3.76 = 2 x 10-3 (dimensionless) 

For concentration this residual source stays below 10-5. 

It should be noted that a progressively smaller number of SWEEPS were 

needed as computations marched forward in time since results from the 

previous time step served as very reliable guesses for the present time step. A 

run with 250 sweeps required an average of 23 minutes of CPU time on the 

VAX/785 minicomputer for a 50 x 35 grid. For a 60 x 40 grid mesh, this time 

extended from 23 minutes to 32 minutes. 

3-2-7 Grid independence and computer storage 

To obtain grid independent results, two types of grid independence tests 

had to be performed; namely space and time grids had to be optimized. 

3-2-7-1 rime grid independence 

For a given geometry and given initial conditions, a simulation lasting 100s 

was carned out for 100s under the same conditions for a set of time steps, 

numbenng 2,5,10,20,50 and 100. These non dimensional time step numbers 

correspond respectively to 50s, 20s, 10s, 5s, 2s and 1s (a linear time grid was 

.. taken for ail simulations). For ail variables, a comparison was then made of 

the transient behaviour of the system. As an example, Figure 73 indicates the 

profiles of U1, the honzontal component of velocity. It is seen that the 

evolutlon of U 1 obtained with LSTEP = 100 and that computed with LSTEP = 50 

are very slmilar; the same is true for the other primary variables computed. 

The above results lead the author to choose a time step of 2 seconds for ail 

simulations. 

If thls choice of a small time step is necessary to provlde adequate solutions 

and If we consider the slow conductive phenomena in a large cavity filled with 

molten aluminum, this means that the computing cost will be prohibitively 

expenslve to slmulate the process at an industrial time scale. In practice the 
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computing time encountered for a typical simulation of the problem can be 

counted in terms of days on a VAX system, while the total elapsed time 

sometimes reached more than a week (because of time-sharing accesses). 

3-2-7-2 Space and grid independence 

A test similar to that for time step independence was undertaken to 

ensûre that the results reported in this thesis are independent of the space 

mesh. For this purpose, several sets of grids were chosen to compute the field 

variables. It has been seen in Fig. 74 that the finest grid 60 x 40 yielded results 

that were not significantly different trom the 50 x 35 grid system. While a 

60 x 40 or even finer grid should have provided better resolution of the 

incli ned walls, treated by the blockage and porosity approach, it was 

nevertheless decided, for computational economy, to run ail simulations with 

the 50 x 35 non uniform mesh defined earlier. 

3-2-8 Comparison with exact or other solutions 

This type of comparison could not be achicved for such a problem. The 

problem tackled in this thesis is a non linear, second order fully elliptic 

problem and does not admit to any known analytical solution. Because of 

the unique geometrical shape, no direct comparison could be made with 

other related works found in the literature. As mentioned in the Iiterature 

review, these are very few works which have tackled turbulent natural 

convection at high Rayleigh numbers as reported here. 

3-2-9 Companson with experiment 

ThiS type of comparison has been carned out at the ALCAN research centre 

situated in Jonquiere, Quebec. The results will be discussed in the next 

chapter. 

3-2-10 DifflCulties encountered and means of overcoming them 

Two main difficulties were encountered while solving the problem of 

turbulent natural convection in cavlties filled with molten aluminum. 

Flrst, the irregular geometry of the holding furnace made it very difficult 

to treat the inclined walls very accurately. Although the treatment of the 
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sloping walls by the blockage and po rosit y approach dld not provlde a very 

good resolution of the momentum and thermal boundary layers It, 

nevertheless, gives a reasonably good approximation of the flow field 

generated due to buoyancy in the furnace. If the exact treatment of Irregular 

geometnes is found to be necessary for specifie purposes It is recommended 

that the BFCS (boundary fitted coordinates (25) approach) should be used. 

Unfortunately, the author had major problems with the BFCS supplied wlth 

the PHOENICS package. 

The second difficulty encountered to carry out the simulations was the 

inadequacy of computational resources. The computations achleved were 

quite time consuming, especially to obtain converged results of high 

precision. The computer used was a VAX/785, kindly provider.l by ALCAN, on a 

time sharing basis. Typically, the computing time required for a simulation 

represented only 20% of the total elapsed time. A complete run for one case 

often required more than a week to accomplish. 

While this was a limitation, our research groups use of our METFLO code 

on a CRAY computer seems to be very promising. 

Although the CRAY supercomputer facilities were avadable dunng the 

finishing stage of this work, budgetary and software constraints dld not allow 

these computations to be transported to a CRAY environ ment. 

1 



CHAPTERV 

Experiments of validation on 750 kg and 6 .25 ton 
furnaces held at Alcan Research Centre 

1. Introduction 

112 

The following chapter reports efforts and results achieved at the Alcan 

Research Center during the summer of 1988 aimed at testing our 

mathematlcal model of aluminum behaviour in reverbatory furnaces. The 

work involved the presence of a cooperative stagiaire trom Université de 

Sherbrooke, Mr JP Gaudreault as weil as the help of an experienced technician 

Mr S Munger from the Alcan labs for three months. 

As for the equipment, some existing facilities in the Alcan Arvida Research 

Center were fortunately available. There were two main furnaces: 

-firstly, a 6.25 ton furnace (Figs. 48,75-76) built in the same way as a real 

mdustrial furnace; of trapezoïdal geometry, heated from the top by agas flat­

flame burner which keeps the metal far above the metling point; the side 

inclined walls, made of refractory material, are cooled by heat losses 

(conductive and radiative effects have been extensively studied in the past 

and heat fluxes were known for these experiments). 

Secondly, a Bickeley-modified type furnace of 750 kg capacity of square 

section and heated uniformely by an electrical resistance (top cover). As no 

inclined wall exists in su ch a furnace and insulation is very good at the walls, 

this type of equipment IS more Iikely to lead to thermal stratification within a 

relatlvely short time. Even if it does not represent the industrial process itself, 

this furnace was mainly used for preliminary tests of sedimentation of solid 

particles (kinetics of settlmg) and for the preparation of the concentration 

measurement apparatus (LiMCA). In no case was this smaller furnace used for 

validation of the mathematical mode!. However the results of settling of 

inclusions in this furnace revealed to be much more reliable and reproducible 

th an those initially obtamed withm a 150 kg Bickeley crucible used as a very 
flrst step. 
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Figure 75: Experimental setup at ALCAN research 
laboratories. 
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Figure 76: Experimental setup at ALCAN research 
laboratories. 
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2. Goals of expenments 

The main goal of these experiments was to set up a weil controlled 

situation (a hot, physical, model) as close as possible to the mdustrial process 

ta enable us: 

-to define precisely the boundary conditions of the system, mamly for the 

enthalpy variable which is the key variable of a natural convection problem. 

This part corresponds to on li ne transient measurements of temperatures at 

various spots on the boundaries of a "slice" of the furnace. 

-to predict, once the boundary conditions are known, the translen t 

turbulent natural convection phenomena: mainly the hydrodynamlc flow 

field, the enthalpy field everywhere in the computational domain, as weil as 

the turbulence variables K and E. 

-to predict also, owing to the mathematical model. the effects of the 

convective currents on the behavlour of the particles. That is to compute the 

convective-diffusive mass transport equation for each type of partlcle (several 

densities and equivalent diameters of particles assumed to be of sphencal 

shape). 

-to measure, at various points in the core of the aluminum furnace the 

variables temperature and concentration (via thermocouples and Llquld 

Metal Cleanliness Apparatus) in order to validate the predictions generated 

by the model and to verify in the transient mode as weil as at steady stale, If 

the predicted variables make sense in terms of order of magnitude and 

gradients. 

-to measure, in parallel, the magnitude of the flow field ln molten 

aluminum: unfortunately, this last step could not be achieved, a new 

electromagnetic velocity probe supposed to measure both aXial and 

longitudinal velocities in molten aluminium and recently developped at the 

University of Avignon could not be avallable to us at that tlme 

-to have, if possible, a good idea of the partlcle densltles dealt wlth 

(micrographie analysis forTIB2 or [Ti-V-B] inclusions). 

i 
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3. Techniques and apparatus used to achieve these goals 

Two distinct quantities had to be measured: temperatures above the 

meltlng point of aluminum and concentrations of particles initially suspended 

in pure molten aluminum. 

3-1 Temperatures measured 

Standard K-type thermocouple measurements were simultaneously made 

at 17 points along a given cross sectional plane of the furnace (Fig. 48). Each 

thermocouple rod was set up from the top of the furnace through the sliding 

door and positioned correctly by using an horizontal steel support laid 15 cm 

above the molten metal free surface. This support was cooled by air to 

prevent it from bending due ta the high enthalpy produced by the burner. 

Each immersed thermocouple rad was insulated and protected from erosion 

by "MICA WASH" and ceramic layers. For data acquisition of temperatures, a 

data-Iogger (Fluke 2280A) was connected to pick up measurements every 
minute (Fig. 76). 

3-2 Concentration measurements 

Suspended particles in pure commercial aluminum (99.7 %) could be 

quantified at 2 or 3 locations in the furnace owing to a relatlvely new method 

for assessing the metal cleanliness: the LiMCA (Liquid Metal Cleanliness 

Analyzer) was first developped at McGill University in 1980, in cooperation 

with ALCAN INTERNATIONAL (30,1); this system is able to provide online, both 

the concentration and the size distribution of inclusions larger than 20 pm 

equivalent dlameter. The probe is based on the resistive pulst'~ or ESZ principle 

(Electnc Sensing Zone): when a small non conductive particle crosses an 

electrically insulated orifice situated at the base of the probe, the electrical 

resistance of the molten metal flowing through this orifice increases in 

proportion to the particle's volume, (Fig. 77). The corresponding change in 

resistance 6.R due to thls non conductive particle was found by De Blois (1977) 

to be: 
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where: p is the electrical resistivity of aluminum 
(p = 2.5 X 10-7 Q.M at 700.C) 

d i~ the particle diameter 
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(122) 

(generally between 20 and 100 }lm for the range of practical 

interest) 

D is the orifice diameter 

(300 pm for example) 

F is a function of d/D; De Blois proposed: F(d/d) = [1-0.8(d/D)3]-1 

but F is often taken to be unit y in practice 

Voltage pulses due to the presence of an electric current allow one to 

measure the number of particles and their sizes, by reference to a base line 

(when no particle crosses the orifice). 

ln any case, and in absence of blockage of the orifICe (for which d/D = 
1 ),by undesired particles, the maximum error of the method is in the order of 

5%. Further treatment of the electric voltage is done via signal processing 

analysls equipment. As seen in Fig. 78, the signal is filtered through a high­

pass filter, then preamplified, before going through a log-amplifier able to 

detect accurately very small particles. Then a peak detector recognizes pulses 

which are thus counted and sorted by categories to provide the particle size 

distribution. Data acquisition dise and hard copy of the final results are 

achieved by the terminal micro-computer. 

Alean Int. has built several generatlons of prototype LiMCA models and is 

usrng them extenslvely in casting centers to check the metal cleanliness prior 

to castrng. ;';j!' weil as in the laboratory environment. The latest model of 

LiMCA IS fully rntegrated and packaged in an easy carriable and "ready to 

use" unit 



4. Experimental procedure 

The experimental proCE:dL:r~ involved the following steps: 

4.1 Installation of thermocouples which had to stay permanently ln the 

furnace during ail experiments (6.25 ton furnace only). An air coollng system 

for the suspension bars was then switched on. 

4.2 The furnace was filled with pure commercial aluminum (99.7%) at 

7500
( coming directly from the potline division. 

4.3 The Data acquisition device was turned on to record every ten minutes 

temperatures at 17 points. 

4.4 A preheated impeller fixed to a rotor was then set down Into the 

furnace through the side weil. A chlorine-argon mixture (10% CI2) was fluxed 

through the axis of the impeller to free the metal from any solld partlc\es 

(aluminum oxydes for example). Dross was removed and the mctal is then 

considered as clean. 

4.5 The LiMCA, (liquid Metal Cleanliness Analyzer) was set to read al a 

given depth within the furnace (from 15 cm to 75 cm). The melt was sampled 

every minute, yielding a 5 ml quantities of molten metal provided no problem 

was encountered. The particle concentration was then Immedlately recorded, 

as weil as its size distribution for further analysis. In the abs~nce of partlcle 

additions, it was found that the recorded concentration was very low and 

stable at around 5000 particles per kg of aluminum. After extremely long 

settling time, such counts could even decrease below 1000 part/kg 

4.6 Known particles were then introduced into the furnace and weil mlxed 

until a maximum of the measured concentration IS reached. Two types of 

particl~s were used during our experiments: (Ti 82) and (Ti-V)B2 

e(TiB2) is generally formed by a chemlcal reactlon from K8F4 and TI. 
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Used as a grain refiner ln the fabrication of aluminum alloys, (Ti B2) is 

available as rod shape reflner AI - 5% Ti 1 % B. Once mixed with aluminum, 

the elementary size of Ti 82 is generally of 2 to 3 pm order but aglomerates 

can be made in the range [10 - 100pm]. 

.[Ti-V]B2 IS chemically a chrystal wetted by aluminum and consists of 

elementary cells between 20 and 30 microns of diameter. A "master alloy" 

containing 4% boron was used. This compound reacted with minor amount 

of dlssolved Ti and V already contained in the furnace, to produce [Ti-V]B2. 

An example of the two distinct particles used is given at Figure 79. 
AsslJming an average dlameter of particles of 25 microns, a concentration of 

the order of one ppm will provide a LiMCA measured concentration of 

typically 50 to 100 thousand particles per kg of aluminum. 

5. Results and discussion 

ll.. resume of the most significant experiments is given at Table 15. For each 

experiment, the settllrlg curves showed a quasi exponential decay for the 

concentration measured by the probe. The following correlation can be made 

for each size of particle: 

( 
1 tO) 

Nd = Nef exp --=-
lIt 

(123) 

• Nd l is the concentration of inclusions per kg of aluminium 

• Nd l
Q is the concentration at t = to 

• to is the initiai time of settling; generally the measured concentration is 

maximum at this tlme. 

• T is the characteristlc tlme ofthe process. 

The two important parameters Ndio (also noted A) and Tare statistically 

estllnated from data for each size of partlcle at each experiment. A 

compilation of values, standard deviatlons and limlts of confidence mterval of 

these parameters IS reported at appendix (C). The average value of Nd l is also 
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EYP FUR~~,CE [,EPTH PARTICLE 'tm1n (5mlO N20(t=O) (5 N20(av.) TEî1P Tî-1AX T~1.4.X t. TnA ... , 
t JUl1BER TYPE LlI1CA TYPE [20-300] [20-300] (Kpart./kg) (N20) (Kpart.lkg) f1EASURED PLANE PLAt~E Dl,&\f JE 

PROBE ? (1) ( 2) (3 j 
oC "C oC 

62006 CRuelBLE 40cm TiB2 11.4 0.87 39.8 2.4 - .... ~ o. ,',J N 740 
140 Kg ( rad) ( 83) 

i 

G2106 CRUCIBLE 40cm Tlb2 15.4 1.44 920 064 2.31 N 740 
140 Kg ( rod) ( 23) 

82306 CRUCIBLE 40cm TI-Y-B 680 225 338 2.04 273 N 740 
1 140 Kg (master) (47) 

G2906 BICKElEY SOcm TI-V-B 203 4.75 942 12.2 19 (1 N 740 
1 

750 Kg 
, 

G1208 625 TON 75cm Ti-Y-B 527 3.81 438 1.72 165 Y 760 740 30 1 

G1508 625 TON 15cm Tl-Y-B 50.0 1.56 47.6 0.79 196 Y 760 740 30 

G1608 625 TON 45cm TI-Y-B 52.6 6.46 61.2 3.76 267 Y 744 7~9 17 

Table 15: Summary of the most significant experiments carried out at ALCAN Research Centre 

~ 
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of importance when settllng IS studied, slnce It glves a broad Illcasurc of lIle' 

metal c\eanliness. This vanable was computed as: 

( 124) 

5-1 Experiments on Ti 82 

Two experiments on (TI 82) rod grain refmer were carned out III a cruclble 

containing only 140 kg of aluminium. The setthng curves àre given ln graphs 

[G20068, G2006B2, G200683] and [G21068, G210682, G2106B3] for each 

experiment (Fig. 80). The average metal cleanliness indices, l'J20, were low ln 

both cases (6800 and 2300 particles per kg). The charactenstlc tlmes l for the 

total number of particles above 20 pm are typlcally in the range [10-15] 

minutes. 

Particles greater than 40 llm in diameter show an even sharper decay ln 

concentration, with time constants of only 5 minutes. 

Agglomerates of (TiB2) therefore represent very "heavy" partlcles whlch 

.settle rapidly (5 to 15 mmutes) in an insulated cruclble and glve IIHle chance 

to elaborate on the impact of natural convection on metal quallty. 

This is one of the main reasons why ail the followmg expenments were 

carried out using (Ti-V-B). However, experiments with (TI 82) were helpful to 

get familiarise personnel with LiMCA instruments and for equlpment 

calibration. Experimental details are given in section 4 of this chapter 

5-2 Expenments on (TI-V-B) 

Test G2306 (Fig. 81) was run on the same 140kg capacity cruclble wlth (TI­

V-B) introduced as a master alloy 4% boron. Typlcal tlme constant for tlm 
type of inclusion generated in the bulk of the metal was found ta be t = 68mln 

(a = 22) for ail sizes of partlcles (20-300 microns); It was only 30mlr1 for 

particles in the range (40-45 microns) and 6mm for particles above 50 microns 

The level of cleanllness after the addition of (TI-V-B) was around 40 K 

particles/kg. The same procedure as ln 5-1 was followed. 
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A similar test, G2906 (Fig. 81) was achleved on <1 blgger furn.:lcc (modl flcd 

Bickeley of 750 kg capaclty) of square base with very thlck msul..ltcd vertICal 

side walls. Once melted, the metal was heated tram the top sa that ël ~teady 

thermal stratification prevails at the begtnntng of the expcnment After 

metal cleaning by an Ar/CI2 mixture, the tntroductlon of tncluslon~ IQëld to an 

extremely high value of concentration (205 K particles / kg) gOtng down lo 80 

000 a minute later and around 45 000 the followlng mll1ute ThesQ 

observations correspond to a characteristic settltng tlme of only 20 mmutcs 

(a = 4.8) only. Insofar as one considers the inltal peak concentration of 200 K 

particles/kg as being valid, it seems that not only one, but two, distinct 

phenomena of sedimentation occur withtn the melt wlth two qUlte dlfferent 

kinetics: an extremely fast decay followed by a more often cncountcrcd 

sedimentation process with a time constant tYPlcally around 45 mlllule~ TlHS 

is weil illustrated in Fig. 82. If we consider ail the pOints of the curve versus 

time, data fitting gives the above mentioned settlmg tlme of 20.2 mlllulQs but 

the exponential correlation IS not as good as the one obtamed when the flrst 

point (200K part.tkg) IS not taken into account: ln this last case, ail the po III b 

show perfectly an exponential behavlour (45 minutes of setthng lime) 

As for particles bigger than 20 microns, the charactenstlc tllne as a functlon 

of the equ!valent diameter decreases to values as low as 1 to 5 minutes (for 

d > 50 microns). See Fig. 81 and appendix C. 

Experiments made on the 6.25 ton lab furnace 

These experiments on a semi-industrial furnace 'Nlth (TI'V B) parltcle~ 

provided the most mterestlng results. The LIMCA measuremcnts of 

concentration at various locations withtn the furnace melt were actually 

coupled with temperature measurements at many pOints on a cross 

sectionnai plane ofthe furnace. 

Retaining only the more charactenstlc behavlour of the furnace, 

experimental results are now presented for three separate weil controlled 

experiments: G 1208, G 1508 and G 1608. Because of the avatlabtllty of one 

LiMCA probe at a time only, these expenments were sequentlally run ln the 

same week. Nomenclature of expenments refers to the date cach cxp(?rImcnt 
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was run. Statlstlcal data recorded during settling is summed up ln Table 15. 

The first two ones reflect measurements of concentration (Figs. 83-84) at two 

different levels of the furnace, respectively 75 and 15 centimeters below the 

free surface of the metal. Their average cleanliness levels were similar being 

m the range [15-20 K part./kg]. Moreover, the levels of concentration at t = 0 

were also slmilar (43.8 ± 1.74 and 47.6 ± 0.79 K particles./kg). Surprisingly, the 

characteristic inclusion settling time at these two levels was found ta be very 

slmilar: 52.7 min (± 3.8) for G1208 and 50 min (± 1.6) for G1508. 

As for experiment G 1608, the settling process seems to be of the same 

magnitude since a characteristic time of 52.6 min ( ± 6.5) is computed from 

the data (Fig. 85). In the meantirne, the average cleanliness level shows that 

50% more inclusions were contained in G 1608 than before. 

A similar sedimentation pattern of particles above 20 micron at three 

different levels of the furnace suggests that the overall state of the fluid in the 

furnace is that of a weil mixed reactor at least in the core of the molten metal. 

If we make the same comparison for the characteristic settling times 

(Appendix C) accordmg ta the size of the particles involved, Fig. 85 shows that 

a similar conclusion can be drawn for ail classes of particles above 20 microns. 

Settling curves measured at three distinct locations of a holding furnace 

show identical patterns with reliable statistical data in ail ranges of particle 

sizes. This finding indlcates that the settling process was not that of a simple 

sedimentation front of plug flow type as that presented in Chapter 1; 

moreover, some mixing may and has to occur. This conclusion was first 

reached by Doutre (31) following an independent campaign of experiments 

carned out at ALCAN Saguenay works on a study of the kinetics of inclusion 

settling ln a 750 kg furnace. 

It is now appropriate to directly compare this experimental data against 

equivalent results predlcted by the mathematical modelling analysis. 

5-3 Experimentai validation for the mathematlcal model 
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ln order to compare the experimental results Just presented against the 

mathematlcal analysis provided at Chapter 3, local concentratlon-tlme curves 

at the three different levels mentloned prevlously: 

• uppersectionofthefurnaceA1 =(19,19,26,26,1,1) 

• medium section ofthefurnace B1 =(19,19,19,19,1,1) 

• lowersectionofthefurnaceAB1 =(19,19,12,12,1,1) 

These curves were previously presented in Figures 72 (for computations) 

and 84-85 ( for the LiMCA measurements). Those of them corresponding to 

inclusions of average diameters around 25 microns were normalized so that 

concentrations remain in the range [0; 1] and the abscissae were also 

transformed by a scaling factor. Comparison between computations and 

experimental data up to more than 6000 seconds of simulation IS thus mu ch 

easier as seen from Figures 87-89. Some exponential fitted curves are also 

provided for the computational results so as to give a quantitative Idea of the 

kinetics of the process. 

Comparison between experiment and model (Figs. 87-89) IS seen to be 

very good for two of the three determinant expenments (also see G 1208 and 

G 1508 of Table 15). These two settling curves were obtarned under weil 

controlled conditions and reflected similar levels of cleanlrness in the 

operating furnace: inltlally around 45 000 partlcles per kg of metal, the 

average c1eanliness levels, following settling, showed averages around 17000 

particles per kg with low standard deviations (Iess than 4%). 

ln the case of the last experiment G1608 (Fig. 89), the concentration decay 

versus time seem to be much faster in a flrst step (150 s) with a smaller rate 

thereafter. As shown on Figure 89, the process rnvolved here IS not a unique 

exponential process as it was the case of experrments G 1208 and G 1508 

Moreover, this last experirrent was achleved under somewhat dlfferent 

conditlonsthan G1208 and G1508: 

- first, the initial cleanlrness level was monrtored to be 61 200 partlcles per 

kg (variance of 3760) while the average level measured over the settlll1g 

curve was 27 000 particles/kg. This constltutes a rnelt much dlrtler than 

before, by a factor of 50% (Table 15; 

• 
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- second, let us note that because of some problems wlth the temperature 

controller, a gradient of only 17°C was set up instead of the 30°C vertical 

gradient used dunng the computations and measured during expenments 

G1208and G1508 

- thlrd, a higher proportion of large partlcles (above 40 microns of 

diameter) was monitored by the LiMCA probe during G1608: 12% versus 

8.4% and 10% during experiments G1208 and G1508. Figure 90 illustrates 

the relative partlcle slze distribution in each case for six ranges of 

dlameter. 

Among these three findings, the last two suggest that a weaker flow 

motion due to smaller vertical thermal gradients and a particle size 

distribution weighted by larger particles should give a stronger component of 

the Stokes veloClty. Actually, this relatively stronger component may weil be 

the cause of the steep decrease in the measured particle concentration in 

experiment G1608. The second part of this curve could then be regarded as 

the settling curve once the largest particles have settled out after around 5 to 

10 minutes. 

Industrial significance of the experiments 

ln the present set of experiments, some interesting features and 

slmilaritles with full scale industrial furnaces were kept with the 6.25 ton 

laboratory furnace: depth of the bath (around 1 meter), temperatu re 

gradients (order of magnitude: 30 K) and order of metal c1eanliness or 

inclUSion concentrations (range of 5-100 K particles per kg of aluminum) were 

ail physlcally modelled to be very close to equivalent full scale counterparts; 

moreover, the quantlty of molten aluminum considered was sufficiently large 

to observe and compute: 

Unsteady turbulent natural convective currents, until now not appreciated 

by other researchers (35) ; 

Concentration decays relatively slmllar ln range to those observed ln the 

troughs at the exit of tilting or statlonary furnaces encountered at the 

Industnal scale. 



1 The main flndmgs of these studles are: 

1) Due to the hlgh thermal conductlvlty of alumlnum ,therrn.::ll 

stratification of the melt takes up to two hours to stabillze. 

2) ln spite of the vertical thermal stratification patterns observed, there 

exists major convective currents in places where Il additlonal Il heat losses are 

encountered : this was the case at the top left slde of the furnace, close to the 

sliding doors left partially open during experiments due to the presence of the 

support of thermocouples. 

3) Convective currents are signiflcant wlth velocltles ln the order of 1 to 

10 centimeters per second. A slmilar order of magnitude was found by other 

investigators m a totally mdepent study sponsored by Pechlney, France (35), 

even though their work addresses this problem only for the steady state 

regime. These authors used a finite element commercial code in two 

dimensions, adopting a Lagrangian formulation for partlcle trackmg but were 

not able to publish validating results through measurements wlthm the melt. 

Convective currents are now recognized to play a major role ln assesslng 

molten metal quality ln the Aluminum Industry. 

4) Owing to two key expenments, it has been proved that the 

behaviour of mclusions do not obey either: 

-- A Il plug flow" reactor law: m such a case, the hypothesis of the stagnant 

bath becoming progres5ively cleaner from the top down would be valld. It 

should be noted that thl5 long belleved and false hypothesls more or less 

implicitely made mdustnal people prefer tilting furnaces lo statlonnary 

furnaces (in the case, as it was in thls study, of inclusIons heavler than 

alummum); 

-- A "weil mixed" reactor type of flow. In such a case,unlforrn concentrations 

would be ultimately encountered and flrst order klnetlc would be the law 

governing concentration fields. 

5) As represented ln concentration Isocontours (Flgs 55-59), the spatial 

gradients of mass transfer occur not only vertlcally but also ln the hOrizontal 
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direction. For example in the top thlrd part of the the furnace, the metal 

remains much cleaner on the left hand side rather than on the nght of the 

trapezold shape furnace. At thls last place, heat losses induce strong 

convective currents circulatmg away a part of inclusions in a large vortex. 

6) Taktng into acount the above mentloned boundary conditions and 

heat losses and assumtng that pouring molten metal from the furnace would 

be achleved from its top right side, a tilting furnace would definitely deliver a 

less clean metal than if tapping from the lower part of the furnace would be 

achieved (case of a stationnary furnace). The speculation has to be made in 

this example that the slow tilting rate would not modify the flow field, which 

is not necessarily true in ail industrial situations. The problem of "tilting" or 

"pouring" is in this case very complex since it invloves spatial representation 

of a free surface and moving boundaries. This difflculty superimposes to the 

other complex phenomena discussed in this thesis (the fully coupled set of 

Navier-Stokes equations wih heat and mass transfer) and and would require 

a global Eulerian-Lagrangian approach. However, thls challenge has not been 

adressed ln the present work. 

-----, 
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CONCLUSIONS 

The primary aim of thls work was to study the hydrodynamlc behavlour of 

metal and entrained inclusions in aluminum casting or holding furnaces and 

to develop a mathematical model capable of describlng such flows and thelr 

role on metal quality. The role of natural convective currents neglected until 

now in furnace design has been proved to exert a defintte influence on rnetal 

flow field and thus. on concentration fields encountered. 

1) As a first step. molten metal cleanliness statistlCs of ALCAN's rnany 

casting centres were analysed. A static 1 D model was proposed III an 

attempt to explain the trends observed at the eXit of a furnace III terms 

of metal quality. A second "weil stirred reactor" type model provlded 

a much better qualitative picture ln that the expenmental data' s 

exponential Iike time decay could be mmimlzed, albelt emptrlcally. 1 t 

thus appeared that the contnbution of metal currents mSlde the 

furnace are signiflcant. 

2) ln order to achleve our main goal the fully non Isothermal interllllked 

system of Navier Stokes equatlOns was solved translently If) two 

dimensions (for economlc reasons) to simulate a sllce of an mdustnal 

reverbatory furnace subject to external heat sources Turbulence 

modelling was accounted for by solvmg two addltlonal partial 

differential equatlons for the turbulent energy (K) and Its rate of 

dissipation (E). 

Vanous simulatiOns on both a full scale furnace and a reduced scale 

laboratory furnace {6.25 ton} were successfully achleved, for thls 

purpose. the robust finlte dlfference commercial code "PHOENICS" was 

used mostly on a VAX computer and to a smaller extent on a CRAY XMP 

machine. Verification tests such as space and tlme gnd mdependence 

were carefully accompllshed to enSLJre preCISion of the results. 
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3} On the reduced scale furnace, expenmental validation was dûne ln a 

controlled set of experiments. Boundary and rnitlal conditions of the 

problem were carefully measured while inclusions were mtroduced in 

pure molten alummum. A new technology developped at McGlI1 was 

used: the Electric Sensing Zone appartus LiMCA allowed to track the 

concentrations of the partie/es introduced at distincts levels of the 

furnace. Until this work, only measurements of this type had been 

carrred out by other investigators at the exit of the furnace (more ohen 

ln the trough). Remarkable progress in online measurements of metal 

quality both qualitatively and quantitatively made it possible to assess a 

precise knowledge of transport phenomena withm the furnace itself. 

Fluid flow coupled with turbulence, heat transfer and mass 

concentrations could be fairly modelled. In two cases among three, the 

experimental data did validate very weil the mathematlcal predictions 

mentioned above. 

4) One other conclusion of this study is that both tiltrng and stationary 

furnaces behave in a similar way since the kinetics of the concentration 

field remains the same at the top and the bottom of the furnace. 

5) Fmally, mathematlcal modellmg IS a useful and economic tool for the 

mdustrial practitlonner for optimizing his cost function which is metal 

quallty at each step of the process. Via Mathematical Modelling of 

determinlstlc processes su ch as natural convection ln metallurglcal 

vessels, the cost function can be assessed at any point of the geometric 

domain involved provlded ail the constrarnts that boundary conditions 

represent are known. It should be noted that the quality of predictions 

IS highly dependent of the quality of input data whlch has to be 

carefully checked and validated. A special effort has been done dunng 

thls work to meet these essential needs. 

Given that these reqUirements are fulfilled, it is felt that the model 

could be usefully extended to predict the performance of existi ng 

mdustnal furnaces and to explore the ments of other possible designs 

or operatmg procedures which would enhance melt quallty during the 

settlrng penod, and henceforth rn the cast product. 
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ThiS Appendlx provldes the detalls and method used for estimation of the 

parameter À ln the inclUSion size distribution dlstnbutlon (Chapter Il) 

The probabliity denslty IS glven ln Fig 91 

Il 
\ 

Il' " 
"lPI 

1 _,' \11 

The cumulative form of the population of dlameters IS 

d 
IIUIl HUll J

" Md) - /'( \ c11-
d 

IIIl't 

One easlly ve'lfles that N(d m,n) = 0 and N(dmdx ) = 1 

(125) 

( 126) 

The parameter À needs to be estlmated from hlstorleal data 1 he 

maximum IIkehood estimation method (35) was retall)ed flf>l, th!:' 

mathematlcal expectatlon IS. 
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where dmilx-dmm = H 

For an unblased estimation of À, one has to take. 

E(x) = 1.1 

where Il 15 the sample statlstlcal mean 

Resolution of a non Imear equatlon has th en to be done: 

Fe\)::: f.lll -, \//1 - 1 cl 
III/II 

1 1 _ \/1 
t-ll(cl +-)(' =() 

.\ II/CU li (129) 

This can be achleved graphlcally as shown on Fig. 93 or numertcally by a 

second order method (Newton) whlCh IS quadratlcally convergent. The 

scheme IS. 

and one Ilerates the proces5 

/01.\ ) 
(i(.\).= \ - -­

Jo' ' \.\ ) (130) 

Once \ 15 estlmated. the theoretlcal frequenCles for each mterval (dl; dl + 1) 

can be computed 

I
ii/ , 1 \ l' d, t 1 - \1 1 - .t l 

II - n 11/1" - l' '1//11 dl 
l " 1 _,' - \/1 " 

(131 ) 

/ / 

Mea~ured frequer1Cles can be compared to computed frequenCles (Fig. 92) 

and the proposed statl5tICai adJustement can be venfled from the chi-square 

test 
'1 1/ 

\ ' ~ \. Il I",/.;( -' ) 
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(132) 
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Estimation of parame ter LAMDA. 
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APPENDIX B 

DETAIL OF THE PHOENICS INPUT FILE: 
SATELLITE DATA GROUPS 

GROUP 1 

Tltle and dimension statements 

GROUP2 

Specification of the mode (translent) and tlme step A tlfne step as smùll a, 
2 seconds was found necessary to obtam gnd mdependent results he/! 
Section 3.2 7) 

GROUPS 3 to 5 

Several meshes were consldered to set up the geometry of the problem 

The basIc mesh finally adopted was a non unlform 50 x 35 x 1 POlf)t~ Sec 

section 3.2.7 for gnd space mdependence 

GROUP 6 

Not used dunng the work, thls group IS Ilnked to body fltted coordlnalc~ 

or gnd distortion However, the BFCS method was tned wilh no succe~s by 

the author for a SIX month penod 

GROUP 7 

SpeCifies the variables to be solved Here we used Pl, Ul, Vl, H1, KE, EP, 

C1 

GROUP 8 

-
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TIll'> group determmes whlch terms are active ln the balance equatlon for 

variables 50lved we need to use both convective and dlffusive terms, 

translent terms and to actlvate bu lit-in sources for the pressure gradient 

source for U1 and V1 One phase IS consldered only so no Interphase 

transport IS actlvated For the concentration equatlon, addltlonal Stokes 

veloclty 15 added ln the vertical (y) direction by the statement 

VlAD = GRND where VlAD IS speClfled through the GROUND subrouttne. 

GROUP9 

It dICta tes the propertles of the medium i.e molten alumtnum: 

edenslty. RHO 1 = 2357 kg/m3 

ethermal expansIOn coeffICient. B = 1.65 x 10-4 K-1 

eenthalpy of reference: HREF::; 973 x CP 

espeClfte heat· CP = 980J kg-1 K- l 

elamtnar VISCOSlty' 1-'::; 1.252 X 10-3 PaS 

eklnematlC viscoslty. ENUL = 1-' / RHOl 

ePrandtl number PRNDTL (TEMP) = 1.218 x 10-2 

eSchmidt number PRNDTL (Cl) = ENUL/ 10-9 

eOverall heat transfer coeffICient: HBA = 4Wm·2K-1 

GROUP 10 

ThiS group IS not used slnce It models interphase transfer pro cesses. 

GROUP11 
_._----~-" 

Indlcates the initiai physlCal conditions of the system 

eUl =Vl =0 

eH 1 = HREF 

eCl = 1 0 (unlform concentration) 

eKE = 10-5 m2 s-2 

eE P = 10-5 m2 S 3 

(very ~mdll non-zero turbulence Inltlally to avold overflow problt.:ms) 

~I-------------------------------------------------------------
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When dOlng a sequence of translent simulations, It I~ pO~~lbl(' ln tlm 

segment to restart the program from the flle of the prevlOU) computed 

vanables 

Also ln thls group, the blockage and poroslty factors are set up on tlw 

mesh (fig. 49) to take Into account the mclmed boundanes 

Zero porosity factors are flxed to block off the cells oublde the phY<'lcal 

domaln. Factors between zero and one are used for the cells crOS!:.lllg the 

mclmed walls; as It IS a 2D simulation, two factors (NORTH and f AI) T or 

NORTH and WEST) are needed for such cells. 

GROUP12 

This group IS not active for the current problem (one phase only) 

GROUP13 

This IS one of the blggest groups and descnbes the boundary condl lIOns of 

the system of dlfferentlal equatlons Boundary conditions are tho<,e 

applled to the furnaces for whlch computations are IIlu~trclted at Flyure~ 

50-69 

-for momentum. 

no slip condltlom were consldered for the langentlol velocllle,> tri 

conJunctlon wlth the wall-functlon approach ta ~peufy friction hee 

section 2-6-1) to each wall boundary The top free ,>urfdC€ of lhe tneldl 

bath was also consldered as a wall becau!:.e of lhe pre<,en((' of dro .... 

(reduced scale furnace as weil as real full scale furndc.e) 

An addltlonal source term for the body foru' fiaS to oe laken IIllo 

account to spectfy gravit y on the whole domaln 1 fil'> 1') dont' Irl 

conJunctlon wlth group 19 for the V1 varldble 1 fl(: BOU .... IIIC,>q 

approXimation Implles a source term. 

SV1 = -VOLxRHOl xgxBETA/CPx(Href-H) (133) 
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There are two other options other than Boussinesq approximation to 

Incorporate the buoyancy force term ln the momentum equatlon. 

for heat transfer 

eFor the mdustnal full scale furnace, a constant heat flux IS applled to 

the top to represent the gas burner. No special wall boundary friction IS 

needed The value of the flux IS 1500 W/m 2 

eFor the 6 25 ton lab furnace, the temperature profile was measured at 

the surface as descnbed ln Section (2-6-2). Because of non negllglble 

heat losses through the side door, the measured temperature profile 

wa~ Introduced as a top boundary condition Instead of a constant heat 

flux As for the Incllned and hOrizontal bottom walls, the heat fluxes 

are expressed wlth an overall heat transfer coefficient· 

q=h(Tp-TO) (134) 

As mentloned In.GROUP 9 of the same Appendlx, h was chosen to 4 

Wattlm 2/K for most computations For Incllned boundanes, h was 

rnodlfled as seen ln Fig 94 

The flux cl> on the physlcal boundary can be split ln two components cp 1 

and (1)2 so that 

(135) 

If one choo~es' 

'/1 
=} '/l =----

1 SUI Il t l'IIM 1 
(136)b 

For example. 
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DECOMPOSITON OF HEAT FLUX 

Fig 94. Decomposition of heat flux 

0=45 : clJi = 0.707 <Il 

0=25 : clJi =0.7545 clJ 

0=60 : clJi =0.732 <Il 

And the actual heat fluxes to the computatlonal domam boundanes have 

to be set up accordmgly 

-For the turbulence model the strategy was to take the wall functlon 

approach 91ven at 2-6-3. This was done ln conJunctlon wlth the GREX2 

program. 

-For the concentration equation' as the speclflc source of 

concentration at boundanes IS glven by a functlon of both the veloclty 

and the concentration, It IS not possible to set Il up only ln group 13 

The precise defmltlon of the concentration smks has to be deflned ln 

GROU ND For example, the statements ln group 13 of the 01 flle: 



PA rCH (5518, SOUTH, 20, 27,1, l, 1, N2, 1, 1000) 

(OVAL(SS18, Cl, 1070, GRND) 
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allow the concen tratlon source over the patch SS 18 to be deflned ln the 

GROUND, group 13, section 12. 

CALLONlYIF (C" Cl, 'AU') 

IF (ISWEEP GE 2) GO TO 1301 

CALL GETYX (Cl, GC', NYDIM, NXOIM) 

CALL GETYX (V1, CV1, NYDIM, NXOIM) 

1301 CONTINUE 

DO 1302IX=IXF,IXL 

DO 1302 IY = IYF, IYL 

GVR = GVSl + GVl (IY, IX) 

IF (GVR GE O) GO TO 1302 

GVAL (IY, IX):: 102U x RH01A x GVR x GCl (IY, IX) 

1302 CONTINUE 

CALL SETYX (VAL, GVAL, NYDIM, NXDIM) 

RETURN 

50 that, at the speclfled patch of cells, the Cl source term IS' 

SCl = A x 1020 X (Cl-1020 x RH01A x V x Cl) 

SCl = AxRH01AxVxCl (100) 

(Ali boundary conditions have to be put ln the form of a Ilnear functlon of the 

variable by the way of a coefficient and a value ln the (aVAL statement). The 

mentloned approach was chosen for both the Industnal and reduced scale 

fumacess (Figures 50-69) but the mass slnks were applled. 

• At the side and bottom walls only for partlcles of denslty hlgher than 

the denslty of alummum (3500 Kg/m 3) 

• At the top free surface, consldered as a wall for the case of partlcles 

Iighter than alunllllUm (1800 Kg/m 3L 
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GROUP 14 

15 tnactlve here slnce the flow 15 fully eillptic 

GROUP 15 

15 mamly u5ed ta flx the number of sweep5 needed to reach convel gence dt 

each tlme step, At the beglnntng of a simulation, LSWEEP could hilve bee" 

as hlgh as 250 but as the tlme progresses, less and less sweep~ are needed 

This advantage cornes from the fact that the solution at ~tep 1 1 1 I~ neVl'r 

very far from the solution at step 1 If the tlme step remalJ)~ ,>ufflclently 

small ln thls group also reference values of reslduals are spccdled (for 

termlnatlon of sweeps) 

GROUP 16 

Fixes the number ot internai Iterations needed by the solver of the Imear 

system of equatlons 111 the tndlagonal matnx algorlt.hm It IS found lltat 10 

internai Iterations are usually sufflclent for ail variables ex(ept for pressure 

whlch often converges at the slowest rate (15 Iterations) Thesc lIumber~ 

were not changed dunng the Simulations 

GROUP 17 

Determines the under-relaxatlon devlces For tranSlent rune; we dldn't ue;e 

under-relaxatlon except for' 

-pressure' a Itnear under-relaxatlon factor of 0 3 WdS chosen, a ... 

recommended, 

-turbulence variables, at the initiai steps, "false lime steps" under 

relaxation was provlded (0 1) 

GROUP 18 
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Wa~ not used smee the default values for the Ilmlt on vanable~ were 

satlsfactory 

GROUP 19 

Enables the user ta eommunlcate data ta GROUND. This was the case for 

the buoyancy source term (Boussinesq approximation), for nammg the 

output flle, and for callmg the GREXI program 

GROUP 20 to 24 

Are concerned wltll the control and pnntout of the vanables at dlfferent 

levels of the simulatIOn Spatial or temporal profiles of ail variables can be 

obtamed there at mterestmg locations ofthe domaln 
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STATISTICAL DATA ON EXPERIMENTS CARRIED 

OUT AT ALCAN RESEARCH CENTRE 



Appendix C: Computed statistics on concentrations functions. 156 

N
20

(t) = A exp(-t/TAU) 

1 SI ?6R , sc "5 AUG 89 14.00 Pace 1 

STATISTleS ON EXPER 1 nENT 20068 

o GRAfH 1 PAiA"ETER 2 VALUE 3 ST EllRDR 4 LDwn 91' 5 UPPER 951 

_ .. _ .......................................... _.- ................ _- ..................... -- .................. --_ ........ - .... 

1 ClooeB A 94700.00 3650.000 86100.00 103000.00 
2 ( 20 nlC. TAU ~.9~ 0.522 4.86 7.03 
J 
4 A 18000.00 1150.000 15600.00 20400.00 
5 20·25 nlc. TAU 12.20 0.965 10.22 14.20 
li 

5840.00 552.000 4690.00 6990.00 
8 25'30 nlC. TAU 15.50 1. 750 11. 90 19.20 
9 .......... 

la G200682 A 3890.00 307.000 3250.00 4530.00 
Il 30·35 "le. TAU 1 \.~O 1.120 U5 13.50 
12 
13 A 2100.00 193.000 1700 00 2500.00 
14 35'40 HIC. TAU 15.40 1.700 11.90 10.90 
15 
\\; A ~8G().OO 19'.000 2450.00 3:Gr,. O~ 
17 40'45 nie. TAU 6 98 0.834 S.24 e.73 
18 ...... • .. • 
19 G200683 A 1736.00 120.000 1490.00 1990.00 
20 45·50 nlc. TAU 5.53 0.918 3.61 7.43 
21 
22 A 5146.00 400.000 4720.00 6380.00 
23 50'100 nie. TAU 6.55 0.897 4 66 8.41 
24 
2S A 39800.00 2400.000 34800.00 44800.00 
26 20'300 K1C. TAU 1l.40 0.865 9 60 13.20t 

S .. 268 1 sc 2S'AUC'59 14:02 flce 1 

STAT1STICS ON EXPERlnENT 21068 

a CRAPH 1 PARAHETER 2 VALUE 3 ST ERR OR 4 LOUER 951 5 UPPEIi 951 

.. _ ................................ -_ ....... -.. _ .. -........ _ ....................... _- ................ _ .. _- .......... -.. -_ .............. 
1 G21068 A 8950.00 2890.000 3030.000 14900.00 
2 < 20 lite. uu \6.70 1.620 1.190 3~.~0 
3 
4 4158.00 463.000 3210.000 5110.00 
5 20'25 nlC. TAU 22.00 3.610 14.600 29.40 
6 
7 A 1685.00 U8.000 1380.000 1990.00 
8 25'30 niC. TAU 16.80 2.020 12.700 21.00 
9 .......... .. -----.--. .. ....... _- .... -. 

10 C2106B2 A 1370.00 123.000 1120.000 1620.00 
11 30·35 HIC. TAU B 91 1.140 6.570 1 \. 2S 
12 
13 A 629.00 88.700 447.000 8\1.00 
U 35'40 niC. TAU 11.00 2.090 6.670 15.30 
15 
16 A 469.00 39.000 389.000 550.00 
17 4(H5 nlc. TAU 8.51 1.020 6.400 10.60 
18 .... •• .... .. .... _- .......... 
19 C21Q6B3 ,\ \.00 71.300 306.000 623.00 
20 ,5'50 n/C. TAU \.39 0.623 0.107 2.66 
21 
2~ A 800.00 47.200 703.QOO 891.00 1 
23 ) 50 nlC. TAU 5.38 0.543 4.270 6.50 1 
24 

1 

2S A 9200.00 638.000 7890.000 10500.00 
26 20·300 nie. TAU IS.40 1.440 12.S00 18.401 
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S3 Z6~ 1 sc :S-AUu 8~ 14'04 P.,t 1 

STATlSTlCS ON ElPERI~EH1 23068 

o CRAPH 1 PARA"ETER ~ mUE J ST ERROR 4 LOWE~ 95\ 5 UPPER 95\ 

.... ~ .... --- ........................................................ -................. _ ............ _ .. _........... ...... .. .. .... 
1 C~306B 51800,000 6390,00 31000,00 mao 00 
2 ( 20 n1C. TAU 61.400 31.90 0.00 149.00 

4 A 20600.000 3330.00 1,900 00 ZBJOù,oo 
5 20-25 m. TAU 80.600 82.80 000 27:.00 
6 

1000.000 681.00 5410.00 8580 00 
25-~0 "IC. TAU 85.900 56.10 000 211.00 

9 ---.-.-.--
10 GZ30681 A 3750 000 502.00 2590,00 4910.00 
Il 30 35 "IC. TAU 40.800 19.50 000 85,60 
12 
13 A :SOO.OOO :44.00 1940 00 3010 00 
14 35-40 "IC. TAU 29.500 8.10 10.80 48 ~o 
15 
16 16:0.000 19: ().,J \160 00 ~Obù 00 
17 40-~5 "IC. TAU 29.100 9.61 6.68 51 20 
18 -- _ •• - •• --
19 G2306B2 A 800.000 135.00 490.00 IttO.Où 
20 45-50 "IC. TAU J~.800 16.50 000 10.60 
21 
.2 A 3460.000 467.00 2>00.00 4540 00 
23 ) 50 HIC. lAU 6.m 1.55 2.54 9 71 
24 
25 33100.000 2040 00 29000.00 38400 00 
26 20-300 nlc. TAU 66.000 22.50 16 ZO 12000 

S4 26R 1 sc 2S-AUG-89 14:06 Palt 1 

STATlSTtCS ON ElPERI"EIIT 2906B 

o GRAPH 1 PARAKETER 2 mUE 3 ST EiRQi _ \.OWER 95\ S UPPEIl 95\ 

.... _ ..... _ .. --_ .... -_ ............... -- -_ .......... --....... ------_ .. ------ -_ ...... -- -_ .......... -_ .................... 
1 C2906BI A • 0300.00 6690.00 26100.00 53900.00 
2 < 20 m. TAU 33.90 11.40 10.90 57 20 
3 

• A ll9OO.oo 3190.00 25400.00 38400 00 
S 20-25 Ille. HU .2.S0 a.go 24 &0 61.20 
6 
7 A 19100.00 2480.00 141O\J.00 24b'Ju 00 
8 25-30 "le. TAU 2UO 600 13.00 31 iO 
9 -_ ..... --. 

10 G290682 14100.00 2200.00 96.0.00 18600. ùO 
Il 30-35 "IC. TAU 14.(10 3.93 6.06 22.10 
12 
13 A 11000.00 16S0 00 136?O 00 20300.00 
14 35-40 "IC. TAU 1.92 0.39 1.13 2 72 
15 
16 A 9S60.00 750. 00 8030.00 11100.00 
17 40-45 Ille. TAU 3.12 o .•• 2 23 •• 08 
18 -------.--
19 G2906B3 A 7900.00 580.00 6130.00 9080.00 
20 45-50 "IC. TAU 2.04 0.29 l. 49 2.75 
21 
22 21100.00 1130.00 18800 00 moow 
23 ) SO HIC. TAU 1 •• 3 o 17 \. 04 179 
24 
2S A 94200.00 12200.00 69300.00 Il!lOOO.OO 
26 20-300 "IC. TAU 20.20 4.10 10.60 JOJtlt 
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-, 29R 1 sc 25-AUG'89 \4:08 Pli' 1 

STATISTICS ON EXPERlftEHT 120B 

o GRAPH 1 PARA"ETEi 2 VALUE 3 ST mOi • LOWER 95' 5 UPPER 95' 

.... -- ........... -... -...... -... --- .. ------------ ......... -.. _~- ............................. -..................... 
1 CI2061 133000.0 9300.00 114000.0 15;:000.0 
2 ' 20 KIC. TAU 133.0 25.00 e3.a 182.0 
3 ..••.•••• 

• CI2082 A 2,:)00.0 1000.00 22300.0 26300.0 
5 20-25 HIC. TAU 57.3 '.40 .e.5 66.0 
6 
7 A 8790.0 488.00 7810.0 9760.0 
B 2HO HIC. TAU 50.0 5.00 39.8 59.7 
9 

10 A .010. a 204.00 3600.0 4420.0 
II 30-35 "IC. TAU 51.5 '.BO .1. 9 60.9 
12 
13 A 2230.0 127.00 1910.0 24BO.0 
U 35·.0 nlC. TAU 53.9 5.62 42.7 65.1 
15 .......... 
16 GI20el ~ 1340.0 73.00 1200.0 \490. a 
17 40'45 HIC. TAU 48.3 '.74 38. e 57.6 
18 
19 A 1040.0 66.70 862.0 1208.0 
20 45·50 HIC TAU 38.5 5.72 27.1 49.9 
21 
22 A 689.0 5'.70 580.0 800.0 
23 50-55 "IC. TAU 33.9 '.77 24 .• 43.' 
2. 
25 A 2320.0 120.00 2080.0 2560.0 
25 ) 50 Kle. m 28.3 2.81 23.1 33.5 
27·· .. •••••• 
28 Gl2084 A moo.o 1740.00 40300.0 17200.0 
29 20-300 HIC. TAU 52.7 J.BI '5.1 60.31 

S6 29R .sc 2HUC·89 U:IO Pli! 1 

STATlS1iCS ON EXPERIHENT 1508 

o CHAPH 1 pmmER 2 VALUE 3 ST mOR 4 LOWEll 95\ S UPPER 95\ 

.......... -..... -................ -_ ................................................................. ", ...... ---_ ............ 
1 CISOBI A 60.00.0 1920.00 56600.0 64200.0 
2 ( 20 HIC. TAU 65.6 4.22 57.2 74.0 
1 .......... ... ............. 
• GI5082 A 19100.0 502.00 18100.0 20100.0 , 
5 20'25 11It. TAU 62.3 3.25 55.8 68.81 
6 

10600 0 1 7 10000.0 300.00 9440.0 
8 25'30 ftiC. TAU 56.3 3.39 51.S 65.0 

10 A 6710.0 181.00 6350.0 7080.0 ! 
Il 30'35 HIC. TAU 43,4 2.14 ~9. 1 47.7 ! 
12 
13 A 3510.0 t39.00 3230.0 3790.0 1 
U 35'40 "IC. TAU 45.4 3.31 36.8 .. _ .... ~~:91 15· .. • ...... 
16 GIS083 A 2390.0 91.20 2210.0 2570.0 1 
17 40'45 Mie. TAU 40.4 2.82 34.8 46.1 
18 
19 A 1770.0 t08.00 t550.0 1980.0 1 
20 4HO HtC. TAU 28.8 3.16 22.5 35.1 
21 1 

22 A 1250.0 104.00 1050.0 1460.01 
23 50-55 HIC. TAU 22.7 3 •• 5 15.9 29.6 
24 
25 A 4850.0 166.00 U60.0 5220.0 
26 \ 55 HIC. TAU 18.0 1.27 15.5 20.5 
27 .......... .. __ .. -.......... 
28 G1SOS. A moo.o 791.00 46000.0 49200.0 
29 20-300 HIC. TAU 50.0 1.56 46.9 53.1 
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57 ~I 1 S~ ~r.. AIJo,., ~g 14 12 Pa,. 1 

STATISTICS Ok Elrnlftm lov6 

o GiAP" 1 PAIAnETEI Z \o\LUE 3 ST mOi • UlWEI m ~ UPPEi 1I~' 

• ,o ~ .. _ ..... ~ ....... ,o .... ,o ...... ................... 

1 CI6081 A 61100.00 mo 000 moooo 66800 0 
2 ( 20 "le TAU 56 80 9 •• 50 H 10 6\.8 
3" ...... 
• Gl6082 A ~21:0 o.J 1100.000 Ig»l 00 lUOOO 
1 20'25 "IC. TAU 8000 12.100 1 •• 70 105.0 
6 
7 A 10600.00 890.000 S800.00 12.00 0 
8 25·3(1 "IC. TAU 9'.80 21.100 51. 70 1.00 
9 

10 7300.00 39'.000 6110.00 8Og0 0 
Il 30'~ "le. TAU 49.20 1.700 31.80 60 1 
12 
13 A 1790.00 .99 000 4190.00 1390.0 
14 35040 "le TAU 33.30 4280 2. 10 Il 9 
15 .......... 

16 GI6083 A 3180.00 210.000 26.0 00 3120.0 
17 40'45 "le. TAU 2980 1.180 19.10 .0 2 
18 
19 3m 00 2\6 000 2~0.OO 39700 
20 .S·50 "\C. TAU 12 20 1.670 881 Il 6 
11 
Z2 A mo.oo 200.000 20!>0.00 28\0 0 
23 \0'\5 "IC. TAU IUO 1.710 8.10 15.0 
2. 
2\ A 10200.00 420.000 8380.00 11100.0 
26 ) 55 "IC. TAU e 01 0.562 6.9, g.2 
21 .. • .. • .. •• 
28 CI608. 57300.00 3260.000 50700.00 63800 0 
29 20·300 nie. TAU 52 60 6 .60 39.60 5~ Il 
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