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Abstract 

Iteratively computing and discarding a set of convex hulls creates a structure known as an 

"onion". In this thesis, we show that the expected number of layers of a convex hull onion for 

n uniformly and independently distributed points in a disk is e ( n~). Additionally, we show 

that in general the bound is e ( n d;l ) for points distributed in a d-dimensional baIl. Further, 

we show that this bound ho Ids more generally for any fixed, bounded, full-dimensional shape 

with a non-empty interior. The results of this thesis were published in Random Structures and 

Algorithms (2004) [1]. 

Résumé 

Un oignon est l'ensemble des enveloppes convexes qui partitionnent un nuage de points, 

couche par couche. Nous prouvons dans cette thèse que le nombre moyen de couches de 

l'oignon de n points indépendents et distribués uniformément dans un disque est e ( n ~ ) . 

Nous montrons aussi que ce résultat s'étand en dimension li quelconque: pour n points 

indépendents et distribués uniformément dans une boule d-dimensionnelle, le nombre moyen 

de couches est e (n d;l ). Cette limite reste valide si on remplace la boule par un ensemble 

fixe de plein-dimensionnelle et d'intérieur non vide. Les résultats de prouvés ici ont été publiés 

dans Random Structures and Algorithms (2004) [1]. 
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1 Introduction 

A problem in statistical estimation is to determine the "depth" of a point with respect to a 

sample set. For example, in one dimension, it is useful to know how close a particular sample 

is to the median of the sample set. See [2] for a survey of statistical approaches for estimating 

the median of a set of points. One of these approaches is to iteratively compute and discard the 

convex hull of the samples [3] choosing the centroid of the last convex set as the median. The 

collection of hulls is called an anion, and the depth of a sample is defined to be the number 

of hulls that need to be discarded until the sample lies on the convex hull of the remaining 

points. For the planar case, an optimal deterministic algorithm with worst-case running time 

of 0 (n log n) was given in [4]. However, it is still unclear whether this can be improved in the 

'average' case or even what the expected depth of the average case is. This paper addresses 

the latter question. 

There are many results regarding the expected number of points on the (outermost) convex 

hull of a set of points that are distributed in various ways e.g., [5]. In particular, the expected 

number ofhull points for n points uniformly and independently distributed in a disk is e (n~) 

[6]; however for a square, this value is 8 (log n )[7]. Thus the geometric shape of the region 

where the points are distributed has a strong effect on the properties of the outermost hull and 

it might be supposed that the same would be true for the number of layers. 

The main result of this paper is to show that for n uniformly and independently distributed 

points over a disk, the expected number of layers is e ( n ~ ). More generally, we show that n 

such points in d-dimensional baIl, the expected number of layers is 8 ( nd!l ). Furthermore, 

we show that this bound holds for every fixed, bounded d-dimensional shape that contains 

a d-dimensional baIl! Thus, this bound applies even to shapes that are neither convex nor 

contiguous. 
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2 Previous Work 

Several of the results in this paper are known to the community but have not been published. 

In particular, Lemma 2 which proves a lower bound for the number of layers is easy as is the 

extension to general shapes. (However, the fact that the lower bound holds for non-convex 

shapes seems less weIl known.) Nonetheless, we present these results together because they 

are simple and they show the tightness and generality of our main result, the upper bounds 

proven in Theorems 1 and 2. 

The results presented in this thesis have been published in [1]. 

3 Layout of the Thesis 

We will start with a simple but powerful fact about anions in Section 4. This will be followed 

by upper and lower bounds for the the planar case in Section 5. In Section 6, we extend the 

work to higher dimensions foIlowing the same general structure as the planar case. Next, we 

consider shapes other than d-dimensional balls in Section 7. 

4 Basics 

Let S be a set of n points. We define the depth of S to be the number of layers in the onion 

generated from S. For any point p E S, we define the depth of p ta be the number of hulls that 

needs to be removed before p lies on the hull of the remaining points. 

AlI of the proofs in this paper will rely on a convenient property of onions that we prove 

now. 

Lemma 1. Given a set S of points in IRd
, adding a point p will either leave the depth of S 
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unchanged or increase it by one. 

Proof. If P is inside any of the layers of S's onion, it can not affect the composition of the 

layers that contain p. Rence, we can assume, without loss of generality, that plies outside 

of the convex hull of S. Adding p to S, p must lie on the convex hull of pUS. This may 

cause points that were formerly on the hull of S to be ejected from this outermost hull when 

p is added to S. These ejected points are necessarily in convex position and must replace 

a contiguous subset of the next hull (otherwise, it would imply that sorne point on an inner 

hull was not completely contained in an outer hull). Iteratively applying this argument, we 

continue to replace contiguous sections of hulls until we reach the center, where the CUITent set 

of ejected points forms one addition al hull. At any point along the iteration, the ejected subset 

may just merge with the next inner hull creating no hull subsection that needs to be propagated. 

In this case, the depth of the onion stays constant. o 

5 Upper and Lower Bounds for the Disk 

First, we prove a lower bound for the depth using a result from [8]. 

Lemma 2. Let S he a set of n points that are distrihuted uniformly and independently over a 

d-dimensional ball. The expected depth is n (n d!l ). 

Proof. Previous work [8] has shown that the expected number of points on the convex hull of a 

uniform distribution of points over a general convex body, K c IR d, is less than cdn (d-l) / (d+ 1) 

for sorne constant Cd that only depends on d. 

Let hi be the number of points on the i-th hull and let k be the number of hulls. Define hi 
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to be zero if i > k. Let t be a constant (depending only on n and d) that we will choose later. 

Pr[k < t] < Pr[k::; t] 

Pr [~h' ~ n] 

< ~ E [~h,] (Markov' s inequality) 

1 lt J 
- LE[hi ]. 

n i=l 

Since the (at most n) points inside any of the convex hulls are uniformly distributed in that 

hull, E [hi] ::; Cdn(d-l)/(d+1) for an i. Thus, Pr [k < t] ::; ~cdn(d-l)/(d+1). 

E [k] > t Pr [k 2': t] 

Choosing t = n/2 (Cdn(d-l)/(d+l)) yields, 

E[k] 

which completes the proof. 

1 2 
= -nd+1 

4Cd ' 

D 

We prove that this bound is tight for the planar case first as it contains aU of the main 

ideas of the general case and is more intuitive. In Theorem 2, we prove the bound for higher 

dimensions. 

Theorem 1. The expected depthfor n points distributed uniformly and independently in a disk 
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Figure 1: Calculating the area of the polygonal ring which lies between the inscribing and circum
scribing m-gons. 

Proof. The 10wer bound is shown in Lemma 2 so we need only consider the upper bound. Let 

m 3 = n. Since n can be rounded up to the nearest cube with only 0 ( n~) additional points, 

we assume without 10ss of generality that m is an integer. Also we assume that n is large 

1 
enough. Let KI be a disk with radius R = 1T-"2, th us the area of KI is 1. Let K 2 be a disk 

(concentric with KI) with radius r = R (1 - ;; ). 
Inscribe KI with a regular m-gon and then circumscribe K 2 with a homotopie copy of the 

same polygon, as depicted in Figure 1. Let A be the area of the polygonal ring (between the 

inscribing and circumscribing m-gons). 
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Rewriting r as R (1 - e2) with e = ~, we get: 

A mR2 sinecose - mr2 tane 

mR2 [(e- e
6

3 
+0(e5)) (1- e2

2 

+0(e4
))] -mr2 tane 

mR2 [(e - ~e3 + 0 (e5)) - (1- 2e2 + 0 (e4)) (e + e; + 0 (e5))] 

: [ (e - ~ e3 + 0 (e5)) - (e + e
3

3 
- 2e3 + 0 (e5) ) ] 

m [e3 + 0 (e5)] 
7f 

7f2 ( 1) 9 -2 + 0 4 2: -2 for n large enough. 
m m m 

Generate a sequence of concentric and homotopie regular m-gons starting with KI and 

K 2 keeping the ratio between consecutive copies fixed. Continue generating copies as long as 

the innermost polygon has area 2: 1/4. Because the polygons are aU similar, the area of any 

polygonal ring is at least A/4 and hence the number ofrings, k, is at most m 2
• 

Figure 2: Calculating é and <p. 

Next, we compute two more numbers essential to this construction, E and cp. Let E be the 

area of T n KI where T is a half-plane that is tangent to K 2 and does not include the origin, 

O. Let P and Q be the intersections of T with KI such that LPOQ ::; 7f. Let cp be the angle 
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L.POQ. These variables are depicted in Figure 2 with é as the area of the shaded section. 

Clearlycos(cp/2) = r/R and é = !n(nR2) -Area(60PQ). Sincer/R ---t las 

n ---t 00, we use the appropriate power series for arccos as foBows: 

cp 2 arccos (~) 

2v'2Jl- ~(l+O(l- ~)) 
< (: ) for large enough m. 

Thus, for large enough m, the number of sides of the outermost polygon that lie within 

T n KI is at most l ~ . ;:r J + 2 = 3. (In fact, the number of adjacent sides is always odd, but 

this inequality is sufficient for our needs.) We caB the se outer sides visible if they intersect T. 

We will use this fact soon but first we need to calculate é. 

Recalling that é is the area of T n KI, we note that é is upper bounded by the fraction of 

the outer ring that is swept by cp. Thus, 

é < 

< 

< 

< 

3 21[2 

2m' m 2 

31[2 

m 3 

30 
n 

Let Ki and Ki+I be two adjacent polygons and s a side of Ki+I' If T s is the halfplane 

through s that does not include the origin, then the visible sides of s are sides of Ki that 

intersect T s . Further, é is the area of T s n Ki. Using similarity, we note that cp stays the same 
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1 
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, , 

Figure 3: Calculating the depth of a visible region. 

for aIl of the m-gons while é can only decrease. Similarly, the number of sides that are visible 

to any other side is fixed at 3 for the entire construction. 

The construction is now complete. The remainder of this praof will focus on imposing a 

combinatorial structure that will bound the depth of any point in these k rings. Observe that 

for any point p to have depth d where d > 0, every half-plane containing p must also contain 

a point with depth d - 1. (Otherwise, we could rem ove the first d - 2 hulls and then p would 

be alone in a half-plane and thus must lie on the (d - l)-th convex hull.) 

We now construct a network of inequalities relating the depth of any point to its location 

in the disk. As in Figure 3, let P be a quadrilateral with sides, Si, such that half-planes, Ti, 

lie along each Si and do not include the origin. Let Pmax be the point with the largest depth 

that lies in TO but outside of P i.e., Pmax E TO \ P. Then every point in P must have depth 

:::; d + IIPII where dis the depth of Pmax and IIFII is the number of points in P. (lt is not 

necessary for this praof but may be instructive to note that equality is only possible when the 

points in P have depths {d + 1, d + 2, ... ,d + Il Pli }). Assign a value to each Ti corresponding 
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to the maximum depth of any point that lies in Ti where each half-plane faces away from the 

center of the disk. Thus, the value for TO is at most IIPII plus the maximum of the values for 

the other three half-planes. This is true bec au se the union ofthe areas covered by Tl, T2 and T3 

will completely cover TO \ P. 

Associate with every side of the m-gons a visible region defined by KI nT where T is a 

half-plane that is tangent to that side and does not include the origin. We can think of each 

visible region as a node in a directed acyclic graph i.e., a DAG. Each node (except the leaves) 

has three children corresponding to the three visible sides of the next largest polygon. The 

DAG has m roots corresponding to the m sides of the innermost polygon and has m leaves 

corresponding to the visible regions of the polygon circumscribing K 2 . Each node performs 

a 'max' operation on its children and adds to that value the number of points that are in its 

visible region but not in its children. The maximum of the values generated by this process at 

each of the m roots gives an upper bound on the maximum depth of any point that lies outside 

the innermost m-gon. 

Everything shown so far applies to any configuration of points in KI. We now use the fact 

that the points in KI are independently and uniformly distributed to complete the proof. The 

maximum value of the DAG corresponds to a particular path from a root to the leaves. The 

numberofpathsism3k ~ exp(2k+lnm) ~ exp (2m2+1nm) wherekisthenumberof 

rings. 

Observing that aIl paths cover the same area, let C be this area. Thus, C ~ kE ~ ~. 

Since the points in Kl (which has unit area) are independently and uniformly distributed, the 

number of points that lie in any path is described by B(n, C) where B(n,p) is the binomial 
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distribution. Using a version of Chemoff's Bound [9, 10] for 0 > 1, 

[ 30n] Pr B(n, C) 2:: (1 + 0) m < Pr [B (n, ~) 2:: (1 +0)3~n] 

< exp (-300m2
) . 

Thus for a good (constant) choice of 0, we know that, with probability greater than l-l/n, 

no path has value greater than (1 + 0)30m2 • Since the maximum depth is less than n, the 

expected maximum is at most 0 (m2) = 0 (n~). 

To finish the proof, let Dk be the smallest disk that encloses the innermost polygon. We 

note that with probability greater than 1 - l/n, the number of points in Dk is less than n/2. 

(The area of Dk is only 1/4 + 0 (~).) Let d be the maximum depth for points outside the 

inner polygon. Removing the outer d rings would exactly reduce the total number of layers by 

d. Thus by Lemma 1, removing a subset of the outer d rings can only reduce the number of 

layers by at most d. Specifically, we remove the points that lie outside Dk. Let D(n) be the 

expected depth of n points in Kl. Using D(c) = 1 for c :s: 3 as the base case, we have the 

following difference equation: 

D(n) < 0 (n~) + D(ln/2J) + 1 

6 Higher Dimensions 

In this section, we extend the result to higher dimensions. The essential step is to create a 

higher-dimensional equivalent of the regular m-gons used in the previous theorem. 
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Theorem 2. The expected depth for n points distributed uniformly and independently in a 

d-dimensional euclidean bail is e ( n d!l ). 

Proof. The lower bound is shown in Lemma 2 so we need only consider the upper bound. 

Let R be the radius of a d-dimensional euclidean baIl with unit volume. Let m = n l/(d+1) 

which we can assume to be an integer. Let cp = l/m and .\ = 1 - h where h = 1/m2. K 

is the polytope to be constructed, B (r) is a baIl centered at the origin with radius rand S (r) 

is its boundary. C<j>(a) is a cap centered at a E S(r) and angle cP. Let b1 , b2, ... be positive 

constants that depend only on d. 

Choose a set of points al, a2, ... , aN E S(R), maximal with respect to the property such 

that for each i, j 

Since the caps are pair-wise disjoint, N times the surface are of a single cap is at most 

Wd_lRd-1 where Wd-l is the surface area of a unit d-dimensional baIl (i.e., radius = 1). 

Thus, N :::; b1 m d-l. (This estimate is accurate to within a constant factor because the set of 

caps C 2<j>(ai) cover S(R). Otherwise, there would be room to place another ai in an uncovered 

portion of S(R).) 

Using {ad and using aiaj = ai . aj, we can define our polytope K by 

N 

K n { x E md 
: ai (x - ai) ::::; 0 } 

i=l 

This polytope K has the following properties: 

Claim 1. K c B(R/ cos 2cp). 

Recall that.\ = 1 - h, and h = 1/m2. Let Pi be the polytope K n {x: .\ai(x - .\ad ~ a}. 
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Claim 2. For each i, Vol Pi ::; b2/n. 

Claim 3. Again for each i, the polytope Pi has at most b3 facets. 

ProofofClaim 1. Assume z E K \ B(R) and let z* = Rz/lizii E S(R). Then, because of the 

maximality of the {ad, we know that there exists an ai such that 

which shows that the maximum angle between ai and z is at most 21jJ. Then, 

Thus, Ilzll ::; R/ cos 21jJ. 

Proof of Claim 2. Let C be a cap of B (R / cos 21jJ) that is eut off by a hyperplane H that is a 

distance ).,R from the origin. The volume of this cap is an upper bound for the volume of Pi. 

The radius, p of the disk H n B (R/ cos 21jJ) ,can be estimated with: 

Then, 

Vol C < Wd_lpd-l (co~1jJ - )"R) 

< Wd_lpd-l R (1_121jJ2 - (1- h)) 
d 1 (21jJ2 ) < Wd-lP - R 1 + 1 _ 21jJ2 - 1 + h 

< Wd_lpd-1R (m22_ 2 + ~2) 

< b2/md+l = b2/n, 
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which proves the claim. 

Proof of Claim 3. Let Hi be the hyperplane with the equation )..ai (x - )..ai) = O. The facets 

of K are given by the inequalities aj (x - aj) ~ O. If such an inequality defines a facet of Pi, 

then the facet has to intersect the cap C (see above) centered at ai. Then the angle between ai 

and aj is at most cp + 7j; where 7j; is defined by sin 7j; = p / (R / cos 2cp). Then the cap C <p (aj) is 

contained in C2<jJ+'I/J (ai)' As the small caps are pairwise disjoint, comparing the surface areas 

of these two caps tells that at most a constant number, b3 , of the small caps can 'fit' inside 

C2<jJ+'I/J(ai) which proves the claim. 

To complete the construction, set K 0 

t = 0,1, ... T where T = m 2 • Then, 

K and Kt 

YolKT )..dTYol Ko 

< (1- h)dT(cos2cp)-d 

< exp {-hdT} exp {db4/m2} 

< exp {-d + db4/m2} 

< T d (if m is large enough). 

{x: )..-tx E Ko} for 

We can now write P(i, t) = )..t Pi, and let X n be the random sample of n uniform and indepen

dent points from B(R). The cells P(i, t) form a DAG with max degree D ~ b3 (from Claim 

2), with the arrows directed from cell P(i, t) to P(j, t-l) ifthese two cells touch along facets. 

The depth of any point in B(R) \ B(R/2) is at most the maximum ofthe number of points 

taken along any path through this DAG. The number of paths is at most N (the number of 
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facets of K) times DT. Thus, 

And the sum of the volumes along any path is at most 

and thus the expected number of points in a path is b6 m2. Using the same Chemoff bounding 

technique as in Theorem 1, we find that for an appropriate choice of J, the probability that no 

path has length greater than (1 + O)b6m2 is at least 1 - lin. Since the longest path is bounded 

by n, this means that the expected maximum is less than 0 (m 2 ) = 0 (n 2/ d+ 1). Since, with 

high probability, there are only a constant fraction of points remaining inside KT, the rest of 

the argument holds. D 

7 Beyond The Disk 

AlI well and good, but does the expected number of layers for n points distributed uniformly 

and independently in a square vary significantly from that of a disk? In fact, it was to answer 

this question that this research was initiated. In particular, as mentioned earlier, the number of 

points on the convex hull of a square is 8 (log n)[7] as opposed to the 8(n 1/3)[6] for the disk, 

so one might suppose that the depth of the square should be much greater than that of the disk. 

In this section, we show that the same asymptotic upper and lower bounds hold for both cases, 

as well as for a broad family of other shapes. 

Recalling that the depth of the set 8 is defined as the number of layers of 8's onion, we 
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note a direct consequence of Lemma 1. 

Corollary 1. Let S, T be sets of points such that T ç S. The depth of S is at least the depth 

ofT. 

Let ER( n) be the expected depth for n points distributed independently and uniformly in 

sorne region R C IRd . Specifically, let ED(n) be the expected depth for n points distributed 

independently and uniformly in a d-dimensional baIl. Also let IIRII and IIDII be the number of 

points contained in Rand D respectively. 

Lemma 3. For any bounded region R c IR d that has a non-empty interior, the expected depth 

of n points distributed independently and uniformly in R has the same asymptotic lower bound 

(within a constant factor) as for the d-dimensional hall. Formally, 

Praof. Let D be a d-dimensional baIl of non-zero volume entirely contained in the region 

R. Since R has a non-empty interior, this is always possible. Since R is bounded, we can 

(uniformly) sc ale R until it has unit volume without changing any of the convex hulls. Let c 

be the volume of D after such a rescaling. By Corollary 1, the depth of the points in Ris at 

least the depth of the points in D. Since this is always true for any particular configuration, it 

is also true in expectation. The number of points in D is described by the distribution B(n, c) 

and the probability that this is less than nc/2 is much less than lin for n large enough. Thus, 
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using Lemma 2: 

ER(n) > E [depth of points in Dl 

> E [D (~c)] Pr [IIDII ~ ~c] 

> 0 ( (~c) d!l) (1 _ ~) 
o (n d!l). D 

Lemma 4. Let Re IRd be a bounded region such that Vol (R) > O. Then the expected depth 

ofn points distributed independently and uniformly in R has the same asymptotic upper bound 

(within a constant) as for the d-dimensional ball. Formally, 

ER(n) = 0 (n d!l ) 

Proo! Let D be a finite d-dimensional baIl entirely containing the region R. Since R is 

bounded this is always possible. Since D is finite, we can (uniformly) sc ale D until it has 

unit volume without changing any of the convex hulls. Let c be the volume of R after such 

a rescaling. By Corollary 1, the depth of the points in Ris at most the depth of the points in 

D. Since this is true for any particular configuration, this must be true for the expectation. We 

uniformly and independently distribute 2n / c points in D. 

Since the number of points in R is described by B(2n/c, c), the probability that R will 

have fewer than n points is much less than 1/ n for n large enough. If R has too few points by 

this construction, we can use an upper bound of n for the depth. Otherwise, we use the depth 
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of D. Thus, using Theorem 2: 

ER(n) < E [depthofpoints in D] +nPr[lIRII < n] 

< E [D (2;)] Pr[llRl1 ~ n] +nPr[lIRII < n] 

< o ((2njc)d!1) (1-~) +0(1) 

o (nd!l). D 

Hence, upper and lower bounds for the expected depth of a uniforrn distribution over a 

d-dimensional baIl will apply to many interesting regions, R. The only requirements are for R 

to be fixed, bounded and have a non-empty interior. 
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