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 Abstract 

 This  study  showed  a  significant  variability  in  gas  consumption  rate  values  during  gas 

 hydrate  growth  at  a  same  experimental  condition  for  a  specific  experimental  setup.  This  is 

 important  since  many  studies  report  a  singular  gas  consumption  rate  or  no  associated  statistics. 

 Carbon  dioxide  hydrate  gas  consumption  rates  had  of  coefficient  of  variation  of  2.7%  for  204 

 kPa,  9.7%  for  317  kPa  and  9.6%  for  435  kPa  driving  forces.  The  gas  consumption  rates 

 decreased  with  increasing  induction  time  following  a  first-order  response.  A  high  induction  time 

 resulted  in  a  higher  bulk  liquid  temperature  increase  meaning  a  greater  amount  of  initial  carbon 

 dioxide  hydrates  formed.  Methane  hydrates  did  not  exhibit  the  same  behaviour  of  gas 

 consumption  rate  with  induction  time.  Variations  in  methane  gas  consumption  rates  were  4.8% 

 for  698  kPa  and  2.4%  for  1564  kPa  driving  forces.  A  regression  of  metastable  dissolution  during 

 these  kinetic  experiments  demonstrated  that  the  liquid  mole  fraction  limit  increased  with 

 increasing  driving  force.  The  dissolution  time  constant  decreased  with  increasing  mixing  rate. 

 Finally,  the  maximum  experimental  liquid  mole  fraction  supersaturation  achieved  during  all 

 experiments was 75 times smaller than the thermodynamically predicted spinodal limit. 

 Keywords 

 Gas hydrate; Induction time; Gas consumption rate; Hydrate kinetic; Hydrate dissolution 
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 1 Introduction 

 Gas  hydrates  are  non-stoichiometric  crystalline  compounds  that  form  when  a  gas 

 molecule  is  encapsulated  by  water  molecules  at  relatively  low  temperatures  and  high  pressures. 

 Suitable  guest  molecules  are  mostly  determined  by  size  and  stabilize  the  crystal  lattice  of 

 hydrogen-bonded  water  molecules  through  weak  van  der  Waals  forces  [1].  There  are  over  180 

 different  molecules  that  form  hydrates,  with  the  most  notable  being  methane  and  carbon  dioxide 

 [2].  Until  the  1930’s,  hydrates  remained  mainly  of  academic  interest  until  industrial  research  was 

 spurred  by  the  discovery  of  hydrates  blocking  natural  gas  transmission  lines  [3].  To  this  day,  this 

 problem  of  blockages  remains  quite  significant  and  costly,  as  can  be  seen  in  the  complications 

 with  the  BP  oil  spills  in  the  Gulf  of  Mexico  that  were  due  to  a  large  volume  of  hydrates  formed 

 [4].  Another  turning  point  in  the  field  was  the  discovery  of  in  situ  natural  gas  hydrates  in  the 

 Siberian  permafrost  [5].  Recently,  various  applications  using  hydrates  have  been  proposed  such 

 as  gas  transportation,  storage  and  separation  [6-8].  Carbon  dioxide  sequestration  in  hydrate  form 

 has  been  studied  as  a  mean  to  mitigate  global  warming  [9,  10].  Dashti  et  al.  provided  a 

 comprehensive  study  on  the  recent  advances  in  gas  hydrate-based  CO  2  capture  [11].  Slow  and 

 unpredictable  formation  kinetics  and  the  lack  of  scalability  studies  have  prevented  larger  scale 

 development of these proposed technologies [7, 12]. 

 Numerous  studies  have  been  performed  to  investigate  the  kinetics  of  gas  hydrate 

 formation  in  stirred  tank  crystallizers.  These  studies  make  use  of  the  gas  consumption  rate  to 

 model  the  system  and  calculate  the  reaction  rate  constant.  The  pioneering  publication  by 

 Vysniauskas  and  Bishnoi  [13,  14]  discussed  the  kinetics  of  methane  and  ethane  hydrate 

 formation.  They  assumed  an  Arrhenius-type  function  of  temperature  for  the  reaction  rate 

 kinetics.  More  recently,  Bergeron  and  Servio  [15-18]  developed  a  model,  shown  in  Equation  1, 
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 for  hydrate  growth  in  stirred  tank  reactors  that  focuses  on  the  liquid  phase,  eliminating  the  need 

 to calculate the mass transfer at the gas-liquid interface. 

 (1)  𝑑𝑛 
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 where  is  the  amount  of  moles  consumed  over  time  after  the  onset  of  growth,  also  called  the  𝑑𝑛 
 𝑑𝑡 

 gas  consumption  rate,  V  L  is  the  liquid  volume  in  the  reactor,  ρ  w  and  MW  w  are  respectively  the 

 mass  density  and  molecular  weight  of  the  liquid  water  at  reactor  conditions.  The  driving  force  for 

 growth  is  the  difference  between  the  mole  fraction  of  the  hydrate-forming  gas  in  the  bulk  liquid 

 (x  L  )  and  its  solubility  under  hydrate-liquid  equilibrium  (x  HL  ).  The  second  moment,  μ  2  ,  is  a 

 representation  of  the  hydrate  particle  size.  The  last  variable  and  what  these  models  aim  to  predict 

 is  the  intrinsic  reaction  rate  constant  k  r  .  In  literature,  the  intrinsic  reaction  rate  predictions  vary 

 by  a  few  orders  of  magnitude  for  similar  systems  [15,  17,  19].  This  discrepancy  can  be  attributed 

 to  different  reactor  geometries,  mixing  rates,  as  well  as  error  in  measuring  particle  size,  liquid 

 mole  fraction  or  gas  consumption  rates.  Some  reports  used  the  initial  gas  consumption  rate  (e.g. 

 first  15  minutes  of  growth)  [15-17]  while  others  utilized  the  gas  consumption  rate  after  up  to  10 

 hours  of  growth  [19].  Hence,  the  gas  consumption  rate  can  be  significantly  different  for  each 

 experimental  setup  depending  on  the  geometry  of  the  reactor  vessel,  the  speed  of  mixing,  the 

 amount of liquid present and the method of selecting the rate. 

 A  molar  gas  consumption  curve  of  hydrate  formation  and  growth  for  a  stirred  reactor  is 

 presented  in  Figure  1.  The  process  can  be  divided  into  three  steps.  The  first  step  involves  the 

 dissolution  of  the  hydrate-forming  gas  into  the  liquid  phase  until  the  liquid  mole  fraction  reaches 

 the  point  of  three-phase  equilibrium  at  the  experimental  temperature.  As  seen  in  Figure  1,  this 

 occurs  at  time  t  eq  where  n  eq  moles  have  been  dissolved.  The  next  step  is  the  induction  step,  and  is 

 characterized  by  the  liquid  phase  being  supersaturated  with  the  hydrate-forming  gas.  This  occurs 
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 because  the  pressure  is  above  the  three-phase  equilibrium  pressure,  enabling  the  formation  of  a 

 new  phase.  Due  to  the  stochastic  nature  of  nucleation,  gas  hydrates  can  form  at  any  time  during 

 this  metastable  induction  period  [1].  Small  hydrate  nuclei  continuously  form  and  dissociate  until 

 a  critical  radius  size  is  reached  where  hydrate  growth  is  energetically  favourable  [1].  This  is 

 denoted  by  the  induction  time  t  ind  and  marks  the  start  of  the  hydrate  growth  step  [20].  A  bulk 

 liquid  temperature  spike,  ΔT,  from  exothermic  solidification,  and  an  increase  in  opacity  of  the 

 liquid  are  two  indicators  of  the  nucleation  of  hydrates  in  the  reactor.  Hydrate  former  gas 

 consumption generally increases linearly over time at the early stage of growth. 

 Figure 1: Simplified hydrate growth curve of gas consumption over time. 

 The  dissolution  and  induction  phases  can  be  modeled  together  by  applying  dissolution 

 kinetics.  A  first-order  kinetic  rate  model  is  usually  used  to  fit  the  data  [21,  22]  and  can  be  seen  in 

 Equation 2. 
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 where  n  liq  is  the  hypothetical  maximum  liquid  moles  dissolved  if  hydrates  would  not  form  and  τ 

 is  the  time  constant  used  to  designate  the  point  in  time  where  63.2%  of  the  n  liq  is  reached.  A 

 reduction  of  τ  would  thus  indicate  an  increase  in  rate  of  dissolution.  With  a  metastable  system, 

 the  dissolution  can  only  be  fitted  up  to  the  growth  phase  since  the  presence  of  hydrates  changes 

 the  gas  consumption  dynamics  completely.  It  follows  that  the  mole  fraction  of  the  hydrate 

 forming  gas  in  the  liquid  phase  can  also  contribute  to  the  understanding  of  kinetics.  Bergeron  and 

 Servio  [18]  demonstrated  that  the  mole  fraction  of  the  gas  hydrate  former  in  the  bulk  liquid  phase 

 during growth remained greater than its two-phase hydrate-liquid equilibrium value. 

 Although  many  studies  have  considered  modeling  and  quantifying  gas  hydrate  growth 

 kinetics,  the  effect  of  induction  time  on  the  gas  consumption  rates  has  not  been  reported  or  even 

 mentioned  to  the  knowledge  of  the  authors.  It  is  critical  to  accurately  determine  the  gas 

 consumption  rate  in  order  to  properly  compare  kinetic  performances  of  different  additives, 

 especially  when  these  gas  consumption  rates  are  compared  directly  or  used  to  calculate  the 

 intrinsic  kinetic  rate.  This  study  could  also  contribute  to  various  industrial  applications  where 

 time  is  a  factor;  hence  rapid  dissolution  and  short  induction  time  are  essential  to  reducing  cost 

 and  improving  efficiency.  The  liquid  mole  fractions  of  the  gas  hydrate  former  during  dissolution 

 are also investigated to provided further insights on the complete kinetic process. 
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 2 Experimental 

 2.1 Experimental Setup 

 A  detailed  description  of  the  experimental  setup  and  procedure  can  be  found  in  a  previous 

 report  [23].  A  simplified  diagram  of  the  experimental  setup  is  shown  in  Figure  2.  It  consists  of  a 

 600  mL  reactor  made  of  316  stainless  steel  with  a  pressure  rating  of  20  MPa  submerged  in  a 

 temperature  controlled  20%  ethylene  glycol-water  bath.  The  reactor  is  equipped  with  a  MM-D06 

 magnetic  stirrer  from  Pressure  Products  Industries  with  a  standard  magnetic  stir  bar  with 

 spinning  ring  from  Cole  Parmer.  The  reactor  is  connected  to  a  reservoir  gas  tank  through  a 

 Baumann  51000  control  valve  that  keeps  the  pressure  constant  during  kinetic  experiments.  For 

 increase  in  accuracy,  the  control  valve  is  regulated  with  the  difference  in  pressure  between  the 

 reactor  bias  gas  tank  and  the  reactor.  The  absolute  pressures  are  monitored  using  Rosemount 

 pressure  transducers  configured  to  a  span  of  0-14  MPa  while  the  differential  pressure  transducers 

 are  configured  to  a  span  of  0-2  MPa,  both  with  an  accuracy  of  0.065%  of  the  given  span.  The 

 system  temperatures  are  recorded  with  RTD  probes  from  Omega  with  accuracy  of  0.1  K.  All 

 pressure  and  temperature  readings  are  sent  to  a  computer  through  a  National  Instrument  data 

 acquisition  system.  Liquid  samples  are  removed  from  the  reactor  through  a  sampling  port.  A 

 digital  gasometer  from  Chandler  Engineering  is  used  to  measure  the  amount  of  gas  evolved  from 

 the  liquid  when  the  sample  is  left  to  equilibrate  at  room  temperature  and  atmospheric  pressure. 

 All  gases  used  were  obtained  from  MEGS  Inc.,  and  included  ultra-high  purity  methane  gas 

 (99.99%)  and  carbon  dioxide  gas  (99.995%).  The  water  was  treated  in-house  by  reverse-osmosis 

 with a 0.22 μm filter having a conductivity of 10 μS and total organic content < 10 ppm. 
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 Figure 2: Schematic of the experimental setup used in all experiments. 

 2.2 Kinetic Experiments 

 Initially,  the  reactor  was  rinsed  three  times  with  360  mL  of  water.  Then,  it  was  loaded 

 with  240  mL  of  RO  water.  All  kinetic  experiments  were  performed  with  the  same  240  mL  of 

 water  to  ensure  the  hydrodynamics  were  consistent  across  all  experiments.  The  temperature  of 

 the  bath  was  set  to  2  °C  for  all  experiments.  The  temperature  was  always  kept  at  2  °C  and  it  was 

 the  pressure  that  was  varied  to  provide  the  driving  force  for  hydrate  formation.  Following  water 

 injection,  the  reactor  gas  was  purged  three  times  by  pressurizing  to  1100  kPa  and  then 

 de-pressurizing  to  110  kPa.  Once  thermal  equilibrium  was  reached  in  the  liquid,  the  reactor  was 

 pressurized  to  the  desired  pressure  for  the  run  based  on  the  driving  force.  This  driving  force  can 

 be  interpreted  as  either  a  temperature  subcooling  or  a  pressure  driving  force  when  compared  to 

 the  three-phase  equilibrium  line.  The  reservoir  and  reactor  bias  gas  tanks  were  pressurized  to 

 1000  kPa  above  the  reactor  value  to  provide  a  differential  pressure  for  gas  transfer  during  the 

 run.  When  the  temperature  stabilizes,  the  data  acquisition  system  and  control  valve  were  turned 

 on,  and  the  stirrer  was  started.  Once  nucleated,  the  hydrates  were  allowed  to  grow  for  at  least  300 

 seconds  before  the  data  acquisition  system  and  control  valve  were  turned  off.  300  seconds  was 

 chosen  to  calculate  the  gas  consumption  rate  as  it  was  considered  sufficient  time  to  fit  a  linear 
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 slope  but  not  too  long  so  that  the  hydrodynamics  would  be  changed  by  the  presence  of  solids  in 

 the  reactor.  The  system  was  subsequently  brought  down  to  110  kPa  for  the  hydrates  to  dissociate. 

 Once  all  hydrates  were  dissociated,  the  reactor  pressure  was  set  to  the  initial  pressure  and  the 

 experiment  was  repeated.  The  moles  consumed  were  calculated  from  the  temperature  and 

 pressure  data  of  the  reservoir  using  the  Trebble-Bishnoi  equation  of  state  [24,  25].  The  gas 

 consumption  rate  was  calculated  from  the  slope  of  moles  consumed  over  time  for  the  first  300 

 seconds  of  hydrate  growth.  The  temperature  spike  ΔT  was  calculated  from  the  difference 

 between  the  highest  temperature  after  nucleation  and  the  average  temperature  before  nucleation. 

 The  liquid  mole  fraction  was  calculated  from  the  amount  of  moles  consumed  before  hydrate 

 formation  accounting  for  the  gas  dissolved  at  the  start  of  the  run  when  reactor  was  at  110  kPa. 

 The  pressure  slightly  above  atmospheric  was  to  prevent  gases  from  the  atmosphere  to  enter  the 

 system. 

 2.3 Mole Fraction Experiments 

 An  analytical  flash  technique,  similar  to  the  one  used  by  Gaudette  and  Servio  [26],  was 

 employed  to  calculate  the  mole  fraction  of  methane  in  the  bulk  liquid  during  the  dissolution  and 

 growth  steps.  The  reactor  was  loaded  with  360  mL  to  allow  for  multiple  removals  of  liquid 

 samples.  Three  sample  vessels  were  evacuated  and  cooled  to  the  experimental  temperature  prior 

 to  sample  extraction.  They  were  also  weighed  before  and  after  the  sample  was  collected.  Prior  to 

 the  removal  of  a  sample,  the  stirrer  was  turned  off  to  avoid  having  hydrates  or  air  bubbles  enter 

 the  sample  vessel.  The  liquid  from  the  reactor  was  extracted  into  the  three  sample  vessels. 

 Through  the  use  of  a  gasometer,  the  content  of  the  sample  vessel  was  brought  to  atmospheric 

 pressure  and  room  temperature.  The  mole  fraction  was  determined  from  the  volume  of  gas 

 released when exposed to atmospheric conditions, as shown in Bergeron et al. [15]. 
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 3 Results and Discussion 

 3.1 Carbon Dioxide Hydrate Kinetics 

 3.1.1 Effect of Driving Force 

 For  the  carbon  dioxide-water  gas  hydrate  system,  experiments  were  completed  at  three 

 different  driving  force  presented  in  Table  1.  Mixing  speed  and  temperature  in  these  experiments 

 were kept constant at 560 rpm and 2 °C respectively. 

 Table 1: Three different driving force conditions for CO  2  hydrate kinetic experiments. 

 Temperatur 

 e (°C) 

 Pressure 

 (kPa) 

 Temperature 

 subcooling 

 (°C) 

 Pressure 

 driving force 

 (kPa) 

 Mixer speed 

 (rpm) 

 2  1778  1  204  560 

 2  1891  1.5  317  560 

 2  2009  2  435  560 

 The  dependency  of  gas  consumption  rate  on  induction  time  can  be  observed  in  Figure  3. 

 Average  induction  times  are  1077  seconds  for  435  kPa  driving  force,  1692  seconds  for  317  kPa 

 driving  force  and  3635  seconds  for  204  kPa  driving  force.  As  expected,  average  induction  time 

 decreases  with  increasing  driving  force  [27].  More  significantly,  shorter  induction  times  relate  to 

 higher  gas  consumption  rates  at  a  given  temperature.  Looking  at  the  317  kPa  driving  force  runs, 

 as  induction  time  increases,  the  gas  consumption  rate  eventually  decreases  to  what  is  expected  to 

 be  a  plateau.  Unfortunately,  since  induction  time  is  stochastic,  not  many  experimental  points 

 were  collected  in  this  plateau  region  of  long  induction  times.  At  204  kPa  driving  force,  the 

 coefficient  of  variance  is  2.7%  (average  of  5.13E-5  mol/s  with  standard  deviation  of  1.4E-6 
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 mol/s)  compared  to  9.7%  (average  of  6.28E-5  mol/s  with  standard  deviation  of  6.1E-6  mol/s)  for 

 317  kPa  driving  force  and  9.6%  (5.13E-5  average  of  mol/s  and  standard  deviation  of  4.9E-6 

 mol/s)  for  435  kPa  driving  force.  For  the  two  highest  driving  forces,  there  is  a  significant 

 variation  considering  the  experiments  were  conducted  at  the  same  conditions,  namely  2  °C  and 

 1891  kPa.  According  to  Equation  1  and  assuming  other  parameters  are  constant,  this  means  that 

 the  predicted  intrinsic  reaction  rate  constant  would  also  vary  by  the  same  amount  as  the  gas 

 consumption  rate,  which  leads  to  error  in  its  calculation  since  the  intrinsic  reaction  rate  is  only  a 

 function  of  temperature  in  the  system  investigated.  This  result  highlights  the  issue  of  solely 

 reporting  the  gas  consumption  rate  or  intrinsic  kinetic  rate  for  systems  where  this  trend  is  present 

 since  there  could  be  a  large  variability  in  the  results.  Hence,  the  need  for  replicates  and  adequate 

 statistical analysis are extremely important when reporting hydrate kinetics. 

 However,  the  gas  consumption  rate  is  not  significantly  affected  by  the  induction  time  at  the 

 lowest  driving  force.  This  can  be  explained  by  the  fact  that  it  has  longer  periods  for  dissolution 

 into  the  liquid  and  liquid  mole  fraction  limit  is  lower  due  to  the  smaller  pressure.  At  long 

 induction  times,  the  dissolution  process  is  nearly  completed  and  the  liquid  is  close  to  its  liquid 

 mole  fraction  limit  at  a  specific  condition.  In  this  case,  it  is  possible  to  decouple  the  growth  and 

 dissolution  phase  and  define  our  gas  consumption  rate  as  the  actual  hydrate  growth  rate,  meaning 

 that  all  the  gas  going  into  the  liquid  is  for  hydrate  growth.  At  long  induction  times,  the  317  and 

 435  kPa  driving  forces  would  probably  also  exhibit  reproducible  gas  consumption  rates. 

 However,  long  induction  times  are  difficult  to  achieve  because  of  the  elevated  pressure 

 conditions  and  overall  driving  forces  for  nucleation.  This  is  a  consistent  statement  with  Herri  et 

 al.  [28]  who  observed  an  inversely  proportional  trend  between  induction  time  and  driving  force. 

 At  short  induction  time,  it  was  impossible  to  decouple  dissolution  kinetics  and  hydrate  growth 
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 rates  and  this  is  the  reason  gas  consumption  rates  are  used  throughout  the  paper.  The  presence  of 

 hydrates  significantly  affects  the  dissolution  dynamics  making  it  unreasonable  to  use  the 

 dissolution model from before hydrate formation to represent the dissolution during growth. 

 Figure 3: Gas consumption rate versus induction time for 3 different driving forces in a 

 CO  2  -water gas hydrate system:  *  204 kPa,  △  317 kPa,  ☐  435 kPa. 

 As  shown  by  Figure  3,  the  precise  moment  in  the  induction  phase  when  the  gas  hydrates 

 nucleate  can  be  very  important  for  characterizing  the  ensuing  gas  consumption  rate.  Figure  4 

 shows  the  change  in  temperature  of  the  bulk  liquid  at  hydrate  formation  for  different  induction 

 times.  The  dissolution  phase  of  the  hydrate  formation  process  is  extremely  reproducible  for  a 

 given  driving  force  at  a  fixed  temperature.  The  dissolution  section  of  the  curves  only  varies  when 

 the  experimental  conditions  do.  In  other  words,  the  total  amount  of  gas  consumed  at  a  specific 

 induction  time  will  always  be  the  same  before  hydrate  nucleation  if  the  experimental  conditions 
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 are  consistent.  This  total  gas  consumed  is  directly  related  to  the  initial  amount  of  gas  hydrates 

 formed  at  the  induction  time.  The  initial  amount  of  gas  hydrates  formed  at  nucleation  can  also  be 

 linked  to  a  bulk  temperature  spike  because  this  process  is  exothermic.  Hence,  the  more  initial 

 hydrates  formed,  the  greater  the  temperature  spike.  This  explains  the  increasing  trend  with 

 induction  time  that  is  evident  in  Figure  4.  Furthermore,  this  trend  is  present  as  a  first-order 

 response  as  it  seems  to  follow  dissolution  kinetics.  Greater  driving  forces  show  higher 

 temperature  spikes  because  of  the  enhanced  dissolution  rates  and  greater  levels  of  liquid  mole 

 fraction limit. 

 Figure 4: Temperature spike versus induction time for 3 different driving forces in a 

 CO  2  -water gas hydrate system:  *  204 kPa,  △  317 kPa,  ☐  435 kPa. 

 This  temperature  spike  dependency  can  help  explain  why  gas  consumption  rates 

 decreases  with  increasing  induction  times  as  observed  in  Figure  3.  The  presence  of  a  greater 
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 initial  amount  of  gas  hydrates  changes  the  hydrodynamics  of  the  system.  The  mixing  could  be 

 less  efficient  with  the  presence  of  more  initial  hydrates  in  the  reactor  and  this  also  affects  the 

 gas-liquid  mass  transfer  of  the  system.  Additionally,  having  a  greater  temperature  increase  of  the 

 bulk  liquid  lowers  the  driving  force  for  hydrate  growth  and  slows  down  the  kinetics.  These  two 

 arguments  are  a  suitable  explanation  to  the  reason  why  the  gas  consumption  rate  decreases  with 

 increasing induction time. 

 To  further  investigate  this  effect,  one  specific  experiment  was  selected  and  the 

 instantaneous  gas  consumption  rates  and  bulk  liquid  temperature  were  compared  over  time 

 during  hydrate  growth  to  see  their  relationship.  The  results  can  be  observed  in  Figure  5.  The 

 instantaneous  gas  consumption  rate  is  the  slope  of  gas  consumed  over  a  duration  of  10  seconds  to 

 eliminate  the  effect  of  noise  in  the  growth  rate  calculation.  The  instantaneous  gas  consumption 

 rate  decreases  slowly  over  time,  following  a  similar  decreasing  trend  than  the  bulk  liquid 

 temperature  over  time.  This  growth  rate  goes  below  the  average  gas  consumption  rate  reported 

 throughout  this  paper  after  approximately  600  seconds  for  this  experimental  run.  The  decrease 

 can  be  mainly  attributed  to  the  bulk  liquid  temperature  decrease  but  also  to  change  in 

 hydrodynamics  (e.g.  change  in  viscosity  of  the  liquid).  This  is  the  reason  why  the  initial  growth 

 rate  of  the  first  300  seconds  was  selected  in  this  report  to  decouple  it  from  the  other  effects  on  the 

 growth  rate.  It  is  important  to  keep  in  mind  that  the  bulk  liquid  temperature  is  not  simply  a  linear 

 function  of  consumption  rate  as  can  be  concluded  from  the  higher  temperature  spikes  of  the  2  °C 

 driving  force  compared  to  1.5  °C  but  the  lower  gas  consumption  rates  as  seen  in  Figure  3  and 

 Figure 4. 
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 Figure 5: Instantaneous gas consumption rate (slope over a 10 second period) versus time 
 after hydrate nucleation on the left y-axis. Dotted green line represents the 300 second 

 average gas consumption rate. The right y-axis represents the bulk liquid temperature over 
 time during the hydrate growth. 

 3.1.2 Effect of Mixing Rate 

 For  the  carbon  dioxide-water  gas  hydrate  system,  the  second  set  of  experiments  was 

 completed  at  three  different  mixing  rates  namely  525  rpm,  560  rpm  and  595  rpm.  The  driving 

 force  in  all  experiments  was  kept  constant  at  317  kPa.  This  driving  force  was  selected  since  it 

 had  a  significant  variability  at  a  mixing  rate  of  560  rpm  as  seen  in  Figure  3.  The  maximum 

 mixing  rate  was  set  at  595  rpm  since  mixing  rates  above  this  speed  would  create  gas  bubbles  in 

 the  liquid  that  would  drastically  change  the  hydrodynamics  of  the  system.  When  bubbles  were 

 present  in  the  liquid,  gas  consumption  rates  were  unreliable  for  the  experimental  setup  used  in 

 this  study.  At  mixing  rates  lower  than  525  rpm,  the  hydrates  had  very  long  induction  times  and 

 would  usually  form  a  layer  at  the  gas-liquid  interface  at  nucleation  as  described  in  other  reports 
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 [29-31].  This  layer  significantly  reduced  the  gas  consumption  rate  since  the  gas  needs  to  traverse 

 a solid hydrate phase before accessing the water molecules beneath for further growth. 

 Gas  consumption  rate  increases  with  increasing  mixing  rate  as  shown  in  Figure  6.  Once 

 again,  the  same  trend  where  gas  consumption  rate  decreases  with  increasing  induction  time  is 

 observed  at  all  three  mixing  rates.  The  coefficients  of  variation  are  3.0%  (average  of  3.64E-5 

 mol/s  and  standard  deviation  of  1.1E-6  mol/s)  for  525  rpm,  9.7%  (average  of  6.28E-5  mol/s  and 

 standard  deviation  of  6.1E-6  mol/s)  for  560  rpm,  and  0.7%  (average  of  7.67E-5  mol/s  and 

 standard  deviation  of  5.4E-7  mol/s)  for  595  rpm.  A  higher  mixing  rate  seems  ideal  for 

 minimizing  the  variability  in  the  calculated  gas  consumption  rates  since  lower  mixing  rates  have 

 longer  induction  times  and  more  frequent  hydrate  layer  formation.  As  shown  by  these  results,  the 

 mass  transfer  of  the  gas  cannot  be  neglected  at  the  two  lowest  mixing  speed  because  of  the 

 different  average  consumption  rates  at  the  highest  mixing  speed.  It  was  impossible  to  increase 

 the  stirrer  speed  even  higher  because  of  low  quantity  of  liquid  used  and  bubble  formation 

 therefore  it  cannot  be  shown  that  the  mass  transport  limitations  were  completely  eliminated  at 

 595  rpm.  However,  it  is  possible  that  the  effect  of  induction  time  on  gas  consumption  rate 

 previously observed is not present when the mass transport limitations can be neglected. 
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 Figure 6: Gas consumption rate versus induction time for 3 different mixing rates in a 

 CO  2  -water gas hydrate system:  *  525 rpm,  △  560 rpm,  ☐  595 rpm. 

 To  explain  the  different  variability  in  the  gas  consumption  rates  with  different  mixing 

 rates,  the  temperature  difference  of  the  bulk  liquid  with  induction  time  is  analyzed.  Figure  7 

 illustrates  the  dependence  of  the  temperature  spike  on  induction  time  at  different  mixing  rates.  A 

 first-order  response  characterizes  the  relation  between  the  variables,  similarly  to  Figure  4.  Once 

 again,  this  is  expected  since  it  follows  dissolution  kinetics.  The  lowest  mixing  rate  of  525  rpm 

 has  smaller  temperature  spikes  than  the  two  higher  mixing  rates  at  a  similar  induction  time.  At 

 the  lowest  mixing  rate,  it  takes  longer  for  the  same  amount  of  gas  to  dissolve  in  the  liquid  than  at 

 a  higher  mixing  rate.  Mixing  rates  of  560  rpm  and  595  rpm  are  not  significantly  different  from 

 each  other  with  respect  to  their  temperature  spikes  changes  with  induction  time.  This  means  that 

 the  initial  amount  of  gas  hydrates  formed  at  nucleation  for  both  cases  are  very  similar.  The 
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 lowest  variability  in  gas  consumption  rate  at  595  rpm  compared  to  560  rpm  can  be  explained  by 

 the  more  efficient  mixing  since  in  both  cases,  the  same  amount  of  hydrates  is  present  at 

 nucleation.  Gas  transfer  to  the  liquid  phase  in  the  presence  of  solid  particles  is  enhanced  at  the 

 highest  mixing  rate.  This  could  be  due  to  the  increasing  heat  transfer  coefficient  and  contact  area 

 as described in Herri et al. [28]. 

 Figure 7: Temperature spike versus induction time for 3 different mixing rates in a 

 CO  2  -water gas hydrate system:  *  525 rpm,  △  560 rpm,  ☐  595 rpm. 

 3.1.3. Analysis of Liquid Mole Fraction Before Nucleation 

 Focusing  on  the  moles  consumed  before  hydrate  nucleation  during  a  kinetic  run,  it  is 

 possible  to  extract  information  from  the  gas  dissolution  kinetics.  The  model  presented  in 

 Equation  2  is  used  to  regress  the  hypothetical  maximum  amount  of  liquid  moles  dissolved  n  liq 
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 and  the  time  constant  τ,  used  to  designate  the  point  in  time  where  63.2%  of  the  n  liq  is  reached. 

 The  data  regressed  was  using  the  CO  2  hydrate  experimental  runs  from  the  previous  two  sections. 

 Only  the  gas  consumption  data  before  hydrate  formation  is  used  for  the  regression.  This  differs 

 from  traditional  dissolution  results  that  are  taken  at  the  three-phase  equilibrium  conditions 

 because  the  moles  consumed  used  in  the  regression  are  taken  at  hydrate-forming  conditions 

 where  the  system  is  metastable.  Results  are  presented  in  Table  2  with  the  95%  confidence 

 intervals  on  each  parameter.  The  dissolution  at  the  same  mixing  rate  but  different  driving  forces 

 has  the  same  time  constant  with  95%  confidence.  Therefore,  there  is  no  significant  difference  in 

 the  amount  of  time  to  dissolve  n  liq  moles  for  different  driving  force.  However,  the  liquid  mole 

 fraction  limits  are  higher  with  greater  driving  force.  This  explains  the  faster  nucleation  and  the 

 presence  of  a  greater  initial  amount  of  gas  hydrate  for  the  highest  driving  forces.  Even  though  the 

 time  constant  is  the  same,  the  mole  fraction  limit  is  greater  for  higher  driving  forces,  resulting  in 

 more  moles  dissolved  in  the  same  amount  of  time.  For  different  mixing  rates,  opposite  trends  are 

 observed.  With  95%  confidence,  the  time  constant  decreases  with  increasing  mixing  rate.  On  the 

 other  hand,  the  hypothetical  liquid  mole  fraction  is  not  affected  by  the  mixing  rate.  This  means 

 that  gas  dissolves  faster  for  a  higher  mixing  rate  at  the  same  conditions  and  driving  forces.  The 

 mole  saturation  values  are  directly  related  to  the  driving  force  and  do  not  seem  to  be  influenced 

 by  the  mixing  rate,  at  least  for  the  range  investigated  in  this  work.  These  values  were  compared 

 to  the  number  of  moles  dissolved  at  nucleation  for  all  the  carbon  dioxide  experiments.  With  95% 

 confidence,  the  values  of  mole  saturation  and  mole  dissolved  at  nucleation  were  the  same.  This 

 means  that  the  excess  gas  in  the  liquid  can  be  calculated  by  subtracting  the  amount  of 

 equilibrium  three-phase  moles  in  the  experimental  quantity  of  liquid  (300  mL)  to  n  liq  .  To  use 
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 intensive  properties,  the  mole  fractions  were  used  instead  of  quantity  of  moles  for  the 

 supersaturation discussion. 

 Table 2: Metastable dissolution modeling parameters of all experimental conditions for 

 CO  2  hydrates. 

 Pressure 

 driving force 

 (kPa) 

 Mixing 

 speed 

 (rpm) 

 τ (s) 
 τ  95%,lower 

 (s) 

 τ  95%,upper 

 (s) 
 n  liq  (mol) 

 n  liq,95%,lower 

 (mol) 

 n  liq,95%,upper 

 (mol) 

 204  560  326  314  338  0.237  0.233  0.242 

 317  560  314  310  318  0.248  0.245  0.250 

 435  560  304  299  310  0.256  0.252  0.260 

 317  525  405  386  423  0.244  0.238  0.249 

 317  595  278  272  284  0.248  0.243  0.252 

 Figure  8  plots  the  liquid  mole  fraction  supersaturation  percent  against  the  temperature 

 difference  in  the  bulk  liquid  for  all  the  carbon  dioxide  experiments  at  all  driving  forces  and 

 mixing rates. Liquid mole fraction supersaturation is defined in Equation 3. 

 [3]  𝐿𝑖𝑞𝑢𝑖𝑑     𝑚𝑜𝑙𝑒     𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛     𝑠𝑢𝑝𝑒𝑟𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑖𝑜𝑛     % =  100%  𝑥  𝐿 − 𝑥  𝐻𝐿𝑉    

 𝑥  𝐻𝐿𝑉 ( )
 Where  x  L  is  the  calculated  liquid  mole  fraction  just  before  nucleation  and  x  HLV  is  the  liquid  mole 

 fraction  at  three-phase  equilibrium  at  the  same  temperature  as  the  experimental  condition.  The 

 baseline  of  0%  liquid  mole  fraction  supersaturation  corresponds  to  the  mole  fraction  value  from 

 the  three-phase  equilibrium  of  carbon  dioxide  hydrates  at  2  °C  and  1574  kPa.  At  these 

 conditions,  the  three-phase  equilibrium  liquid  mole  fraction  of  carbon  dioxide  was  predicted  to 

 be  0.0161  using  the  model  by  Hashemi  et  al.  [32]  based  on  the  thermodynamic  equilibrium  of 
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 gas  hydrates  [33,  34]  and  the  Trebble-Bishnoi  equation  of  state  [24,  25].  The  linear  fit  and  95% 

 confidence  intervals  show  that  the  temperature  spike  increases  linearly  with  liquid 

 supersaturation  independently  of  the  driving  force  and  mixing  rate  of  the  system.  This  validates 

 the  fact  that  the  more  the  system  is  supersaturated,  the  greater  initial  formation  of  gas  hydrates  at 

 nucleation.  Additionally,  of  the  46  carbon  dioxide  hydrate  experiments,  no  system  ever  goes 

 above  30%  liquid  mole  fraction  supersaturation.  This  could  indicate  that  there  is  an  actual 

 experimental  limit  of  liquid  mole  fraction  before  nucleation  occurs.  Contrary  to  spontaneous 

 nucleation  at  the  spinodal  point  [35],  this  experimental  limit  is  significantly  lower.  For  example, 

 the  spinodal  limit  of  methane  hydrates  at  0.85  °C  and  3290  kPa  is  3.266E-2  while  the 

 equilibrium  point  is  1.40E-3  [35].  This  results  in  a  liquid  mole  fraction  supersaturation  that  is  at 

 least  75  times  greater  than  the  thermodynamically  prediction  spinodal  values  seen  in  this  study. 

 Obviously,  increasing  the  driving  force  will  allow  the  potential  supersaturation  percent  to  go  up, 

 however,  this  would  also  decrease  the  induction  time  and  the  hydrates  would  form  before  the 

 liquid  mole  fraction  gets  above  this  experimental  limit.  These  results  are  characteristic  of  the 

 hydrodynamics  of  the  present  experimental  setup.  However,  it  is  believed  that  the  same  trend 

 than  in  Figure  8  can  be  realized  in  any  experimental  setup.  Unstirred  systems  would  be  more 

 suitable  to  achieve  greater  liquid  mole  fraction  supersaturation  values  and  study  this 

 experimental supersaturation limit. 
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 Figure 8:  Temperature spike versus liquid mole fraction  supersaturation of CO  2  hydrates 

 for all experimental conditions. Data was fit with a linear trend shown by the solid line and 

 the 95% confidence intervals shown in dotted lines. 

 3.2 Methane Hydrate Kinetics 

 3.2.1 Effect of Driving Force 

 The  effect  of  induction  time  on  methane  gas  hydrates  is  studied  below.  Experiments  were 

 conducted  at  two  different  driving  forces,  698  kPa  and  1564  kPa  and  the  same  mixing  rate  of  560 

 rpm.  The  conditions  are  displayed  in  Table  3.  The  698  kPa  driving  force  was  selected  to  compare 

 with  the  same  temperature  driving  force  (subcooling)  as  the  CO  2  hydrate  system  while  the  1564 

 kPa  driving  force  was  chosen  because  it  is  the  same  as  a  driving  force  used  in  previous  reports 

 [15, 36, 37]. 
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 Table 3: Two different driving force conditions for CH  4  hydrate kinetic experiments. 

 Temperatur 

 e (°C) 

 Pressure 

 (kPa) 

 Temperature 

 subcooling 

 (°C) 

 Pressure 

 driving force 

 (kPa) 

 Mixer speed 

 (rpm) 

 2  3869  2  698  560 

 2  4735  4  1564  560 

 In  Figure  9,  the  gas  consumption  rate  is  plotted  against  induction  time.  The  decreasing 

 trend  that  is  evident  with  carbon  dioxide  hydrate  growth  is  not  present  with  methane  hydrates. 

 The  coefficient  of  variation  for  698  kPa  driving  force  is  4.8%  (average  of  7.27E-6  mol/s  and 

 standard  deviation  of  3.5E-7  mol/s).  For  1564  kPa  driving  force,  the  difference  is  2.4%  (average 

 of  1.27E-5  mol/s  and  standard  deviation  of  3E-7  mol/s).  Once  again,  it  was  observed  that  with 

 higher  driving  forces  came  shorter  induction  times.  This  is  even  more  apparent  with  methane 

 hydrates  because  the  induction  times  of  different  driving  forces  are  further  apart  than  the  carbon 

 dioxide experiments and they do not even overlap. 
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 Figure 9:  Gas consumption rate versus induction time  for 2 different driving forces in a 

 CH  4  -water gas hydrate system:  *  698 kPa,  △  1564 kPa. 

 Figure  10  demonstrates  the  dissolution  kinetics  of  the  methane  hydrate  system  by 

 comparing  the  temperature  difference  in  the  bulk  liquid  change  with  induction  time.  In  all 

 experiments  at  the  298  kPa  driving  force,  the  liquid  phase  had  enough  time  to  reach  near  its 

 complete  supersaturation  state.  This  can  be  comprehended  from  the  temperature  spike 

 measurements  that  are  very  similar.  For  the  1564  kPa  driving  force,  the  temperature  spikes  vary 

 quite  significantly  but  with  no  clear  trend  with  the  induction  time.  This  indicates  that,  to  the 

 contrary  of  carbon  dioxide  gas  hydrates,  methane  gas  hydrates  do  not  have  a  clear  trend  between 

 the  supersaturation  liquid  mole  fraction  and  the  temperature  difference  in  the  bulk  liquid.  One 

 reason  for  this  can  be  the  limitation  of  the  precision  of  the  temperature  probes  being  achieved.  It 

 can  also  be  due  to  the  fact  that  methane  is  about  ten  times  less  soluble  in  water  than  carbon 
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 dioxide.  This  can  help  explain  why  the  supersaturation  dissolution  kinetics  are  much  less 

 important  in  the  case  of  methane  hydrate  formation.  Incidentally,  the  temperature  spike,  or  initial 

 amount  of  hydrates  formed  at  nucleation,  is  also  about  ten  times  smaller  in  methane  than  carbon 

 dioxide  when  comparing  both  698  kPa  driving  force  experiments.  In  sum,  at  these  experimental 

 conditions,  it  is  not  as  crucial  to  study  the  change  of  gas  consumption  rate  with  induction  time  in 

 the  case  of  methane  hydrates  as  it  is  with  carbon  dioxide  hydrates.  However,  the  trend  could 

 become  apparent  if  the  driving  force  and  mixing  rate  are  different,  so  it  should  remain  an 

 important consideration. 

 Figure 10: Temperature spike versus induction time for 2 different driving forces in 

 CH  4  -water gas hydrate system:  *  698 kPa,  △  1564 kPa. 
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 3.2.2 Discussion on mole fraction 

 The  last  part  of  this  study  investigates  the  liquid  mole  fraction  during  dissolution  of  a 

 supersaturated  methane  gas  hydrate  system.  Pure  system  mole  fraction  has  been  studied  at  the 

 three-phase  equilibrium  and  during  the  hydrate  growth  phase  [18,  38]  but  not  during  the 

 dissolution  phase  of  a  supersaturated  system  to  the  knowledge  of  the  authors.  An  experimental 

 run  where  the  gas  hydrate  formation  took  a  very  long  time  was  used.  The  mole  fraction  was 

 measured  when  no  more  detectable  amount  of  methane  gas  would  dissolve  into  the  liquid  phase; 

 hence  it  had  reached  complete  supersaturation  for  the  specific  conditions  and  the  gas 

 consumption  had  reached  a  plateau.  For  these  results,  the  dissolution  mole  fraction  measurement 

 was  taken  at  7450  seconds  and  the  gas  hydrates  nucleated  at  10  795  seconds.  Shortly  after 

 nucleation,  the  growth  phase  liquid  mole  fraction  sample  was  collected  for  comparison.  It  is 

 assumed  that  the  thermodynamically  dependent  mole  fraction  measurements  are  not  affected  by 

 the  decrease  in  volume  in  the  reactor.  Pressure  and  temperature  in  the  system  were  kept  constant 

 throughout  the  whole  experiments,  including  during  sample  extraction.  The  results  are  shown  in 

 Table  4.  The  three-phase  equilibrium  value  was  predicted  using  the  model  by  Hashemi  et  al.  [32] 

 based  on  the  thermodynamic  equilibrium  of  gas  hydrates  [33,  34]  and  the  Trebble-Bishnoi 

 equation  of  state  [24,  25].  The  predicted  three-phase  equilibrium  value  is  within  the  confidence 

 interval  of  the  hydrate  growth  liquid  mole  fraction  measurement.  As  shown  in  Hashemi  et  al. 

 [39],  the  liquid  mole  fraction  at  nucleation  should  be  equal  to  its  equilibrium  value.  They  showed 

 that  the  liquid  mole  fraction  increases  with  time  until  eventually  decreases  towards  its 

 equilibrium  with  time.  Verrett  et  al.  [37]  also  observed  the  increasing  trend  of  liquid  mole 

 fraction  upon  nucleation  experimentally.  The  liquid  mole  fraction  measurement  during  the 

 dissolution  phase  is  greater  than  the  growth  phase  mole  fraction  with  95%  confidence.  Since  the 
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 liquid  mole  fraction  drops  down  to  the  three-phase  equilibrium  mole  fraction  upon  hydrate 

 nucleation,  the  system  depends  on  the  gas  transfer  to  the  liquid  phase  to  start  the  hydrate  growth. 

 According  to  this  explanation,  for  the  system  used  in  this  study,  the  growth  process  would  be 

 mass-transfer  limited  at  the  gas-liquid  at  initial  nucleation.  This  is  a  similar  conclusion  to  the 

 work  by  Skovborg  et  al.  [40].  Eventually,  as  the  hydrates  grow  and  the  liquid  mole  fraction 

 increases,  growth  becomes  a  reaction-limited  system  as  shown  by  Bishnoi  and  coworkers  [13, 

 14].  These  results  provide  additional  insight  on  the  work  by  Bergeron  et  al.  [18]  and  the 

 behaviour  of  the  liquid  mole  fraction  before  and  after  gas  hydrate  nucleation  at  supersaturated 

 conditions for a stirred tank reactor. 

 Table 4: Mole fraction of CH  4  at 2 °C and three different  conditions: three-phase 

 equilibrium at 3160 kPa, full supersaturation before hydrate formation at 3780 kPa and 

 during hydrate growth at 3780 kPa. 

   
 Temperature 

 (°C) 

 Pressure 

 (kPa) 
 x  CH4  x  CH4,95%,lower  x  CH4,95%,upper 

 3-phase 

 equilibrium 
 2  3160  1.15E-03  -  - 

 Full 

 supersaturation 

 before 

 hydrates 

 2  3780  1.25E-03  1.18E-03  1.31E-03 

 During hydrate 

 growth 
 2  3780  1.12E-03  1.07E-03  1.16E-03 
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 4 Conclusion 

 Kinetic  experiments  with  carbon  dioxide-water  gas  hydrates  showed  that  the  gas 

 consumption  rate  decreases  with  increasing  induction  time.  This  is  a  significant  finding  for 

 carbon  dioxide  gas  hydrate  studies  that  report  a  singular  gas  consumption  rate  or  use  this  value  to 

 calculate  the  intrinsic  kinetic  rate.  In  all  experiments,  a  higher  driving  force  resulted  in  a  shorter 

 average  induction  time.  The  coefficients  of  variation  on  the  carbon  dioxide  gas  hydrate  gas 

 consumption  rates  were  2.7%  for  204  kPa  driving  force,  9.7%  for  317  kPa  driving  force  and 

 9.6%  for  435  kPa  driving  force.  A  high  mixing  rate  that  does  not  cause  gas  bubble  formation  was 

 optimum  for  a  smaller  deviation  in  gas  consumption  rate  at  the  same  experimental  conditions. 

 For  carbon  dioxide  hydrates,  a  longer  induction  time  for  these  hydrates  also  resulted  in  a  higher 

 bulk  liquid  temperature  increase  at  hydrate  nucleation  meaning  a  greater  amount  of  initial 

 hydrates  formed.  Methane  hydrates  did  not  exhibit  the  same  behaviour  of  gas  consumption  rate 

 with  induction  time  that  was  observed  with  carbon  dioxide  hydrates.  Coefficients  of  variation  in 

 gas  consumption  rates  for  methane  hydrates  were  4.8%  for  698  kPa  driving  force  and  2.4%  for 

 1564  kPa  driving  force.  Nevertheless,  it  was  recommended  to  consider  the  trend  of  gas 

 consumption  rate  with  induction  time  regardless  of  the  hydrate  gas  former,  driving  force  and 

 mixing  rate.  A  regression  of  metastable  dissolution  during  these  kinetic  experiments  showed  that 

 the  dissolution  time  constant  decreased  with  increasing  mixing  rate.  An  increased  driving  force 

 resulted  in  a  greater  the  liquid  mole  fraction  limit.  Lastly,  the  maximum  experimental  liquid  mole 

 fraction  supersaturation  seen  in  all  experiments  was  still  75  times  smaller  than  the 

 thermodynamically predicted spinodal limit. 
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