
SOME PROPERTIES 
OF 

THREE-WAV LAVOUTS 

by 

Julie Dérubé 

A thesis submitted to the Faculty of Graduate Studies and Research 
in partial fulfillment of the requirements for the degree 

of Master of Science 

Department of Mathematics and Statistics 
McGill University 
Montréal 

© Julie BérlJbé, 1991 

March 1991 



( 
SOME PROPERTIES OF THREE-WAY LAVOUTS 

by 

Julie Dérubé 

Abstract 

We consider various properties of the general three-way layout in experimental design, and 

begin with the information or C-matrices that play a key role, particularly with row-column and 

two-way elimination of heterogeneity designs. We introduce a new class of three-way layouts 

that satisfy a certain "generalized" decomposability property and obtain several new resuIts for 

such layouts. Four different types of canonical correlations and associated canonical efficiency 

factors are considered and their connection with connectedness and orthogonality examined. We 

obtain a new inequality involving the average efficiency factors of a two-way elimination of 

heterogeneity design and of its two subdesigns. The concepts of variance and efficiency balance 

are characterized, while that of general balance is studied in the context of row-column designs; 

we point out the correspondence between general balance and commutativity of the efficiency 

matrices in two-way elimination of heterogeneity designs. 



SOME PlOPERTIES OF THREE-WAV LA VOUTS 

by 

Julie Dérubé 

Résumé 

Nous considérons un nombre de propriétés des plans à classification triple. En 

premier lieu, nous décrivons les matrices soi-disant d'information ou C qui jouent un rôle 

clé, particulièremer.t chez les plans "row-column" et les plans à classification double avec 

élimination de l 'hétérogenéité. Nous présentons une nouvelle classe de plans à classification 

triple qui satisfont une certaine propriété de décomposabilité "r,énéralisée" et nous obtenons 

plusieurs nouveaux résultats pour de tels plans à classification triple. Nous considérons 

qLlatre genres diffërents de corrélations canoniques et facteurs d'efficacité canoniques asso­

ciés et examinons leur rapport avec les prcpri';tés de cor.nectivité et d'orthogonalité. Nous 

obtenons une inégalité nouvelle, impliquant les facteurs d'efficacité moyens d'un plan à 

classification double avec élimination de l'hétérogenéité et de ses deux sous-plans. Nous 

caractérisons les concepts d'équilibre-variance et d'équilibre-efficacité tandis que le concept 

d'équilibre general est étudié dans le contexte des plans "row-column"; nous indiquons la 

correspondance entre équilibre general et la commutativité des matrices d'efficacité pour les 

plans à classification double avec élimination de l'hétérogenéité. 
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( CHAPTER 1. INTRODUCTION 

SECIlON 1.1: SUMMARY 

The three-way layout, in one fonn or another, has been used and studied for many years. 

In eKperimental design comparing several treatments the three-way layout has often been 

employed to Temove two non-interacting sources of variation, e.g., the treatments rnay be 

arranged in the form of a grid or two sets of non-interacting treatments may be applied to a 

block design. The simp1est fonn of such designs, the "Latin Squares", has been discussed 

for over two hundred years while mOl-:a elaboTate designs have been studied for at least the 

last sixt y years. 

In Chapter 2, we introduce the general three-way layout as a fiKed-effects model with 

no interaction; a number of more specific models are also mentioned, e.g., row-c .>lumn 

designs. two-way elimination of heterogeneity. In solving the nonnal equations for the 

factor estimates of interest, a very imponant role is played by the so-called information or 

C-rnatrices; we give a description of the diffeTent information matrices in Section 2.2. We 

stress the significance of the relationships between the information matriK for the factor of 

interest (usually treatments) in the whole layout and the information matrices for the subde­

signs obtained by ignoring factors which are considered nuisance parameters (usually rows 

and cr1umns). More specifically, we look at a class of designs, apparently new, for which 

the infonnation matrix for the whole design decomposes into a linear function of the infor­

mation matrices for the subdesigns. We compare our decomposition with the less general 

one introduced by Baksalary and Shah (1990) and the altemate decomposition introduced 

by Baksalary and Siatkowski (1990). These decompositions are of interest because they 

simplify the analysis of the design and make the relationships between properties of the full 

design and of its suboesigns easier to identify. We provide several examples of designs il­

lustrating the different decomposability properties. 

In Chapter 3, we first present four different types of canonical correlations in the 

context of the general three-way layout. These are obtained according as we ignore. include, 
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adjust for or adjust only partially for sorne or aU of the other factors. In Section 3.2 we give 

special attention, for all four types of canonical correlations, to the number that are equal to 

one, and the number that are nonzero and strictly less than one; these numbers are seen to 

he very useful in assessing different properties of the three-way layout. The concept of con­

nectedness is then introduced in Section 3.3 and we show ilS importance in tenns of 

estimability of the factors. In the three-way layout, several different types of connectedness 

may he defined which are not independent. We point out a number of relationships which 

exist between them. Similarly, there are different concepts of onhogonality in the three-way 

layout. In Section 3.4, we introduce two versions ûf orthogonality: weak onhogonaIity (cf. 

Chakrabarti (1962)] and strict orthogonality [cf. Eccleston and Russell (1975, 1977)1. We 

look at these two concepts of onhogonality in the different situations where the third factor 

is either ignored, included, adjusted for or only partially adjusted for. Sorne results 

involving these different concepts of orthogonaIity are then presented. We also look at a 

relationship between connectedness and Olthogonality. In Section 3.5, we introduce 

canonieal efficiency factors associated with the three-way design and we point out their 

relationship to canonical correlations. An average efficiency factor is then defined as the 

harmonie mean of the canonical efficieney factors; wc present a sharp upper bound for the 

average efficiency factor of a two-way elimination of heterogeneity design in terms of the 

average efficiency factors for the subdesigns. 

In Chapter 4, we frrst characterize the two concepts of variance balance and efficiency 

balance in the two-way elimination of heterogeneity design. We then present sorne results 

relating the se two concepts of balance to equireplication and the corresponding balance 

propenies in the subdesigns. We then introduce general balance in the mixed-model setting 

[cf. Nelder (1965a, b)] and develop this concept funher in the context of row-column de­

signs. We point out the correspondence between general balance and commutativity of the 

efficiency matrices in two-way elimination of heterogeneity designs. The importance of this 

commutativity pro pert y in terms of a common spectral decomposition for the efficiency 

matrices is stressed and a numher of theorems making use of this are presented. In 

particular, stricter bounds for the average efficiency factor of a two-way elimination of 

heterogeneity are obtained. 

• 
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Appendix 1 con tains a series of what we caU mutzE-tables, one associated with every 

three-way layout example presented in this thesis; these tables give the numbers m, u, and 

t, respectively, of non zero, unit and nonunit nonzero canonical correlations, as weIl as the 

associated numbers z and E related to the canonical efficiency factors. In Appendix 2, we 

give the computer programs (written in Mathematica 1.2) that we prepared in order to com­

pute these mutzE-tables and to assess the associated decomposability and commutativity 

properties. Finally, in Appendix 3 we present several matrix and linear algebra results, 

mostly with proofs, that we used in this thesis. 

SECflON 1.2: NOTATION AND TERMINOLOGY 

AlI scalars, vectors and matrices considered in this the sb are real, unless stated otherwise. 

Vectors. denoted by bold-face Roman lower case letters, are always taken to be column 

vectors-for example the n x 1 vectcr y. Matrices are denoted by bold-face Roman upper 

case letters--for example A, D, X, H. Scalars are denoted by light-face letters in italics. 

For a given matrix A, the corresponding lower case letter with the !;ubscript ij refers 

to the (i,J)'h element, and we write A = {aij}. The symbols C(A) and Jf(A) represent, re­

spectively, the column space or range of A (the space spanned by the columns of A), and 

the null space of A (the set of aIl vectors x which transform A into the zero vector, i.e., 

which satisfy Ax = 0). The rank and the nullity (number of columns minus the rank) of the 

matrix A are denoted by r(A) and tp(A), respectively. Transposition is denoted by a prime, 

e.g., AI is the transpose of A and so AI = {a);}. We denote by dim the dimension of a 

subspace, i.e., the unique number of vectors in any basis of the subspace--for example 

dimC(A) is the dimr.nsion of the column space of A. The vector space V' is said to he the 

direct sum of V 1 and V 2, i.e., V = VI œ V' 2, if V 1 and V 2 are subspaces of V satisfying 

Vin V 2 = {O} and VI U V 2 = V. We use e.L to denote the direct sum of two orthogonal 

vector spaces. 
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Given an m x n matrix A and an m x p matrix B, we write (A: B) for the m ... (n + p) 

partitioned matrix with A placed next to D. For a square matrix D, we use IDI, tr(8). 

(ch(B)} and chh(D) to denote, respectively. the detenninant, trace, set of characteristic 

roots or eigenvalues of D and the hth largest (real) characteristtc root or eigenvalue of 8. 

For an m x n matrix A, sgh(A) denotes the jzth large st singular value of A, I.e., the 

(positive) sc.uare root of the hth largesl nonzero (positive) characteristic root of A' A or 

AA'. 

The n x 1 vector of ones is denoted by e(n) or just bye when the dimensIon is clear 

from the context. Similarly, the n x n identity matrix is denoted by In or just by 1. The Il " Il 

matrix with all elements equal to lIn is denoted by Jn, i.e., Jn = e(n'>e(n)'/n, and the n " Il 

centering matrix by en. Le., en = In - Jn. Again the subscript n may he dropped. 

If A is square and nonsingular (lAI :# 0). ilS inverse is denoted by A -1. We define il 

generalized inverse [see. e.g .• Rao and Mitra (1971) ) of an m '>( n matnx A as an n ' ni 

matrix A -, where A - is any solution to AA - A = A. The unique generalized inverse, de­

noted by A +, which satisfies the four equations AA + A = A, A + AA + = A +, (AA +)' = 

AA + and (A + A)' = A + A is called the Moore-Penrose inverse; then the "hat matrix" liA = 
AA + and the "residual matrix" MA = In - AA + are the orthogonal projectors, respectively, 

on e (A) and on its orthocomplement el.(A) = .N' (A '). 

We represent a Kronecker (or Zehfuss) product by the symbol .;}, I.e., given an m )<' ft 

matrix A and a p x q matrix B, the Kronecker product of A and B is the mp x nq matrix 

( 

auD 

A®B = .. 

aml B 

and the direct sum of A and Bis the (m + p) x (n + q) matrix 

AffiB=(: :). 
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For real square matrices A and B we denote the Lôwner or nonnegative definite 

partial ordering by :5L' Thus A :5L B ~ B - A is symmctric nonnegative definite, i.e., 

there exists a real matrix C such that B - A = CC' [cf. e.g., Hartwig and St yan (1987)]. 

We denote the expectation of a random vector x by ~(x) ar ! its dispersion or covari­

ance matrix by S)(x). The (not necessarily unique) least squares estimate of Ct is denoted by 

&. When summing over an index we replace the index of summation by a dot (or period), 
v 

e.g., n'j. = :r nijk . The end of a proof is indicated by the halmos symbol O. 
k=1 
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CHAPTER 2. INFORMATION MATRICES AND DECOMPOSABILITY 

SECTION 2.1: THE THREE-WAY LAYOUT 

lt is usually necessary to use a three-way layout when three factors are needed to explain 

the variations in a set of the observation~. Often, two of the factors are used to block the 

experimentai units in two directions while the levels of the third factor represen t the treat­

ment (or variety) effects. Frequently, one of the two blocking factors represents rows while 

the other represents columns (sometimes called blocks). Each intersection of a row and a 

column constitutes a plot or experimental unit to which we apply one or more treatments. 

The tirst type of three-way layout ever to be studied is probably the Latin square, in 

which the numbers of treatments, rows and columns are aIl the same and each treatment is 

applied only once in each row and in each column. According to Dénes and Keedwell 

(1974, p. 138), the enumeration of Latin squares was first discussed in 1779 by Leonhard 

Euler, and according to Freeman (1988), the tirst experiment usmg a Latin-square design 

was performed in 1788 by Cretté de Pallu~l. The requirements for a Latin square are, how­

ever, very restrictive and so a more general form of design is often needed. Yates (1936) 

introduced the tirst design with unequal numbers of rows, columns and treatments, but still 

with equally replicated treatrnents; he called it an incomplete Latin square-the design being 

a Latin square from which a row is missing. This concept was extended by Youden 

(1937), who developed the designs now called Youden squares, in WhlCh the number of 

treatrnents is greater than the column size. The Youden squares are obtained by rearranging 

the plots of cenain balanced incomplete block (BIB) designs 1 for more on balanced incom­

pIete block designs see, e.g., Boothroyd (1988)]. Since then, a large number of llIfferent 

type~ of three-way layouts have been introduced and studied; we now describe the mo~t 

general form that they may take . 
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Let Yijkl represent the yield corresponding to treatrnent k being applied to the lth ex­

perimental unit in the jlh column and ith row. The model can then be written as 

Y;jkl= (Xi + Pj+ 'Ck+ fijlcl' i = 1, ... , r,j = 1, ... , c, k = 1, ... , v, 1 = 1, ... , nijlc' (2.1.1) 

where the aj' Pj and fic are fixed parameters representing the effects due to the ith row, jlh 

column and k,lh treatment, respectively, and njjk is the number of times that the k1h treat­

ment is applied to the (i, ))th plot. The numbers nijk need not aU be equal, and sorne may he 

O. We will assume, however, that for aU i = 1, ... , r, for allj = 1, ... , c, and for aIl k = 1, 

.... v, 

c v r v r c 
ni .. = L I. nOie> 0, n J' = L I. niik > 0 and n .. k = I. I. nijk > 0, 

j=1 k=1 'J •• ;=1 k=1 'J i=1 j=1 
(2.1.2) 

i.e., every row and every column contains at least one treatment and every treatment is 

applied at least once. 

It is often assumed that at most one treatment is applied to each experimental unit. An 

important special case occurs when the nij. 's are equal to one for all i and j; such a design is 

called a "row-(and-)column design" [cf. e.g., Pearce (lQ75), Freeman (1988)]. Another in­

stance where the model in (2.1.1) may be used with the nij. equal to one for all i andj is 

when a set of treatments is applied to a block design, and then a further set of treatments is 

applied, the assumption being made that there is no interaction between the current effects 

of the second set of treatments and the residual effects of the frrst [cf. Freeman (1959)]. 

We will assume that the model contains flXed effeets and that the error terms fijkl are 

uncorrelated random variables, each with mean 0, and are homoscedastic with unknown 

common variance dl (white noise). The expectation ofYijkl is given, therefore, by 

(2.1.3) 
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Let Yijk = (yijkl' ••• , Yijknijk)' he the nijk x 1 vector of observations in row i and column j 

for treatment k, provided nijk > 0; otherwise Yijk = )2f and hence absent. We then write 

( " , , )' y = Ylll' Y112' ... , Y211' •.• , Y,cv 

, c v 
as the n x 1 vector of all the observations, where n = 1: 1: r. nijk' Thus, in matrix nota­

i=1 .i=1 k=1 
tion, equation (2.1.3) may be written as 

(2.1.4) 

wh~re the vectors 0 = (ah ... , 0,)', ~ = (Ph ... , /Jc)', and t = (ft. ... , lv)' consist of the 

row, column and treatment effects, respectively. The matrices Xt. X2, X3 are n x r, n x c 

and n x v "design matrices" identifying the correspondence hetween the elements of y and, 

respectively, the rows, columns and treatments of the three-way layout. Thus the par­

titioned matrix X = (Xl: X2 : X3) is the n x (r + c + v) design matrix for the whole 

layout. Since exactly one treatrnent is applied to each observation which appears in precisely 

one row and one column, we have Xle(r) = X2e(C) = X3e(V) = e(n). In the special case of 

row-colllmn designs, the design matrices Xl and X2 can he expressed as Xl = e(C) ® 1, and 

X2 = Ic ® e('), where ® denotes the Kronecker product. 

We will write N 12 = X;X2 for the incidence matrix whose (i, J1th elemf.!nt, nj).' is the 

number of units treated in the ith row andJlh column. We then denote its transpose by int<.:r­

changing the two subscripts, Le., N;2 = N 2l = X~l' Similarly we let Nt3 = X;X 3 be the 

incidence matrix whose (i, k)th element, nu, is the number of units in the. ith row to which 

the kth treatment has been applied, and we let N23 = X;X3 he the incidence matrix whose 

(i, k)th element, n,}k' is the number of units in the jlh column to which the kth treatment has 

been applied. Their transposes are respectively, N31 = X;X l and N)2 = X;x 2' 
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We will let k l = X~e(n) = (nI..' ... , nrY denote the vector of row si~es where, as we 

assumed above, ni.. > 0 for ail i = 1, ... , r. The vector of column sizes is denoted by k2 = 
X;e(n) = (n,l' ... , n,c)' where nj. > 0 for altj = 1, ... , c, and the vector of treatment sizes 

or replications is k3 = X;e(n) = (n"l' ... , n"v)', where n,le> 0 for ail k = 1, .... v. The 

three matrices DI = X; XI' D 2 = X;x 2 and D 3 = X;x 3 are aIl diagonal and positive 

definite, with the successive elements ofk], k l and k3, respectively, as their diagonal ele­

ments. When DI and Dl are both scalar matrices, i.e., multiples of the identity matrix, and 

so all row sizes and column sizes are equal, Raghavarao and Federer (1975) calI the design 

"ordinary". Since for a row-column design, the row sizes are ail equal to the number of 

columns, i.e., nI.. = ... = n",= c, and the column sizes are all equal to the number of rows, 

i.e., n.l. = ... = n,co = r, a row-column design is ordinary and a1so satisfies NI2 = e<r)e(c)'. 

If each treatment is applied in k plots 50 that n .. l = ... = n .. v = k, then we caU the design 

"equireplicate"; odlerwise it may he called "unequireplicate". 

With this notation. the normal equations x'xi = X'y for the least squares esti­

mates of the row, column and treatment effr.cts can he written as 

" Cl Yct 

" ~ = Yct (2.1.5) 

" 't Yvt 

where Yrt = X;Y = (YI..' ... , YrJ' is the vector of row totaIs, Yct = x;y = (y,!., ... , Y.c)' 

is the vector of column totals, and Yvt = x;y = (y .. t, ... , Y .. v)' is the vector of treatment 

totals. Since e(n) E C(XI) n CCXl) n C(X3), it follows that the rank r(X'X) = r(X) Sr + c 

+ v - 2 and so the normal equations do not have a unique solution; the normal equations 

are, however, consistent since r(X'X : X'y) = r(X'X). [To see this, write r(X'X : X'y) 

= r[X'(X : y)] S r(X') = r(X'X) S r(X'X : X'y)]. 
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SECTION 2.2: INFORMATION OR C-MA TRICES 

Let us now consider rows and columns as sets of nuisance parameters in the model (2.1.4) 

(we could similarly consider rows and treatments, or columns and treatments, as the sets of 

nuisance parameters, but in most experiments the interest is in comparing effects of dh~fer­

ent treatments after having removed the row and column effects). In this situation, we cali 

the three-way layout a "two-way elimination of heterogeneity design" [cf. e.g., Agrawal 

(1966b)]. A very important role is then played by the matrix S3 12, obtained byeliminating 

the matrix of row and column effects, i.e., 

(2.2.1) 

from the full nom al equations (2.1.5). The matrix SU2 is then given by 

(2.2.2) 

where 8 12 is the hat matrix for the augmented matrix (XI: X2), and M I2 = 1 - 8 12. Be­

cause of the relation C(X1 : X2) = C(XI) œ.l C(M1Xl) = C(Xz) œ.l C(M2X1), where Ef).l 

denotes the direct sum of the two orthogonal subspaces, the hat matrix for or orthogonal 

projector HI2 onto C(XI : X2) can he expressed as 

(2.2.3) 

(2.2.4) 

where 8 111 and HIllare the orthogonal projectors onto C(M1X2) and C(M2X1), respec­

tively. From (2.2.3) and (2.2.4) it follows directly that 

MI2=MI-H211=M2-HI12. (2.2.5) 

• 
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Substituting MI2 = Ml - H21l in (2.2.2) we get a further representation for the matrix S3.12, 

S3.12 = D3 - N31 D11
N I3 - (N32 - N31DïlN 12)(D2 - N21DïINI2)-(N23 - N 21 Dj

I
NJ3)' 

(2.2.6) 

The dual of the representation (2.2.6) is obtained by substituting M I2 = M 2 - H I12 into 

(2.2.2), 

S3.12 = D3 -Nn D;IN23 - (N:n -N32D21N21)(Dl- N12DïlN21r(N13 - N 12Dï
1
N23 ) 

(2.2.7) 

The matrix S3.12 is often called the "infonnation matrix" [John (1987), pp. 8, 95], the "C­

matrix" [Raghavarao and Federer (1975)] or the "coefficient matrix" [Pearce (1983), p.59] 

from which both row and column effects have been eliminated. We also note that the matrix 

S3.12 is the (unique) Schur complement of (':' 2.1) in XIX; for more on Schur comple­

ments, see Ouellette (1981) and Styan (1985). 

The reduced nonnal equations for estimating treatment effects are given by 

(2.2.8) 

we will cali ZJ.l2 = X;Y - X;H I2y = X;M I2y the vectorof"adjusted treatment totals". We 

note that the adjectival position of the word "adjusted" here seems to imply that the vector 

X;Y of treatment totals in the.. original data vector y is being adjusted for rows and 

columns; the "adjustment", however, actmJly occurs first yielding the vector M I2y of the 

original data adjusted for rows and columns and th en its components corresponding to 

treatments are summed to form the vector X;M 12y, which really contains "treatment totals 

of the data which have fust been adjusted for rows and columns". In this thesis, as it seems 

in a11 of the literature, the vector X;M IZY is referred to as the "vector of adjusted treatment 

totals"; we will adopt this convention also f(li all other vectors of adjusted totals. 
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Other infonnation matrices of importance are those obtained by ignoring one of the 

two sets of nuisance parameters. When we ignore the column effects, we caU the resulting 

design the "treatment-row subdesign". Here, the treatment effects are estimated after elimi­

nating the row effects, and the information matrix is given by 

(2.2.9) 

For the treatment-column sulxtesign (where the row effects are ignored), the treatment ef­

fects are estimated after eliminating the column effects, and the information matrix is given 

by 

(2.2.10) 

The information matrix for the model in which both rows and columns are ignored will be 

denoted by S3.0, where 

(2.2.11 ) 

and en = In - Jn = In - (l/n)e(n)e(n)' is the n x n centering matrix. 

In the context of row-column designs, we also have information matrices for the 

model where the treatment effects are estimater' from an orthonormal set of row contrasts 

and from an orthonormal set of column contrasts, i.e., 

(2.2.12) 

respectively [cf. Shah and Eccleston (1986)]. 

None of the information matrices above has full rank since the rows and columns of 

Sg, g = 3.12, 3.1, 3.2, 3.0, 3.r or 3.c, all sum to 0, implying that r(Sg) Sv - 1. Solutions 

to the reduced normal equations in (2.2.8) can he written as 1 = s; 12Z3 12 = S;.12XiM 12Y 

for sorne choice of generalized inverse S;.12; there is no unique solution, however, as the 

generalized inverse S;.12' and hence S;.12X;M12, may he chosen in many different ways. 
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SECflON 2.3: DECOMPOSABILITY 

An apparently new, and we !lelieve important, subclass of two-way elimination of hetero­

geneity designs is specified by the information matrix S3.12 being decomposable in the 

following V''lY, 

(2.3.1) 

cf. Bérubé and St yan (1990b). This subclass comprises designs for which the study of re­

lationships between properties of the three-way design itself, and corresponding properties 

of its treatment-row and treatment-column subdesigns, is simplified. As the study of block 

designs is more straightforward than that of three-way designs, we can see that wh en 

(2.3.1) is satisfied, the level of difficulty in analyzing the design would he reduced from 

one three-way level to two two-way level designs. As we will see later in this thesis, our 

decomposability property (2.3.1) seems to be, up to now, probably the Most general form 

of designs for which certain results on connectedness, orthogonality and balance hold. 

The special case of condition (2.3.1) when ~l = ~2 = ~o = 1 was introduced very re­

cently in Baksalary and Shah (1989), where the two-way elimination of heterogeneity 

design is then said to satisfy the "decomposability property," Le., 

(2.3.2) 

We will say that the set of designs for which (2.3.1) holds, but for which (2.3.2) does not 

hold, satisfy the "generalized decomposability property," while those for which (2.3.2) 

holds, and hence also (2.3.1), we will say satisfy the "reduced decomposability property." 

Agrawal (1966c) constructed designs for which each of S3.12, S3.1, S 3.2 and S3.0 

has the form al + bJ, i.e., all diagonal elements equal and all off-diagonal elements equal. 

Although this kind of design does not necessarily satisfy the reduced decomposability 

property (2.3.2), it very often satisfies our generalized decomposability property (2.3.1). 
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Since in our generalized decomposability property, the matrices S3.12, S3.1. S3.2 and S3.0 

need have no particular fonn, the class of designs satisfying our generalized decomposabil­

ity property is more general than this special class of designs considered by Agrawal 

(1966c). 

If the two-way elimination of heterogeneity design is ordinary (equal row sizes k l = 

k1e(r) and equal column sizes k2 = k2e(C) for sorne positive integers kl and k2 such that kIr = 

k2c = n), then the reduced decomposability property (2.3.2) is equivalent to 

(2.3.3) 

Any row-column design, i.e., any three-way layout with incidence matrix N 12 = 

e(r)e<C)I, provides a simple e:<ample of a design satisfying the reduced decornposability 

property. Since now the row sizes k l = c, the column sizes k2 = r, and the total number of 

observations n = rc, the equation (2.3.3) becornes 

A somewhat different decornposition of the information rnatrix S3.12 was introduced 

in Baksalary and Sialkowski (1990) with designs for which the infonnation matrix takes 

theform 

(2.3.4) 

of which clearly (2.3.3) is the special case with VI = l/klt V2 = l/k2, and p = lin. We will 

say that designs for which (2.3.4) holds satisf)' the "extended decomposability pro pert y." 

Our generalized decomposability property (2.3.1), the extended decomposability 

property (2.3.4) and the reduced decomposability property (2.3.2) are not equivalent, as 

we will show in the following two examples. 
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EXAMPLE 2.3.1: As an example of a three-way layout that satisfies both (2.3.4) and 

(2.3.1) but not (2.3.2), we consider the following design with seven rows, seven columns 

and seven treatments, taken from Agrawal (1966c), see also Table A.1.1 in Appendix A, 

,.. 
3 5 * 2 * * 

,.. ,.. 4 6 ,.. 3 
,.. 

,.. 
* * 5 7 * 4 

5 * * * 6 1 ,.. (2.3.5) 
,.. 6 * * 

,.. 7 2 

3 * 7 * 
,.. ,.. 

1 

2 4 * 1 
,.. 

* 
,.. 

where ,.. denotes an empty cell. For this design (2.3.5), S3.1 = S3,2 = (7/3)C7, S3.0 = 3C7 

and S3.12 = C7, and so (2.3.4) holds with P = 2/21 and any VI and'lh such tbat th + V2 = 1, 

VI, V2> O. BaksaIary and Siatkowski (1990) use (2.3.5) as an example of a design satisfy­

ing (2.3.4) but not (2.3.2), since obviously here S3.12 *" S3.1 + S3.2 - S3.0. We can, 

however, express S3.12 as in (2.3.1), i.e., this design satisfies our generalized decompos­

ability property (2.3.1) with, forexample, tl + t2= 1, th t2> 0 and to= 4/9. 

The following example exhibits a design which is not ordinary, and which satisfies 

our generalized decomposabilitv property (2.3.1) but not the extended decomposability 

property (2.3.4). We have, bowever, not yet found a design which satisfies the extended 

decomposability property (2.3.4) but not our generalize.d decomposability property (2.3.1), 

nor have we been able to show whether or not there exists such a design. 

EXAMPLE ~.3.2: Consider the following design with three rows, three columns, and three 

treatments, see aIse' Table A.l.2 in Appendix A, 

123 

,.. 1 2 

3 * 1 

(2.3.6) 

i 

\ 

'1 

1 
i 



..... -
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where again '" denotes an empty cell. It is straightforward to show that the associated in­

fonnation matrix for the full design 

{ 

24 

S3.12 = (1115 -12 

-12 

-12 -12) 
16 -4 , 

-4 16 

while the infonnation matrices for the treatment-row and treatment-column subdesigns are 

equal and are given by 

( 

10 

S3.1 = Su = (1/6) -5 

-5 

-5 -5) 
7 -2 

-2 7 

and the information matrix ignoring both rows and columns is given by 

-6 ) 
-4 . 

10 

Renee, 

for any positive ç}, ~2 such that ~1 + Ç2 = 6/5. 

(2.3.7) 

(2.3.8) 

However, there exist no Vt.V2, p> 0 such that S3.12 eould satisfy the extended de­

composability property, for 
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trying to solve for the unknowns in (2.3.4) gives rise to the following inconsistent system 

of equations, 

-1J+ 3p = -7/15, 

-1J+ 3p = -2/5. 

There are, however, special cases when our generalized decomposability property 

(2.3.1) and the extended decomposability pmperty (2.3.4) are equivalent. For exarnrlle. the 

case of ordinary two-way elimination of heterogeneity designs, Le., designs which have 

row sizes all equai to k l and column sizes aIl equal to k2• For such designs, as Baksalary 

and Siatkowski (1990) point out, if we postmultiply (2.3.4) by e(V), we obtain the equality 

(2.3.9) 

implying that 

(2.3.10) 

The extended decomposability property can then he rewritten as 

N31N I3 N N k kt 
S k (D ) k (0 3~ 23 ) - pn(D

3 
_ 3

n 
3 ), 3.12 = VI 1 3 - k + V2 2 3 

1 2 
(2.3.11) 

which is equivalent to (2.3.1) with tl = v.k .. ~2 = v2k2 and ~o = pn. Substituting into 

(2.3.10), yields 

(2.3.12) 
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Our generalized decomposability property (2.3.1) can then he rewritten as 

(2.3.13) 

For example, if we look again at the design (2.3.5) in Example 2.3.1, where k1 = k2 = 3 

and n = 21, we see that the extended decomposability property is satisfied with 1) 1 + V2 = 1, 

VI, V2> 0 and p = 2/21. This implies that we can have ~1 + ~2 = 3, ~1, Ç2> 0 and ~o = 2; in 

this case, it is obvious that our generalized decomposability property is equivalent to 

(2.3.13), Le., -2C7 = -(2/3)~IC7 - (2/3)~2C7, with ~1 + Ç2 = 3, ~\t Ç2> O. 

For designs where our g~neralized decomposability property (2.3.1) holds irrespec­

tive of the application of treatments, i.e., designs for which 

(2.3.14) 

then (2.3.13) also holds since, again, if we postmultiply (2.3.14) by e(n), we obtain 1 = Çl 

+ Ç2 - Ça and hence Ço = Çl + Ç2 - 1 as in (2.3.12). 

Later on in this thesis we will use our generalized decomposability property (2.3.1) 

to generalize theorems that previously assumed either the reduced or the extended decom­

posability property. 
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CHAPTER 3. CANONICAL CORRELATIONS AND 

EFFICIENCY FACTORS 

SECTION 3.1: INTRODUCfION 

Let us consider the following four different types of canonical correlations: 

(1') Ph(iJ) be X' d X' tween iyan jY' 

(ü) p~.jk) between Xiy and (Xj : Xk)'y, 

(n"l') Ph(i\ilk) be X' d X'M tween iY an j kY, 

(iv) p~.jlk) between XiMkY and XjMkY, 

19 

where i :# j, i ~ k,j:# k; i,j, k = 1,2,3; h = 1, .. " m. The upper limits m of the index h 

denote the numbers of positive canonical correlations; we write m = 0 when the associated 

vectors are uncorrelated. There are fifteen kinds of canonical correlations Ph in aIl, three 

each of types (i), (ii) and (iv), plus six of type (iii), 

Canonical correlations of type 

(i) p~.l) where we ignore factor k, 

(ii) p~.jlc) where we include factor k, and 

(iv) p~.jlk) where we adjust for factor k, 

were studied in sorne detail in Styan (1986); those of type 

(iii) p~.jlk) where we adjust only partially for factor k, 

were introduced in Worsley, St yan and Bérubé (1990). 
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Canonical correlations of type (i), since the third factor is ignored, apply directly to 

two-way layouts or subdesigns; cf. e.g., Latour and St yan (1985). Then, because of the 

white noise assumption, the h1h largest nonzero canonical correlation betweell X;y and 

X;y is given by 

(3.1.1) 

where chh(.) and sgh(.) denote the hth largest (real) cha:_:cteristic root (eigenvalue) and 

singular value, respectively; cf. Khatri (1976), Seshadri and St yan (1980), Rao (1981) and 

St yan (1985). 

For canonical correlations of type (ii), augmenting the ph factor with the ktl! factor, 

".! write (2.1.4) as 

(3.1.2) 

where Yi' Yj and Yk are any permutation of the vectors 0, P and 't of row, column and 

treatment effects. We can consider (3.1.2) as a two-way layout and apply (3.1.1) to obtain 

the hth largest non zero canonical <..vrrelation between Xjy and (X J : Xk)' y, 

(3.1.3) 

For canonical correlations of type (Hi), we consider the joint dispersion matrix of 

Xiy and XjMkY, given by: 

(3.1.4) 



( 
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The hth largest nonzero canonical correlation is then given by: 

(i;jlk) IIl{D-IX' X X'M X -X'M X ) h l /2(H H } Ph = chh i iMk / j k j) j k j = chi jlk ' (3.1.5) 

where Hj lA: is the orthogonal projector onto C(MA:Xj). 

Finally, for canonical correlations of type (iv), if we premultiply (3.1.2) by Mk for k 

':1: i, j, we obtain, 

(3.1.6) 

which we may consider as the "two-way layout" corresponding to the design for factors i 

andj after adjusting (both) for, oreliminating, factor k. We again apply (3.1.1) to obtain 

the hth largest nonzer{, canonical correlation between XiMkY and X;M kY , 

(3.1.7) 

Several efficient numerical methods for computing canonical correlations are given in 

Bjorck and Golub (1973); cf. also Golub and Van Loan (1989, pp. 584-585). 

As in Latour and St yan (l98~) and St yan (1986) we define, for each of the fifteen 

kinds of canonical correlations, 

t = the number of nonzero canonical correlations strictly less than 1 

u = the number of canonical correlations equal to 1. 

The number of nonzero canonical correlations is then obviously 

m = u + t. (3.1.8) 
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We will say that the corresponding layout is "orthogonal" whenever 1 = 0, and 

"connected" whenever u = 1 for canonical correlations of types (i) and (ii) and Il = 0 for 

canonical correlations of types (iii) and (iv). We may thus interpret 1 as the "degree of 

nonorthogonality" and u as the "degree of disconnectedness". Whenever we need to he 

more specifie, we add subscripts to m, u and l, corresponding to the superscripts in (i), (ii), 

(Hi) and (iv), e.g., for type (i), with i = l,j = 2, we would write ml 2 = III 2 + Il 2 The fifteen 

m, Il, and t values for the eanonical correlations of types (i) to (iv) may then be eollected in 

what we refer to from now on as a "mllt-" or "mlllzE-table", cf. St yan (1986), Bérubé and 

St yan (1990a), Worsley, St yan and Bérubé (1990); the numhers z and E will he defined in 

Section 3.5. In Appendix 1, we present severa!! sueh tables, eorresponding to designs given 

as examples throughout this thesis. 

SECfION 3.2: SOME RESULTS FOR THE NUMBERS m, u AND t. 

The numbers m of non zero canonical correlations, u of unit canonical correlations, and lof 

non zero canonical correlations strlcdy less than one, are closely related to the following 

rank formula: 

(3.2.1 ) 

where the matrices are all real. A short proof of this formula for arbitrary complex matrices 

Xi and Xj (and with prime denoting conjugate transpose) is given in Baksalary and St yan 

(1990). Sinee we are only interested in matrices that are real, we consider only these in the 

following lemma. 
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Lemma 3.2.1 (Baksalary and Styrol, 1990). For any real matrices Apxq and Hpxs the 

rank of the product A 'H admits the representation 

r(A 'H) = r(A) + r(B) - r(A : B) + r(A'MBMAB), (3.2.2) 

where the matrices MA and MD are the orthogonal projectors on the orthocomplements of 

the column spaces, respectively, of A and B. 

Proof. Using (A.3.2) and (A.3.8), we have 

Since elementary column operations do not change the rank, it follows that 

Combining (3.2.4) with (3.2.3) yields (3.2.2). 

As was observed in Seshadri and St yan (1980), the number of positive canonical 

correlations, m;J' equals the rank r(XiXj) of the cross·covariance matrix between the 

vectors Xjy and Xjy assurning that the dispersion matrix :D(y) = crI. Moreover, nl;,j also 

satisfies the following equation (3.2.5), stated but not proven in St yan (1986), but which 

follows at once from a more general matrix result in Baksalary and St yan (1990, Corollary 

2). 

Lemma 3.2.2: The rank of the cross· covariance matrix between the vectors of centered 

row and column totals in a two·way layout equals 

(3.2.5) 
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Proof' Since e(n) E C(Xi) n C(Xj), we obtain from (A.3.8), r(CnXi) = r(Xi) - 1, r(CnXj) 

= r(Xj) - 1, and r(CnXi : CnX) = r(Xi : Xj) - 1. Moreover, M(x, : e) = M, and M(x}: e) = 
Mi- Replacing A and B in (3.2.1) with CnXi and CnXj, respectively, yields 

(3.2.6) 

Equation (3.2.5) is then obtained by combining (3.2.1) and (3.2.6). 

Similarly, we get the number of non zero canonical correlations of type (ii) from the 

rank of the cross-covariance matrix between Xiy and (Xj: Xk)'Y, Le., 

(3.2.7) 

Since Mk is symmetric and idempotent, the cross-covariance matrix crXiMkXj between 

X i y and X jMky is the same as the cross-covariance matrix between Xi M kY and X j M kY , 

andso 

(3.2.8) 

We see, therefore, that the numbers of non zero canonical correlations of types (Hi) and (iv) 

are the same; as we will see below, the numbers of unit and positive nonunit canonicat 

correlations of type (iü) and (iv), however, are not necessarily equal. 

The number Ui.j of unit canonical correlations of type (i), Le., when factor k is 

ignored and we are in a two-way layout or block design setting, is given by the nullity of 

the information matrix Sij 

ty(Si.j) = u;.j = r(Xi) + r(Xj) - r(X; : Xj), (3.2.9) 
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cf. Seshadri and St yan (1980), Latour and St yan (1985). We notice that Uij is equal to the 

first three tenns on the right-hand side of equation (3.2.1). Moreover 

Ui.j = dim[C(Xi) n C(Xj)] ~ 1, (3.2.10) 

since e(n) E C(Xi) n C (Xj). 

We may also express Ui.j in tenns of the hat matrices Hi and Hi as follows: 

Uij = r(HiHj) - r(HiMjMiHj) = r(lli) + r(Hj) - r(Hi + Hj). 

To prove this it suffices to show that r(Hi + Hj) = r(Xi : Xj) = r(Hi : Hj), since r(Hj) = 
r(X,J, r(Hj) = r(Xj), r(HiHj} = r(XiXj)' and r(HiMjMiHj} = r(XiMjMiXj)' However, 

Similarly, we obtain the number of unit canonical correlations of type (ii), i.e., where 

the third factor is included, 

Ui.jk = yt(Si.jk) = r(Xi) + r(Xj : X~) - r(Xi : Xj : Xk) 

= dim[C(Xi) n C(Xj : Xk)] = r(Hi) + r(Hjk) - r(Hi + Hjk) ~ 1, (3.2.11 ) 

since e(n) E C (Xi) n 'C (X j : Xk). 

For canonical correlations of type (üi). where there is partial adjustment only of factor 

j for factor k, we have 

= dim['C(Xi) n C(MkXj)] = r(Hi) + r(Hjlk) - r(Hj + Hj Ik) ~ 0; (3.2.12) 
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we note that Ui;jlk May equal 0 since the vector e(n) does not ~elong to e(Xi) ri 'C(MkXj)' 

and that Ui;jlk = 0 if and only if r(Hi + Hllk) = r(Hi) + r(Hjlk). 

For the adjusted "anonical correlations of type (iv). where there is partial adjustment 

of both factors i and j for factor k, 

= dim['C(MkXi)ne(MkXj)] = r(Hi Ik) + r(Hj Ik) - r(Hi Ik + Hj Ik) ~ 0 ; 

(3.2.13) 

again Uijlk may equal 0 since the vector e(n) does not belong to e(MkXi) n e(MkXj)' and 

Uijlk = 0 if and only if r(Hilk + Hj Ik) = r(Hi 1 k) + r(Hj 1 k). As r(MkXi) ~ r(Xi) and 

r[Mk(Xi : MkXj)] ~ r(Xi : MkXj) with the differences not necessarily equal, we see from 

(3.2.12) and (3.2.13) that Ui;j Ik and UiJ Ik need not be equal. 

Furthermore, we can determine the numbers t of canonical correlations which are 

strictly less than one. In the block design setting, Latour and St yan (1985) prove that ti.j is 

the rank: of the cross-covariance matrix between the vectors of adjusted totals: 

(3.2.14) 

Comparing (3.2.14) with (3.2.1) we see that (3.2.14) is the last term on the right-hand si de 

of (3.2.1). 

Similarly we get numbers t for canonical correlations of types (ii), (iii) and (iv): 

(3.2.15) 

ti;jlk = r{XaI - MkXj(XjM/cXj)-X/Mk]MiMkXj} = r(XiMjlkMiMkXj) 

(3.2.16) 
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and 

(3.2.17) 

This last equality holds since the column space t(Xi : Xk) = C(Xi) el. C(MiXk), as noted 

earlier, and hence 

(3.2.18) 

We can see from equations (3.2.16) and (3.2.17) that the numbers of canonical correlations 

of types (iii) and (iv) which are strictly less than one need not be equal since tht ranks 

r(XiMjlkMiMkXj) and r(XjMjkMikXj) are not necessarily equal. 

Theorem 3.2.3: The number ti.j of nonzero canonical correlations between factor i and 

factor j that are strictly less than 1 satisjies 

t··= rank[(H·H·)2-H·H·] = rank(H·H·-H·H.u·) = (1/2)rank(H·H·-H·H·) (3219) '.) 'J' J 1 J 'J 1 1 J JI' •• 

Moreover, ti.j= 0 if and anly if HiHj = HjHi' 

Prao/: From (3.2.14), 

t·· = r(X!M·M·X -) = r[X!(-H· + H·H ·)X·] 1.) 1 J , J 1 1 ) 1 J 

since Hi = Xi(XiX;)-Xi and r(Hi) = r(Xj); this proves the f'rrst equality in (3.2.19). We 

may, however, rewrite (3.2.20) as 



-
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t··= r(H·H·M·H·) =r(H·H·M·) = r(H·H·-H·H·H·) '.J , 1 1 J 'J' 'l' 1 " (3.2.21) 

since r(HjM;Hj) = r(HlM;). This establishes the second equality in (3.2.19). 

To prove'" the third equality in (3.2.19), we write 

T·· - H·H·- H·H·H· - H·H·M· 'l - 1 1 1 1 ,- 1 1 , 

and observe that Tb = O. From (3.2.2) it follows that 

r(T ... T!·) - r(T··) + r(TL) - 2r(T .. ) = 2t· -'l' 'l - 'l Il - 'l IJ 

andso 

2t- . = r[(T .. • T~·)(T ... T!·)'] = rlT .. TL + T!·T .. ) = r[(T .. - T~·)(T .. - T~·)'] 
IJ 'l' 'l 'l' 'l ' • 'l 'l Il 'l 1} Il 'l Il 

which completes the proof. 

EXAMPLE 3.2.1: For the layout 

1 2 3 

1 * * 
Ile 2 Ile 

(3.2.22) 

Ile Ile 3 

considered by Baksalary (1990) we have t1.2 = 2 (cf. Table A.1.3), white r(H 1H2 - "2H \) 

= 4. More generally, in the layout 

'" My thanks go to Dr. Robert E. Hartwig for help with this proof. 
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1 2 b 

1 * * 
* 2 Ile 

'" * b 

it is straightforward to show directIy that t1.2 = b - 1, while r(H IH2 - H2"1) = 2(b - 1) = 

2t1.2. 

We note that equation (3.2.1) is very useful to summarize, for all four types of 

canonical correlations listed at the beginning of Section 3.1, the relationship between the 

associated numbers m, u and t. We have the following four equations, obtained according 

as we ignore, include, adjust partially or adjust totally for factor k. 

m·· 1.) 

= r(Xi) + r(Xj) - r(X; : Xj) 

= 

= 

= 

= 

U· . 1.) 

U· 'k 1.) 

Ui.jlk 

+ 

+ 

+ 

+ 

t .. 
1.) 

t"k 1.) 

tiiilk 

tijlk 

We note again that while mi;jlk = mi.j Ik = r(XiMkXj) it is not necessary that Ui;j 1 k = ui.j 1 k 

or that tiii Ik = t;J Ik· 
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SECTION 3.3: CONNECfEDNESS 

In the context of two-way layouts or block designs, Bose (1947) introduced the 

concept of connectedness, which has subsequently been widely studied. 

Definition 3.3.1: A two-way layout or block design is connected for treatments whenever 

ail elementary treatment contrasts C'l, for any v x 1 vector satisfying c'e(V) = 0, are 

unbiasedl y estimable. 

This means that unless the two-way layout is connected for treatments, certain 

contrasts in the treatments are not unbiasedly estimable. There is also a combinatorial 

definition of connectedness, cf. e.g., Raghavarao (1971, p.49), which says that the two­

way layout is connected whenever, given any two treatments T and T', we can construct a 

chain of treatments numbered T = To, Tl' ••• , Tp = T', say, such that every consecutive pair 

of treatments in the chain occurs together in at least one block. Bose (1947) gave both the 

statistical and combinatorial formulations for connectedness. 

For the three-way layout, however, additional definitions are required since the 

properties and characteristics of connectedness in a (single) block design are not necessarily 

equivalent to those in a three-way layout, though we can easily extend the above Definition 

3.3.1 to a sirnilar one for connectedness of the treatments in a two-way elimination of 

heterogeneity design. 

Definition 3.3.2: A two-way elirnination of heterogeneity design is connected for treatments 

whenever ail elementary treatment contrasts C'l, for any v x 1 vector satisfying c'e(V) = 0, 

are unbiasedly estimable in the design. 

Raghavarao and Federer (1975) cali such a two-way elimination of heterogeneity 

design "doubly connected", white St yan (1986) says that then "treatments are connected 

with both rows and columns". 
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Even when the condition in Definition 3.3.2 is satisfied. however. not all the 

elementary row and column contrasts are necessarily estimable. To guarantee that they are 

estimable, we also need to have connectedness for rows and for columns, the definition of 

which is similar to that of cOllnectedness for treatments. Therefore, when we are interested 

in aU three factors-rows, columns and treatments-the overall connectedness of the 

design is required. Eccleston and Russell (1975) give the following def'mition. 

Definition 3.3.3: A three-way layout is completely connected if it is connected for rows, for 

columns and for treatments. 

This means that if the design is completely connected, every row, column and 

treatment contrast is estimable. 

Il is weIl known [cf. Chakrabarti (1962)] that a two-way layout or block design is 

connected for factor 1 (of size r) if and only if r(S1.2) = r - 1 or only one canonical correla­

tion Pk,2) = 1, which we denote by U1.2 = 1. In the case of a block design, this corresponds 

to the design itself being connected. i.e., connected for both factors 1 and 2, as U1.2 = U2.1. 

Since the treatment-row and treatment-column subdesigns are essentially block designs, 

they are each connected if and only if UI.3 = 1 and U2.3 = 1. respectively. Similarly, a two­

way elimination of heterogeneity design is connected for treatments if and only if r(S3 lÛ = 

V - 1 or only one d.3,12) = l, which we denote by U3.12 = 1. 

If the design is connected for treatments then S3,I2 + Jv is nonsingular (cf. Lemma 

A.3.6). In this situation. the reduced normal equations for studying treatment effects have a 

simple solution since the matrix (S3,12 + Jv)-I is then a generalized inverse of S3,12' This 

can be shown by fust noticing that Jv = (S3,12 + Jv )Jv , which implies that Jv = (S3.12 + 

Jvt l Jv• From this we then get the following equality because of the nonsingularity of S3,I2 

+ Jv, 

(3.3.1 ) 
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Premultiplying (3.3.1) by S3.12 shows that indeed S312(S3 12 + JlI)-IS 3.12 = S3 12. We 

can, therefore, write a solution to the reduced normal equations in (2.2.8) as 

,.. (" J )-1 t = S3.12 + li z3.12· (3.3.2) 

More generaIly, John (1965) has shown that provided r(S3 12) = v-l, then the 

matrix S3.12 + ahh' is positive definite, where a > 0 and h is any v x 1 veetor such that h 

does not belong to C(X;M12 ) or equivalently, the columns of S3 12 together with h, span a 

space of dimension v. For example, one such positive definite matrix is the O-matrix 

introdueed by Tocher (1952), 

(3.3.3) 

This matrix is now often called Tocher's O-matrix and is frequently used both in block de­

signs {in the form n = [X;(M2 + Jn)Xt1-1 if interest resides in factor l} and in two-way 

elimination of heterogeneity designs [cf. for example, Calinski (1971), Pearee (1975) and 

Singh and Dey (1978)]. 

Another type of connectedness is that found between rows and columns adjusted for 

treatments. This is characterized by U1.2 \3 = 0, i.e., aU the non zero canonical correlations 

Pk1.2 \3) being less than 1 (the common vector e(n) having been eiiminated). Khatri and Shah 

(1986) call Ui.} \k the degree of disconnectedness of classification (factor) i with respect to j 

after adjusting for k. 

An important consideration in three-way layouts is to know how connectedness for 

one factor (or aIl three) is related to connectedness in the subdesigns and connectedness 

between two factors adjusted for the third. These three different properties are not indepen­

dent of each other. Our next theorem, due to St yan (1986), gives a relationship between the 

numbers u of unit canonical correlations in the se three situations. From this, we can see 

how different types of connectedness might follow from one and another (cf. also Khatri 

and Shah (1986)]. 
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Theorem 3.3.1 (St yan, 1986): For i '* j, i * k and j * k, the following equalities hold 

Uij Ik = Ui.jk - Ui.k = Uj.ik - Uj.k· (3.3.4) 

Proof: From equation (3.2.11) we have 

Uijk = r(Xi) + r(Xj : Xk) - r(Xi : Xj : Xk) 

Similarly, we get 

(3.3.5) 

from equation (3.2.13). Since Mk = 1 - XkXt, we can use result (A.3.8) three times in 

(3.3.5) to get 

Uij Ik = [r(Xi : Xk) - r(Xk)] + [r(Xj : Xk) - r(Xk)] - [r(Xi : Xj: Xk) - r(Xk)] 

= Ui.jk - Ui,k, 

which proves the first equality in (3.3.4). The proof for the second equality in (3.3.4) is 

similar. Cl 

From equation (3.3.4) we see that the number Ui.j 1 k gives the difference between the 

number of linearly independent linear contrasts in factor i which are estimable in the whole 

two-way elimination of heterogeneity design, and the number which are estimable in the 

subdesign obtained by ignoring the jlh factor. If Uij Ik = 0, then the first equality in (3.3.4) 

means that the design is connected for factor i if it is connected for factor i in the subdesign 

obtained by ignoring factor j, while the second equality in (3.3.4) means that the design is 

connected for factor j if it is connected for factor j when factor i h ignored. 
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To assess the overall connectedness of the design, we define 

(3.3.6) 

Sincee(n)e C(X t ) fi C(X2) fi C(X3) il follows that U1.23~ 2. Using Corollary 3.3.2, it is 

easy to see that a design is completely connected if and only if Ut 23 = 2. In our mutzE­

tables in Appendix 1, we have included a bottom line for the value of Ut 23 so that we can 

immediately iaentify the inherent connectedness or degree of disconnectedness. 

The number U1.2.3 is related to the other numbers u of unit canonical correlations in the 

following ways. 

Corollary 3.3.2 (St yan, 1986). For ail i ~ j, i :;: k andj ~ k; i, j, k = 1,2, 3 

U1.2.3= Ui.jk + Uj.k = Ui,k + Uj.k + Ui.j Ik (3.3.7) 

Prool' The fmt equality follows at once from 

The second equality is obtained directly by combining (3.3.4) and the first equality in 

(3.3.7). o 

Eccleston and Russell (1975) show in their Theorem 2 that a two-way elimination of 

heterogeneity design is completely connected, Le., Ul 23= 2, if and only if it is crJnnected 

for factor i and has its subdesign ignoring factor i connected, i.e., 

Uij.k = 1 and Uj.k = 1, i :t. j, i :t. k, j ~ k, for any i, j, k = 1,2, 3 {=} U1.23 = 2 (3.3.8) 
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(cf. also Raghavarao and Federer, 1975). Result (3.3.8) follows directly from the first 

equality in Corollary 3.3.2. In panicular, we see from both (3.3.7) and (3.3.8) that a row­

column design is completely connected if and only if it is connected for treatments. It also 

follows fTom (3.3.7) and (3.3.8) that if a two-way elimination of heterogeneity design is 

completely connected, then Ul.2 = U1.3 = U2.3 = U1.23 = U2.13 = U3.12 = 1 and U1.2 13 = U1.3 12 = 
U2.311 = O. 

If OUT interest lies 'Jnly in the treatment effects (two-way eJimination of heterogeneity 

designs), then we are only concerned with connectedness for treatments. A problem which 

seems not yet to have been completely solved, however, concems the relationship between 

connectedness for treatments (U3.12 = 1) in a two-way elimination of heterogeneity design 

and connectedness in its treatment-row (U1.3::'~ 1) and treatment-column subdesigns (U2.3 = 

1). Raghavarao and Federer (1975) showed that if a two-way elimination of heterogeneity 

design is connected fOT treatments, then the treatment-rowand treatment-column subde­

signs are aIso connected (the row-column subdesign need not, however, he connected, i.e., 

u1.2need not he equal to 1). However, the converse of this statement is not generally true as 

was shown by Shah and Khatri (1973). 

Ex AMPLE 3.3.1 (Shah and Khatri, 1973): For the following design 

1 2 5 6 

3 4 7 8 

8 6 1 3 

7 5 2 4 

both the treatment-row ant! treatment-column subdesigns are connected, Le., both U1.3 = 1 

and U2.3 = l, but the overall design itself is not connected for treatments, i.e., U3.12 ~ 1. 

Associated with this design is Table A.1.4, given in part in St yan (1986, Table 2.1). We 

can see that although UI.3 = U2.3 = l, the design is not connected fOT treatments since U3.12 = 

2. We can also verify that the vectora = (0 1 -10 1 00 -1)' is orthogonal to each row of 
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S3.12' Le., S3.128 = 0, implying that r(S312) S; v - 2, since 8 is not a scalar multiple of e. 

Thus, the tteatment contrast 

(2) - (3) + (5) - (8) (3.3.9) 

is not estimable. We can show tbis by noting that r(X' : a) = 14 while r(X) = 13, Le .• 

r(X' : a) * r(X), where X is the full design matrix and a 'y gives the linear function of 

treatments in (3.3.9}. This inequality between the ranks implies that a'y is not estimable 

[cf. e.g., Alalouf and St yan (1919)]. 

Furtberrnore, from (3.3.1) and (3.3.8), we have the equality U3.12 = U1.3 + U2.3 -Ill 2 + 

U1.213, whicb implies that indeed UI.3 = 1 and U2.3 = 1 together are not sufficient for U3 12 = 1 

to hold unless U1.2 = UI.213 + 1 also holds. In particular, Raghavarao and Federer (1915) 

show that for ,~quireplicate row-column designs satisfying the condition N I3N 32 = 

ke(n)e(rl)' (which hnplies "1.213 = 0 as we will see in the next Section 3.4 on orthogonality), 

connectedness of the treatment-row and treatment-column subdesigns does lead to 

treatment-connectedness. This result was fust strengthened by Sia (1917) who showed that 

when S3.1 and S3.2 commute in an equireplicate row-column design (or equivalently when 

N 31 N\3 and N32N23 commute, and NI2 = e("e(C)'), then U13 = "23 = 1 implies U3 12 = 1 if 

and only if the sums of the eigenvalues of S3.1 and S3.2 corresponding to the same 

eigenvectors are different from k, the number of replications of each treatment. The 

commutativity of S3.1 and S3.2 by itself is not sufficient for this result to still hold, 

however, as was again shown by the design in Shah and Khatri (1913), cf. our Example 

3.3.1 and Table A. 1.4, where S3.1 and S3.2 do commute. 

The equireplicate condition was relaxed in Baksalary and Kala (1980), where the 

more general commutativity condition 

(3.3.10) 
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was considered. Introducing the efficiency matrices 

A - n-1/2s 0-112 and A - n-l/2s n-1/2 
3.1 - AI) 3.1 3 3.2 - &#) 3.2~ (3.3.11) 

(cf. Section 3.5), we may express (3.3.10) as 

which from now on we will refer to as the "commutativity property" (for more about this 

commutativity property see Section 4.4). 

If the commutativity property holds then the efficiency matrices Al 1, A3.2 and A3.0 

are all spanned by the same set of eigenvectors, i.e., there exists an orthogonal matrix U 

such that U' AgU, g = 3.1, 3.2,3.0, are aH diagonal matrices; the efficiency matrix 

A - n-I/ls n-I/l 
3.0 - ~ 3.0AIJ· 

Furthermore, if our generalized decomposability property (2.3.1) is also satisfied, then the 

matrix U'A3.12U will he diagonal. In the following theorem, we g:w'e an extension for 

two-way elimination of heterogeneity designs with equal row sizes and equal column sizes, 

satisfying our generalized decomposability property (2.3.1). Our proof follows that of 

Baksalary and Kala (1980). 

Theorem 3.3.3: Consider a two-way elimination of heterogeneity design which is 

ordinary, i.e .• with equal row and column sizes: kt = kte(r) and kl = k2e(C), which satisfies 

both the generalized decomposability property 

and the commutativity property 
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If the treatment-row and treatment-column subdesigl1s are connected, then the design itself 

is connectedfor treatments if and only if 

(3.3.12) 

where tfJ!3.1) and t/J;3.2) are eigenva/ues of, respective/y, Au and Au corresponding to the 

same eigenvector. 

Furthermore, (3.3.12) is a/so equivalent to 

(3.3.13) 

where Jls is an eigenvalue ofN31 N l3D;1 not equal to kl' and lJ)s is that eigenvalue of 

N32N 23D;1 not equal to k2 and which corresponds to the same eigenvector as does Ihe 

eigenvalue Jls' 

Proo/: We have a two-way elimination of heterogeneity design with efficiency matrices 

satisfying the following relation: 

(3.3.14) 

in view of our generalized decomposability property (2.3.1). Since we assume that the 

design satisfies the commutativity property (3.3.10), the three matrices A3.l' Au and A3.o 

have a common set of eigenvectors. The zero eigenvalue for each matrix corresponds to the 

same eigenvector D.: f2e(V). The other v - 1 eigenvalues of A3•o = 1 - O/n)o;I/2e(V)e(V)I 0 11/2 

are aU equal to 1. If the treatment-row and treatment-column subdesigns are connected, then 

the remaining eigenvalues of A3•1 and Au are aIl nonzero, and e~ual, respectively, to 

110(3.1) _ 1 &. and 110(3.2) - 1 ~ . 
'l's - - k l 'l's - - kz ' s=I, ... ,v-l. (3.3.15) 
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From (3.3.14) we find that the design itself is connected for treatments if and ooly if the v -

1 eigenvalues of A3.l2 

~ J.{3.1) ~ J.{3.2) _ ~ 0 
~1"'s + ~2"'s ~o * , s = l, ... , v-l, (3.3.16) 

or equivalently (3.3.12) holds. Furthennore, substituting (3.3.15) in (3.3.16) yields the 

inequality 

s = 1, ... , v-l, 

which implies (3.3.13). 

We illustrate the result in Theorem 3.3.3 with the following example. 

EXAMPLE 3.3.2: The design 

2 Ile •• 53 *. 4. 

13. * *. 4· Ile 5 

• 24 Ile Ile 1 * 5 * Ile 

• Ile 35 * Ile 2. 1. 

• Ile. 41 * Ile 3"" 2 

given by Worsley (1990) is ordinary with equal row sizes kt = 4 and equal column sizes k2 

= 2, and satisfies the conditions in Theorem 3.3.3, Le., S3.1 D31
S 3.2 = S3.2D31S3.1' U1.3 = 

U2.3 = 1 and S3.12 = S3.1 + S3.2 - (25/16)S3.0' From Table A.1.5, we see that l/J~.1) = 15/16 

and tP~3.2) = 5/8 and so, since tP~ 1) + tP~·2) = 25/16, we conclude that this design is not 

connected for treatments--indeed U3.12 = 5. 
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The design considered in our Example 2.3.1 also satisfies the conditions in Theorem 

3.3.4, where S3.12 can he written as SU2 = (1/2)S3.1 + (1/2)S3.2 - (4/9)S3.0' From Table 

A.1.1 we have that ~;3.l) = ,~3.2) = 7/9 :1: 4/9, and so the design is connected for treatments. 

Baksalary and Kala (1980) obtained the special case of our Theorem 3.3.4 for row­

column designs, i.e., with ~1 = ~2 = ço= 1, k1 = c and k2 = r. 
Russell (1976) also proved a similar result but only for the class of equireplicated 

row-column designs characterized by a treatment-column subdesign being pairwise 

balanced, Le., 

N nN 23 = pl + qe(V)e(lI)' , p,q >0 (3.3.17) 

(cf. e.g., Hedayat and Federer, 1974). Any design of this type satisfies U2.3 = 1 since every 

treatment is applied together in the columns with e";'ery other treatment. 

Theorem 3.3.4 (Russell, 1976): An equireplicated row-column design such that Nn N23 

= pl + qe(V)e(lI)', p, q > 0, is completely connected (U1.2.3 = 2) if and only if c(kr - p )/r is 

not an eigenvalue ofN31 N 13. 

Proof: Because we are dealing with an equireplicated row-column d~sign, the information 

matrix has the form 

= [(kr - p)/r] 1 - (l/c)N31 N 13 - [(cq - k2)!cr]e(V)e(V)' , (3.3.18) 

since Nn N23 = pl + qe(V)e(V)'. Il is straightforward to show that the matrices N31 , N 13 and 

e(V)e(V)' commute. The eigenvalues of e(V)e(V)' are v with multiplicity 1 and zero with 

multiplicity v - 1; the distinct eigenvalue v is associated with the eigenvector e(V) which is 
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also the eigenvector corresponding to a zero eigenvalue of S3.12. The design is connected 

for treatments, therefore, if and only if the other v - 1 eigenvalues of S3.12 satisfy 

Ch(S3.12) = [(kr - p)/r] - (lIc)ch(N31 N 13) ~ 0 

EXAMPLE 3.3.3: Theorem 3.3.4 can be applied to the row-column design 

3 3 1 

322 

1 2 1 

CJ 

which is equireplicated. Here N31 N13 = N32N23 = 31 + 2e(V)e(V)' and so c(kr - p)/r = 6 is 

not an eigenvalue of N31 N 13 . This design is completely connected, i.e .• U1.2.3 = 2. as 

Theorem 3.3.4 implies. 

If the treatment-row subdesign is connected. then Theorem 3.3.4 is comparable to the 

special case of Theorem 3.3.3 for row-column designs. From the condition that Nn N23 = 

pl + qe(V)e(V)I,p, q > 0, it follows that S3.2 = [k - (P1c)]1 - (qvlc)J and so tP~3.2) = (1/k)[k 

- (plr)], Le., COs = plk, s = 1, ... , v-l, where COs is as in Theorem 3.3.3. It then follows 

that since the eigenvalues of N31 N 13 are kils, 

rlls + ~ COs:i: rc ~ kils ~ c(kr - p)jr, s = l, ... , v - 1. 

A more specifie subclass of equireplicated row-column designs considered by Russell 

(1976, 1980) is characterized by a treatment-column subdesign being a balanced incomplete 

block design (BIBD) with parameters (c, v, k, r, À = k(r - 1)/(v - l)}. This means that the 

v treatments are replicated k times in c columns of size r « v) in su ch a fashion that no 
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treatment appears more than once in a column but appears in À. columns with each other 

treatment. Roy and Shah (1961) cali such a design a two-way design with column balance. 

Here, the incidence matrix N32 satisfies (3.3.17) with p = k - À. and q = À. and Russell 

(1976) shows that this design's treatment-row subdesign is connected. We then have the 

following corollary. 

Corollary 3.3.S (Russell, 1976): An equireplicated row-column design with a BIBO{e, 

v, k, r, À = k(r - 1)/(v - 1)} as a treatment-eolumn subdesign is eompletely eonnected if 

and only if cvÂ/r is not an eigenvalue ofN31 N 13 • 

Proof: Follows at once by replacing p with k - À. and q with Â in Theorem 3.3.4. 

Russell (1980) then extended this result by looking at BmOs with specifie parameter 

sets for which connectedness can he determined without having to find the eigenvalues of 

N31 N13 • 

Theorem 3.3.6 (Russell, 1980): If the parameter set of an equireplicated row-column 

design with a BIBO{c, v, k, r, À = k(r - 1)/(v -1)} as a treatment-eolumn subdesign is 

such that cvÂ/r is not an integer or is unreduced, i.e., the parameter.'t are given by c =(~), 

k = (~::= t ) and À. = (~::= i} then the design is connectedfor treatments. 

Proof: Since the elements of N31 N 13 are integers, the characteristic polynomial 1 N 3\ N \ 3 -

À.II is a monic polynomial in the set of integers Z[x], i.e., a polynomial in x with integer 

coefficients and leading coefficient equal to 1. The only possible roots, therefore, are inte­

gers and irrational numbers. This means that if the parameters of the equireplicated 

row-column design are such that cVÂ/r is not an integer, then cvÂ/r cannot he an eigenvalue 

of N 31 N 13 and the design is connected. Now, if the parameter set of the design is 

unreduced, then c = (~), i.e., the columns consist of aIl the different ways of choosing r 

treatments out of v. From every such design we can obtain, by removing a certain number 

of columns, a sub row-column design with also a BIBD as its treatment-column subdesign 

and with parameters {v = c = (r + 1), k = r, À. = (r - 1)}. The columns of this design 
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consist of the r + 1 different ways of choosing r out of r + 1 treatments. For this sub row­

column design, cvÂ/r = (r - 1)(r + 1)2/r is not an integer and so the sub row-column design 

is completely connected. In particular, it is connected for rows and this implies that the 

whole design is connected for rows. Now since both treatment-row and treatment-column 

subdesigns are connected (cf. Russell, 1976), the connectedness for rows implies from 

equation (3.3.8) that the design is completely connected. LJ 

Fisher and Yates (1963, Table XVIU) list 63 parameter sets for BIBDs with treatment 

replication k S 10. Applying Theorem 3.3.6, we find that the equireplicated row-column 

designs with treatment-column subdesign a BIBD corresponding to 44 out of these 63 sets 

are connected for treatments. Russell (1980) lists the 19 parameter sets to which Theorem 

3.3.6 does not apply and for which no general results appear to be known. 

SECTION 3.4: ORTIIOGONALITY 

The following two types of orthogonality for a multi-way design withffactors have 

been considered in the literature [cf. Chakrabarti (1962), Eccleston and Russell (1975, 

1977), Khatri and Shah (1986)]. 

Definition 3.4.1: Factors i and j are weakly orthogonal if aIl the covariances (or the cross­

covariance matrix) between the two factor totaIs, each adjusted for the other f - 1 factors, 

are zero. 

Definition 3.4.2: Factors i andj are strictly orthogonal if the covariance between the two 

factor totals, each adjusted for the remainingf - 2 factors (whenf~ 3) or for the mean 

(whenf= 2) is zero. 
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In a three-way layout, Definition 3.4.1 is equivalent to 

cov(XiMjkY : X)MikY) = 0 (3.4.1) 

or 

(3.4.2) 

while Definition 3.4.2 is equivalent to 

cov(XiMA;Y : X;MkY) = 0 (3.4.3) 

or 

(3.4.4) 

However, equations (3.4.1) to (3.4.4) do not cover the only kind of orthogonality 

that might he of interest in a three-way layout. For example, there might also be sorne 

questions conceming orthogonality in the subdesigns. For each pair of factors, it is 

possible to define four different kinds of strict and weak orthogonality [cf. St yan (1986), 

Worsley, St yan and Bérubé (1990)] according as we ignore, include, adjust or adjust only 

partially for the third factor. 

When the third factor, say k, is ignored or included (i.e., we are now dealing with 

two-way designs), characterizations of weak orthogonality, according to Definition 3.4.1, 

are given, respectively, by 

(3.4.5) 

and 

(3.4.6) 
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It is easy to see from (3.2.14) and (3.2.15) that (3.4.5) and (3.4.6) are equivalent to ti.j = 0 

and ti.jk = 0 respectively. Again, if factor k, say, is ignored or included, Definition 3.4.2 

for strict onhogonality requires that the cross-covariance matrix between the two sets of 

factor totaIs, each adjusted for the mean, be zero, i.e., 

respectively. Comparing these two equations with the result in Lemma 3.2.2, we see that 

equivalent characterizations for those two types of strict orthogonality are given by mi.j = 1 

and mi.jk = 1, respectively. 

When there is adjustment for the third factor, then the characterizations for weak and 

strict orthogonality are (3.4.1) and (3.4.3), respectively, or equivalently ti.jlk = 0 and miJ 1 k 

= 0, cf. (3.2.17) and (3.2.8). 

We can summarize these different kinds of orthogonality as follows. Respectively 

(i) ti.j = 0 and mij = 1, weak and strict "pairwise orthogonality," 

(ü) t;jk = 0 and miJk = 1, weak and strict "augmented orthogonality" 

(üi) t;;jlk = 0 and m;;j Ik = 0, weak and strict ''partially adjusted orthogonality." 

(iv) t;Jlk = 0 and m;J Ik = 0, weak and strict "completely adjusted orthogonality." 

Since m;;jlk = m;.j Ik, cf. (3.2.8), it follows that strict completely adjusted orthogonal­

ity is equivalent to strict partiaIly adjusted orthogonaIity, and we will then refer to this 

situation as just strict adjusted orthogonality; this was originally introduced as just "adjusted 

orthogonality" in Eccleston and Russell (1975, 1977), who also pointed out that our strict 
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pairwise orthogonality, characterized by mi.j = 1, is a particular case of their adjusted 

orthogonality. To see this, we note that if we ignore the third factor k, then strict pairwise 

orthogonality requires that the covariance between the two other factor totals, each adjusted 

for the mean, be zero, i.e., cov(XiCny : X;Cny) = O. Eccleston and Russell (1975, 

1977) refer to tbis as traditional or pairwise orthogonality between two factors, and this has 

been studied by many authors including Yates (1933), Pearce (1970) and John (1971). The 

necessary and sufficient condition for strict pairwise orthogonality, i.e., xie nX) = 0 is 

often written as Nij = kikyn or equivalently, npq = (np.n q)/n for aIl p and q, where npq is 

the (p, q)th element of Ni). In the case where the factor k is included, strict augmented 

orthogonality, Le., mijk = 1, is also a special case of adjusted orthogonality which requires 

both mi.j = 1 and mi.k = 1. For more on adjusted orthogonality see Baksalary and 

Pukelsheim (1990). 

Because of the identity m = u + t, it is clear that strict orthogonality implies weak 

orthogonality, and that both weak orthogonality and connectedness together are equivulent 

to strict orthogonality. 

The condition for weak pairwise orthogonality, Le., ti.j = 0, is given among a list of 

45 algebraic characterizations established in Baksalary (1987) for the commutativity of two 

orthogonal pr<JJ.!ctors, i.e., HiHj = HjHi [cf. Theorem 3.2.3]. Any one of the other 44 

equivalent conditions can, therefore, he used to express weak pairwise orthogonality. We 

will need the following condition, due originally to Rao and Yanai (1979). 

Lemma 3.4.1: Factor i andfactor j are weakly orthogonal, i.e., ti.j = 0, if and only if 

Proof: First, we assume that ti.j = 0 and write out the following equation, 

(3.4.7) 
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We then look only at X;MiI - Hi) and use the commutativity of the two orthogonal 

projectors Hi and Hj to yield 

(3.4.8) 

The le ft hand side of (3.4.7) can therefore be written as 

The converse follows at once since HU = Hj;. cf. (2.2.3) and (2.2.4). 

Whenever weak pairwise orthogonality holds, certain equalities among the canonical 

correlations follow. This next theorern lists sorne of these equalities. Parts (i) and (ii) are 

stated, but not proven, in St yan (1986), while part (iü) is new. 

Theorem 3.4.2: Letfactor i andfactor j be weakly pairwise orthogonal, i.e., ti.j= 0, and 

let k be a thirdfactor. Then 

(ii) (pU.ik)} = (p(,j.Jcli)} + {Ui.j ones}, 

(iii) (p(i;klj)} = (p(i.k~)} and (pU;kb)} = (pU.klt)}. 

Proof: (i) Let the rnatrix Xjk denote the augmented matrix (Xj : Xk). The se~ of canonical 

correlations between factor i and the other two factorsj and k is denoted by(p(i.jk)} 

(3.4.9) 



r 
• , 

f 

" ~ 
~ 
~ 

1 , 
~ 
l 

r 
1-, 
f 
; 
l' 

~ 
f 
t 

l 

-
tJ> 

CHAPI'ER3 CANONICALO>RRELATIONS AND EffiCIENCY FAcroRS 48 

Using the decomposition of the projectors as given in (2.2.3), we can rewrite (3.4.9) as 

We now consider the chal'acteristic polynomial of H,(Hj + HkV) 

(.5.4.10) 

for aU À :# ch(HiHj) = p~.J); h = l, ... , mij. We can simplify the last term in (3.4.10) using 

the commutativity of the projectors Hi and Hj (since tiJ = 0) and so 

The characteristic polynomial (3.4.10) is, therefore. equivalent to 

1 Il l u·· n u··'\ ni 1 ÀI - HiHJ . 1 - (l/À)HiHklj = (À - 1) I·JÀ - l.JI\,· ÀI- Hi"k!! (3.4.11 ) 

for À '* 0 and À '* p~.J\ h = l, ...• mij- We recall that the non zero eigenvalues of HiH) are 

the squares of the nonzero canonical correlations between Xjy and X;y and are an equal to 

1 since "iHj is idempotent whenever ti.j = O. 

We may use Lemma 3.4.1 in order to rewrite the right hand side of (3.4.11), i.e., 

(3.4.12) 

The right hand side of (3.4.11) equals 
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and so we obtain the required result. 

The proof is similar for (ii), and result (iii) follows at once from the equality in 

(3.4.12) and the fact that ti.j = tj.i' 

Now, if one factor, say i, is pairwise orthogonal to both of the other two factors, a 

further set of equalities between canonical correlations can he obtained. 

Corollary 3.4.3: Let ti.j = tj.k = O. Then 

(a) (p(ijk)} = (p(k.i})} + lu' .-u'k ones} IJ 'J. .ifu· .~ U· k 1.) 'J. 

= (p(i.klj)} + (Uij ones) 

(b) (p(j.ik)} = (pl.i.jlk)} + {Uj.k ones} = (p<';.kli)} + {Ui.j oDes}. 

If in addition Uij = Uj.k' then 

(d) (p(;.jlk)} = (pV.k1i)} = (P<i~lk)} = (pV:kli) } 

Proof' To prove the second equality in (a), we stan with (3.4.11), i.e., 

This characteristic polynomial is equivalent to 
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since ti.j = 0 is equivalent to HiHj = Hi + Hj - H ij (cf. Len1ll1a 3.4.1). We may rewrite 

(3.4.13) as 

(3.4.14) 

The la§t term in (3.4.14) can be simplified since (À) - H;)Hk)HjHk = (À - I)HjHk' using 

the commut.ativity of H j and Hk' Therefore, we rewrite (3.4.14) as 

The equalities in (b) can be obtained directly from Theorem 3.4.2, white the equalities in (c) 

and (d) follow at once from (a) and (b). 

The 45 equivalent conditions given by Baksalary (1987) can also be used to 

characterize weak adjusted onhogonality, i.e., ti.jlk = O. Here, the commuting orthogonal 

projectors are Hilk and Hjlk' Il follows that weak orthogonality implies the following 

equality 

(3.4.15) 

In the following theorem we show the equivalence of four characterizations to the 

propeny of strict adjusted orthogonality, i.e., mi.) 1 k = O. The three characterizations (ii), 

(iii) and (iv) are due to Ecc1eston and Russell (1977); characterization (v) is due to 

Siatk:owski (1990). 
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Theorem 3.4.4: The following nine characterizations are equivalent. 

(i) 

(H) 

XIMkXJ = 0 

Su = Si.jk 

(iii) (XiMkXi)-XjMky = (XjMjkXi)-XjMjkY 

(iv) (XiMky)'(XiMkXi)-(X;MkY) = (XjMjky)'(XIMjkXi)-(XiMjkY) 

(v) 

(vi) S j.k = S j.ik 

(vii) (XjMkXj)-X;MkY = (X;MikXj)-X;MikY 

(viii) (XjMky)' (XjMkXj)-(X;MkY) = (X;MikY)'(XjMikXj)-(X;MikY) 

(ix) XjM k = XjMik 

51 

Proof: Condition (ii) is equivalent to XiHjlkXi = 0, sin~e Mjk = Mk - UJIA:. Now, using 

rank cancellation rule (A.3.5), XiHjlkXi = 0 is equivalent to XiHjlk = O. We can exp and 

XiUJlk = 0 as XjMkXj(X;MkXj)-XjMk = 0, and postmultiplying by Xj we obtain the 

equivalent condition (i). 

Postmultiplying both sides of (v) by Xj yields condition (ii). To go the other way 

we premultiply Mjk = Mk - Hjlk by Xi, noting that X;Hjlk = 0 whenever Si.k = Si.jk. 

Conditions (ii) and (v) are therefore equivalent. 

It is easy to see that condition (v) is sufficient for both conditions (iii) and (iv) to 

hold. Finally, we want to show that (iii) and (iv) are both sufficient for (i). If we 

postmultiply 

'M X - , , -, (Xi k i) XiMk = (XiMjkXi) XiMjk (3.4.16) 

and 

(3.4.17) 
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by Xj, the right-hand sides of both equations (3.4.16) and (3.4.17) become O. We can 

then use 

where the last equality is equivalent to XiMkXj = 0 and so conditions (iii) and (iv) are 

sufficient for (i). 

We note that (vi) through (ix) are just (ii) through (v) with i and j interchanged. We 

can interchange i andj since from (i) by ttansposition 

Le., i is orthogonal toj after adjusting for k whenever j is orthogonal to i after adjusting for 

k. Cl 

We may interpret the characterizations (ii), (iü) and (iv) in the following way: 
A 

(ii) The infonnation matrices of the reduced nonnal equations for Ô [~) are the same 

whether or not ~ [0] is included in the model, Le., 

Su = Si.jk [Sj.k = Sj.ik] 

A 

(iii) A least squares solution Ô [~] is the same whether or not ~ [0] is included in 

the model, Le., 

(XiMkXi)-XiMkY = (XiMjkXi)-XiMjkY 

[(XjMkXj)-XjMkY = (XjMikXj)-X;MikYl 
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(iv) The regression sum of squares for factor i is the same whether or not P [01 is in­

cluded in the model, i.e., 

(X;Mky)'(X;MA;Xj)-(XiMA;Y) = (XiMjkY)'(X;MjkX;)-(X;MjkY) 

[(X jM kY)'(X jMkX j)-(X jMky) = (X jM jkY) , (X jMjkX j) - (X jMiky) J 

For example, if the tteatment-row subdesign of a row-column design is a complete 

block design and the treatment-column subdesign is a binary incomplete block design, then 

S3.12 = S3.2 and Z3 12 = Z3.2, i.e., treatments and rows adjusted for columns are strictly 

orthogonal (m2.311 = 1). In this situation, the least squares estimates of the treatment 

parameters are the same as those obtained from a model where the rows are removed. John 

(1987) caUs such mw-column designs, mw-orthogonal designs. 

In a row-column design, where factors i, j and k are rows, columns and treatments 

respectively, condition (i) in Theorem 3.4.4 is equivalent to 

(3.4.18) 

If the treatments are equireplicated, strict adjusted orthogonality in a row-column 

design reduces to 

(3.4.19) 

Le., each row has k treatments in common with each column. Equireplicate row-column 

designs satisfying (3.4.19) have been studied by many authors including Agrawal (1966a), 

Raghavarao and Federer (1975), Shah (1977), John and Eccleston (1986) and Lewis and 

Dean (1989). 
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If all three factors are strictly pairwise orthogonal, i.e., mu = m 1.3 = m23 = l, then 

Eccleston and Russell (1977) showed that this implies ml 213 = ml 312 = m2.31l = 0 and the 

design is said to he orthogonal. Here the incidence matrices reduee to 

(3.4.20) 

and we can write the information matrix for the design eliminating rows and columns as 

(3.4.21 ) 

We can easily see that D3'1 is then a generalized inverse of S3.12 and so a solution to the 

normal equations given in (2.2.5) can be written as 

A D-1 
't = 3 Z3.l2' (3.4.22) 

n 
where Z3 12 = Yvt - Yk3 and y = (lin) I. YilJ'k' This means that in an orthogonal design, esti-

. k=1 

mates of the treatment parameters are the same as those obtained if both the rows and 

columns are ignored. Examples of onhogonal row-eolumn designs are Latin squares and 

F -squares, i.e., designs for which each treatment is applied the same number of limes in 

each row and each column [see Hedayat and Seiden (1970)J. 

The next theorem given in Siatkowski (1990) and Baksalary and St yan (1990) is 

concemed with relationships between the properties of orthogonality and eonnectedness. 
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Theorem 3.4.5: A three-way layout has factors i and j adjusted for factor k strictly 

orthogonal and its subdesign ignoringfactor j (factor i) connected if and only ifthefactors i 

andj adjustedfor factor k are weakly orthogonal and the layout is connectedfor factor i 

(factor j), i.e., 

r(XiMkXJ) = 0 and Ui.k = 1 (Uj.k = 1)<=> r(X;MjkMikXj) = 0 and Uijk = 1 (Uj.ik = 1). 

(3.4.23) 

Proo!, When the left hand side of (3.4.23) holds, i.e., mij ft = 0, then the equality 

mij Il = Ui.j Ik + ti.j Ik (3.4.24) 

forces Uij Il = ti.j It = 0, and so the right hand side of (3.4.23) holds using the first equality 

in (3.3.4). Now suppose that the right-hand side of (3.4.23) holds, then again using the 

frrst equality in (3.3.4) forces Uij Il = 0 and Ui.k = 1, therefore mi.j fk = 0 from (3.4.24). Cl 

Our Theorem 3.4.5 is an extension of Theorem 1 in Eccleston and Russell (1975), 

where the condition of strict adjusted orthogonality is used on both sides of (3.4.23), while 

here we use only the condition of weak adjusted orthogonality on the right hand side of 

(3.4.23). It is easy to see that if we replace connectedness for factor i, i.e., Ui.jk = 1, on the 

right-hand side of (3.4.23) by complete connectedness, Le., u1.2.3 = 1, then the left-hand 

side holds with both Ui,k = 1 and Uik = 1. 
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SECTION 3.5: CANONICAL EFFICIENCY FACTORS 

AND AVERAGE EFFICIENCY FACfORS 

In a two-way layout, we define the "efficiency matrix" as 

-112s -1/2 -In. -1 -1/2 A··= D· . .0. = I-D· N·n· N·n. 1.) 1 1.) 1 1 1)))'" 
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(3.5.1 ) 

cf. (3.3.11). The nonzero eigenvalues ~~j), s = 1, ... , mi.j' of the matrix Aij are called 

"canonical efficiency factors" [cf. James and Wilkinson (1971), John (1987, p. 35»). 

Clearly mi.j = r(Ai} = r(Si.j)' 

For canonical correlations of type (i), equation (3.1.1) implies that the following 

relationship holds between the canonical correlations and the canonical efficiency factors 

~~.)) = 1; s = 1, ... , zi.) 

= 1 _ [p(ij) ]2. 
d.+l-S ' S = Zi.j + 1, ... , zi.j + ti.j' (3.5.2) 

where zi.j = di - mi.j' the number di being the dimensionality of factor i. The zi.j unit 

canonical efficiency factors correspond to zero canonical correlations. 

In a three-way layout, we can define efficiency matrices as in (3.5.1) for subdesigns 

and similarly obtain further efficiency matrices for designs eliminating two factors. For 

example, the two efficiency matrices for the treatment-row and treatment-column 

subdesigns in the two-way elimination of heterogeneity are given by, cf. (3.3.11), 

A - D-1I2S D-1I2 d A - n-l12s n- l12 
3.1 - 3 3.1 3 an 32- 3 3.2 3 (3.5.3) 

respectively, while the efficiency matrix for the full design, after eliminating rows and 

colurnns, is given by 
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A 0 -1/2S 0-1/2 
3.12 = 3 3.12 3 • (3.5.4) 

From the efficiency matrix for the design eliminating two factors, say j and k, we get the 

following canonical efficiency factors associated with canonical correlations of type (ii), 

,p.jk> = 1; 
s 

= 1 _ [p(i.jle) ]2 . 
~+l-S ' 

s = l, ... , zi.]k 

S = Zi.jk + 1, ... , Zi.jk + ti.jk' (3.5.5) 

where Zi.jk = di - mi.jle' Canonical efficiency factors associated with canonical correlations 

of types (Hi) and (iv) can similarly he defined as 

and 

= 1 _ [p(i.jlk) ]2. 
~+l-S ' 

,,(i;ille> = 1; 
s 

= 1 _ [p(i;jl/C> ]2. 
~+l-S ' 

s = l, ... , zi.jlk 

S = Zi.j Ik + 1, ••• , Zij Ile + tij Ik' 

S = l, ... , zi ;jlk 

where ZiJ Ile = di + mij Ile and zi ;jlle = di + mi ~ Ile· 

(3.5.6) 

(3.5.7) 

The nonzero canonical correlations of types (i), (ii) and (iv) are symmetric in their 

arguments, e.g., 

P
(iJ> _ pv.i) 
h - h (3.5.8) 
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so that tij = Ij,; and ui.j = uj.i and hence the nonunit canonical efficiency factors are also 

symmetric in this way, e.g., 

S = zi.j + l, ... , zi.j + tij' (3.5.9) 

However, the numbers zi.j = di - mi.j and Zj.i = dj - mj.i = dj - mi.j (If unit canonical 

efficiency factors are not necessarily equaI as the dimensiOns of the factors i and j need not 

he the same. Obviously, di = dj ~ zi.j = z).i . In view of this, we write zi.j = z) i . 

We define the "average efficiency factor" of the design eliminating two factors, say j 

and k, as the harmonie mean of the corresponding canonical efficiency factors [cf. t.g., 

John (1987, p. 27)]: 

v - Ui.jk r(Si jk) 
Ei.jk = --------'-"-'-'------ = _-=:.:.L.:~"-

v-ui.jk 1 tr(A) 
(v - mi.jk) + ~ ijk 

iIt.(i.jk) 
s=v-mijk+ 1 ." s 

(3.5.10) 

where the superscript + denotes the Moore-Penrose inverse and the efficiency matrix Aijk 

is defined analogously to (3.5.4). We will assume that Si.jk ~ 0 and so v> Ui.jk and hence 

with 

Ei.jk = 1 ~ ti.jk = 0 ~ miJk = Uj.)k. 

When Ui.)k = 1 we say that the design is "connected for treatments" and th en Ei jk is the ratio 

of the average variance of the elementary contrasts for factor i, compared to those of an 

equivalent Latin square design [cf. e.g., Anderson and Ecc1eston (1985»). 
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Similarly, we derme the average efficiency factors 

(3.5.11) 

and 

\1 - Ui.k r(Si.k) 
Eu = -------.;..~--- = +' 

mL! 1 tr(A
i
.
k

) 

(v - m i.k) + L (i.k) 
s=ui.t+1 ~ s 

(3.5.12) 

respectively. for the two subdesigns corresponding to either factor j or k being ignored. We 

can see that if \1 - U = t or v = m. and if the non-unit canonical correlations Ph are all equal 

to p, then the average efficiency factor simplifies to E = 1 - p~ We also note that Ei.j need 

not he equal to Ej.i; c1early Eij = Ej.i ~ di = dj. And so we will write Ei.j = E,.i 

(following ZtJ = Zj.i). 

When Uij::': 1 and the row-column subdesign is connected then Ei.} is the ratio of the 

average variance of the elementary contrasts for factor i with those of an equivalent 

complete block design. 

Our next result provides an upper bound for this average efficiency factor Ei.jk. A 

first version of the result was obtained by Roy and Shah (1961) for equireplicated row­

column designs; Shah and Eccleston (1986) showed that equal replication was not needed. 

Our version is an extension to two-way elimination of heterogeneity designs which need 

not he connected; we require only that the degree of nonorthogonality tiJk in the full design 

be no less than the degrees ti.j and tu of nonorthogonality in the two corresponding 

subdesigns. 
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Theorem 3.5.1 (Bérubé and St yan, 1990a): For any three-way design satisfying t'Jk ~ 

ti.g, g = j or k, i # J, i # k, J # k, i, J, k = 1, 2, 3, the average cfficiency factors Ei.Jk. Ei.} 

and Ei.k satisfy 

Eijk S min(Ei.j, EU). (3.5.13) 

Moreover, equality holds in (3.5.13) if and only if Ui.jk = Ui.g, ti.jk = ti.g, mi.jk = mi.g, and 
",<i.jk) _ ",(i.g) - 1 . h -' k 
'l's - 'l's ,s - , ... , t,.g. w ere g - J or . 

Proof' By the definition of canonical correlation 

h = 1, ... , mi.g, 

where the subscript h indicates the hth largest canonical correlation and g = j or k. If ti.jk ~ 

ti.g, g = J or k, then the following two sets of inequalities hold, 

and 

1 1 
tP(ijk) ~ qJi.g) , 

s s 

1 > 1 
~i.jk) - , 

s 

s = 1, ... , ti.g, (3.5.14) 

s = ti.g + 1, ... , ti.jk. (3.5.15) 

Now, the inequality in (3.5.13) holds if and only if the following inequality is true for g = j 
or k, 

di - Ui.g d· - U· 'k 
Ei.g = - ~ -----,--,-"'.,'----- = E,.jk. 

mj.g 1 m~k 

(di - mi.g) + L O.g) (di - mi.jk) + L 
S=Uj.g+ 1 tP S s=Uj.Jk+ 1 

1 



( 

CHAPfER3 CANONICALOORRELATIONS AND EFFICIENCY FAcroRS 61 

The above inequality holds .lt and only if 

(

m. " ) ( m· ) 
1. 1 I.g 1 

(di - Ui.g) di - m i.jle + f (ijle) ~ (di - Ui.jle) di - m i.g + L -- (i.g) 
S=UiJ"+ l 's S=Ui.g+ 1 t/J S 

(di - Ui.g)(di - Ui.jle) + (di - Ui.g) r 
S=Ui-iIc+1 (

m' 'Ie 

I.g 1 

(

m. J ~ (di - Ui.jk)(di - Ui.g) + (di - Ui.jle) L (i.g) - tLg 
S=Ui.g+1 t/J S 

~ (di - Ui.g) î -"'-(~-:-:'j-:-k) 
[

m"
1e 

( 

s=ui.j/c+ l '1' S 

This inequality holds since by the definition of canonical correlation Ui.g S Ui.jle for g = j or 

k, while from (3.5.14) and (3.5.15) we have 

Equality holds if and only if U· 'k = U· t· 'k = t· m"k = m' and ",<i.jk) = ",(i.g) s lJ l.g. 1.) l.g' 1.) l.g, '1' S '1' S ' 

= 1, ... , ti.g. and g =j or k. LJ 
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When strict adjusted orthogonality holds in an equireplicated row-column design, 

the infonnation matrices satisfy S3 12 = (l/k)S3.1 S32 and admit a common spectral decom­

position. We then see that the caJl()nical efficiency factors of such a design satisfy the two 

relationships 

Le .• at least one of q,~3.1) or q,;32) is always equal to one. for aIl s = 1 •...• v - 1. We can use 

this to obtain the relationship 

E _ 1 
3.12 - E- 1 E- 1 1 

3.1 + 3.2-

between the average efficiency factors E3.12, E3.1 and E3.I , cf. Eccleston and McGilchrist 

(1986). 

The following theorem establishes relationships between canonical correlations of 

types (iii) and (iv). 

Theorem 3.5.2: The canonical correlations p~;jlk), p~;ilk) and p~.jlk) satisfy the 

following inequality strings: 

h = l, .... mi.} Ik. (3.5.16) 

h=l ..... mi.jlk. (3.5.17) 

where p\i.k) and py.k) are, respectively, the largest non-unit canonical correlations between 

Xly and Xl:y, and between XJy and X1y· 
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Proof· To prove the inequality on the left of (3.5.16), we first observe the Lowner partial 

ordering 

(3.5.18) 

since Hi and Mk are symmetric idempotent matrices. Hence 

Using Lemma A.3.5 with r(XiMtXi) = r(MtXi) = r(XiMt) we obtain 

and hence 

(3.5.20) 

since MkHjlk = Hjlk it follows that 

proving the inequality on the Jeft of (3.5.16). To establish the inequality on the right of 

(3.5.16), we use a result in St yan (1985), who shows that 

(3.5.21) 
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Hence 

(3.5.22) 

which establishes the inequality on the right of (3.5.16). The inequality string (3.5.17) 

follows at once from (3.5.l6) by interchanging i andj and noting that ~iJlk) = p~.ilk). Ll 

A similar result to our Theorem 3.5.2 is given in Latour and St yan (1985) and St yan 
• (1985) for sums of squares Sh = y'H ll2y and Sh = y'M2H 1M 2y in a two-way layout; 

• they show that, with probability one, Sh and Sh satisfy the inequality string 

(3.5.23) 

cf. (3.5.16) and (3.5.17). 

As shown in Baksalary (1987), we have equality in (3.5.19) if and only if the 

matrices Hi and Hl commute or equivalently tu = 0 and we then have equality on the left 

of (3.5.16). Equality holds in (3.5.19) if and only if either p\i k) = 0 (since then the left­

hand side and right-hand side of (3.5.16) are exactly the same), or the incidence matrix Ntk 

has full row rank equal to mi k = ti.k + u,.k and pii.k) = ... = p~~:k) . We then get equality on 

the right of (3.5.16). 

EXAMPLE 3.5.1: We iIlustrate these conditions for equality with the following design given 

in Eccleston and Russell (1977), 

1 1 2 

2 3 3 
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From Table A.1.7 we sec that 11.2 = 0 and indeed p~.312) = p~;312) = (l/3)v'S. Also, this 

design satisfies r(N23 ) = 3 = U2.3 + 123 and Pi2.3) = p~2.3) = 1/2, and as expected, we have 

that p(l.213) = ri - (l/4)]-lflP<2;113). 

Since canonical correlations are nonnegative and cannot exceed 1, we have 

and 

o S p~;ille) S p~.jlle) S l, 

which forces liai.jlle) = 1 whencver either r//;jllc) or p~;ille) is equal to 1, and furthennore 

both p!i;jlk) = 0 and p~;ille) = 0 whenever ~iJIIe) = O. Then, we must have that 

o ~ Ui;j Ile S ui.j Ile and 0 ~ Uj;i Ile ~ uiJ Ile· (3.5.24) 

We also know that the number of non zero canonical correlations are the same, i.e., mi;) 1 le = 

ml;; Ile = mi.j Ile and so it follows that 

(3.5.25) 

Combining equations (3.5.24) and (3.5.25), we obtain the results 

and 
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CHAPTER 4. BALANCE AND COMMUTATIVITY 

SECflON 4.1: VARIANCE AND EFFICIENCY BALANCE 

The tenn "balanced design" can have a number of different meanings [cf. Preece (1982) 1. 

In this frrst section, we will restrict ourselves to only two types of balance. In th'; next 

section, we will introduce another type of balance. 

Definition 4.1.1: A two-way elimination of heterogeneity design is said to be variance 

balanced or to have variance balance whenever the ordinary least squares estimators of aB 

nonnalized contrasts in the treatments have the same variance. 

Following Jones (1959) we have a second type of balance where the concept of effi­

ciency replaces that of variance in Defmition 4.1.1. 

Definition 4.1.2: A two-way elimination of heterogeneity design is said to be efficiency baj­

anced or to have efficiency balance whenever the ordinary least squares estimators of ail 

nonnalized contrasts in the treatments have the same efficiency. 

A well-known necessary and sufficient condition [cf. Kshirsagar (1957), Singh, Dey 

and Nigam (1979)] for a two-way elimination of heterogeneity design. connected for 

treatments, to be variance balanced is that the infonnation matrix S3 12 be a scalar multiple 

of the centering matrix: 

À> 0, (4.1.1) 

i.e., the matrix S3.12 has all of ilS off-diagonal elements equal and ail of ilS diagonal 

elements equal. This fonn guarantees that ail the v - 1 nonzero eigenvalues of S3 12 are 

equal. 
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Similarly, a well-known characterization [cf. Jones (1959)] for an efficiency­

balanced, treatment-connected two-way elimination of heterogeneity design is 

t? E (0, 1], (4.J.2) 

where 11 represents the efficiency with which each treatment contrast C'l is estimated. This 

representation was apparently first given by Williams (1975) in the context of block 

designs. Singh and Dey (1978) give an alternative representation of efficiency balance in 

tenns of a matrlx we will denote as Qo. This matrix Qo is also used outside of the context of 

balance [cf. Calinski (1971) and Pearce (1975)], and is defmed as 

A further representation of efficiency balance is given in term of Tocher's Q-matrlx [cf. 

(3.3.3»). With respect to the matrices Qo and n, efficiency balance is characterized by 

Qo = (1- t?)[1- (l!n)ek;], t? E (0, 1], (4.1.3) 

and 

t? E (0, 1]. (4.1.4) 
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We define variance balance and efficiency balance for the treatment-row and treat­

ment-column subdesigns in a similar fashion, i.e., the subdesigns are variance balanced 

whenever all the ordinary least squares estimators of ail the normalized contrasts in the 

treatments have the same variance, and efficiency balanced whenever the ordinary least 

squares estimators of ail the normalized contrasts in the treatments have the same efficiency. 

Whenever the subdesigns are connected we can say that they have 

variance balance ~ S3 h = iJhCv, h = 1,2, (4.1.5) 

(4.1.6) 

With the following theorem, Singh, Dey and Nigam (1979) obtained a result for two­

way elimination of heterogeneity designs that is equivalent to results established by Puri 

and Nigam (1975) and Williams (1975) in a I)lock-design setting. However, as pointed out 

by Baksalary, Shah and Siatkowski (1990), the assumption that there be at least 3 

treatrnents is es~.ential~ven though not stated in Singh, Dey and Nigam (1979). 

Theorem 4.1.1 (Baksalary, Shah and Siatkowski, 1990): For a treutment-connected 

two-way elimination of heterogeneity design with the number of treatments v ~ 3, any IWo 

of the following properties imply the third. 

(i) The design is efficiency balanced, 

(ii) The design is variance balanced, 

(iii) The design is equireplicated. 

Proof: From (4.1.1) and (4.1.2) we see that if v ~ 3, then S3 0 i s proportion al to Cv if and 

only if the design is equireplicated. o 



( . 

CHAJ'l'ER4 BALANCE AND CO\tMl1l' A1lVII'Y 69 

For an equireplicated row-column design, we have both variance balance and 

efficiency balance whenever 

The simplest design of this type is the "Youden square", cf. Youden (1937), in which the 

treatment-column subdesign is arranged as a symmetrical (c = v) balanced incomplete block 

design (BIBD) and the tteabllent-row subdesign is a complete block design, i.e., N3\ N \3 = 

re<v>e<v)' • 

With our next theorem, we present a relationship between efficiency balance in a two­

way elimination of heterogeneity design and efficiency balance in its subdesigns. 

Theorem 4.1.2: For a treatment-connected two-way elimination of heterogeneity design 

satisfying the generalized decomposability property S3.12 = ~IS3.1 + ~2S3.2 - ~OS3.0, ~1. ~2 

and ~o> 0, cf(2.3.1), any IWo ofthefollowing properties imply the third. 

(i) The design is elficiency balanced, 

(ii) The treatment-row subdesign is efficiency balanced, 

(üi) The treatment-colwnn subdesign is efficiency balanced. 

Proof' Follows at once from the characterizations in (4.1.2) and (4.1.6). 

A form of this theorem was frrst given irA the fust part of Theorem 2 in Singh, Dey 

and Nigam (1979). Our version is a slight extension of the version given in Baksalary, 

Shah and Siatkowski (1990), since we have replaced the more restrictive reduced de­

composability property, cf. (2.3.2), 
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by our less restrictive generalized decomposability property (2.3.1), i.e., 

Corollary 4.1.3 (Ceranka and Kozlowska, 1985): A treatment connected two-way 

elimination of heterogeneity design with treatments and rows strictly orthogonal after 

adjusting for columns (m1.312 = 0) is efficiency (or variance) balanced if and only if its 

treatment-row subdesign is ejJiciency (or variance) balanced. 

Proof: Follows directly from condition (ii) in Theorem 3.4.4. 

For an orthogonal row-column design (i.e., ail three factors strictly pairwise 

orthogonal), S3.12 = S3.0and the design is efficiency balanced (with full efficiency for ail 

contrasts). Nigam (1976) shows that if any one column is removed from an orthogonal 

design, then the design is still efficiency balanced (but now with reduced efficiency). Since 

removing this column does not affect the orthogonality in the treatment-column subdesign. 

the new information matrix for the reduced design, S; 12' say. is equal to the new treatment­

row subdesign information matrix S; l' Let N: 1 denote the new treatment-row incidence 

matrix and let 0; denote the new diagonal matrix with k; the new vector of treatment 

replications on ilS diagonal. Then 

where the "new" incidence matrix N; 1 = [ck; e(r)'/r(c - I)J - W is obtained from the 

incidence matrix of the original design by subtracting a matrix W which is equal to the 

submatrlx in Xj corresponding to the deleted column, i.e., a v x r matrix W such that WeuÎ 

'" ... = k
3
/(c - 1), W'e(V) = e(r) and WW' = D

3
/(c -1). Therefore, 

2ck:k;* 0: 
r(c - 1) + (c - 1) = 

andso 

0: 
(c - 1) 

c(c - 2)k;k;'" 
r(c-l)2 -
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• 2 • S3.12 = [C(C - 2)/(c - 1) ]S3.0' (4.1.7) 

EXAMPLE 4.1.1: To illustrate (4.1.7), we consider the following F-square design. cf. 

Table A.1.8, 

1 2 2 3 4 

4 1 2 2 3 

3 4 1 2 2 

2 3 4 1 2 

2 2 3 4 1 

Here S3.12 = S3.0, Le., the design has full efficiency. If the last column is deleted, then the 

tteatment-row incidence matrix becomes 

1 2 1 0 

1 2 0 1 

• N3.l = 1 1 1 1 

1 1 1 1 

0 2 1 1 

and the infonnation matrix becomes S:'12 = (15116)S:.0' i.e., the design is still efficiency 

balanced but with an efficiency, now, of 15/16. 

Although orthogonal row-column designs from which an arbitrary column is 

removed are still efficiency balanced. this does not hold true when at least two columns are 

deleted, cf. Nigam (1976). 

A theorem simiJar to Theorem 4.1.2, but with one further condition, holds for 

designs that are variance balanced. We extend Theorem 3 in Baksalary, Shah and 

Siatkowski (1990) [which is a corrected version of the second part of Theorem 2 in Singh, 

Dey and Nigam (1979)] with our: 
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Theorem 4.1.4: For a treatment-connected IWo-way elimination of heterogeneity design 

with the number of trcatments v ~ 3 and satisfying the generalized decomposability 

property S312 = ;lS3.1 + ~2S3.2 - ~OS3.0. ~h ~2 and ~o > 0, cf. (2.3.1), any three of the 

following properties imply the fourth. 

(i) The design is variance balanced, 

(ü) The treatment-row subdesign is variance balanced, 

(iü) The treatment-column subdesign is variance balanced, 

(iv) The design is equireplicated. 

Proof: Follows from the characterizations in (4.1.1) and (4.1.5). 

EXAMPLE 4.1.2: The inteIt~'lting equireplicated variance-balanced row-column design (cf. 

Table A.1.9) 

2 4 8 7 6 3 

3 5 7 2 4 9 

5 6 3 1 7 8 (4.1.8) 

4 9 1 8 3 5 

6 7 9 5 1 2 

1 8 2 4 9 6 

given by Kshirsagar (1957), bas both ilS subdesigns unbalanced. According 10 Baksalary, 

Shah and Siatkowski (1990) it is the only such design that bas so far appeared in the 

literature. The eigenvalues of S3.2 are 0, 7/2 repeated 4 times, and 4 repeated 4 times, tbose 

of S3.1 are 0, 4 repeated 4 times, and 7/2 repeated 4 times. However. the 8 non zero 

eigenvalues of S3.12 are aIl7f2. 
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For an equireplicated row-column design to he variance-balanced it is necessary that 

the off-diagonal elements of rN31N13 + CN32N23 all he equal and that the diagonal elements 

aIl he equal (cf. Nigam. 1987). 

Baksalary. Shah and Siatkowski (1990) point out that certain special cases of the 

resuIts given in our Theorems 4.1.2 and 4.1.4 hold for designs with equal row sizes and 

equal column sizes satisfying the extended decomposability property (2.3.4). i.e .• 

But as was pointed out in Section 2.3. since the row and column sizes are aIl equal, this is 

only a special case of designs satisfying our generalized decomposability property (2.3.1). 

i.e., 

SECfION 4.2: GENERAL BALANCE 

Commutativity of the efficiency matrices. cf. (3.3.10). is an important property for a design 

to possess since it is a necessary and sufficient condition for A3.!. A3.2 and A3.o to admit a 

common spectral decomposition. The commutativity propeny was fust introduced under 

the name of "general balance" by Nelder (1965a, b) in the context of equireplicated mixed 

linear models. It was further developed by Nelder (1968). Houtman and Speed (1983) and 

Payne and Tobias (1990) and is nicely summarized by Speed (1983). 

In a mixed linear model setting. we have a vector of observations y for which the ex­

pected value is ~(y) = X't and the dispersion matrix is il (y) = V(O), where e = (Bit .... 

Bs)'. with s < n. i.e., the dispersion matrix depends on s unknown parameters. Before 

considering general balance, we first consider the bloc king structure of the design, Le .• the 

part which does not depend on the application of treatments. 
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Definition 4.2.1: The n x n dispersion matrix V is said to have ortlwgonal block structure if 

it can he written as 

s 
V = l: BiV i, 

i=1 

a lÏ!lear combination of s distinct, known, idempotent, symmetric, pairwise orthogonal 

matrices Vi ofrank ri, which sum to the identity matrix III' 

We note that the Ols are eigenvalues of V with multiplicities ri and associated 

eigenvector sets that span the columns of Vi. The range or column space C(V,) is said to he 

the ith stratum with Vi being the orthogonal projection onto this stratum. The projections of 

the observations into these different strata are uncorrelated and each has a single unknown 

variance parameter. In each stratum, an estimator l of 't can be found which is the 

generalized least squares estimator. 

We may now define general balance as follows. 

Definition 4.2.2: A design with orthogonal block structure is said to have general balance 

whenever the matrices UV lU, ... , HV sU commute. 

Designs with orthogonal block structure are, therefore, those for which the matrices 

HV IH, ... , UV sU are spanned by a common set of eigenvectors. In more practical terms, 

if the n x v design matrix X has full column rank v < n then the design has general balance 

if the columns of X are linear transformations of a subset of v eigenvectors of V. In other 

words, X can he transfonned by a nonsingular matrix T to an orthonormal matrix X* = 
XT with the property that X*'V,X* = Ai, a diagonal matrix, for aIl i = l, .... s. We can 

see that since (X'Xr1X'ViXT = (X'Xr1X'X*A, = TA" the columns of T are the 

eigenvectors of (X'Xfl X'V,X and the components of the diagonal matrix A, are the 

eigenvalues of (X'Xr1X'ViX or equivalently of UViU. When we have general balance, 

estimation of the treatment parameters 't and the "ariance components B, is simple and 

direct. 
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SECTION 4.3: GENERAL BALANCE IN ROW-COLUMN DESIGNS 

In the context of row-column designs. the appropriate mixed model may he expressed as 

where the components ai. bj, Uijk of a, b and u are uncorrelated random variables with zero 

means and, respectively, variances Var(ai) = (J'!, Var(b,) = (1~ and Var(uijk) = (12. The dis­

persion matrices are il (a) = o!l, il(b) = O'~I and 1)(u) = (J'2I. The treatment parameters fk 

in 't are (unknown) constant pararneters and so 

2 
i i' j ~j' 0' = a 

COV(yij' Yi'j') = 2 
i ~ i' j = j' O'b 

0 i ~ i' j ~j' 

This gives the following expected value and dispersion matrix for the observations, 

and 

222 
= CO'a(Je ® Ir) +'Ob (le ® Jr) + (1 Ire· 
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The spectral form of this dispersion matrix can then he written as 

= ~Vo + ai VI + o;V2 + o;V3, 

-.2 -.2 -.2J 222-22-.2 22 -.2 22 
say, where CO = al + 02- Uj = cO'a+ rab + 0', a3 = a, al = cO'a+ 0' and a2 = rab + 0'. 

The dispersion matrix V has orthogonal block structure since Vo, V), V 2 and V 3 are idem­

potent, symmetric, pairwise orthogonal matrices which sum to 1. In a row-column design, 

we calI the four strata: the mean stratum, the row-stratum, the column-stratum and the row­

by-column stratum. We note that X;V iX3' i = 0, l, 2, 3, is the information matrix in the i lll 

stratum and we therefore have S3.12 =X;V 3X3 = S3.1 + S3.2 - S3.0' S3.r = X;V IX 3 and S .. f 

= X;V 2X3 (cf. Section 2.2). 

Since for row-column designs H3 VoH3 ViH3 = 0 holds for aH i = l, 2, 3, the condi­

tion of general balance is satistied if and only if 

or equivalently, using the result in (A.3.4), 
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If the design is equireplicated and has general balance, then the matrices X;V oX 3, 

X; V 1 X 3' X; V 2X 3 and X;V 3X3 can he simultaneously diagonalized and so the strata in­

fonnation matrices can also he simultaneously diagonalized. This is the form introduced by 

Nelder (1965a, b). Speed (1983) daims that "all row-column designs ever used in practice 

(involving random effects) satisfy the property of general balance"; designs that do oot sat­

isfy this condition do, howevert exist. 

EXAMPLE 4.3.1: The equireplicated row-column d.,,;,sign (cf. Table A.1.10) 

2 1 1 1 

1 3 3 2 

2 2 4 3 

4 4 4 3 

is a row-coiul~n design which does not satisfy the property of gener;ll balance, cf. Speed 

(1983). We can easily show that general balance does not hold by noting that the commuta-

tor 

0 6 0 -6 

-6 0 2 4 
N31 N 13N32N23 - N32N23 N 31 N I3 = 

0 -2 0 2 
iL':O. 

6 -4 -2 0 

If the condition of general balance is satisfied, the efficiency matrices A3 r, A3 Ct A3 1, 

A3.2t A 30 and A3 12 are aIl spanned by the same set of eigenvectors, i.e., there exists an 

orthogonal matrix U such that U'AgU, g = 3.r, 3.c, 3.1, 3.2, 3.0,3.12, are diagonal ma­

trices. We then find that thl~ sth canonical efficiency factor ~3 12) of the row-column design 

which ct)rrespond~ to the eigenvector Us is given by 
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. .: 1 _ ",(3 ,,_ iI.(3.c) 
'YS "'s' (4.3. }) 

where t/J;3 "= chS<A3 r) and 4>~'C) = chs(A3.C)' From the first equation in (4.3.1) we observe 

that a row-column design with row-treatment and colurnn-treatment subdesigns having hlgh 

canonical efficiency factors must itself be highly efficient. AIso, since ~3 12) + q,(1 tj + 4>(1 î) 
.\ .\ 

= 1, any canonical contrast 1l.3-1!2U~T is estimable in at least one stratum, cf. Shah and Ec-

cleston (1986). 

SECflON 4.4: COMMUTA TIVITY 

When the specifie case of row-column designs IS replaced by the more general one of lhrce­

way designs, the term general balance might not be applicable since three-way designs do 

not necessarily have an orthogonal block structure. However, commutativity of the cffi­

ciency matrices is still an imponant propeny for a design to posse~s. In the context of fixcd 

effect two-way elimination of heterogeneity designs, Baksalary and Shah (1990) ~imply 

caB this the "commutativity property". The terms general balance and commutativity prop­

erty have both been used when row-column designs are considered as fixed-effect model~ 

[cf. Shah and Eccleston (1986), Eccleston and McGilchrist (1985) and Lewis and Dean 

(1990)]. 

Our Theorem 4.4.1 gives nine conditions, each of which is sufficient for a design to 

satisfy the commutativity property. 
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Theorem 4.4.1: Any one of the following nine conditions is sufficient for a two-way 

elimination of heterogeneity design to fulfill the commutativity property: 

(a) t1.2 = 0 and m1.213 = 0, 

(b) 11.2 = 0 and 113 = 0, 

(c) 112::: 0 and 12.3 = 0, 

(d) ml.213 = 0 and m1312 = 0, 

(e) m 1.213 = 0 and m2311 = 0, 

(f) '2.3 = 0 and m2.31t = 0, 

(g) 12.3 = 0 and m1.312 = 0, 

(h) 113 = 0 and m1.312 = 0, 

(i) 11.3 = 0 and m2311 = O. 

Proof' The sufficiency of each of the above conditions may he established using the result 

that weak pairwise orthogonality, i.e., II) = 0 for any i,) = 1,2,3; i '* j, is equivalent to the 

comwutativity of the orthogonal projectors Hi and Hj, cf. Theorem 3.2.3, and/or the result 

that strict adjusted orthogonality, i.e., mi.Jlk = ° for i, j, k = 1, 2, 3; i * j, i'* k, j * k, is 

equivalent to the equality H,HkHj = Hi"j, cf. (3.4.4). 

We prove only the sufficiency of condition (a): The commutativity property can he 

expressed as 

(4.4.1) 

since m1213 = 0 is equivalent to Hl"3H2 = "1"2 the left hand side of (4.4.1) simplifies to 

H3HIH2H3, which equals H3H2"IH3 when 112 = 0, since then H IH2 = H 2"1. 

Replacing H 2H l = H2"3Hl yields the right hand side of (4.4.1). CI 
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Baksalary and Shah (1990) point out that strict adjusted orthogonality implies 

commutativity for aU treatment-connected two-way elimination of heterogeneity designs 

such that r(N I2 ) = 1. Siatkowski (1990) strengthens this result by allowing the design to he 

disconnected for treatments. Our result with condition (a) in Theorem 4.4.1 is stronger than 

both these results since the assumption that r(N 12 ) = 1 is replaced by the weaker condition 

tl2 = O. 

EXAMPLE 4.4.1: The design 

1 2 ... ... 

2 1 ... ... 
... ... 3 4 
li< ... 4 3 

was considered by Ecc1eston and Russell (1975). Here, cf. Table A.l.tt, 112 = 0 and 

m1.213 = 0 but r(N 12) = 2. This dc:sign (loes satisfy the commutativity property, I.e., 

A3 1 A 3.2 = AJ 2 A J.I· 

Il was pointed out by Shah (1977) and Sia (1977) that equireplicate row-column 

designs satisfying strict adjusted orthogonality form a subclass of designs sati!lfying the 

commutativity property. The complementary subclass of designs satisfying the 

commutativity property and not the strict adjusted orthogonality property is, however, not 

empty. 

EXAMPLE 4.4.2: The design 

1 1 2 

233 

considered by Eccleston and Russell (1977) belongs to this complementary subclass of 

designs, Le., it satisfies the commutativity property but ml 21J = 1 (cf. Table A.t.7). 
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Shah and Eccleston (1986) observe that unequireplicate row-column designs satisfy­

ing strict adjusted onhogonality (ml 213 = 0) also form a subclass of designs satisfying the 

cClmmutativity propeny. This can be shown by recalling that if ml 213 = 0, then N 13D31N32 

= e(r)elc)', cf. (3.3.17). Pre- and post-multiplying by N31 and N23 respectively, we obtain 

N31N13D3"lNnN23 = k3k; which is symmetric. For row-column designs, Shah and 

Eccleston (1986) present a result similar to that given by Shah (1977) for equireplicate row­

column designs only. It gives a characterization for designs which satisfy strict adjusted 

orthogonality in the set of designs s~tisfying the commutativity property. Although Shah 

and Eccleston (1990) present their result without the commutativity property being 

satisfied, we believe the result only holds if this propeny is present. This result uses the 

matrices defined in (2.2.11). 

Theorem 4.4.2 (Shah and Eccleston, 1986): A row-column design satisfying the 

commutativity property also satisfies strict adjusted orthogonality if and only if/or s = 1, 

... , v-l, 

Proo/: If the design satisfies strict adjusted onhogonality, then 

(4.4.2) 

and so A3.rA3 C = O. If we let Us be the eigenvector corresponding to both the eigenvalues 

tI.(3 " and tI.(3 c) then we can write Ys Ys' 

v-l A A - ~ tI.(3."tI.(3 c) , 
3.r 3.C - ~ Ys 'l's usus' 

s=1 

and it follows that qJ;3''',~3.C) = 0 for s = 1, ... , v - 1. 
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Conversely, if ~?,"~~3.C) = 0 for s = 1, ... , y-l, then N31N13D]INnN23 = k3~ ln' 

and so r(N31N13D]'IN32N23) = 1. We then have that 

and so the expression N13DJ'IN32 must take the fOTm pq' = (p,qj)' We can postmultiply 
c 

NI3D31N32 by e(r) and obtain ce(r) = p~qj' We thus find that pis proportional to the 
)=1 

vectore(r). In a similar way, we can show that q is proportion al to e(C) and so N\3D~IN '12 is 

proportional to e(r)e(C)'. However, since N\3Dj'IN32e(C)= ce(r>it follows that 

and so the design satisfies strict adjusted orthogonality. 

In our next theorem, we extend a result given by Baksalary and Shah (1990) for de­

signs satisfying the reduced decomposability pro pert y, i.e., S3 12 = S3.1 + S3.2 - S3.0, to 

designs satisfying our less restrictive generalized decomposability property, i.e., S3 12 = 

e1S3.1 + Ç2S3.2 - ÇoS3.0, et. e2 and eo> o. 

Theorem 4.4.3: If a treatment-connected (U3 12 = 1) two-way elimination (~f 

heterogeneity design satisfying the generalized decomposability property, i.e., S112 = 
~lS3.1 + Ç2S3.2 - eOS3.0, Ç'J, ç2 and eo> 0, is efficiency balanced or if its treatment-row or 

treatment-colwnn subdesign is efficiency-balanced, then the commutatiYity property Iwlds. 

Proof: We first suppose that the treatment-row subdesign is efficiency-balanced. Then wc 

can write 



( 
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and, postmultiplying by A3.2. yields 

which is symmetric and so the commutativity property holds. The proof for the column­

treatment subdesign is sinùlar. 

When the row-column design itself is efficiency-balanced, then we have 

which is equivalent to 

(4.4.3) 

Therefore, ifwe now premultiply (4.4.3) by A31' we obtain 

A3 1 A 3.2 = ----... ~,.-2 ----= 

which is symmetric and so the commutativity property holds. Cl 

Another relationship between efficiency balance and the commutativity property is 

given in the followillg lemma, 

Lemma 4.4.4. A treatment-connected two-way elimination of heterogeneity design. 

which satisfies S3.12 = ~IS3,1 + ~2S3.2 - ~OS3.0 for some ç .. ~2 and ço> O. is efficiency 

balanced if and only ifit satisfies the commutativity property and ~1~~31) + ~2q,~ 2) is the 

fi li - 1 1 he he '1 (3 h) (3 h) h - 2 same or a s - " .. , v- • w re t nonzero elgenva ues ~I ' ,." ~V-l' - l, ,are 

ordered correspondingly to afued set of common eigenvectors of A3.1 and A3 2, 
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Proo/: If A3.12 = ~A3.o for sorne '6, then S3.12 = ~IS3.1 + ~2S3.2 - ~oS3.0 implies that 

and so A3•1 A 3.2 = A3.2 A 3.1• This in tum implies that 

~ A(J·I} ~ A(3.2} = ~ _~ 
~I"s +~2"S ~0+l.T for s = 1, ... , v - 1. 

84 

Conversely, if A3IA) 2 = A:32A3.1 and çI4
3
.
1

) + ~2~~3.2} is equal to a constant c, say, then 

S3.12 = ~IS3.1 + ~2S3.2 - ~oS3.0 implies that 

",(3.12) = r. ",(3.1) r. A(3.2) _ ~ = _ ~ 
"'s "'1"'S + "'2"s "'0 C ':10 

and so S3.12 is a scatar multiple of S3.0. 

EXAMPLE 4.4.3: We apply Lemma 4.4.4 to the design 

1 2 • * * ... 3 4 

2 1 • • * ... 4 3 

... • 1 • • ... • ... 

... • • 2 • ... * ... 

... • • * 3 ... • ... 

... • • * • 4 * ... 

3 4 • ... • * 1 2 

4 3 • * * ... 2 

The lemma's conditions are satisfied, i.e., U3.12 = l, and we can write S3.12 = S3.1 + S3.2 -

(4/5)S3.0' Also, the commutativity property holds and from Table A.I.12 we see that ~~'1 1) 

+ tP~3.2} = 4/5. This implies that the design is efficiency balanced and so S3.12 = (5/4)S3.0. 
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Our Lemma 4.4.4 above is a slight modification of Theorem 4.2 in Baksalary and 

Shah (1990) and the Lemma on page 7 in Baksalary and Siatkowski (1990). In their 

Theorem 4.2, Baksalary and Shah (1990) assume the decomposability property only, and 

in the Lemma on page 7, Baksalary and Siatkowski (1990) assume equal row and column 

sizes with the information matrix satisfying S3.12 = 0 3 - VlN 31 N 13 - V2N32N23 + p k 3k;, 

V .. V2' P > O. 

A number of results for bounds on the average efficiency factor can be obtained for 

treatment-connected designs satisfying the commutativity property. In particular, for two­

way elimination of heterogeneity designs of that type, stronger bounds th an those in 

(3.5.13) can be obtained for the average efficiency factor. A fmt bound was given by Ec­

cleston and McGilchrist (1985) for equireplicate row-column designs satisfying the 

commutativity propeny, 

1 1 1 
E3.12 ~ El.I + E3.2 - 1. (4.4.4) 

Shah and Eccleston (1986) showed that (4.4.4) aIso holds for unequireplicated row-column 

designs; Baksalary and Shah (1990) extended this result to designs satisfying the reduced 

decomposability property, Le., S312 = S3.1 + S3.2 - S3.0, white Baksalary and Siatkowski 

(1990) showed that (4.4.4) holds for designs with equal row sizes and equal column sizes 

and such that S3 12 = D:J - v1N 31 N13 - V2N32N23 + P k3k;, V" V2, P > O. Here we prove 

yet another extension following the proof of Theorem 4.2 in Baksalary and Shah (1990). 

Theorem 4.4.5. If a treatment-connected two-way elimination of heterogeneiry design 

satisfies the commutativiry property and S312 = ~lS3.1 + t2S3.2 - tOS3.0 for some ~}; t2 

and ~o > 0, Ço ~ ~I and to ~ ~2 or Ço S; tl and Ço S; ~2, then the average efflciency factor of 

the design and of the two subdesigns satisfy the inequality 

(4.4.5) 
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with equality if and only if 

(4.4.6) 

or equivalently 

(4.4.7) 

Proo/: Because of the commutativity propeny and connectedness, there exists a v x (v - 1) 

matrix U such that U'U = l, A 3 .o = UU' and A3.h = UAhU', h = 1, 2, where Ah = 
diag(q,~3 h), ... , q,~~~~ with q,;3.h) E (0, 1], h = 1,2 and s = 1, ... , v - 1. Therefore 

1 1 1 1 
t. (3.1) t. (3.2) t. - [ t. ",(3.1) + ;:(3.2) - -;:-] 
~lq,S + ~2tfJ s - ,",0 ~lYS 'I2'1's '"'0 

<elq,;3.1) + Ç24><: 2) )(ço - ~14><! l)(eo - eltfJ~ 2» 
= ----:::-::-:------;-=-=-:----:::--:-:---:::-:::---- ~ 0 

(~14>~3 1) + e2q,~ 2) - eO)~1 4><: 1) e2q,;3 2) eo 

for all s = 1, ... , v - 1. because of the restrictions on the e's. This implies that 

which is equivalent to (4.4.5). Equality holds if and only if (eo - Çl4>;3.1»(eo - ÇltP~ 2» = 0 

for all s = l, ... , v - l, which is equivalent to (4.4.6). LJ 
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If ~o= el = ~2= 1. Le., the design satisfies the reduced decomposability property, 

then the result in our Theorem 4.4.5 reduces to that of Baksalary and Shah (1990), with 

(4.4.5) becoming 

(4.4.8) 

from (4.4.7) we see that equality holds in (4.4.8) if and only if 

or equivalently if and only ifr(Nl3DJlN32) = 1 or N13DJ1N 32 = (l/n)k1k;. 

Now if the two-way elimination of heterogeneity design is ordinary (equal row sizes 

k l and equal column sizes k2), and satisfies the conditions of Theorem 4.4.5 (ignoring the 

restrictions on the fs), then as pointed out in Section 2.3. we can writc 

or equivalently 

With this we obtain, cf. Baksalary and Siatkowski (1990), 

with equality if and only if 
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and 

If, furthermore, the two-way elimination of heterogeneity design has efficiency 

balance, then a lower bound can also he found for the average efficiency factor. 

Theorem 4.4.6. II a two-way elimination of heterogeneity design is connectedfor treat· 

ments, satisfies S3 12 = ~IS3.1 + ~2S3.2 - ~OS3.0 for some ~J, ~2 and ~o > 0, and is 

efficiency balanced, i.e., S3 12 = '6S3.0 10r some '6, then 

(4.4.9) 

where for the inequality on the right ~o ~ ~I and ~o ~ ~2 or ~o S ~I and ~o S ~2' Equality 

holds on the Left if and onLy if both the treatment·row and treatment-roLwnn subdesigns are 

efficiency baLanced and equality on the right if and only if either ~IS3.1 = ~2S3.2 = ~()S3.0 or 

the non zero eigenvaLues of A3•1 and A3.2 corresponding to the same eigenvector satisfy 

(3.1) f:. (32) (3 1) (3.2) tPs = '6/~h tPs = ~O/~2 or ~s = ~o/~J, tPs = t)/~2. S = 1, ... , v - 1. (4.4.10) 

Proof: If A3.12 = '6A3.0 , then from Lemma 4.4.4, 

t. 11.(3.1) ~ !I.(3.2) = ~ .Il 
'-'1'f'S + ~2'f's ~o + lT for s = 1, ...• v - l, (4.4.11) 

and so, applying the Minkowski inequality (cf. Theorem A.3.6 with p = 1), this implies 

that 
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Then from the definition of the average efficiency factor and A3.12 = f}A30• we have 

(4.4.12) 

which is the inequality on the left of (4.4.9). Equality holds in (4.4.12) if and only if there 

exist Cl and Cz not both zero such that 

Combining this with (4.4.11) shows that equality holds if and only if both designs have 

efficiency balance. 

The inequality on the right of (4.4.9) follows from Lemma 4.4.4 and Theorem 4.4.5. 

As was shown in Theorem 4.4.5. a necessary and sufficient condition for equality to hold 

is that 

We can transform this using ~IA3.1 + ~2A3.2 = (~o + i})A3•0 to yield 

which is equivalent to (4.4.10). a 

Our Theorem 4.4.6 is an extension of Theorem 5.2 in Baksalary and Shah (1990) 

where the reduced decomposability property is assumed; the result then simplifies to 
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with equality on the left, again, if and only if both treatment-row and treatrnent-colurnn 

subdesigns have efficiency balance and equality on the right if and only if either S3.1 = S3.2 

= S3.0 or the non-zero eigenvalues of A3.1 and A3•2 corresponding to the sarne eigenvector 

satisfy 

Baksalary and Siatkowski (1990) also give a result similar to that in our Theorem 4.4.6 for 

designs with equal row sizes and equal column sizes and which satisfy the extended 

decomposability property, i.e., S3.12 = DJ - vIN31N13 - v2NJ2N23 + pk3k;, Vit V2, p> O. 
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APPENDIX 1. mutzE-TABLES 

This appendi,< contains Il tables, which we caU mutzE-tables, one associated with every 

three-way layout example presented in this thesis. In the heading for each table, we give the 

three-way layout to he analyzed, its source in the literature and to which example(s) in the 

thesis it corresponds. We then give a summary of certain properties: commutativity, 

generalized decomposability, reduced decomposability and extended decomposability. In 

each table we pre l1ent for each of the fifteen different kinds of canonical correlations the 

O11..1mbers m, U and t, respectively, of no.lzero, unit and nonunit non~ero canonical 

correlations, as well ."\5 the associated numbers z and E related to the corresponding 

canonical efficiency factors; also incluùed ar~ the fifteen different kinds of canonical 

efficiency factors fP. and the degree of disconnectedness U1 23, cf. (3.3.6). 

Table Example(g) Source 

A.1.I 2.3.1, 3.3.2 Agrawal (1966c) 

A.l.2 2.3.2 

A.1.3 3.2.1 Baksalary (1990) 

A.l.4 3.3.1 Shah and Khatri (1973) 

A.1.5 3.3.2 Worsley (1990) 

A.1.6 3.3.3 

A.1.? 3.5.1, 4.4.2 Eccleston and Russell (1977) 

A.1.8 4.1.1 

A.1.9 4.1.2 Kshirsagar (1957) 

A.1.1O 4.3.1 Speed (1983) 

A.1.11 4.4.1 Eccleston and Russell (1975) 

A.1.12 4.4.3 

i 
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Table A.I.I (Examples 2.3.1 and 3.3.2). 

Source: Agrawal (1966c). 
... 3 
... ... 
... ... 
5 ... 
... 6 
3 ... 
2 4 

mutzE-TABLES 

5 ... 
4 6 

• 5 ... ... 
... ... 
7 ... 
... 1 

2 ... ... 

• 3 • 7 ... 4 

6 1 • 
• 7 2 
• ... 1 . ... . 

Commutativity: yeso Decomposability-General yes; Extended yes; Reduced no. 

S3.12 = t1S3.1 + t2S3,2 - tOS3.0. th ~2and to> O. such that tl = 3n - ~2 + (9n)~o. 

= D3 - vIN31NI3 - V2N:'2N23 + (2/21) k3k~, VI and V2 > 0, such that VI + V2 = 1. 

m u 

1.2 7 1 

1.3 ï 1 

2.3 7 1 

1.23 7 1 

2.13 7 1 

3.12 7 1 

1;213 6 o 

2;113 6 o 

1;312 6 o 

3;112 6 o 

2:311 6 o 

3:211 6 o 

1.213 6 o 

1.312 6 o 

2.311 6 o 

1.2.3 2 

t 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

7 7 7 7 7 7 
{9' 9' 9' 9' 9' 9} 

7 7 7 7 7 7 
{9' 9' 9' 9' 9' 9} 
1 1 1 1 1 1 

{3' 3' 3' 3' 3' 3} 
1 11 Il!} 

{3' 3' 3' 3' 3' 3 

1 1 1 Il!} 
{3' 3' 3' 3' 3' 3 

5 5 5 5 5 ~} 
{9' 9' 9' 9' 9' 9 

5 5 5 5 5 ~} 
{9' 9' 0' 9' 9' 9 

5 5 5 5 5 ~} 
{9' 9' 9' 9' 9' 9 

5 5 5 5 5 ~} 
{9' 9' 9' 9' 9' 9 

5 5 5 5 5 ~} 
{9' 9' 9' 9' 9' 9 

5 55 5 5 ~} 
{9' 9' 9' 9' 9' 9 

z 

o 

o 

o 

o 

o 

o 

1 

1 

1 

1 

1 

1 

3 3 3 3 3 3 
{7' 7' 7' 7' 7' 7} 1 

3 3 3 3 3 ~} 
{7' 7' 7' 7' 7' 7 

3 3 3 3 3 ~} 
{7' 7' 7' 7' 7' 7 

1 

1 

z' E E' 

o 0.777778 0.777778 

o 0.777778 0.777778 

o 0.777778 0.777778 

7 0.333333 0.52 

7 0.333333 0.52 

7 0.333333 0.52 

1 0.59322 0.59322 

1 0.59322 0.59322 

1 0.59322 0.59322 

1 0.59322 0.59322 

1 0.59322 0.59322 

1 0.59322 0.5932'2 

1 0.466667 0.466667 

1 0.466667 0.466667 

1 0.466667 0.466667 

92 
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... Table A.l.2 (Ex ample 2.3.2) . 
1 2 3 ... 
• 1 2 

3 • 1 

Commutativity: yeso Decomposability-General yes; Extended no; Reduced no. 

S3.12 = Ç1S3.1 + Ç2S3.2 - (7/30)S3.0, for any positive ~h ~2 such that ç\ + Ç2 = 6/5. 

m u t tP z z' E E' 

1.2 3 2 
3 ~~ } 0 0 0.846774 0.846774 1 { 4' 36 

1.3 3 1 2 
3 ~~ } 0 0 0.846774 0.846774 { 4' 36 

2.3 3 2 
3 ~~ } 0 0 0.846774 0.846774 1 { 4' 36 

----- --------------- ----------------- ---------- ------------------
1.23 3 2 

2 14 
0 3 o . 777778 0.897436 1 { 3' -- } 

15 

2.13 2 
2 !~ } 0 3 0.777778 0.897436 3 1 { 3' 15 

3.12 3 1 2 
2 

{ 3' 
14 

0 3 0.777778 0.897436 -- } 
15 

--------------- ----------------- ---------- ------------------
1;213 2 0 2 

173 
{ ïao' ~! } 

12 
1 1 0.958047 0.958047 

2;113 
173 !! } 1 0.958047 0.958047 2 0 2 { ïao' 1 

12 

1;312 2 0 2 
173 

{ ïao' 
11 -- } 
12 

1 1 0.958047 0.958047 

3;112 2 0 2 
173 {ïso' !! } 

12 
1 1 0.958047 0.958047 

2;311 2 0 2 
173 {ïso' !! } 

12 
1 1 0.958047 0.958047 

3;211 2 0 2 
173 

{ ïao' !! } 
12 

1 1 0.958047 0.958047 

--------------- ----------------- ---------- ------------------
1.213 2 0 2 

24 
{ 25' ~ } 

9 
1 1 0.947368 0.947368 

1.312 2 0 2 
24 

{ 25' ~ } 
9 

1 1 0.947368 0.947368 

2.311 
24 ~ } 0.947368 0.947368 ..,.. 2 0 2 { 25' 1 1 

9 
~ 

1.2.3 2 
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Table A. 1.3 (Example 3.2.1). 

t Source: Baksalary (1990). 
1 2 3 

• • 
• 2 • 
• • 3 

Commutativity: yeso Decomposability-General yes; Extended yes; Reduced no. 

S3.12 = Ç1S3.1 + Ç2S3.2 - eaS3.0. eh e2 and ça> 0, Çl = 2eo. 

= D3 - v1N31 N13 - V2N32N23 + pk3k;,Vh V2 and p > 0, VI = 4p, V2 = 1/2 - p. 

m u t ~ z z' E E' 

1.2 3 1 2 
1 

t 2' 
1 - } 
2 

1 0 0.6 0.5 

1.3 3 1 2 
1 

{2' ! } 
2 

1 0 0.6 0.5 

2.3 3 3 0 { } 0 0 
----- --------------- ----------------- ---------- ------------------
1.23 3 1 2 

1 
{ 2' ! } 

2 
1 3 0.6 0.714286 

2.13 3 3 0 { } 0 4 1. 

3.12 3 3 0 { } 0 4 1. 
----- --------------- ----------------- ---------- ------------------
1;213 0 0 0 { } 4 3 1. 1. 

2;113 0 0 0 { } 3 4 1. 1. 

1;312 0 0 0 { } 4 3 1. 1. 

3;112 0 0 0 { } 3 4 1. 1. 

2;311 2 0 2 
1 

{ 2' 
1 - } 
2 

1 1 0.6 0.6 

3;211 2 0 2 
1 ! } { 2' 1 1 0.6 0.6 

2 
----- --------------- ----------------- ---------- ------------------
1.213 0 0 0 { } 4 3 1. 1. 

1.312 0 0 0 { } 4 3 1. 1. 

2.311 2 2 0 { } 1 1 1. 1. 

1.2.3 4 

r 
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~.,. 
Table A.1.4 (Example 3.3.1). 

- Source: Khatri and Shah (1986). 

1 2 5 6 

3 4 7 8 

8 6 1 3 

7 5 2 4 

Commutativity: yeso Decomposability-General yes; Extended yes; Reduced yeso 

S3.12 = S3.l + S3.2 - S3.0. 

= D3 - (l/4)N31N 13 - (l/4)N32N23 + (1/16) k3k;. 

m u t t/J z z' E E' 
1.2 1 1 0 { } 3 3 1. 1. 

1.3 3 2 
1 1 

1 0.6 0.777778 1 {2' - } 5 
2 

2.3 3 1 2 
1 1 

1 5 0.6 0.777778 {i' - } 
2 

----- --------------- ----------------- ---------- ------------------
1.23 3 2 1 

1 
{- } 

2 
1 9 0.666667 0.909091 

2.1.3 3 2 1 
1 

{- } 
2 

1 9 0.666667 0.909091 

3.1.2 -1 2 2 
1 1 

4 0.75 0.75 { 2' - } 4 
2 

----- --------------- ----------------- ---------- ------------------
1:213 1 0 1 {~ } 

2 
3 3 0.8 0.8 

2:1.13 1 0 1 
1 

{- } 
2 

3 3 0.8 0.8 

1:312 2 1 1 {~ } 
2 

2 6 0.75 0.875 

3:1.12 2 0 2 
1 

{ 2' 
1 - } 
2 

6 2 0.8 0.666667 

2:311. 2 1 1 {~ } 
2 

2 6 0.75 0.875 

3:211. 2 0 2 
1 1 

6 2 0.8 0.666667 { 2' - } 
2 

----- --------------- ----------------- ---------- ------------------
1.213 1 1 0 { } 3 3 1. 1. 

1.312 2 1 
1 

1 {- } 
2 

2 6 0.75 0.875 

."" 

..... 2.311. 2 1 1 
1 

{- } 
2 

2 6 0.75 0.875 

1.2.3 3 
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( 
Table A.l.5 (Example 3.3.2). 

Source: Worsley (1990). 

2 ,.. .. .. 5 3 .. .. 4 .. 
1 3 '" .. '" '" 4 ... ,.. 5 
... 2 4 .. '" 1 ,.. 5 

,.. 
'" ... ,.. 3 5 .. .. 2 ... ... 

.. ,.. 
'" 4 .. ,.. 

3 
,.. 2 

Commutativity: yeso Decomposability-General yes; Extended yes; Reduced no. 

S3 12 = Ç1S3.1 + ~2S3.2 - ÇOS3.0, Ç}, ~2 and Ço > 0, ~l = -(2/3)~2 + (l6/15)~o. 

= D3 - v1N31 N13 - V2N32N23 + pk3k~, v" V2 and p '> 0, 

4Vl = -1/2 -f- 6p,V2 = 3/2 - 2p. 

m u t tfJ z z' E E' 

1.2 
5 5 5 ;? } 5 0.625 0.789474 5 1 4 { 8' 8' 8' 0 

8 

1.3 5 
,15 1!:> 15 15 

0 0 0.9375 0.9375 1 4 tï"6' ïfi' ï"6' -- } 
16 

2.3 5 
5 5 1) ;? l 0 O. 11'89474 0.625 1 4 { 8' 8' 8' 5 

8" 
--------------- ----------------- ---------- --_._--------------1.23 5 5 0 { } 0 10 1. 

2.13 5 5 0 { } 5 5 1 1. 

3.12 5 5 0 { } 0 10 1. 
--------------- ----------------- ---------- ------,-------------

1;213 4 0 4 
1 1 

{ï"6' ï6' 
1 1 
ï"6' -- } 

16 
1 6 0.0769,'01 0.142857 

2;113 4 0 4 
3 3 3 ~ } { B' 8' B' 6 1 0.6 0.428571 

8 

1;312 4 0 4 
3 3 

{ B' 8' 
3 3 
8' - } 

8 
1 1 0.428571 0.428571 

3;112 4 0 
3 3 3 ~ } 4 { B' 8' B' 1 1 0.428571 0.428571 

8 

2;311 4 0 4 
3 3 3 ~ } { B' 8' B' 6 1 0.6 0.428571 

8 

3;211 4 0 
1 1 1 1 

4 {ï"6' ïfi' ï"6' -- } 1 6 0.0769231 0.142857 
16 

--------------- ----------------- ---------- -------------------
1.213 4 4 0 { } 1 6 1. 1. 

ft 
1.312 4 4 0 { } 1 1 1. 1. 

.- 2.311 4 4 0 { } 6 1 1. 1. 

1.2.3 6 
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Table A.1.6 (Example 3.3.3). 

munE-T ABLES 

3 3 1 

3 2 2 

1 2 1 

Commutativity: yeso Decomposability-General yes; Extended yes; Reduced yeso 

S3.12 = Ç1S3.1 + Ç2S3.2 - ÇOS3.0, çlt Ç2 and Ço > 0, Çl = (1/2) - Ç2 + (3/2)ço. 

= D3 -1J1N31N13 - thN32N23 + (1/9) k3k~, 'Ut. 1): and p> 0, 1)1 = 2/3 - 1)2. 

m u t 4J z z' E E' 

1.2 1 1 0 { } 2 2 1. l. 

1.3 ~ 1 2 
2 2 

0 0 0.666667 0.666667 { 3' - } 
3 

2.3 3 1 2 
2 

{ 3' 
2 - } 
3 

0 0 0.666667 0.666667 

----- --------------- ----------------- ---------- ------------------
1.23 3 1 2 

1 
{ 2' 

1 - } 
2 

0 3 0.5 0.7l4286 

2.13 3 1 2 
1 1 

0 3 0.5 0.714286 { 2' - } 
2 

3.12 3 1 
1 

2 { 3' 
1 - } 
3 

0 3 0.333333 0.555556 

----- --------------- ----------------- ---------- ------------------
1:213 2 0 2 

5 ~ } 1 0.882353 0.882353 { 6' 1 
6 

2: 113 2 0 2 
5 

{ 6' ~ } 
6 

1 1 0.882353 0.882353 

1.;312 2 0 2 
1 

{ 2' 
1 - } 
2 

1 1 0.6 0.6 

3:112 2 0 2 
2 

{ 3' 3 } 
3 

1 1 0.75 0.75 

2: 311 2 0 2 
1 

{ 2' 
1 - } 
2 

1 1 0.6 0.6 

3: 211 2 0 2 
2 

{ 3' 
2 - } 
3 

1 1 0.75 0.75 

----- --------------- ----------------- ---------- ------------------
1.213 2 

3 ~ } 1 1 0.818182 0.818182 
2 0 { 4' 4 

1..312 2 0 2 
1 1 

0.6 0.6 { 2' - } 1 1 
2 

2.311 2 0 2 
1 

{ 2' 
1 - } 
2 

1 1 0.6 0.6 

1..2.3 2 
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Table A.I.7 (Examples 3.5.1 and 4.4.2). 

( Sourc:e: Eccleston and Russell (1977). 

l 2 

2 3 3 

Commutati",ity: yeso Decomposability-General yes; Extended yes; Reduced yeso 

S3.12 = S3.1 + ~2S3.2 - ~oS3.0, ~2and ~o:> 0, ~2= -{l/3) + (4/3)~o. 

= D3 - (l/3)N3IN13 - (l/2)N32N23 + (1/6) k 3k;. 

m u ~ ~ z z' E E' • 

1.2 1 1 0 { } 1 2 1. 1. 

1.3 2 1 1 
1 

{- } 
3 

0 1 0.333333 0.5 

2.3 3 2 
3 ~ } 0 0 0.75 0.75 1 { 4' 4 

--------------- ----------------- ---------- ------------------
1.23 2 1 1 

1 
{- } 

9 
0 4 0.111111 0.384615 

2.13 3 1 2 
1 

{4' ~ } 
4 

0 2 0.375 0.545455 

3.12 3 1 2 
1 

{ï2' ~ } 
4 

0 2 0.15 0.26087 

--------------- ----------------- ---------- ------------------
1:213 1 0 1 

7 
{- } 

9 
1 2 0.875 0.913043 

2:113 1 0 1 
1 

{- } 
2 

2 1 0.75 0.666667 

1:312 1 0 1 {! } 
9 

1 2 0.2 0.272727 

3:112 1 0 1 
1 

{- } 
3 

2 1 0.6 0.5 

2:311 2 0 2 
1 

{ 4' ~ } 
4 

1 1 0.473684 0.473684 

3:211 2 0 2 
3 

{ 4' ~ } 
4 

1 1 0.818182 0.818182 

--------------- ----------------- ---------- ------------------
1.213 1 0 1 {! } 

3 
1 2 0.5 0.6 

1.312 1 0 1 
1 

{- } 
9 

1 2 0.2 0.272727 

( 2 311 2 0 2 
1 ~ } { 4' 1 1 0.473684 0.473684 

4 

1.2.3 2 
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Table A.l.S (Example 4.1.1). 

1 2 2 3 4 

4 2 2 3 

3 4 1 2 2 

2 3 4 1 2 

2 2 3 4 

Commutativity: yeso DecomposabiIity-General yes; Extended yes; Reduced yeso 

S3.12 = ÇIS3.1 + Ç2S3.2 - ÇOS3.0. Çlo Ç2 and Ça> 0, ç) + Ç2 - Ço = l. 

= D3 - v1N31N13 - VZN32N23 + (1/9) k3k~. VI, v2and P > O. VI = 1/5 - V2 + 5p. 

m u t tfJ z z' E E' 

1.2 1 1 0 {} 4 4 l. l. 

1.3 1 1 0 { } 4 3 l. 1. 

2.3 1 1 0 {} 4 3 l. l. 
----- --------------- ----------------- ---------- ------------------
1.23 1 1 0 f} 4 8 1. l. 

2.13 1 1 0 {} 4 8 1. 1. 

3.12 1 1 0 { } 3 9 1. l. 
----- ----------- .. _--- ----------------- ---------- ------------------
1:213 0 0 0 { } 5 5 1. l. 

2:113 0 0 0 { } 5 5 1. l. 

1:312 0 0 0 { } 5 4 1. l. 

3:112 0 0 0 { } 4 5 1. l. 

2:311 0 0 0 { } 5 4 1. l. 

3;211 0 0 0 {} 4 5 l. l. 
----- --------------- ----------------- ---------- ------------------
1.213 0 0 0 {} 5 5 1. l. 

1.312 0 0 0 {} 5 4 1. l. 

2.311 0 0 0 {} 5 4 1. l. 

" 1.2.3 2 
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( 
Table A.l.9 (Example 4.1.2). 

Source: Kshirsagar (1957). 
2 4 8 7 6 3 
3 5 7 2 4 9 
5 6 3 l 7 8 
4 9 1 8 3 5 
6 7 9 5 1 2 

8 2 4 9 6 

Commutath'ity: yeso Decomposability-General yes; Extended yes; Reduced yeso 

S3.12 :. ÇIS3.1 + Ç2S3.2 - ÇOS3.0, ç), ç2and Ço > 0, Çl = 7/15 + (8/15)ço, 

Ç2 =7/15 + (8/15)ço 

= D3 - (l/6)N3IN 13 - (l/6)Nn N23 + (1/36) k3k;. 

m u t tP z z' E E' 

1.2 1 1 0 { } 5 5 1. 1. 

1.3 
7 7 7 7 

5 1 4 { 8' a' s' - } 1 4 0.897436 0.933333 
8 

2.3 
7 7 7 7 

0.897436 0.933333 5 1 4 { 8' a' 8' - } 1 4 
8 

----- --------------- ------------------------ ---------- ------------------
1.23 

7 7 
5 1 4 { 8' a' 

7 7 

s' - } 
8 

1 10 0.897436 0.960784 

2.13 
7 7 7 7 

5 1 4 { 8' a' s' - } 1 10 0.897436 0.960784 
8 

3.12 9 8 
7 7 7 7 7 7 7 7 

1 { a' a' 8' 8' a' 8' a' - } 0 3 0.875 0.905882 
8 

----- --------------- ------------------------ ---------- ------------------
1:213 0 0 0 { } 6 6 1. 1. 

2:113 0 0 0 { } 6 6 1. l. 

1:312 4 0 
7 7 

4 { 8' a' 
7 7 
a' - } 

8 
2 5 0.913043 0.940299 

3:112 4 0 
7 7 7 7 

4 { 8' a' a' - } 5 2 0.940299 0.913043 
8 

2:311 4 0 4 
7 7 

{ a' a' 
7 7 

8' - } 
8 

2 5 0.913043 0.940299 

3:211 4 
7 7 7 7 a 4 { a' a' a' - } 5 2 0.940299 0.913043 

8 --------------- ------------------------ ---------- ------------------1.213 0 0 0 { } 6 6 1. 1. 

1.312 4 0 4 
7 7 7 7 

,( { 8' a' a' - } 2 5 0.913043 0.940299 
8 

2.311 4 0 4 
7 7 7 7 

{ a' a' a' - } 2 5 0.913043 0.940299 
8 

1.2.3 2 
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Table A.1.10 (Ex ample 4.3.1). 

Source: Speed (1983). 

mutzE·TABLES 

2 1 1 1 

332 

2 2 4 3 

4 4 4 3 

101 

Commutativity: no. Decomposability-General yes; Extended yes; Reduced yeso 

S3 12 = S3.1 + 83.2 - S3.0. 

= D3 - (l/4)N31N 13 - (l/4)N32N 23 + (1/16) k 3k;. 

m u t tfJ z z' E E' 

1.2 1 1 0 {} 3 3 1. l. 

1.3 4 1 3 {0.345, 
3 
-( 0.904} 0 0 0.563 0.563 

2.3 3 1 2 
13 

{ ï6' 
13 -- } 
16 

1 1 0.867 0.867 

--------------- ------------------------ ---------- -----------------
1.23 4 1 3 {0.285, 0.716, O.883} 0 4 0.497 0.698 

2.13 3 1 2 {O.644, O.789} 1 5 0.785 0.895 

3.12 4 1 3 {0.255 , 0.637 , 0.732 0 4 0.438 0.645 
--------------- ------------------------ ---------- ----------------

1;213 2 0 2 {0.285, 0.716, 0.383} 2 2 0.97 0.97 

2;113 2 0 2 {0.644, O.789l 2 2 0.946 0.946 

1:312 3 0 3 {O.285, 0.716, 0.8e3} 1 1 0.569 0.569 

3:112 3 0 3 {0.345, 
3 
Ï{ 0.904} 1 1 0.632 0.632 

2:311 2 0 2 {0.644, 0.789} 2 2 0.83 0.83 

3;211 2 0 2 
13 

{ ï6' 
13 

2 -- } 
16 

2 0.897 0.897 

--------------- ------------------------ ---------- ----------------
1.213 2 0 2 {0.793, 0.971 } 2 2 0.932 0.932 

1.312 3 0 3 {0.285, 0.716, O.883} 1 1 0.569 0.569 

2.311 2 0 2 {0.644, 0.789} 2 2 0.83 0.83 

1.2.3 2 
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Table A.I.II (Example 4.4.1). 

Source: Eccleston and Russell (1975). 

mu/zE-TABLES 

1 2 • * 
2 1 • * 
* • 3 4 

.. • 4 3 

Commutativity: yeso Decomposability-General no; Extended no; Reduced no. 

m u t tP z z' E E' 

1.2 2 2 0 {} 2 2 1 1 

1.3 2 2 0 {} 2 2 1 1 

2.3 2 2 0 {} 2 2 1 1 
--------------- ----------------- ---------- ------------------

1.23 2 2 0 {} 2 6 1 1 

2.13 2 2 0 {} 2 6 1 1 

3.12 2 2 0 {} 2 6 1 1 
----- --------------- ----------------- ---------- ------------------
1;213 0 0 0 {} 4 4 1 1 

2;113 0 0 0 {} 4 4 1 1 

1;312 0 0 0 {} 4 4 1 1 

3:112 0 0 a {} 4 4 1 1 

2;311 a a a {} 4 4 1 1 

3;211 0 0 a {} 4 4 1 1 
--------------- ----------------- ---------- ------------------

1.213 0 a a {} 4 4 1 1 

1.312 0 a a {} 4 4 1 1 

2.311 0 0 0 {} 4 4 1 1 

1.2.3 4 
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T.tble A.1.12 (Example 4.4.3). 

1 2 ... ... ... ... 3 4 

2 ... ... ... ... 4 3 
... ... 1 ... ... ... ... ... 
... ... ... 2 ... ... ,.. ... 
... ... ... ,.. 3 ... ,.. ... 
... ... ... ,.. ... 4 ... ... 

3 4 ... ... ... ... 1 2 

4 3 ... ... ... ... 2 

Commutativity: yeso Decomposability-General yes; Extended yes; Reduced no. 

S312 ::: ÇI S 3.I + Ç2S 3.2 - ÇOS3.0 , Çb Ç2 and ça> 0, Çl ::: 1 - Ç2 + (5/4)~o 

= D3 - v1N3I N 13 - V2N32N23 + (3/25) k3k;, VI and V2 > 0, VI ::: 1- U2. 

m u t tP z z 
, 

E E' 

1.2 5 5 0 { } 3 3 1. 1. 

1.3 4 1 3 
4 4 

{ 5' 5' 
4 - } 
5 

4 0 0.903226 0.8 

2.3 
4 4 

4 1 3 { 5' 5' 
4 - } 
5 

4 0 0.903226 0.8 

--------------- ----------------- ---------- ------------------
1.23 5 5 0 { } 3 7 1. 1. 

2.13 5 5 0 { } 3 7 1. 1-

3.12 
4 4 

4 1 3 { 5' 5' 
4 - } 
5 

0 12 0.8 0.952381 

--------------- ----------------- ---------- ------------------
1;213 3 

1 1 ~ } 4 0.368421 0.368421 4 1 { 'S' 5' 4 
5 

2;113 4 1 3 
1 1 

{ 5' 5' ~ } 4 
5 

4 0.368421 0.368421 

1;312 0 0 0 { } 8 4 1. 1. 

3;112 0 0 0 { } 4 8 1. 1. 

2;311 0 0 0 { } 8 4 1. 1. 

3:211 0 0 0 { } 4 8 1. 1. 
--------------- ----------------- ---------- ------------------

1.213 4 4 0 { } 4 4 1. 1. 

1.312 0 0 0 { } 8 4 1. 1. 

2.311 0 0 0 { } 8 4 1. 1. 

.... 1.2.3 6 
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APPENDIX 2. COMPUTER PROGRAMS 

This appendix contains two computer programs written in Mathematica 1.2 [cf. 

Wolfram (1988)]. With the first program we calculate the mutzE-tables proper (cf. 

Appendix 1), while with the second we verify if a particular design satisfics the 

commutativity property and the various decomposability properties. In each program, the 

input consists of an array symbolizing the design under investigation. The output from the 

first program consists of a table displaying the numbers m, U, t, z, z', E, E' and the 

canonical efficiency factors IPs. The output from the second pro gram contains the 

commutator matrix "3"183"2H3 - "382H3"183 and solutions (if they exist) to the 

generalized and extended decomposability equations. The two programs are available on 

diskette and may he obtained from the author upon request. 

(. tbis program calculates a design's mutzE-table .) 

( ............................................... ~ ....... ) 
«matriAmut.m 
TableFonn[m] 
OutputForm[TableFonn[m))»mutzetable.m 

(r,e )=Dimeosions[m]; 
n=O;t=Û; 

(. get number n 01 plots and number t 01 treatments .) 

8lock[ (Ij) ,Do[lf[m[[ij)) !=O,o=n+ 1]; 
If[m[[ij))>t,t=m[[ij]J]. (i.r). (j,c)]] 

count=Û; 
xl=TabIe[O, (n) ,(r) ];x2=Table[O,(n) .(e)]; 

x3=Table[O,(n}.(t) ]; 
jn=Table[ l, (n), (n)]; 



APPENDIX2 OOMPUTER PROORAMS 

(* design matrices ror rows and columns *) 

Block[{ij},Do[lf[m[[ij])!=O, 
count=count+ 1; 
xl [[count,i]]= 1; 
x2[[countj]]=1], 

{j,c }. (i,r)]] 
(* design matrix ror trealments *) 

count=O; 
Block[ (ij,1c) ,Do[lf[m[[ij]]=K, 

count=coun. ,.1; 
x3[[count,k]]=1], 

{j,c}. (i,r), (k,t)]] 
d[m-"l:=Length[m[[l]]] 
rank[m-"l:=d[m]-l.ength[NulISpace[m]] 

(* hat matrices ror xl, xl and x3 *) 

h l=xl.Inverse[Transpose[x l].x l].Transpose[x 11 
h2=x2.Inverse[Transpose[x21.x2].Transpose[x2) 
h3=x3.lnverse[Transpose[x3].x31.Transpose[x3]; 

(* singular value decomposition or the design matrices *) 

(u1,sl,vl } =SinguIarValues[N[x 1)) 
( u2,Sl,v2)=SinguIarValues[N[x2)) 
(u3,s3,v3 }=SinguIarValues[N[x3]]; 
ulh=Transpose[u1) 
u2h=Transpose[u2] 
u3h=Transpose[u3); 

(* canonical emciency factors for matrices S3.r and S3.C .) 

d3=Transpose[x3].x3; 
s3~Sqrt[lnverse[d3)].Tmnspose[x3].(hl-jn).x3. 

Sqrt(Inverse[d3)]; 
s3c=Sqrt[Inverse[d3)].Transpose[x3].(h2-jn).x3. 

Sqrt(lnverse[d3)); 
phi3r=Eigenvalues[s3r 1/IN 
phi3c=Eigenvalues[s3c ]/IN 

(* positi1'e canonical correlations or type 1 *) 

s12=Sort[SinguIarValues[N[Transpose[u 1h).u2h]] [[2]]] 
s13=Sort[SinguIarValues[N[Transpose[u 1 h].u3h]] [[2]]] 
s23=Sort[SingularValues[N[Transpose[u2h].u3h]] [[2))) 

(* runction which augments a matrix x by a matrix y .) 

augment[x_,y-"l:=Transpose[Join[Transpose[x],Transposefy]]] 

(* m, u, t and z values or type 1 .) 

m12=rank[Transpose[x1].x2] 
m13=rank[Transpose[x1].x3] 
m23=rank[Transpose[x2].x3]; 
ul2=rank[xl)+rank[x2)-rank[augment[x1,x2]] 
u13=rank[x1]+rank[.<3]-rank[augment[xl,x3]) 
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u23=rank[x2)+rank[x3)-rank:[augmenl[x2,x3]]; 
t12=m12-u12 
l13=m13-u13 
t23=m23-u23; 
zl2=d[xl)-mI2 
z21=d[x2)-m12 
z13=d[xl)-m13 
z31=d[x3)-m13 
z23=d[x2)-m23 
z32=d[x3]-m23; 

(* canonical ernciencies or type 1 .) 

phi 12=Chop[Rationalize[Sort[l-s 12"2]]] 
phi 13=Chop[Rationalize[Sort[l-s 13"2]]] 
phi23=Chop[Rationalize[Sort[ l-s23"2]]] 
phil2=Take[phiI2,{ u12+1,m 12)) 
phi13=Take[phi13,{ ul3+1,m13)] 
phi23=Take[phi23,{u23+1,m23) ] 

(* average canonical erriciencies or type 1 *) 

Block[{i) Jflu12!=d[xl), 
e12=(d[x 1]-uI2)/(zI2+Sum[1/phi 12[[i]],{i,l,lI2)])t 
el2="-"]; 
IfluI2!=d[x2), 
e21=(d[x2]-uI2)/(z21 +Sum[1/phi 12[[i]], (i,I,t12) D, 
e21="-"]YIN 

Block[ (il JfluI3!=d[x1], 
el3=(d[x 1 ]-uI3)/(zI3+Sum[l/phi 13 [[i]] , (i,l,ll3) n, 
eI3="-"]; 
lflul3!=d[x3], 
e31 =(d[x3]-u13)/(z31 +Sum[1/phi13 [[i]], (i,l ,t13) ])t 
e31="-"]YIN 

Block[{i) Jflu23!=d[x2], 
e23=(d[x2]-u23)/(z23+Sum[1/phi23 ([i]],{i,l ,t23 )]), 
e23="-"]; 
Inu23!=d[x3], 
e32=(d[x3 ]-u23)/(z32+Sum[l/phi23 ([i]] , (i,I,t23) D, 
e32="-"lVlN 

(* augmented matrices and tbeir singular value decompositions *) 

x4=augrncnt[x l,x2] 
xS=augrnenl[xl,x31 
x6=augment[x2,x3]; 
(u4,s4,v4 )=SinguIarValues[N[x4]] 
(uS,s5,vS) =SinguIarValues[N[x5]] 
(u6,s6, v6 ) =SinguIarValues[N[x61 1; 
u4h=Tran~[u4] 
u5h=Transpose[uS] 
u6h= Transpose[u6]; 

(* positive canonical correlations or type 2 *) 

sla23=Sort[SinguIarValues[N[Tmnspose[ulh].u6h]][[2]]] 
s2a13=Sort[SinguIarValues[N[Transpose[u2h].u5h]][[2)]) 
s3aI2=Sort[SinguIarValues[N[Tmnspose[u3h].u4h]][[2)11 
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(* m, u, t and z values or type 2 *) 

m la23=rank[Transpose[x 1 ].x6] 
m2a13=rank[Transpose[x2].xS] 
m3al2=rank[Transpose[x31.x4]; 
ula23=rank[xl]+rank[x6]-rank[augmcm[xl,x6]] 
u2a13=rank[x2]+rank[xS]-nmk[augment[x2,xS]] 
u3al2=rank[x3]+rank[x4]-nmklaugment[x3,x41]; 
ul 23=rank[x 1]+rank[x2]+rank[x3]-rank[augment[xl,x6]] (* overall connectedness .) 
tla23=m 1 a23-u la23 
t2a13=m2a13-u2a13 
t3aI2=m3aI2-u3aI2; 
zla23=d[x1]-mla23 
z23al=d[x6]-mla23 
z2a13=d[x2]-m2a13 
zI3a2=d[x5]-m2a13 
z3aI2=d[x3]-m3aI2 
zl2a3=d[x41-m3aI2; 

(* canonical efficiencies or type 2 *) 

phi 1 a23=Chop[Rationalize[Sort[ 1-s la23"2]]] 
phi2a 13=Chop[Rationalize[Sort[ l-s2a13"2]]] 
phi3a 12=Chop[Rationalize[Sort[ l-s3a 12"2]]] 

(* average canonicat efficiencies of type 1 *) 

Block[ (i) ,1f[ula23!=d[x Il, 
ela23=(d(x 1 ]-ula23)/ 
(zla13+Sum[l/phi la23[[i]], (i,ula23+ 1 ,mla23) n, 
ela23="-tl]; 
If[ula23!=d[x6], 
e23al=(d[x6]-u 1a23)/ 
(z23al+Sum[l/phila23[(i11,(i,ula23+1,mla23)]), 
e23al=tt-tl]]//N 

Block[ {i) ,1f[u2a13!=d[x21, 
e2a 13=(d[x2]-u2a 13)/ 
(z2a13+Sum[l/phi2a13[[iJ1,{i,u2a13+1,m2a13)]), 
e2a13=tt_tl]; 
IJlu2a13!=d[xS], 
e13a2=(d[x5]-u2a 13)/ 
(zI3a2+Sum[l/phi2a13 [[i]], (i,u2a13+ l,m2a13) n, 
e13a2=tt-tl]]//N 

Block[{i) .Itlu3aI2!=d[x3I, 
e3al2=(d[x3]-u3a12)/ 
(z3a12+Sum[ 1/phi3aI2[[iJ1, (i,u3aI2+ l,m3a12) n, 
e3al2=tt-tt]; 
If[u2a13!=d[x4], 
el2a3=(d[x4]-u3aI2)/ 
(zl2a3+Sum[l/phi3aI2[(ill, (i,u3aI2+ l,m3a12) D, 
el2a3=tt-tt]]//N 

(* non unit canonical efficiencies of type 2 .) 

phi la23= Take[phi 1 a23, { u la23+ 1 ,m 1 a23 ) ] 
phi2a13=Take[phi2a13, (u2a13+ l ,m2a13)] 
phi3al2=Take[phi3a12, (u3aI2+ l,m3a12) 1 
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(* M matrices *) 

m I=IdentityMatrix[nJ-h 1 
m2=ldentityMatrix[nJ-h2 
m3=ldentityMatrix[nJ-h3; 

COMPUTER PROORAMS 

(* singular value decomposition of the adjusted design matrices *) 

IfTm2.x 1 !=Tablc[O, {n}, Cr} J, 
{u 1 m2,sIm2,vlm2 }=SingularVaIues[N[m2.x 1]]; 

u 1 m2h=Transpose[ulm2]]; 
Iflm3.x l!=Table[O, ln} ,Cr} J, 

{ulm3,slm3,vlm3}=SmguIarVaIues[N[m3.xl]]; 
ulm3h=Transpose[ulm3]]; 

Iflm I.x2!=Table[O, {n} ,{e} J, 
(u2m l,s2m l,v2m l) =SinguIarVaIues[N[m l.x2]]; 
u2mlh=Transpose[laml]J; 

If[m3.x2!=Table[O,{n},{e}], 
(u2m3.~2m3,v2m3}=SinguIarVaIues[N[m3.x2]J; 
U2mjh=Transpose[u2m3]]; 

Iflml.x3!=Table[O,{ n), ft} J, 
(u3ml,s3m l,v3m 1 } =SinlJuIarVaIues[N[ml.x3]]; 
u3mlh=Transpose[u3ml]J; 

lflm2.x3!=Table[O,{n},(t}), 
(u3m2,s3m2,v3m2}=SinguIarVaIues[N[m2.x3]]; 
; u3m2h=Transpose[u3m2)] 

(* check for adjusted orthogonality *) 

adj3=Transpose[x 1 ].m3.x2 
adj2=Transpose[xl).m2.x3 
adjl=Transpose[x2).ml.x3; 

(* positive canonical correlations or type J & 4 *) 

If[adj3 Table[O,{r),{c)). 
sm3={O};s12m3={O};s21m3={O), 
sm3=Sort[SingularVaIues[N[Transpose[ulm3h].u2m3h]][[21JJ, 
s12m3=Sort[SinguIarVaIues[N[Transpose[u2m3hl.ulh]][[2]1]; 
s21 m3=Sort[SinguIarVaIues[N[Transpose[ul m3h].u2h]] [[2)]] 
] 

If[adj2=Table[O, {r}, {t}], 
sm2={O} ;s13m2={O} ;s31m2={O}, 
sm2=Sort[SinguiarVaIues[N[Transpose[u Im2h].u3m2h]] [[2]]]; 
s13m2=Sort[SingularVaIues[N[Transpose[u3m2h].ulh]] [[2)]]; 
s31m2=Sort[SinguIarVaIues[Nm·dIl~pose[ulm2h].u3h]][[2]]] 
] 

Ifladjl Table[O,{r},{t}], 
sml={O};s23ml={O};s.'12ml={O}, 
sml=Sort[SinguiarVaiues[N[Transpose[u2mlh].u3mlh])[[2])]; 
s23ml=Sort[Singula'VaIues[N[Transpose[u3mlh).u2h]][[2)]]; 
s32ml=Sort[SinguhrVaIues[N[Transpose[u2mlh).u3h]][[2]]] 
] 

(* m, Il, t and % values of type 3 and 4 *) 

mml=rank[adjl] 
mm2=rank[adj2] 
mm3=rank[adj3J; 
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uml=rank[m1.x2]+rank[ml.x3]-rank[augment[m1.x2,m1.x3]] 
um2=rank[m2.x 1]+rank[m2.x3]-rank[augment[m2.x l,m2.x3]] 
um3=rank[m3.x 1]+ranl[m3.x2]-rank[augment[m3.x l,m3.x2]] 
u 12m3=rank[ xl ]+rank[m3.x2]-rank[augment[x l,m3.x2]] 
u21m3=rank[x2]+rank[m3.xl]-rank[augment[x2,m3.xllJ 
u 13m2=rank[x 1 ]+rank[m2.x3)-rank[augment[x l,m2.x311 
u31m2=rank[x3]+rank[m2.x1]-ran:~[augment[x3,m2.xl]] 
u23m1=rank(x2]+rank(ml.x3]-rank(augment[x2,ml.x3]] 
u32m1=rank[x3]+rank[ml.x2]-rank[augment[x3,m1.x2]]; 
tm3=mm3-um3 
tm2=mm2-um2 
tml=mml-um1; 
tI2m3=mm3-u12m3 
t21m3=mm3-u21m3 
tl3m2=mm2-u13m2 
t31m2=mm2-u31m2 
t23m I=mm l-u23m 1 
t32ml=mml-u32ml; 
z12m3=d[x1]-mm3 
z2m31=d[m3.x2]-mm3 (. z2m31m3 .) 
z2lm3=d[x2)-mm3 
zlm32=d(m3.x1]-mm3 (. zlm32m3 .) 
z13m2=d(xl]-mm2 
z3m2l=d[m2.x3]-mm2 (. z3m21m2 .) 
z31m2=d(x3]-mm2 
zlm23=d[m2.x1]-mm2 (. zlm23m2 .) 
z23m 1=d[x2]-mm 1 
z3ml2=d[m1.x3]-mm1 (. z3m12ml .) 
z32m 1=d[x3]-mm 1 
z2m13=d[m1.x2]-mml; (. z2m13ml .) 

(. canonical efficiencies or type 3 and 4 .) 

phim3=Take[Chop[Ral1onalize[Sort[ 1-sm3"21l1, (um3+ l,mm3)] 
phi 12m3=Take[Chop[Rationalize[Sort[1-s12m3"2]]],{ u12m3+ l,mm3) ] 
phi21m3=Take(Chop[Rationalize[Sort[l-s21m31\2]]],(u21m3+l,mm3}] 
phim2=Take[Chop[Rationalize[Sort[ 1-sm2"2])], {um2+ l ,mm2} J 
phil3m2= Take[Chop[Rationalize[Sort[1-s 13m2"2])], { u 13m2+ l,mm2} ] 
phi31 m2= Take[Chop[Rationalize[ Sort[1-s31 m21\2])] , { 031 m2+ l,mm2 } ] 
phim 1 =Take[Chop[Ral1onaltze[Sort[l-sm 11\2])], (um 1+ l,mm 1)] 
phi23m 1=Take[Chop[Ral1onalize[Sort[1-s23m l "2111,{ u23m 1 + l,mm 1) ] 
phi32m 1=Take[Chop[Rationallze[Sort[1-s32m 1 1\2]]] ,{ o32m 1 + l,mm 1} ] 

(. average canonicat efficiencies of type 3 and 4 .) 

Block[{i},e2m3Im3=(d[m3.x2]-um3)/ 
(z2m31 +Sum[1/phim3[[i]], (1,1 ,un3) m/IN 

Block[ {i} ,e1m32m3=(d[m3.xl]-um3)/ 
(zlm32+SumU/phim3[[I]], (i,l,un3) ])J/IN 

Block[(i),eI2m3=(d[xl]-uI2m3)/ 
(zI2m3+Sum[1/phI12m3[[1]),(i,l,t12m3) ])]/IN 

Block[ {i} ,e2m3l=(d[m3.x2)-u12m3)/ 
(z2m31+SumU/phI12m3[[i]],(i,I,t12m3) ])]/IN 

Block[ (i) ,e21m3=(d[x2]-u21m3)/ 
(z21m3+Sum[1/phi21m3([i]), {i,I,alm3} ])JIIN 

Block[ {i} ,elm32=(d[m3.xl]-u2lm3)1 
(z 1 m32+SumU/phi21 m3[[i]], (i,l,a1 m3) ])]/IN 

Block[ (i) ,e3m21 m2=(d[m2.x3]-um2)j 
(z3m21 +Sum[1/phim2[[i]],{i,I,tm2) ])l/IN 
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Block[ (i) ,elm23m2=(d[m2.xl]-um2)/ 
(z 1 m23+Sum[ l/phim2[[i] J, (i,I,lm2) ])J/IN 

Block[ (I) ,e 13m2=(d[x 1 ]-u 13m2)/ 
(z 13m2+Sum [l/pru 13m2[[il1, (1,I,t13m2) Dl/IN 

Block[ (ll,e3m21=(d[m2.x3]-uI3m2)/ 
(z3m21 +Sum[l/phi 13m2([il1, (i,I,t13m2) m/IN 

Block[ {I} ,e31m2=(d[x3)-u31m2)/ 
(z31m2+Sum[1/phi31m2[[I]l, {i,l,t3lm2) m/IN 

Block[ {I} ,clm23=(d[m2.x 1]-u31m2)/ 
(1. 1 m23+Sum[l/phi31m2[[i]], {i,l,I31 m2} m/IN 

Block[ (i) ,e3m12ml=(d[m l.x3]-uml)/ 
(z3m 12+Sum[l/phlm 1 [fi]], {i,l,lml) ])J/IN 

Block[ {I} ,e2m 13ml =(d[m l.x2]-um 1)/ 
(z2m13+Sum[ l/phim 1 [[i]], {i,l,trol) ])J/IN 

Block[ (i) ,e23m 1=(d[x2]-u23ml)/ 
(z23ml +Sum[1/phi23m l[[in, (i,I,t23ml m]/IN 

Block[ {I} ,e3ml2=(d[ml.x3]-u23m 1)/ 
(z3m 12+Sum[l/phI23m 1 [[ill, {i,I,t23m 1} ])J/IN 

Block[ (il ,e32m 1=(d[x3]-u32ml)/ 
(z32m I+Sum[l/phI32m 1 [[i]], {I,I,t32ml) ])J/IN 

Block[ (il ,e2mJ3=(d[m l.x2]-u32ml)/ 
(z2mI3+Sum[l/phI32m 1 [[i]], {i,l,t32ml) ])J/IN 

(* write out the results in the rorm or a mutzE-table *) 

OutputFonn[SequcnceFonn[ 
ColumnFonn[(tf ",If. ____ tt," ",1.2," "," ",1.3," "," ",2.3:' ","_. __ ... ",," ''.1.23,'' "," n, 

2.13," "," 1'.3.12," ","-----"," ","1;213"/' "," ","2;113"," "," ","1;312"," "," n, 
"3;112"," "," u,"2;311"," "," ","3;211 11

," .. ,"-----", .. ","1.21311
," n," ","1.312"," ", 

"".,"2.311"," "," ___ ...... ".," ".,"1.2.3"), 
Center], 

ColumnForm[(ltmlt,"-----n, .. ",mI2," "," ",m13," "," ",m23," ",ft _____ "," fI,mla23, 
" "," ",m2a13," "," Il,m3a12,n ","-......... -"," ",mm3," "," ",mm3," "," ",mm2, 
If "," ",mm2," "," ",mm l," "," n,mml," "," _____ "," ", mm3," "," ",mm2," ", 
" ft ,mml ,ft "," ___ ... _"), 

Center], 
ColumnFonn[("u","-_ ... _-"," ",uI2," "," ",uI3,n "," ",u23," ",tI ___ ... _"," ",ula23,1t tt, 

" ".u2aI3," "," ",u3aI2," ","-_._-"," ",uI2m3," "," ",u21m3," "," ",u13m2, 
" "," Il,u31m2,'' ",'t ",u23ml,tt ",II ",u32ml,tt Il,11_ ... ___ '','' ",um3," "," tt,um2, 
If" Il tt uml " " tt_. ___ 11 Il Il ul"3} ,. , " " ~ , 
Center], 

ColumnForm[(tfttt,"-----tt," ",tI2," "," ",tI3," "," ",t23," ","_ ... ___ tt," tI,tla23," n,'f tI, 

t2a13," "," ",t3a12," ","-----"," ",112m3," "," ",t2lm3, "," ",tI3m2," "," ", 
t31m2," tf," ",t23ml,tf "," ",t32ml," ,.," __ ..... _",tt ",tm3," ",II ",tm2," "," ",bnl, 
tI Il tt _____ tl} , , 
Center], 

ColumnForm[ ("phi" ," --_ •• ------------.. ," .. ,phi12," ",phi13,phi23, "-_._-------------", 
phi la23,phi2a 13,phi3a12, "--------------.--.. ,phi 12m3,phi21 m3,phi13m2, 
phi31 m2,phl23m l,phi32m l," -----------.-----" ," ",phim3," ",phim2,phim l, 
Il ... ___________ ft) , 

Center], 
ColumnForm[(ltz","-----tt," ",z12," "," ",z13," "," ",z23," ",11 _____ "," ",zla23," ", 

Il ",z2a13,11 "," tt,z3a12," "," _____ It," ",z12m3," "," ",z21m3," ",It lt,z13m2, 
" ".," ",z31m2," "," ",z23ml," "," ",z32ml,tt "," ............. "," ",zlm32," If," n, 
zlm23 Il " Il Il z2m 13 Il " " _____ "} , " " , 
Center], 
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ColumnFonn[("z"',"-----", .. ",z21," "," ",z31," n," ",z32," "," .. ____ "," ",z23al," n, 
tI ",z13a2,"It," fI,zl2a3," 1'," .. ____ "," "22m31," "," ",zlm32," n," ",z3m21, 
ft "," ";z.lm23," "," ",z3m12," "," tt.z2mI3," Il,'' _____ '','' ",z2m31," 1t Il nt 

z3m21," 1\" ",z3m12," ","_ .. ___ tl), 
Center}. 

ColumnFonn[("E"."········"." ".eI2/IN." "." ".eI3//N." "." ".e23/IN." ..... -•....•. ". 
" ".ela23/IN." "." ".e2aI3//N." "." ".e3a12/IN." ... "-............ ".c12m3/IN." .. 
"".e21m3//N." "," ",e13m2//N," "," ",e31m2/IN," "." ".e23ml/IN." "."" 
e32ml//N." ".".--..... "." ".elm32m3//N." "." ".elm23m2/IN." " .. " 
e2m 13m l//N." "." .. -... --"). 
Center]. 

ColumnForm[(" "," ___ ",'t "," "," "," "," • .," "," "," n,', '.," ___ "," "," " ft If" ",'1 "tU • ., 
Il " " " ft fi " ft ft " ft Il " ft Il " Il Il ft " " " n Il " " If " fi Il If ,....... , , ,. 
n n " " fi "," n," "," "," "," ft," Il,'' ___ ''), 
Center], 

ColumnFonn[("E"'."···----"." ".e2l/IN." "," ".e3l//N." "," ".e32/IN." "."-...... ". 
" ".e23al/IN." "." ",e13a2//N." "," ".el2a3//N," ", ..... -.-."." ".e2m31/IN. 
" "." ".elm32/IN." "," ",e3m21//N," "." ".elm23//N." "," ".c3mI2//N," " 
" ".e2m13//N." ","------ "" ~2m31m3//N." "," ",e3m2Im2//N," 
c3m12ml//N." ",".----.- ;, 
Ccntel} 

]]»>mutzetable.m 

!!mutzE-table.m 
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(·PROGRAM 2·) 

(. this program assesses a design's decomposability and commutativity .) 

( •••••••••••••••••••••••••••••••••••••••••••••••••••••• *.*.**) 

«matnxmul.m 
TableFonn[m] 

{r,e }=Dimensions[m]; 
n=O;t=Ü; 

(* number n or plots, number t or treatments *) 

Block[ {ij} ,Do[Iflm[[ij]]!=O,n=n+ 1]; 
Iflm[[ij]]>t,t=m[[ij]]], (i,r), (j,e)]] 

eount=Ü; 
xl=Table[O, (n), (r J ];x2=Table[O, (nJ ,( e)]; 

x3=Table[O, (n), (t)]; 

(* design matrices ror rows and columns *) 

Block[(ij},Do[lflm[[ij]]!=O, 
eount=count+l; 
xl[[eount,il1=l; 
x2[[eountj]]=I], 

(j,c},(i,r) ]] 

(* design matrix lor treatments *) 

count=<>; 
Block[ {ij,k),Do[lf[m[[ijl1=k, 

eount=count+ 1; 
x3[[eount,k]]=I], 

(j,e) ,{i,r}, (k,t)]] 
en=Table[1,(n}] 
jn=Table[I, (nJ,{n)] 
in=IdentityMatrix[n); 
cn"'m-jn/n; 
d[m-"l:=Length[m[[IlIl 
rank[m-"l:=d[m)-Length[NuIlSpace[m]] 

(* residual matrices *) 

m l=in-x I.lnversc[Transpose[xl].x 1 ].Transp.:>Se[x1]; 
m2=in-x2.Inverse[Transpose[x2].x2].Transpose[x2]; 
m3=in-x3.1nvcrsc[Transpose[x3].x3].Transpose[x3]; 

(* incidenct matrices and treatment replication matrix *) 

n 12= Transpose[ xl] .x2 
nI3=Transpose[x 1].x3 
023= Transpose{ x2] .x3 
d3=Transpose[x3).x3; 
k3=Transposefx3].en 
k3k3p=d3.Table[k3, (t}); 
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(* information matrices for the subdesigns *) 

s31=Transpose[x3].m 1.x3 
s32=Transpose[x31.m2.x3 
s30= Transpose[ x3 ].cn.x3; 

(* check for commutativity *) 

comm=N[Inverse[Sqrt[ d3]].s31.Inverse[Sqn[ 113]]. 
Inversc[Sqrt[d3]].s32.Invcrse[Sqrt[d3]]­
Invcrsc[Sqrt[d3]].s32.Inverse[Sqrt[d3]]. 
Inversc[Sqrt[d311.s31.Inverse[Sqrt[d3]]] 

(* function which augments a matrix x by a matrix y *) 

augment[x_,y.J:=Transpose[Jom[Transpose[x),Transpose[y]]) 
x4=augment[x 1 ,x2); 
{u4,s4,v4 }=SingularValues[N[x4]]; 
u4h= Transpose[ u4 ] 
m4=in-u4h.Transpose[u4h]; 

(* information matrix for t~le two-way elimination of heterogeneity design *) 

s312=Chop[RatlOnahze[Transpose[ x3] .m4.x3]]; 

(* solve for generalized decomposability *) 

Solve[x s31+y s32-z s30 == s312,{x,y,z}] 

(* solve for extended decomposability .) 

Solve[d3-aa Tmnspose[nI3).nI3-bb Transpose[n23].n23 
+cc k3k3p == s? 12, {aa,bb,cc}] 

lU 
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APPENDIX 3. SOME MATRIX AND LINEAR ALGEBRA RESULTS 

We present here sorne matrix and linear algebra results that are used in this thesis (see also 

Lemrna 3.2.1). 

Theorem A.3.1 (Marsaglia and St yan, 1974): Let the matrix C have a left inverse (full 

column rank) and let the matrix R have a right inverse (juil row rank). Then for any 

conformable matrix A, 

r(A) = r(CA) = r(AR). (AJ.l) 

Moreover,for conformable matrices A, X and Y 

r(XA) = r(A) ~ r(XAE) = r(AE) for every possible E (AJ.2) 

and 

r(A Y) = r(A) ~ r(KA Y) = r(KA) for every possible K. (A.3.3) 

ln addition, 

r(XA) = r(A) and XAF = XAG =9 AF = AG, (AJ.4) 

and 

r(A Y) = r(A) and KA Y = LA Y =9 KA = LA. (AJ.5) 

Proof: To prove (A.3.1), let B be a left inverse of C and so BC = 1. Then r(A) = r(BCA) 

~ r(CA) ~ r(A). We prove r(A) = r(AR) similarly. Now let r(XA) = r(A) and let A = PQ 
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he a full rank decomposition. Then r(P) = r(A) = r(XA) = r(XPQ) = r(XP) und XP has 

full column rank. Thus r(XAE) = r(XPQE) = r(QE) = r(PQE) = r(AE). estabhshing 

(A.3.2). If E = F - G then (A3A) follows from r(XAE) == r(XAF - XAG) = 0 == rtAE) 

= r(AF - AG). Results (A.3.3) and (A.3.5) are obtained slmllarly. 

The column space of the augmented matrix (A : B) is C(A : B) = C(A) + C(8). 

Assuming that, for two vector spaces A and $, the dimension 

dim(A + $) =dim(A)+dim($)-dim(A Il $), 

then it follows that 

dim(C(A) n C(B» = r(A) + r(B) - r(A : B). (A.3.6) 

Lemma A.3.2: Let A denote a matrix, not necessarily symmetric, with r(GA) = r{A). 

Then, the Uiwner partial ordering 

GAXA'G' ~LGAYA'G', (A.3.7) 

where X and Y are symmetric matrices, implies that 

AXA' ~L AYA'. (A.3.R) 

Proof: We need to show that GAYA'G' - GAXA'G' = GA(Y - X)A'G' ~L 0 implies 

that A(Y - X)A' ~L:l. Let A == PQ he a full rank decomposition. Then r«iA) = r(GPQ) 

= r(GP) = r(A) and GP has full column rank and hence a left inverse. Therefore GA(Y -

X)A'G' = GPQ(Y - X)Q'P'G' ~L 0 implies that Q(Y - X)Q' ~L 0 and so pre- and 

post-muItiplying respectively by P and P' proves the rcsult. CI 
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Theorem A.3.3 (Marsaglia and St yan, 1974): For any choice of generalized inverse A­

and every possible Band C, 

(A.3.9) 

where MA = I-AA-. 

Proo!, Suppose there exist vectors a and b such that ABa ,..: MACb ~ 0; then premultiply­

ing by MA yields MACb = O. Hence C(AB) n C(MAC) = {O}, and so the equality 

(A.3.9) holds. o 

Theorem A.3.4 (Marsaglia and St yan, 1974): For conformable matrices A and B, and 

for any choices of their generalized inverses A-and B-, 

r(A : B) = r(A) + r(M,\B) = r(MBA) +r(B), 

where MA = 1 - AA- and MD = 1 - BB-. 

Proo/: Using (A. 3. 1), we write 

(A.3.1O) 

where the last equality follows from Theorem A.3.3. The second equality in (A.3.1O) is 

proved similarly. o 
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Lemma A.3.5 (Brauer 1952; Paige, St yan and ~achter, 1975): Let the n x Il mmrix A 

have characteristic roots 0'\ = 0, (l'2, •.. , an and suppose that Ae(n) = O. Let u be an n ... 1 

column vector. Theil A + e(n)u' has characteristic roots u'e(n>, (l'2, ••. , (l'n. 

Proof: The characteristic polynomial of A + e(n)u' is 

LU - (A + e(n)u')1 = 1(,11 - A)[I- (,11 - A)-le(n)u']1 = tu - AllI - (,11 - A)-le(n)u'l 

(A.3.II) 

for all À -:t. ch(A). Since 1 - (,11 - A)-l e(n)u' has only one non unit characteristic root equal 

to 1 - u'(ÀI - A)-le(n), (A.3.11) bec ornes 

IÀl - AI(1 - u'(ÀI - A)-l e(n». (A.3.12) 

Since Ae(n) = 0, it follows that (ÀI - A)e(n) = Àe(n), and so (ÀI - A)-l e(n) = e(n)!}", 
n n 

provided À -:t. O. Now 1,11 - AI = n (À - ai) = Â. n (À - Q;), and so (A.3.12) become~ 
i=1 i=2 

n n 
LU - (A + e(n)u')1 = Àn (À - 0',)(1 - u'e(n)/À) = (À - u'e(n» n (À - (l',) (A.3.13) 

,=2 1=2 

for aU but the finite number of values Â = 0, ch1(A), ... , chn(A). Hence, (A.3.12) holds 

for ail real À and thus the characteristic roots of A + e(n)u' are u'e(n), (i2, ... , an. LI 

Theorem A.3.6 (Minkowski's Inequality): If Xi, Yi ~ 0, p >1, then 

l/p l/p l/p 

[ ~ (Xi + Yi)P] ~ [f. xl] + [.~ y,P] . 
1=1 1=1 1=1 

(A.3.14) 

If 0 ~ P < 1, then the inequality is reversed, (j'or p < ° the X" Y, > 0). Equality ho/ds if and 

only if the sets of Xi and Y, are proportional. 

Proof: See, e.g., Beckenbach and Bellman (1965, Theorem 3, pp. 19-20). 
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