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Abslract 

Large-area ICs require adequate defect-tolerance to achieve a reasonable 

yield. One concern is that the power distribution network is shared by a number of 

modules, and any single short between the supply (Vdd) and ground can disable ail 

these modules. The object of this thesis is to evaluate the feasibility of ineorporating 

circuit breakers in large area lCs, which provide protection against such defects by dis­

connecting the defeetive modules from the array. A critical analysis and comparison of 

MOS transistors and parasitic bipolar transistors as circuit breakers are carried out. 1t 

is shown that MûS transistors offer a tetter and a more practical solution than their 

bipolar counterparts. Several rules applicable to a MûS circuit breaker in a bull< CMOS 

pro cess are defined and discussed. These rules, if strictly adhered to, are predicted to 

result in a design which is defect-tolerant, lateh-up free and optimal in size. The de­

sign of a large MûS transistor, based on the Manhattan style of "waffie-iron" design is 

described. Results of two test chips provide the experimental validation of this design. 

The peak instantaneous current through the modules has to be known in order to re­

alize a circuit breaker of optimal size. A preliminary analysis of a possible technique 

to estimate the magnitude of this worst case peak eurrent for a CMOS combinational 

block is carried out. Finally a short discussion on the defect sensitivity of the power 

switch is presented. 
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Résumé 

Dans les circuits intégrés de grande surface, l'obtention d'un bon rcndem('nl. 

de fabrication requiert l'introduction d'une tolérance aux défauts adéquate. En effet, 

le réseau étant partagé par de nombreux modules, il suffit d'un court-circuit entre la 

source d'alimentation (Vdd ) et la masse pour les affecter tOIlS. Cet.t.e t.hèse {>valu(' III 

faisabilité d'introduire des disjoncteurs dans des circuits intégrés de grande surface, 

dans le but de les protéger contre les court-circuits entre la sourre d'alimentat.ion et ln 

masse résultant d'un défaut de fabrication. Une analyse critique et une comparaison 

entre des disjoncteurs utilisant comme interrupteurs des transistors MûS et, des tran­

sistors bipolaires parasites est effectuée. Il est démontré que les solutions utilisant des 

transistors MûS sont pratiques pour l'implantation de disjoncteurs, malgré l'économie 

potentielle de surface due à la transconductance supérieure des transistors bipolaires 

parasites. Plusieurs règles de conception, applicable à n'importe quel disjoncteur dans 

un procédé "bulk CMOS" sont diJcutées. Ces règles, lorsque strictement r('spect{>es, 

résultent en un design de disjoncteur libre de défauts et de "Iatchuptl, et de taille op­

timale. La méthodologie de design d'un transistor MOS basée sur un design "moule 

à gaufres" de style Manhattan est présentée. Les résultats des tests de deux circuits 

intéglés experimentaux valident expérinlentalement la méthode de design. La conc<,p­

tion d'un disjoncteur de taille optimale nécessite la connaissance du courant installtanné 

de p<,inte du module alimenté. L'analyse préliminaire d'une technique pouvant estimer 

l'amplitude du courant de pointe le plus élevé pouvant survenir dans un bloc de logique 

combinatoire est présentée. Elle est suivie, en dernier, par une discussion de la sensi hilit.é 

du disjoncteur aux défauts. 
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Chapter 1 Introduction 

A single defect in an integrated circuit(IC) chip cali famw a short circllit 

between the supply Hne Vdd and the ground Hne, thereby disahling 1.11(' IC. If t Ilf' chip 

area is small compared to the starting wafer, the associated yield may he ac('~pf.ahl.· 

However, as the size of the chip starts to approach that of the war~r, tbp yif'ld will 

rapidly tend to zero unlE'ss these fatal l'dd-to-ground Rhorts arp toh'rat pd 

To achieve an acceptable yield, for large area ICs. thp import.ant. rf'quil!'­

ments are redundancy, testability and reconfigurability collertiv('ly IPfNff'd tn ilS follll­

tolerance. The issue of fault-tolerance for large area VLSI and warer seôle int.('gratioJl 

(WSI) processing arrays have been the subject of research for quite sOllle tilJJe 111-ll:ll. 
Various schemes that introduce fault.tolerance in the les, to enhance yield and perfor­

mance have been proposed in these publications. 

Fault-tolerant strategies can be designed to deal with I.wo dist.iJl( t. t Y l'es 01 

failures; name!y production deÎects and operational faults. III the current tcchnologv. a 

relatively large number of defects categorized as production defects aT(' f'x}H1df'd wllÏ'" 

manufacturing a silicon warer. These production def('ds arp lI~llall\' .... ( f{'PIIPd af tlll' 

t.esi,ing phasE". Operational fé'.ultso('('l1r cl1Jling 1l()lln;ll (il(llil "IH'laliol1 dlll' 10 ,.'a<.,o,,<., 

sueh as electromigrat.ioll. oxide hl~akd()\\J1 pl( TIIf' .... p 1 \ IH' ,,1 /'11111 ... ,tI" Ilfl)lll'di. I,dd" 

and can learl to a complete system failur('. ConsE"qllE'llth. a f,l1Ilf-toll'ranl "llatf'gv tiraI 

enables a system to ccltinue processing eVt'f1 in the prpst'Il('f' of oppratioflal failli" i .... 

essential to achieve an acceptable yielù, especially in large are a lCs. 
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Introduction 

Large are a circuits usually incorporate various fU!1ctional modules which ar(' 

intcrconnected in the form of an array. This type of a design facilitaLes error detcctioJ\ 

and allows the use of redtmdant modules which ca.n replace faulty ones during testing 

or while the system is in operation. TypicaJly, fault-tolerant strategies, employing sudl 

spatial redundancy are carried out in two steps. l)Testing of the array to detect ami 

locate faulty modules and 2) system reconfiguration to disconnect and replace eaclt 

faulty module oy a good one, and reroute the circuit sri that a new array may be formed. 

This new array can also be a redueed size array leading to a gracefully d('graded design. 

Reconfiguration to replace the faulty module is of two main t.ypes ; hard and 

Boft recon figurat ion. Hard reconfiguration is permaIlE'IlL and is suita hlp O/lly (,0 avoid f.l1f' 

use of dreuitry with production faults. An example is laser Iinking to add connE'ct.ion 

links or laser cutting to delete connection links 113]-117]. Soft reconfigurat.ion, on tlu.> 

other hand is achieved by using some control circuitry to alttomatically recollfigure the 

array around the faults. This type of reconfiguration is flexible and can be used 1.0 

handle both proùuction and operatiollal fauIts [18]. 

One soft reconfiguration strategy is to use independent power wires for every 

modl\le. This seems reasonable for modules where the current consumed approaches the 

maximum eurrent that can flow reliably through a bonding wlre. IIowever, far smaller 

modules, this would result in a large area overheaù and any packaging cost advalltage 

of WSI will be offset by additional off-wafer wiring [191. A rohust sort reconfiguration 

strategy was not available until Agarwal et al. !18] proposed an automatic drcuit ureaker 

as a feasible soft recanfiguration scheme. The idea is to provide a ~round or Vdd circuit 

breaker within each module which can be used to isolate the module from the subnetwol k 

ground or Vdd• thereby prE'venting orthe other modulrt; (OIIlIl'llpd 10 l!tis SUbIlC'twork 

from being disabled. These breakers can also hf' ll~f'd to mtntmize pOWN ('ommmpt ion 

by diseonnecting otherwise good modules which remain uIlusea after reconfiguratioJl. 

Figure 1.1 shaw~ the initial proposai [18], which assumed a bulk CMOS p-well process. 

The circuit breaker consists of a MOS transistor exhibiting very low on-resistance amI 
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very high off-resistance and suitahle control circuitry. During normal o}lPrat.ion, tilt' 

power transistor operates ip the linear region and is sufficiently large t.o guarantpp a 

low voltage drop across it, thus providing the module with an adequate virt.ual ground 

Excessive current flow through the module due to a Vdd -Ground short results in a 

voltage drop across the transistor large enough to trigger the latch, which in t.urn :lhuh 

off the power transistor. The mechanism which is automatic at. "power up" can <llsn lit> 

activateù later with an en able input (SIN in Figure 1.1), to disconnect gaod but ulluspd 

modules. Since the mechanism is automatic, even a module wit.h a Rolid short. do('s n01 

prevent testing. 

VDD 

MODULE 

T1 
'J 

aDULE GROUND 
POWER 

TRANSISTOR 
...-----+---. /' 

SYSTEM GROUNrt---4--J~ P-WElL 

Figure 1.1 A Schematic of the Circuit Breaker 

Quite recently, Carley and i\lal~' 1201 pmpo"'t'rl t hp "'''l'of t hl' para<;it Î( J,ipoJar 

transistors, which occur in evPfy hulk CMO~ plOf 1" ....... a'- ail allf'IIlal i\!' 10 111f' MOS 

transistor switching element. Two types of circuit breakers wprt> studi"IJ Thf> first IV!'" 

int.errupt.s the Vdd line and employs a vert.ical bipo]ar transist.or. Thf> s('('ond typf' IISP<' 

a lateral bipolar transistor to interrupt the ground tine. It was pointed out that both 
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these circuit breakers are prone to latch up. Moreover, the vertical breaker introduces an 

undesirable design constraint and provides only a partial solution. The lateral breaker, 

has an inherent parasitic vertical transistor built in its structure, which is .active and 

thus leads to 3-4 times the normal power dissipation. 

Several defect-tolennt techniques studied in the field of wafer sealt' melllory 

are being currently applied to WSI circuits [21]-[26]. Recently a 202Mb memory was 

realized on a six inch wafer [27] which incorp~i'ates breakers to prevent power line shor t.s 

in a module. This warer consists of an array of 202 identical modules. Each modllie 

consists of a DRAM core of 1Mb density and addit.ional configuration logic (Conlog). 

Each Conlog incorporates a switching transistor to eut off the DRAM power supply in 

the event of power line shorts in the RAM. Although no detaiJs on the design aspects of 

the swit.ch are given, this is an excellent demonstration of using on-chip circuit. hl'eakNS 

to prevent power Hne shorts in a module. 

The objective of thir work is primarily to design and characterize a IlMOS 

transistor acting as a ground circuit breaker and to evaluate it against its bipolar COUJl­

terpart. The design considerations illvoived in using these circuit breakers in an array 

of modules, are formùlated. Finally the need to de termine the instantaneous current 

through the module to design an optimum size switch is addressed, and a method to 

estimate this current is presented. 

The original contribution of this thesis is the design of the fvl0S switching 

element and theoretical extraction of its equivalent transistor c;;te. The design con­

siderations evolved du ring group meetings with Prof. Savaria, Prof. Rumin and 1\1r. 

Mandava. Prof Savaria came up with the solution of using a c irclIit hrpCl ker wit Il nl11lt.i-

pie iIldepeudent transistors to prevent the SY'dE'lll Ir o III lailillg "1'1' ln 11I"lal-lo-poh short 

between the drain and gate. He also propost:1. the idea of glouping th<, gnt.es into Tanks 

for current estimation. This idea was then developed and refined by t.he author illto 

a preliminary technique to estimate the peak instantaneous current through a typical 

combinational circuit. 
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The thesis is organized in the followillg manner. The illt.rotl\l( t,inll is follOWf'd 

by a brier discussion of the origin, characterization and preventiun uf latch-up ill Chap\.('1 

2. This discussion provides a. basis for latch-up relat,cd issues discussecl in Chflpt.N :l. 

In Chapter 3, circuit breakers employing the parasitic bipolar transistors art' 

critically evaluated and serious objections against their use are raised. The ruJc.R whirh 

must govern the design of circuit breakers in bulk CMOS pr<:>cess are tllen addresscd. 

Chapter 4 describes the design of a "waffie-iron" MûS t.ransistor \Ising Miln­

hattan geometry. A procedure for the extraction of the equivaJen1. transistol willt Il riO,,, 
the Manhattan-style waffle-iron transistor is developed here. The finer dPRign c hang(\R 

due to the electromigration Iimit of metal layers are descrilJPd next. 1'h(' result.s of 

nSPICE simula~ions to determine the MOS transistor dc characteristics and SWit,fhillg 

time are then included. Finally the details of the various st.eps in 11 }lowpr t.ransist.or 

design are given. The results of two test chips as experimental validation of t.llt> design 

method are presented. 

Charter 5 is devoted to él, preliminary analysis of a possible technique to 

estimate the magnitude of worst case peak current for a CMOS circuit. This iH ail 

important but difficult issue that must be solved before one can design a MOS circuit 

breaker that is Ilear optimal in size for a particular module. Obtaining a sulution to t.hi:;, 

problem is beyond the scope of the present thesis work. The chapter begins with il. hrid 

survey of the work done in this area, and is followed up by a description of the proposed 

method. An algorithm which estimates the worst case peak current in a cornbinat.ioTla 1 

block is presented. The method is illustrated for a 4-bit ripple combinational acJcJer 

The thesis ends with conclusions anrl fntllrp dirf'( f !OIlC, in ('Ililpfl'r f, TIH' 

main part of the thesis, concerned with the de~lgll alld e::\pf') ilw'lItal \'dlldat 1011 ni f\10:-; 

circuit breakers for short-circuit protection of large area les waR prcsenU'd ill th<' Thild 

Wafer-Scale-Integration Workshop 1281. 
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Chapter 2 Latch-up 

2.1 Latch-up in CMOS 

The purpose of the following brief discussion on latch-up is to provide a 

basis for the discussion in Chapter 3. This Chapter is summarized from a book titlcd 

"Latch-up in CMOS Technology" by R.R Troutman. AB the references pertaining to 

the material in this Chapter can be found in the book. 

CMOS ICs using n and p wells have inherent prohlelUs due tu their structure 

which produces parasitic p-n-p-n devices that can exhibit in addition to high impE'danre 

stat.e, a fatal low impedance latched state which can destroy the entire chip. Latch-up 

occurs when a stimulus triggers the p-n-p-n to switch to its low impedance state. ThE' 

eurrent/voltage characteristic of such a p-n-p-n st.ructure js shown in Figure 2.1. 

The thyristor configuration that is inherent to the CMOS structure is shown 

in Figure 2.2 which superposes the bipolar equivalent circuit of a CMOS inverter on its 

cross-section 129]. There are two vertical parasitic n-p-n bipolar transistors, VTt and 

"T2 formed by the n+ source/drain diffusion. thf' p-\\"('I/ alld th" 1l-1YJw '-u"strate. When 

forward biased, the n+ diffusion s€ryes a::: an ('Illitt('r nlld 1I11"fls f'1('(trolls intn tl1(' p-

weil base, and the reverse biased p-well/substrate junction collects the unrecombillcu 

electrons. Likewise there are also two lateral p-n-p bipolar transistors, LTl and Ln 

formed by any p+ source/drain diffusion, the n-type substrate, and the p-well. Likewise, 
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mA 

Ih 

Is 

21 latch-up ln CMOS 

------ --
Vh Vs 

V (Volts) 

Figure 2.1 p-n-p-n Current/Voltage Characteristics 

the ,n-type substrate serves as a base for lateral p-n-p(s) and the collectol for verl.i( HI 

n-p-n{s). From Figure 2.2 it can be seen that when substrate eurrent ftows, a voll.ag(' 

drop will be developed across the resistance R~b Rs2' Rs3 allù Rs4- This ÙIOP, if lai gl' 

enough, can forward bias the emitter jbase junction of the P-Il-PS LT1 anù L7"2' III il 

similar fashion, any p-well current can turn on the vertical n-p-lls. This cOlldit.ioll (ail 

lead to latch-up when the SUIn of eurrent gains (0') of Il-p-n and p-II-p ex(e('(1H Ullit.v 

and the eurrent. through the p-n-p-n device reachE>s I.h(" switrlling "niIlP T~. showll ill 

Figure 2.1. Latch-up is sustained if th(' p-lI-P-1l f'trU(tlllf' l"lltillll"~ III Il'/llaili ill tlll' 

low-impedance state even after the triggering stimu 1 us is fE>IIIO\ ed. 

The current/voltage eharaeteristic shown in Figure 2.1 is ohsNveo for ~ ~J)('­

cifie p-n-p-n structure and depends on how switchillg is illitiated 129]. Since a p-n-p-Il 
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VIN 

vaUT 
YDD 

,..--_....,.-___ GND 

LT1 L T2 Rw4 '---+--_~ _ __I-__ --...J 

Rs1 Rs2 Rs3 Rs4 

N-SUBSTRA TE MODULE P- WELL 

Figure 2.2 Parasitic Bipolar Portion of a p-well (MOS Inverter 

structure is really a 4-terminai device, the observed characteristic aiso depends on the 

terminal conditions of the p-well and substrate contacts. Different. connections for these 

terminaIs couid produce qualitatively different characteristics. 

2.2 Triggering Modes 

Varions excitations can trigger Iatch-upI20]. Thf' 11101'<' (Otl\1II0Tl t.rigg('ring 

modes are 

(i) External initiation of a bipolar transistor 130]. 

The excitation is often generated by an overshoot or by undcrshoot. at an 
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23 p.eventioll of latch-u!> 

input and/or output node. This results in the injection of charge carriers iuto th(' wl,1I 

or substrate, causing an ohmic drop. If large enough, such a drop can t.urn on on(' of 

the bipolar transistors and latch-up follows if titis transistor turns on the ot.her parasil i< 

bipolar transistor. 

(ii) Normal bypass current initiation of both bipolar transistors 

In thi'3 type of triggering, the excitation causes currellt. to fJow through hol h 

bypass transistors, VT1 and LTl' If large enough , the bypass currf'nt, t.1I ms O!lf' of 

the parasitic bipolar transistors, w hose collector current the Il supplelI1t>JlLs \.lu' !Iv pass 

current to turn 'ON' the other. The excitation in this case is usually avalanche ('urn'nt., 

photocurrent [311 or ùispla~ement current throllgh the welljsubstratf' jllll( t.ioll_ TIIP 

avalanche current is due to a rise in power supply voltage across the reverse biaseù p­

welljsubstrate jUllction high enough to cause a substantial avalancltf' CUflf'nt. t.hat. will 

trigger latchup. Various fonns of radiation can produ<.e holejelettroll pairs LIli ollghollt 

the silicon substrate. These photo-induced electron-hole pairs caIl prodlJ«' Illajolitv 

carriers in the substrate anù the p-wellleading to lakh-up_ An exLrelll('ly rapit! 1 illllping 

of the power supply or an extremely large transient on the power supply li m' <.am;p:-, a 

displacement current through the Re circuit formed by the t.wo hypass rf'sist.ors, li_l 

and Rw1 and the p-welljsubstra,te junction capacitance. This displacement current. rail 

turn on either the lateral p-n-p or the vertical n-p-n, depending on the magllitlldc' of 

the associated bypass resistor [31], [32]. 

2.3 Prevention of latch-up 

Considerable effort is being madp tn '''''",f> tll;<" 1',,,ld,,,,, L;ll,Il-1I1' filll 1,,· 

prevented by holding below unit y the sum of E'ff('ct J"(' e:;llIa 11- signa 1. COllllIlOII hast' t 111 n'II t 

gains (a) for the two transistors This ensurE'S that thE' para-"itic p-n-p-n strllrt urf' je:; ;11 

the blocking state. This can be accomplished by the following two general stratc'gips, 

1) bipolar spoiling and 2) bipolar decoupling_ Alliatch-up protection techniqu(>s follow 
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2.3 Prevention of ltlt~IHlP 

at least one of these strategies. In the former, one deliberately includes steps in CMOS 

fabrication to spoil transistor action by eilher reducillg carrier Iifetime or injectioJl. 

Spoiling techniques attempt to either reduce base minority carrier lifetime 133],134] or 

degrade emitter injection efficiellcy[35],[36] to prevent latch-up. 

In the latter strategy, processing techniques (alone or in combination with 

layout techniques) are used to decouple the bipolars so that collector current of one 

transistor cannot turn 'ON' the other. Several processing techniques to achieve bipolélf 

decoupling are possible. A highlr dopeù substrate beneath a Iightly dopell epitaxial 

layer very effectively shunts the parasitic bipolar [37]. A retrograde weil can also IH' 

used to reduce the weil sheet resistance thereby lowering the bypass resistallces. (38), 

139],[40]. 

The layout techniques, used to d-ecouple parasitic bipolar transistors, are the 

only t.ools available for the CMOS circuit designer to assist in reducil1g t.he lat.rlt-lIp, Two 

types of guard structures have been used: rnajority carrier guarùs, and minority carrier 

guards, and the decoupling action differs for the two. Minority carrier guards are IIspd 

to collt'ct injected millority carriers before they can cause a problem. A lllinority calTier 

guard ring can be a reverse-biased source/drain diffusion or an additional weil diffusion 

Since carriers injected by a parasitic emitter in the weil travel primarily downward 

to the collector, minority carrier guards at the surface have little effect on the vertical 

transistor. Renee the minority carrier guards are more frequently placed in the Stl bsl ratp 

than in the weil. The guard encloses the potential emitter to prevent ail possible latch­

up paths. The majority carrier guard ring, on the other hanù, decouples the bipolHls 

by minimizing the voltage drop created by majority carrier currents. A majority glla!d 

ring is of the same doping type as the background. for examplf' <l 11+ diffusioll in a p-wt'IJ 

or an n+ diffusion in an n-type suhstnlff' Tlw p+ i1lld 1/+ gIlH"J ,inge.; éllP (olJTlecfed 10 

ground and power supply respective!y. 

Chapter 4, discusses the precautions taken in the design of circuit breaker to 

prevent latch-up. 

10 
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Chapter 3 Design Considerations of Circuit Breakers 

This chapter begins with a comparisoll and evaluatioJl of MOS anù bipolal 

circuit breakers. In the next section the design considerations for MûS circuit. hr(lakNS 

are dise ussed. 

3.1 MOS versus Parasitic Bipolar Breakers 

Bipolar transistors exhibit a lower dynarnic resistance than MOSFETs of 

sirnilar feature size [41]. This should make the bipolar circuit breaker inh('rent.ly slIp('fior 

and preferable to the MûS breakers. However in CMûS circuits the lJipolar parasit it 

transistors oHer no big advantages as discussed below. A p-well process is consid('f('r! 

here for the sake of discussion. A similar analysis holds for an-weil protess witltoul lo.,~ 

of generality. Carley and Maly [20] provide two solutions of circuit breakcrs (,1I1ployillg 

parasitic bipolar transistors inherent in every bulk CMûS process shown in Figurf's :J 1 

and 3.2. A vertical n-p-n transistor is used as a l/dd breaker and a latNaln-p-1I ml CI F" 

(ground) breaker. 

The breaker incorporatillg the latel dl JI-\,-11 fI" ""j ... f. If j ..... ~,."""I 1" (·"k(,1 ,lIld 

50 it is compared with the nMOS solutIon sho\\'11 ill FigllJ(' J J. \\'lti(1t also illf('frl/pf~ 

ground. The serious drawback is that for 1: .... breaker. a vertical Il-P-Il (':\if-t.s along \\itlt 

the lateral n-p-n. The vertical n-p-n is formed due to the forward biaseù eIllitt('r ba~w 

diode of lateral n-p-n, and the n-substrate. This vertical transistor is active and if 

11 
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3.1 MOS versus Parasitic Bipolar Breakers 

+VDD 

MODULE 

C2 

Figure 3.1 Schematic of the Vss Breaker (Bipolar)/20] 

detracts frorn the performance of the lat,eral transistor. The results of Carlf'y and Milly 

indicale that the substrate current injected by the vertical n-p-n is typically greater 

than the lateral current and at sorne base volt. ages , injects into the suhstriltf' 2 t.o ~ 

Limes the eurrent it ùoes into the modules. Therefore the system powel dissipatioll 

will increase by a factor of 3 or 4 over the normal power required. This rise in power 

consumption is significant and obviously undesirable since a wafer cali easilv clissipate 

power in excess of 100 W. ln addition. the substraff' fllll('1I1 (ail I('nd lu lat.ch-up b~' 

forward biasing the coIlf'ctor / hase junrt Ion of t hf> 1 fi t f'rill P-II- p TIlf'1 f'fOH' 1 hf' Cliff(' Il t 

has to be eollecteù very efficiently by placing the gJal Ù ring c1o~e to the lI-p-1I tl allsistul 

for maximum efficiency. This poses the threat of a hot spot. problem when large currenk·; 

are handlcd by the switch. The adverse effect of the vertical bipolar transistor incrt>ases 

12 
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3.1 MOS versus Parasitic Bipolar Breakel S 

with the emitter are a of the lateral transistor. Thus there is a Iimit on the emit.t.er ar('(\ 

and henee the maximum eurrent that ean be handled by the swit.ch. 

VOD 

M2 

M4 M5 

EN MODULE 

Figure 3.2 Schematic of the Vdd Breaker (Bipolar)l20I 

Next we consider the vertical n-p-n, Vdd circtdt breaker. Carley and Mal", 

mention that sinee the circuit breakers interrupt the Vdd line, the pOWf'f diRt.rihut.ion 11('1-

work has to be separated from the substrate bias network. If the suhsl rat.e is shorl.l>d 1 () 

Vdd within any module, a large eurrent will be drawn dir('('\ b' 1 hro1Jgh nI(' slIhstral (' inl CI 

the shorted module which would indu(f' lill rh-III' 1,\ 1111 \\ fil" I.ja"jlll!. th,. (oJl,'! tor /hH"" 

junction of the lateral p-n-p. Thcre is JlO wa\ 01 fl\oiding llti.., (1/l1f'11t IIm\ tlt,ollgl, 

the substrate in the event of a '-dd to "$,0 short, even if the \'.1./ and tltf' slIhslrill,' Hl" 

routed separately. Since there is no practical solution to this proh/cm. tlu' slIh,,'ral(' 

bias network, which occupies a large area, remains unprotected against il short. t.o V, •• , 
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3.2 Design Considerations of Circuit Breakers 

Thus, use of the vertical n-p-n circuit breaker is an in complete solution to prevent l~ld 

- VS" short. Also routing the l'dd and the substrate contacts separately introduces iln 

undesirable design constraint and a severe area overheaù unaccounted for in [201. 

In conclusion, parasitic bipolar transistors, cannot be considereù as a prae­

tiea/ solution for implementing circuit breakers, despite the potential area savings a::;80-

ciated with the better transconductance. 

3.2 Design Considerations of Circuit Breakers 

The MOS circuit breakers do not suffer from any of the serious drawbackl'l 

discusseù above for bipo/ar circuit breakers. The following set of design rules if strittly 

adhered to, will result in an optimum slze circuit breaker whieh is almost latch-up fr('('. 

Dus clamping by a shorted module is also prevented using one of the design rules, as 

explained in this section[28j. 

• Rule 1 : Only the weil bias potential can be safely interrupted. 

Figure 3.3 shows the consequence of trying to interrupt the subst.rat.(' pot.en­

tial by using Vdd circuit breakers for a p-well process. A pMOS switch would be used 

as a breaker if defective modules were to be disconnected from Vdd . However, sinee 

the n substrate in a p-well process is shared by the ent.ire warer the substrate wOl/ld 

still be pulled to ground even if only one module had a short between Fdd and ground. 

Bence the hreaker must be in the weIl, which means that Vdd break ers are used in the 

n-well process, while ground is disconnected in a p-weil process. An alternative t.o avoid 

interrupt.ing the we]] bias potentiaJ is a separate distrihl/tion of t hp slIpply volt,agf' 1,0 

the module and to the substrate Bllt thi~ i~ aIl in(0l11plpfp <Ofll1ft iotl. I,p( HII"~ th(=' wirillg 

for the distribut.ion of the substrate pot.pntial (annol J)(-' prof!'( lf'd alld. in fil(' pl('SPI]('P 

of a short, it is not possible to avoid large currents flowing t.hrough the Rllhstrate. III 

CMOS, a sare protection is ensured by interrupting a weil bias potentia!. To realize 

this, a nMOS switch in a p-well process and a pMOS switch in an n-well process shollid 

14 
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3.2 Design Considerations of CÎlcuit Breakcls 

be employed. Sinre the electron mobiHty is 2.5 times the hole mobilit.y in silicon, 1.11(· 

area overhead associated with MûS circuit breakers in n-well processes will tenù to oc 
2.5 times higher. 

mitted. 

Vlrtual Vdd of DlIoonn.oted 
Module Shorted to Vaa 

p -

n - substrate 

PMOS Swltctl-*---Shorted Fouit Y Module--~ 

Vlrtual Vdd of the Module 

p -

n - substrate 

PMOS Swltch-",*~---- Good Module ----~ 

Figure 3.3 Structure Depicting the Possible Existence of Shorts Throllgh the SIII>· 
strate 

• Rule 2: Interconnecting transistor drains outside a module is not per-

Figure 3.4 sho'ws modulef; in'f'fÎonnf>df'd. thrnllgh llH'il r,,,,,pf'cli\(, 1111fIN". 

in parallel to a bus. Each buffel is ilJ a diffeH'lJt lIIoJul,. h<l\ illg J1-t'rlw.,i ... tor~ 10(,11,·" 

in the p-wells, with different virt.ual ground potentials. 11 one of t.he hn'ak('rf. Î" tllrJ)('d 

off because of a supply-to ground short, its virtual ground will float up to a maxilllllill 

of l'dd due to the short. In tItis case a voltage equal to the forward biascd drop 01 fi 
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3.2 Design Considerations of Circuit Breakers 

diode is observed across the drain-to-well junction of the n transistor bclonging to this 

shorted module. This resu)ts in the cJamping of the bus at one diode' drop below l'dd' 

Hence this type of interconnections between the modules has to be strictly avoided. 

Bus 

Shorted Module Good Module 

'~~ Vdd 1 1 <rE--- MOS Power Transistors ~ 
---''--

o 

Vss Vss 

Figure 3.4 DifTusion-lnterconnected Modules Which Resllit in Blis Clamping 

The above situation cannot occur if the modules are connected via the gates 

of the transistors. Figure 3.5 iIIustrates the poly-interconnected modules. IIere the link 

from a module is terminated on gates, 50 there does not exist a low impedance path 

between drains of switches on separate modules. 

Consequently, if a bus is required to interconnect separa te modules, the uus 

and the associated drivers are placed in a separate module as dcpict,rd by Figure 3.6. 

This bus implementation no longer has thp rjiftllsion<; i1l <;('1';,,:11(' Il10dlllps COTIJH'ctrc!. 

Alternatively, the drivers connected in parallel can remain JJl thdr rcspecti\'c modules. 

if the last transmission gate in every signal pa th is kept in the bus module. In t.he abo\'C' 

cases the signal which shuts off the power transistor should be used to put the tristatc 

output buffers/transmission gates in a high impedance mode. 

16 



-

3.2 Design Considerations of Circuit Breakers 

Module 1 Module 2 

1 MOS Power Transistors 

Vss Vss 

Figure 3.5 Poly-Interconnected Modules 

Module Contalnlng Bus 

Module 1 Module 2 

Vss 

MOS 
Power Transistor 

Power Transistors ~ 1 

Vss Vss 

Figure 3.6 Bus Implemented Without Connecting Diffusions in Sepalatc Modules 

• Rule 3 : The maximum peak (dynamic) voltage drop across the breaker 

must be limited to 700mV. 

17 
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3.2 Design Considerations of Circuit Breakers 

The presence of dynamic storage nodes, as shown in Figure 3.7, is a fador 

limiting the peak breaker drop that can be safely tolerated. W henever there is a large 

dynamic node with a capacitance to the common substrate potential , any noise tem­

porarily raising the virtual ground potential above 700 mV can trigger latch-up if the 

parasitic capacitance to the substrate is large enough. The reason is when the virtual 

ground potential exceeds 700mV due to substrate noise, the weil/drain junct.ioll wit.h n 

dynamic no de acts as the forward biased base/emitter junction, chargillg the associated 

capacit.ance w.r.t the substrate. This would then cause electron injection inLo t.he w('11 

giving rise to a current through the weIl. If the charging capacitance is large enough, 

the magnitude of this current will be large, which in turn <-an cause latch-up by turnillg 

on the vertical n-p-n in the well. It should be noted that though this carrier injection 

is most Iikely momentary and 50, latch-up may not be sustained due tü the capacitive 

nature of the load, there is still a definite possibility. 

Module 

Dynamic node 

l 1 Cpar 1 

I ~~ ~ 
Substrate p -

Virtual Ground 

-

I-
l 
Vss 

Figure 3.7 A Module With large Dyn<llllic Nodes 

We can see in Figure 3.7 that a pair of n-diffusions along with the weil p­

region can constitute a lateral n-p-n parasitic transistor. Consider the case where OHe 

18 



3.2 Design Considerations of Circuit Brcakcls 

diffusion is connected to a dynarnic node storing Vdd while the adjacent. diffusion i~ il 

dynamic node at O. In the presence of a virtual ground noise over 700111 V ('vell if la t l h­

up is not initiated, the resultant bipolar can leak. A dynarnic node storing \'dd can I<,nk 

down to almost 0 V in sorne situations. The presence of dynamic nodes thus illll)()s('~ UH' 

principal limit on the peak virtual ground noise. Considering t.hat. significant Icaka~(' 

could result weil before the base to emitter junction of the lateral n-p-n is fullv t \lrn<'d 

on, the use of dynamic nodes would thus require a peak virtual ground nois(' smalkr 

than 700rnV (500mV for example). 

Interestingly, if the modules contain no dynamic noùes and if they arc COII­

nected through transistor gates as shown in Figures 3.5 and 3.6, they lOulù sal('ly 1)(' 

operated with virtual ground potentials that differ by more than 700m V sinee the volt­

age developed inside the weil will not be sufficient to turn 011 the parasitic hipoléll 

transistor discussed above. 

The size of the breaker decreases with the increase in thE' maximulIl d. op 

that can be safely tolerated in normal conditions. This tradeoff bet,ween th(' sizE' and 

pE'ak voltage drop decides a lower bound to sare operating peak voltage drop across tlu' 

breaker. At lower supply voltage, a lower voltage may be desirable. Large voltagp drops 

rnay of course be tolerable if their duration is short in comparison with th(' clork JH'riod. 

Considering rules 2 and 3, a maximum peak voltage drop of 300 rnV drop 

across the power transistor was considered as reasonable. This maximum peak voltagt> 

provides adequate margin to prevent any inadvertent triggering of the latch allJ f('qu il ('S 

a reasonable size transistor . 

• Rule 4 : The maximum peak current must be computed 

Clearly the maximum veak eurrent associatcd will! a module fixes tll<' SIZ{' 

of the circuit breaker for an acceptable peak drop across it. So the breaker cannot IH' 

optimized unless this illstantaneous peak eurrent is known. Predicting this uurent. b 
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32 Design Considerations of Circuit Breakers 

a difficult problem which is still open. An attempt has been made here to determille 

an upper bound to the peak current of a combinational block. Chapter 6 gives more 

details on this current estimation method . 

• Rule 5 : After testing a module, turning off power via the breaker is ft 

lalch-up hazard 

Referring again to Figure 3.7, one remarks that, if a large dynamic node 

is set to 0 during testing, and the module containillg the node is later tUllleù off via 

the breaker, latch-up can he triggered when the virtual ground pott!nLial riscs. This if> 

again due to the charges injected as a result of a forward biased well-to-drain junctioll 

as explaineù earlier. This phellomenon is inherently transient and is only harmf ui if 

latch-up spreads beyond a module's boundary. Assuming that the parasitic capacitallce 

is Ilot extremely large and that each module is surrounded by guard rings to prevellt. 

spreading, that mechanism should not be a problem. 

U it does happen to be a problem, a robust solution exists. This consists 

of ensuring that, aft~r testing, the system is turned off via the main supply for a tirne 

sufficient to allow all the internai nodes to discharge. The system is repowereù with ail 

break ers in the off state, and only the modules which will he part of the final configura­

tion are turned on. This sequence guarantees that no dynarnic node can charge to 0 in 

a module that will not he used. In summary, testing can he followcd by a cold restart 

rendering the described latch-up induction mechanism impossible. 
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Chapter 4 Design and Test of Circuit Breakers 

This chapter discusses the relevant aspects of a MûS power tr~nsist,or design. 

The equivalent width of the MûS transistor 1.0 achieve the t.ype of low "0 N" 1'(,1'i1'1.»II< l' 

discussed earlier can be several rnillimeters. To recluce the area overhf'ad associat('(] 

with the circuit breaker, an efficient method such as the "waffit>-iron" was lI1'('d 1421 
The power transistor is built by replicating an elementary cell composeù of a fOllt.a( t 

surrounded by four gate segments. The CMOS 3DLM single poly double mrt.al prOf('S::; 

rules were used to layout the power transistor. 

4.1 Cell Dimensions 

The first step in the design phase was to determine the dimensions of t.ltis 

elementary cell. Figure 4.1 shows a typical cell of an "waffie-iron" layout.. A 1'irnplf' 

ca\culation indicates that a ceIl wi~h smallest dimensions, L amI W as alloweù bv (,IJ(' 

design rules, maximizes the ratio of the equivalent transistor width (ET\V) of t.IH' t\10S 

transistor to the area utilized. 

Land W are the minimum clill1('lIsioJJ<; nllo\\'p') 1" ,j" ... igll Ilil/'" 

ETH' 

Area 
2(L + n ) 

LtW 

Factoring the right hand si de of the above equation 

(4.1 ) 
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41 Cel! Dimensions 

( 
oIIIIi:<=----L=17 microns--->~ 

W=15 microns Poly 

Diffusion 

( 
Figure 4.1 Typical Cel! of a "WafRe-lron" layout (enlarged) 

gives 

ETH' 2 2 
--=-+-
Area L W 

(4.2) 

Now if Land W are increased by el > 0 and e2 > 0 resped.ivE'ly 

(4.3) 

The right hanù siùe can be fadoleù to gi\ e 

( 
NewETW 2 2 ----= +~---,-

Area (L + el) (W + e2) 
(4.4) 
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4.2 Equivalent Transistor Wldth Extraction 

For any el > 0 and e2 > 0 

from (4.2), (4.4), (4.5) 

NewEl'W 
Area 

BTW 
<-­

Area 

(4.5(0)) 

(4.5(11)) 

(4.6) 

Equation 4.6 clearly shows that the area used is most efficient if the basic 

cell has the smallest allowable dimensions. 

Two design variations of waffie-iron layout as shown in Figure 4.2 were ('011-

sidered. The Manhattan-st.yle in Figure 4.2(a) has a higher ETW / Ar('(l ('qllol t.o (.04fi) 

compared to .036 of the version in Figure 4.2(b). So the Manhattan-st.yle desigll was 

adopted for laying out the power transistor. 

4.2 Equivalent Transistor Width Extraction 

Figure 4.4 depicts the three types of cell that the layout is composf'ù of. COH' 

cells are surrounded by 4 cells. The peripheral relis, arE' furthpl gr01lJwd info pdgp and 

corner cells which are surroundeù by :{ alld 2 (~II" JP"l'pfti\/'h TIIPld()I.' tllf' III111d"" 

of transistors, contributed by each of the corner. pdgp iHld (Of(' (('II" a, (' '2: 2. :{: '2 illld 

4/2 respectively. The factor 1/2 appears as f'ver~ transistor is (()untpd (wi(t', 01\(1' lOI 

the cell containing the source contact and once for the drain contact. Extraction of 

the ETW frorn the Manhattan-style waffie-iron transistor, which Îs I10lnÎnally 10 mA (ÜJ 
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4.2 Equivalel'Jt Transistor Width Extraction 
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4.2 Equivalent Transistor Width Extraction 

300 mV device, proceeds as follows. A layout with X afld Y tells in x and y dircctiollR 

respectively has 4 corner cells, 2(X+ Y-4) edge cells and (X-2)(Y -2) COle cells . 

The number of individual transistors the layout is made up of is equaJ to 

( 2 /2 * #of corner cells + 3/2 * #of edge cells + 4/2 * #of core cells) (4.7) 

Substituting the unknowns in the above equation 

The dimensions of a single cell are Land W in x and y directiolls respectiv('h'. 

From (4.8) the equivalent transistor width Weqvt is given by 

Weqvt = (2/2 * (2L + 2W) + 2 * (X - 2) * (2L ; W) + 2 * (Y - 2) t (21\'2+ Il) + 

+(X - 2)(Y - 2)(L + IV)) (4.9) 

A unit cell in the Manhattan-style waffie-iron transistor layout. has the IlIÏJIÏ­

mum dimensions of 17 and 15 microns respectively in the x and y directions rcslH'ctiv<.'ly. 

Therefore the equivalent transistor width in a 5 micron desigll sea le i~ giv~JJ lJy 

Weqvt (5Mm) = 2 * (17 + 15) + 2 * (X - 2) * (17 + 15/2) + 2 * (}' - 2) 1 (15 + 17 /2)+ 

+(~y -2) 1 O' -2) 1 (17+ 15) (4.1 D) 

(4.11) 
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4.3 

4.3.1 

CORE CELL 

4.3 Corrections to the Equivalent Transistor Widt h 

PERIPHERAL CELL 

b)CORNER 
J, 

Figure 4.4 Tinee types of cells 

Corrections to the Equivalent Transistor Width 

Lateral Diffusion 

Since the pov"er transistor is cornprised of a large Ilumber of parall('1 tran­

sistors, the increase in width due to lateral diffusion associatN] with ('ach t.ransistor 

contributes significantly to the width of the power transistor. Figure 4.5 shows tlJ(' 

effect of lateral diffusion on a single cel!. The dashed tilles indicate the enlargcnlPnt of 

the diffusion area due to lateral diffusion. The gate length is shrunk by twice L,f (Iat.errd 

diffusion parameter) and the width is increaseù by twice Ld' Applyillg Ulis (,Ofn'( t iOll, 

(4.10) changes to 

Weqvt{5Jlm) = 2 * (17 + 15 + 4L,d + 2 + (X - 2) 1 (17 + 15/2 + 3/;,,)+ 

2:f. (Y - 2) '" (15 + 17 /2 + 3Ld) + (X - 2) :f. (Y - 2) .f. (17 + 15 + 4L,[) (4.12) 
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4.3 Corrections to the Equivalent Transistor Width 
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Figure 4.5 Lateral Diffusion in a Cel! 

4.3.2 Polysilicon Cross-ove, 

1 
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From the layout of the waftle-iron transistor we observe that the region of 

the MOSFET under the polysilicon cross-over is inverted. The current flowing through 

these regions due to fringing field between drain and source will increase the total currcnt 

of the equivaJent transistor. This eurrent ean be estimated br a field calculation. 

Figure 4.6 shows the region of thE' hOUlldéln \ a Ill!' ,,"""km fo III' sol\'('(1. Th(' 

hat.ched port.ion is the bounded area S as dE'snibed hy a polysiliron rros"-ovPr 

We have to solve the Poisson equation 
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4 3 Corrections to the Equivalent Transistor Wldth 

2.3 uns 

N 

source OV drain O.3V 

N N 

drain O.3V source av 

N 

Figure 4.6 Regions of the BOllndary Value Problcl1l 

(4 13(1) 

in the area S where p is the relative permittivity and q is the negativ(> of the' dlarw' 

density divided by permittivity of the free space. u is the unknown potential throughoul 
-t 

S. Since grad u is equal to electric field E, this equation reduces to 
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4.3 Corrections to the Equivalent Transistor Width 

~ 

divpD = 0 (4.131J) 

in the bounded are a S in the x-y plane. suhject to the following two boundary conditions, 

u =v (4.14) 

which is along D (Dirichlet boundary condition) as shown in Figure 4.0, where v is a 

known (specified) potential along D. D corresponds to a bounùary condition where the 

potentiaJ is known. The power transistors are desiglled to have a \hain voltage ilOt. 

exceeding 0.3 V when the worst case peak current of the moùule is sUllk by thern. III 

this problem, v corresponds to the voltage at the drain of the power transistor, anù 

therefore it is equal to 0.3 V. 

The second condition given in equation 4.15 is along N (NeumanJl boundary 

condition), where N corresponds to one or more Hnes of symmetry. u is an unknown 

potential on S. 

du =0 
dn 

(4.15) 

Using EMSOLV !43!,a software package for solving boundary value problems, 

the potential and field distributions of figure 4.6 were obtained. Figure 4.7 shows the 

equipotential Hnes in the single polysilicon cross-over region as shown in Figure 4.6. 

Source and drain regions are assumed to he good conductors in these cakIJ­

lations. Details are included in A ppendix A TllP 1 ah 11\nl i()Il<., i "ri il a Il' 1 ha t 22 n l'A is 

the current flowing into one source from a single polysilkoll cross-o' cr. The rcrnaining 

current. of the polysilicon cross-over flows into the second SOUfce. By f\ymn1('t,ry of the 

problem we can assume equal currents Oowing into eaeh source. TherefOJ e the total 

current flowing into the sources due to a single crossover is equal to 45.2 liA. 
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4 4 Electrollligration 

The SPICE simulated current for a 3 f.lm length and 2.3 JUil width transistor 

is equal to 41 J1,A at 0.3 V. Thus the current for a single crossover is almost equaJ to 

the enrrent value of a 3x3 transistor. 

The width enhancement due to the polycrossovers is incorporated in (4.12) 

and expressed as 

15 
Weqvt (5/lm) = 2(17 + 15 + 4Ld) + 2 * (X - 2)(17 + "2 + 3Ld)+ 

17 
+2 * (Y - 2)(15 + T + 3Ld)+ 

+(X - 2) * (Y - 2) * (17 + 15 + 4Ld) + numberofcrossovers :< 5 

4.4 Electromigration 

(4.16) 

The details of the power transistor layout are governed by potential electro­

migration proLlem. Eleetromigration limit of metal l, which for the present design iH 

a conservative value of ImA/ J,lm, decides the number of the cells that ean Le stacked 

in each column. A minsize metal 1 (3J,lm in our process) layer cali <-arry sarely 1.h(> 

current [rom 5 cells (dimensions 15J1,mx 1il.Lm) stacked in a tolumn. fleveral tOlUHlns 

of cells are grouped to form an array If th", arrô\ l'f'Îonwfi 100 largfl (1l)(\)t' t.han 1flmA 

witl! our fabrication process) severa} arra~s ale ~tél.tkeù a~ e/f'tlrollliglc1lioll uf IlJet.a/2 

becomes a Iimiting fact.or. For example power transistors designed nominally al. SOmA 

and 100mA @300mV have 2 and 3 arrays stacked respectively. The ETW for eadl array 

is calculated using (4.16). At the interface of two arrays the geometry is different and 
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4 5 SPICE Simulation 

there are only a few transistors. Two transistors of width 9pffi each are lormed al ('\'('1 \' 

alternate celI along the single row of the interface. If there are X ce Ils in a row thcn th<, 

number of additional transistors of width (9-+ 2Ld)J.Lm (Ld is the lateral diffuRion) aT<' 

X 
2x - =x 

2 
(4.17) 

Therefore the extra width due to these interface transistors arc (9+2LcÛIlm >< X. So lor 

the power transistors with stacked arrays~ this correction for t.he illt,E'rfa('(' h<lR t,o lU' 

added to (4.16). 

4.5 SPICE Simulation 

SPICE simulations were carried out using northern telecom CMOS3DLM 

pro cess parameters to de termine the dc characteristics of nl\1.0S transistors. The widt.hs 

of three power transistors of nominal ratings la mA, 50 mA and 100 mA at Vn..,=-O.:J V 

were determined from the simulated IDS versus \/DS (@ Ves=5 V) dc characlerislks, 

Substituting these width into Equation ·4.16~ the only unknown X (sinn' Y--=fl, frolll 

section 4.4) corresponding to each width was determined. His ouvious thaL the urrkrrowlI 

X, obtained after solving Equation 4.16, will in general have a fractional part. So X, 

the number of cells in a row is the integer part increment.ed by 1. The I\('W wid t Il 

obtained by substituting this integer value of X back in Equation 4.16 is slightly high<,r 

than the simulated width. The new widths are llsed to obtain the drain curr('lIt. J n 

for VDS=O.3 V at Ves=5 V. SPICE simulations were also carried to approprialelv Riz(' 

the sense transistor Tl of circuit. breaker depicted in Figure 1.1, for t.h<, d<'RirN) t.rip 

point. Variation of the Vinv with k, defined as the width/lengt Il of U)(' s('ns(' t rallsi..,t or 

is shown in Figure 4.8. With the aid of thi!' plot. lor t JI(' t fil' 1'''"11 ;lrolllJd :2 1 \'. t JI(' SIZ(' 

of the sense transistor Tl was fixed a5 min'>izl' TIJI' f 11111' f akl'II ln t \1111 011 t IIC' P()\\'{'! 

transistors by a minimum size sense transistor is also determrneJ The results an' ..,ho"'/I 

in the table 4.1. Bere Powerlt, Power2t and Power3t arc nMOS pOWN trallsi<;f()r~ of 

nominal eurrent ratings 10, 50 and 100 mA respectively, at 0.3 V Vd,o' 
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4.6 Steps in a Power Transistor Design 

nMOS Power Transistor Charactcristics 

Transistor Power]t Power2t powcr:n 

Nominal Rating 10 50 100 

Effective Transistor Width(from Eq 4. 16)(3J,tm) 780 3316 7616 

Drain 1 (mA)for Vds =.3 V (simulated) 12.5 53 122 

Switching Time(simulated nanosec) 200 4.50 880 

Table 4.1 nMOS Power Transistor Characteristics 

4.6 Steps in a Power Transistor Design 

The main considerations in the design of a power transistor ean oe summa­

rized as follows. 

1. Compute the maximum peak current of the module. 

The maximum peak current of any module flowing through the oreaker must 

be known before one can design a breaker that is near optimal in size. With a knowledge 

of the maximum peak current, the maximum peak (dynamic) voltage across the breakcr 

can be fixed, for an acceptable area overhead. Predicting this currellt is a dimcult 

problem which is receiving a growing amount of attention. 

2. Select the appropriate maximum peak (dynamic) voltage drop 

across the power switch. 

As discussed in Chapter 3 on design considerat.ions of the circuit br{'aker, 1.11(' 

maximum peak (dynamic) voltage drop across the breaker must be Iimited to 700 rnV. 

If this rule is violated, then in the presence of dynamic st.oragf' nodf's <lnd ronsider<lhl(' 

parasitic capacitance to the substrat\:'. éU'\ ~\\ifd,jllg Ilnl~" (,·tllpolatih px(eedill~ 700 

mV at the virtual ground will trigger latchup. or élt I,('f,f, illjf'ct (IIJ'1('Ilf. illf,o t!t(· l'­

wells. There is also a direct trade-off oetween the size of the switchillg trallsisl.or ami 

its maximum drop under normal conditions. For Vdd=5V, a drop around 300 IIlV 

guarantees a good noise margin without incurring an unacceptahle aJeél overltead. Th(' 
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4.6 Steps in a Power Transistor Design 
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Figure 4.8 Vlnt1 versus K(W IL) 

magnitude of the voltage drop also has a direct impact on ail timing performance of 

a module. However at lower supply voltage, 300 mV may be tao large'. lJowcver, the 

effect of large voltage drops on propagation delay may of (,Oltr:''W bfl tolernhlc if thcir 

duration is short in comparison with the clock period. 

3. Determine the width 01 the power transistor lor a gifJen current mting @ 

maximum peak voltage drop Irom SPICE simulations. 
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4,6 Steps in a Power Transistor Design 

Resistance and Currcnt. Evaluation 

Transistor Powerlt Power2t Power3t. 

Drain Current(mA)(with only Rch)for Vd8 =,3 V 12,5 53 122 

Channel Resist.ance Rch (Os) 24 5.66 2.46 

Total Parasitic Resistance R par (Os) 3.928 1.23 .992 

Pad Contact Resistance R~ad (Os) .708 .708 .708 

Total Resistance( Rch + Rpa" + Rpad) (Os) 28.64 ï.6 4.16 

Drain Current(mA)(with Rch+Rpa,,+Rpad) for l'ds=.3 V 10.5 39,.5 72 

Table 4.3 Parasitic Resistance and Expected Currents 

As explained in Section 4.5, the width of the transistor at the ùesil eù nominal 

rating is obtained from SPICE simulations. The rating is determined in steps 1 and 2. 

4. Determine X and Y, the cells in x and y d,'rections rcspcctive/y. 

The number of ce Ils in the y-direction, namely Y can assume a maximum 

value of 5, due to electromigration considerations of metal layers, as describeù in Sec­

tion 4.4. The other unknown X is determined from Equation 4.16 by substitut.illg t.h(' 

transistor width obtained in step 3. If the maximum peak current obtaineù in step ] 

is smaller than 15 mA (for our fabrication process), a single array of X and Y cells in 

the x and y directions respectively is designed. For module peak currents exceeding 

15 mA, several arrays have to be stacked as explained in Section 4.4. Three power 

transistors powerlt, power2t and power3t were designcd. Table 4.2 gives the detaiIs of 

their dimensions. 

Power Transistor Dimensions(3JLffi Process} 

Transistor Power1t Power2t Power3t. 

Transistor Effective Width (Il'ru) 780 33]6 7646 

Transistor Size (11m2) 151+92 2ïO'lRi 3~9 12,16 

Transistor Area (1'771 2) 1 N()!) -,0 -,Of! q~, iOn 

Control Area (/lm 2) RO{){) R(j(l(l ROU() 

Total Area (11m2) 21900 58500 103iOO 

Table 4.2 Power Transistor Dimensions 
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4.7 Test Chips and Experimental Results 

5. Correction for parasitics 

ParMitics or parasitic resistance is the unwanted resistancf' in a d('vÏ<'f' or 

circuit which masifests itself during processing. Parasitics become signilkallt as li!\' 

size of the transistor increases. This can be seen from Table 4.3 where the parasitil's. 

for a 100 mA device, degrade the expected current to 72 mA. The estimatioll or t l\('~\· 

parasitics depend on the process and the layout. The parasitics shown ill Table ,1.:3 WCI(' 

calculated for a waille-iron layout, using the characterized electrical plll alllet.t'rs for tlll' 

CMOS 3DLM proeess. 

4.7 Test Chips and Experimental Results 

Two test chips were designed, fabricated and tested. The fln;(, one whi( h wns 

designed according to Figure 1.1 incorporates a 100mA @ 300lllV (nominal) <1.,vi({' l'Iii' 

seconù test chip was designeù accorùillg tu Figure 4.9 wl,ere Lite salUe SCIlSOI (ollt.I(JI~ 

two power transistors of different ratings (10 mA and 50 mA (ÛJ 300IllV). Thi:;; s('( olHl 

design would be of interest when sorne portions of a circuit are less sensitive 1,0 groulld 

noise. A good example is the noisy peripheral drivers in contrast to t1H' comparflt.iv('ly 

quiescent internai logie with dynamic nodes. Figure 4.11 is th(' layout of ~t'( olld 1.1'~1. 

chip fabricated in a 3/lm double metal double-weil (with n-substrate) CMOS prO(CSR. 

Tests were carried out for 10 samples to confirm the design stahilitv. Th(l 

de eharacteristics of the device was rneasured \Ising a HP 4 J 45A paralJl('1 ('/ allalyzpr 

Table 4.4 shows a cornparison of measurements with predicted results. H('fll t1H' pxp('(·tl'd 

('urrent includes the effect of ail parasitic resistanc('R, viz ciiffll';Ïon. 1l1f't 'II, r01l1 ilrte:; pl ( 

The relative area is obtained by cumparing f IJ" f (lt;11 <tJ Pli 1" ;l ,,1 <1 fit! il' ri li III ,11 \' Il () p.1<1 

of dimensions 234 /lm~ 420 /1In. As can be S(,('IJ, t h<'r(' \\'a~ il ~o()d (01 f('la! ion bpI \\'('('" 

the measured and expeded currents ""hen the parasltlcc; are indud('d Thfl para<.,)!)1 <., 

become signifieant as the power transistor increases in size. This can be noteù frollJ 

Table 4.4 for the 100 mA device where the expected current is only 7'l mA. 

37 

• 



( 

( 

4 7 Test Chips and Experimental Results 

VDD 

T2 1: 3~~ mV 

L-________________ ~----------~----~ 

1 f T1 SYSTEM GROUND 
50mA @ 300mV 

Figure 4.9 A Modified Circuit Breaker 

Test Results 

Transistor Power10t PowerSOt Power100t 

Expected Drain Current(mA)for Vd .. =.3 V 10.5 39.5 72 
"-

Measured Drain Current(mA)for Vds =.3 V 13 50 82 .-
Switching Time(Expected nanosec) 200 450 880 

Switching Time(Measured nanosec) 330 500 1020 

Total Area (Jlm2) 21900 58500 103ïOO 

1/0 pad Area(Jlm2) 98280 98280 98280 

Relative Area=Total Area/I/O pad 0.224 0.6 1.0U 

Table 4.4 Test Results 

Figure 4.10 depicts the test circuit used to measure the switching time of the 

power transistor. The power transistor turns "ON" ("OFF'!) when th cre is 1 at RIN 

(SIN). Two non overlapping square wave pulses of rise time around 10 ilS and frequell(Y 

10 Khz were applied to RIN and SIN inplltf, Th" "wild,illc 'OFF" ("ON") tirn(' waR 

defined as the time taken for the "f)It.age across PO\\ er 1J a llSJst 01 1 () f illl (T ÎSf') f rom ,ru N 

(approx "'DD) to approx \fDD (l'ON). This \Vas monitored by placing the probes of an 

oscilloscope across the power transistor. Testing showed that a minimum size dev ice in 

the con trol circuit is sufficient to turn off the largest power transistor in less th ~n 1.5 
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4.7 Test Chips and Experimental Resulls 

ilS. This switching time is rather long but perfectly adequate consiùering the norlllai 

rise time of a power supply and the amount of heat that would he dissipat,ed in I('ss 

than 2 ilS, even in the presence of a dead short. 

RIN -1 

Transistor 

T1 

? 
~+-----~ aDULE GROUND 

R 

Osclllo9cope Probes 

POWER 
TRANSISTOR 

SYSTEM GROUN )-----+---' ~ p-WELL 

Figure 4.10 A Test CÎlcuit 

Area ComparisoJJs 

10 mA MûS 10 mA Vertical n-p-n 120] 

Transistor Area (,un2) 13900 7300 

Total Area (11m2) 21900 18000 

Relative Arca (p,m2) 0.224 0.18:~ 

Table 4.5 Comparison of Areas of Breakers 

Table 4.5 shows a comparison nI ~i7f'~ nf n P"fll:-<f'f' l"l'oln, I:lOI Hlld l\1()S 

circuit hreaker. Several interesting pointe; can \)(' Ilo!('d ho", Tilhll' 1.1',. Vir<;! i1l1d 

foremost, the 10 mA nMûS transistor is 1.9 times largcr than th(' 10 mA \'('ft\Calll-p-1I 

transistor proposed in 120]. Considering that the MûS transistor was aclually a 1:1 

mA @ 300m V device, where as the bipolar transistor was a lOmA @ 250 m V (dynarni( 
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4.7 Test Chips and Experimental Results 

drop) device, the comparison is 1.75 factor in favor of the bipolar device. This is t.o 

be compared with the factor of 7 predicted in [20]. It is also interesting that, for small 

transistors, the size of the control circuit becomes significant 8.'3 shown in Table 4.5 for a 

10 mA vertical bipolar n-p-n. The smaller size of control circuit of MOS circuit breaker 

reduces the are a advantage of the bipolar approach from 1.75 to a mere 13%. 

A meaningful figure of merit for a circuit breaker is t.o compare its size to a 

normal 1/0 pad. This can he seen from Table 4.4 and Figure 4.10. Interestingly, th<> 

82 mA device has an are a roughly equal to one of our library 110 pads. Although th(' 

area devoted to circuit hreakers is significant in a large area circuit, the relative area 

wou Id c1early be much sm aller than what is currently devoted to pads at the YLSJ level 

of complexity, wher~ circuits with more than 100 pins are cornIllon. 
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Figure 4.11 layollt of the Modified Circuit Breaker 
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5 1 Introduction 

Chapter 5 Current Estimation 

5.1 Introduction 

This chapter deals with the problem of estimating the peak current through 

a CMOS circuit. This is an important issue for large area lCs which elllploy a cirtuit 

breakerfor reconfiguration. The actual current wavefonn through a module is not s1.{'aùy 

but exhibits peaks when logie transitions occur. Certain transitions involve more logie 

gates, and determine the maximum peak current of the moùule. Such currellt surgcR 

might cause the voltage at the drain end of the breaker to rise above the VT of the sense 

transistor, thereby erroneously shutting off the module. It is therefore essential to make 

an estimate of the peak CUfrent through a module to design a circuit. breaker whi( h 

can handle currents of these magnitudes. This estimate can also be used to size the 

powerfground routes so that rnetal migration is prevented [441-[501, to analyze dynamk 

power cOJlsumption, and to reduce within safe limits the Hoise spikes due to excessive 

voltage drops in the power bus thereby ensuring reliaule circuit operation. 

Most of the previous work on po\'ver bu~ design nllt! nllélh ~i~ hi'lve (omen­

trat,eù on global routing and sizing of !,O\\'PI lillf'~ 11('1 \\ l'l'Il t h" "I()II"I(·~ or a ( hip, /Ii Il 
-[531, or emphasized the power consumption probl",m [!}.j] 

The problem of current estimation has been aùdressed only in t.he pas\' few 

years [571-[631. A brute force approach to determine the maximum peak current for a 
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circuit with n inputs, is to exercÏse ail possible input vectors (2 n for 1\ input.!';) (n dNiv(' 

an accurate worst case waveform. By contrast, an input pattern-inùependt'Ilt. apPf(H\( h 

can be taken. A good example of the first method is the SPIDER !56] program devplop('(1 

by Hall et al which uses SPICE to ca\culate the current 3.ccurately for ail t.he possihlE' 

input patterns for a module. In general, performing this kind of analysiH for a lar g(' 

number of inputs is prohibitively expensive in terms of comput.er time, 50 the pattplll 

independent approachI57]-[63] is usually preferred. Among the patlern-inù('IH'lIdplI 1 

methods, the HERCULES program by Tyagi!57] assumes ail the series paths conlle< tillg 

a power/ground node to an output noùe to be fully on. The approarll t.hollglr quill' 

simple is very pessimistic since there may exist. no input. excit.at.ion for whkh I,wo f)odps 

may ùraw currents at the same Ume. Another program calleù C Il EST hv Far iù t't. a 1 IÎl~ l, 
achieves pattern-indcpendence using probabilistic simulat.ion hy r('placing logi( vallll'S 

by signal probabilities and logic transitions by transition probabilities. The CXJ)(l( tpd 

current waveform is determined as the mean of all the values that tll(' act Il a 1 ( IIf1'('lI 1 

can take at that time. A recent prograIn, ARIEL, by Stark and lIorowit.z!()Oj, avoids 

the large number of test vector problem by using the pattern-illdepenùellle of a timing 

analyzer in conjunction with a resistance extracter and network analyz(,f. 1'11(' idp(t of 

exploring the pattern-independence of a timing analyzer to determine tht' WOlS\. fast' 

current patterns in power buses, was eartier proposed by M. Dagenais 1611 Wit.lr lTIinoT 

modifications the timing analyzer, TAMIA described in 1611, can be adapt,pd to prpdi( 1 

worst case currents. 

IIere we present a preliminary analysis of a possible techllique t.o est.irrlal (' 

the magnitude of worst case peak current for a CMOS combinat.iorw 1 bl()( k TlrolJglr 

this scheme tries to determine the input pattern which correspolld 1.0 tlll' peak ( tlfll'II 1 

through the module, it does Bot suffpr frorIl t 11f' p' 0"11'111:-' ~1'f1!'lirlh <1'>"0( i,1f (·cI \\ il Ir 

circuits having large number of inputs llls(f>ad 01 tir", (('dlol]" l''O! ('..,,, 01 l ,an..""I", Il'vI·1 

current estimation, the faster estimation of current at thE' logie gat,(' l('v('1 i~ (arri .. " 

out. This method is based on the observation that Ilot ail i/lpUt5 of a gal (' swil ( Ir 

simultaneously and on an extension of the concept of controllability, weil knowJl in faillI, 
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5.1 Introduction 

simulation. The idea is to determine the time intervals at which the logie transition of 

each gate in a combinational circuit occur. The gates in the circuit which switch at the 

same Orne intervaJ are grouped together. By assignillg appropriate current values from 

SPICE simulations to the gates in each interval we can deduce the current waverorms 

and hence, worst case peak current value for the circuit. An algorithm is developed and 

tests are presented for a INV-NAND and a INV-NAND-NOR implement.ation of a 4-bit 

ripple combinational adder. A comparison with SPICE is carried out for a few circuits. 

Interesting observations and comments are made based on the result,s obtaincd. The 

method provides the worst case peak current, and the corresponding signal transitions 

at the primary inputs. This worst case current waveform can also be used to cstima1.c 

the median-time-to-failure, which is a measure of electromigration failure and volt.age 

drops in the power buses. A implementation of the algorithm is beyond the scope of 

the present work. 

It is well known that in a CMOS le the supply current consists of charg­

illgjdischarging pulses as CMOS gates in the quiescellt sLate draw very srnall currellt.. 

The current in a complementary CMOS gate consists of three components (a.) static 

current due to leakage, (b) Vdd-Vss short circuit current, (c) current due to chal'gi/lg 

and dhcharg:ng the load capacitance [631. Statie current due to leakage is usually small 

and thus can be ignored. During transition from either 0 to 1 or 1 to 0, both the p and 

n transistors are "ON" for a short period of time giving rise to the Vdd-Vss short circuit 

current. When a CMOS gat.e switches, the capacitance connected to its out.put chargf's 

or discharges. SPICE simulations were carried out for a 2 input NAND gate with widlhs 

of n and p transistors equal to 12 and 9 microns respectively and for a load capacitance 

of 0.25 pf. The input signal rise time was 3ns. The results show that the supply~ground 

short-circuit current is at most 1/6th of the chargillg dischargillg t urH'JlI as the tim(' 0/ 

overlap of the p and n transistors is short \Yf' arfl .onc('rIl('r! "Nf' \\ if Il 11 grollTld cir'lIif 

breaker and so only the worst case ground current is eslimated. And sinee the dominant 

ground current is the current due to the discharging of the load capacitor to groulld 

when the gates switch to zero, the gates that switch to one are ignored since a relatively 
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5.1 Introduction 

lower supply-ground short-circuit current flows during this switching. Withollt loss of 

generality the same procedure can be carried out for gates switching to one. 

Defore we go into the details of current estimation, it is important to intro­

duce the concept of a rank which groups the gates of a circuit which swit,ch t.Og('t.hN. 

Signal transitions at the primary inputs of a combinationallogic circuit causes the F;at,(·g 

of the circuit to switch at different instants of time. The time taken for t.hE' primarv 

input pattern to give rise to an output pattern can be diviùed iuto intervals baseù on tIu' 

time taken for the logic elements in each path to switch. For the sake of simplicity w{' 

take these intervals to be equal, Le. ail gates are assumed to have equal ùelays. Furt.hN 

these gate delays are normalized to unit y, where unit y is a arbitrary unit. of t.imc. Eacl! 

of these intervals which corresponds to one gate delay is designated as a frlnk 

The method of estimating the peak current consists of four steps. Fin,1, t 11(· 

gates that switch simultaneously (within time interval b.t at most equal to unit y) arc 

grouped and assigned to different ranks. In the second stE'p, t.hE' appropriat(' signais 

and initial conditions at the primary inputs of the combinationa! block to proùu('(' a 

1-0 transition at the output of every gate of every rank are determined. In th(' thirt! 

step the maximum number of gates in every rank that switch to zew silIlult.alJpolIslv 

are determined by a selection process which eliminates gate with conflict.ing primary 

input signal transitions. Finally we assign appropriate current. valuel'i 1.0 cach logic gal,l' 

in a rank and the current Rowing through the circuit during each time intervaljrank is 

calculated. The worst case peak current corresponds to the maximum of th('fj(' curr(·IIt. 

values. The details of each step are discussed separately. The following assumptiulI~ 

are made throughout this work: 

1) Ail the pnmary mptlt8 (If f"r hlorlr rrrrll'r 11/plll "111/1:1, al I!lr 'wlHr ',,/lr 

2) The propagatrofl delay of every gate lB equal to Ulllty. 

9) The interconnection delays are neg!ected. 
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5.2 Step 1 . Gate Distribution 

~) The signal rise times at the inputs of ail the gates belonging to a rank arc 

~qual. 

The first assumption is generally valid for the register transfer logic. IIowever 

if the primary inputs receive signais at diffcrent times, each input will now be assign(>d 

to a different rar.k which will slightly complicate the procedure. The magnitude of the 

ground current for any logic element is found, by SPICE simulation, to depend on the 

signal fise times at the input nodes. In order to simplify the probJem at hand, the input 

signal rise time of ail the gates of a a given rank are assumed to be equal. 

5.2 Step 1 Gate Distribution 

The following procedure is adopted to group the gates into Jogical dept.hs 

differing by unit delay in time. By doing this we assume that the inputs of agate, 

except the gates connected to the primary inputs, do not in general change at the same 

time. A sequence of numbers at the gate inputs indicates the instants at which the 

input may change. The sequence at the outputs are the instants at which the gatt' 

could switch. 

1) Extract the net/lst of the given combinatlOnal CIrCUIt. The net/Ist contarns 

the following information for every gate. 

a) Gate ident,jicat,on. 

b) The ,dentrficatlOn of gates that drille the Inputs. 

c) The identification of gaie inputs to td1lclJ the 01ltp1lt i.e; l'ollnected. 

2) Assign rank 0 for the pnmnry 111pllt~. Hrrf; IN nççl/l11/" fhnt nll thr pnmnry 

mputs change at the sarne tlme. In real!ty the sIgnaI af each pnmary 1117'''( moyarnl'e 

at dtfferent time. If the precise tune of input change is known, then each primary input 

l'an be assigned ta a d'fferent rank. 
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5.3 Step 2 : Determination oi the Primary Inpllt Signai Transition 

9) Consider a gate. If ail the inputs of the gate have a Humber or a sequer/cc 

01 numbers then assign a number or a sequence of numbers to the output of the got~. 

The output number or sequence IS obtamed by incrementlng t!t1ery element vf the IIIl'ut 

number/sequence by one (since the propagation delay is unit y for eucry gate.) 

Union 01 the resultmg sequence of numbers due to ail mputs gilles thc Ollt­

put sequence. This sequence is propagated to ail its lanouts wrtllout modificatron silice 

the interconnection de/a y is neglected. ThIS procedure 18 repeated tlll ail the gotfS arr 

exhausted. 

4) The final netlist will provide in addition to the U1I'Ut af/d out1,"t dcfarl8 

for every gate, a sequence 01 numbers for Inputs and outIJuts of every gaie. 

5) Place each [latp. ( with its input and output informatIOn) m etJery nllml}(~r 

(rank) of its output sequence. 

Table 5.1 shows the gates of the combinational circuit. in Figlllp 5.1 plil('('d i Il 

the respec tive ranks. An imporLan t point to Ilote is thaL rnany gaLes il JI pea! i Il S(lv('nt 1 

ra.nks. For exarnple gate 40 appears in rank 4 to rank 16. This is due tü the reasoll that 

not ail inputs of a. gate change at the sarne time anù this effect get,s propaga1.ed. Th is 

indicates that there is a possibility of gate 40 switching in any of these ranks amI ilOt. 

necessarily in ail the ranks for a given input excitation. As cali bp seen from th(' Tahl(', 

the ranks 6,7 and 8 have the maximum number of gates. 

5.3 Step 2: Determination of the Primary Input Signal Transition 

The second st,(>p in thp currpnl pc;t 1111'11 in" je; h"t.",,J "" t 111' , n,,' l'pl of (IlIII rol­

lability that is used in fault simulation. The approJ.>Iiatc sigllal alld illiLial (olldilioll<, 

at the primary inputs of the combinat.ional block, to produc<' « 1-0 t.rall~rt.i()11 al IIIC' 

output of each gate of every given rank are deterrnined. This is achieveu bv batkward 

propagation of the transitions, step-by-step from the output of the desired gale until 
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5.3 Step 2 : Determination of the Primary Input Signal Transition 

Rank N ulllbers 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

1 2 5 5 6 5 6 7 8 21 22 23 24 37 38 39 

3 4 7 6 7 7 8 18 21 22 23 24 37 38 39 40 

9 10 13 8 15 8 17 20 22 23 24 34 38 39 40 50 

11 12 15 14 17 16 19 21 23 24 33 36 39 40 49 52 

13 14 21 16 19 18 21 22 24 32 35 37 40 48 51 53 

G 17 18 23 21 22 20 22 23 31 34 38 38 47 50 53 54 

A 19 20 24 22 23 21 23 24 33 36 39 39 49 52 54 55 

T 25 26 29 24 24 23 24 30 34 37 40 40 51 53 5.5 56 

E 27 28 31 30 29 24 29 32 35 38 45 46 53 54 56 62 

33 34 37 32 31 30 31 3·1 37 39 47 48 54 55 6J 61 

35 36 38 37 33 32 33 36 38 40 49 50 55 56 63 

N 41 42 39 38 35 34 35 37 39 40 51 52 50 02 

U 43 44 45 39 38 36 37 38 40 48 ,53 53 61 04 

M 49 50 47 40 39 37 38 39 45 50 51 51 63 

B 51 52 53 46 40 39 39 40 47 52 55 55 24 

E 57 58 55 48 45 40 40 46 49 53 56 56 3i 

R 59 60 61 53 47 46 45 48 51 54 61 62 

S 63 54 49 48 47 50 ,53 55 63 64 

55 51 50 49 52 54 56 64 

56 54 52 51 54 55 62 

62 55 53 52 55 61 

64 61 55 53 56 62 

63 56 56 62 63 

62 61 61 

64 63 

Table 5.1 Gate Distribution 

the primary inputs are reached. Thif' jnformflt ion je; f'tnrf'rl for ('YPT' gtl t (' nf f h(' giv(lll 

rank. This procedure is then repeatfd fnr (Ill f hl-' l "lib 

The rules of backward propagation for signal transitions are as lollo\\'s. 

While the ranks are not exhausted 
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5.3 Step 2 : Determination of the Prirnary Input SlgnOlI Transition 

2 
AGI 

~i --C .~ 

4 8 Sum 0 
6 

9 10 

---{>--

Al 
----c Sum l 

BI ~9 20 

25 26 

;----C. 

..... 
-' 33 34 

A2 - Sum 2 
35 36 

»2 

A3 5~ r'>-l.-{5--
54 55 56 Sum 3 

52 53 

49 

B3 51 

';------. 

57 58 k, 
l-!::±~ ....... "-~ :--1--r ____ -

'-----'----i-..<'----io 61 62" J 64 Cout 

Figure 5.1 A 4-bit Comblnational Adder 
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5.3 Step 2 . Determination of the Primary Input Signal Transition 

While the gates of a rank are not exhausted 

While the primary input is not reached 

RULES FOR PROPAGATING SIGNAL TRANSITIONS: 

(la) If Inverter: A 0-1(1-0) signal transition at 

rank (n) at the output Is obtalned by a 1-0 

(0-1) signal tr~nsition at the input or inputs 

containing rank (n-1). 

(lb) If NAND: A 1-0(0-1) transition at its output 

at rank (n) is realized by a 0-1(1-0) transition of 

at least one of its inputs at rank (n-l) ; with the 

other inputs remaining at 1. 

(le) If NOR: A 1-0(0-1) signal transition at rank (n) 

is achieved by transition 0-1(1-0) of at least one 

one of its inputs at rank (n-l) ; with the other 

inputs remaining at 

Illustrates rule (1). 

O. As an example, Figure 5.2 

Here the input signal 

transitions, viz. the 0-1 transitions of inputs a and 

b of NA ND 1 and NOR 5 and the input of the Inverter 

cause a 1-0 transition at rank 8 at the output of the 

three gates. It Is to be noted tllat though both 

inputs. a and b of IIAIID 1 and 1l0R 5 contain ranI: 7. 

at leust one of them should switch from 0-1 to cause a 

1-0 at the output at ranl~ 8. In case of IIAIID or 1I0R. 

it ls essential to consider inputs other th an those 

which cause an output transition, sinee we assume 
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5.3 Step 2 : Determination of the Prinmy Input Signai Transition 

these inputs to be ini tially at a 1 or 0 state. 

This point will be illustrated in rule (II). 

(II) Again we consider here the 1-0 transition of agate 

at rank n. Suppose k, the smallest number of the 

sequence of any input of this gate is greater than (n-1). 

this indicates that the earliest transition for this 

input occur at a later instant/rank (k > n-1) ,than the 

rank n being considered. So in order to have a 1-0 

transition at the output at rank n. we have to initialize 

the input to a 1 or 0 state. This is illustrated in 

Figure 5.3. Figure 6.3 shows the gates connected to 

NA ND 1 and NOR 5 of Figure 5.2. Both these gates have the 

sequence 9,10 at their input d. The earliest time 

interval (rank) at which the jnput 'd' can have a 

transi tion corresponds to the smallest number in the 

sequence, that is 9. Therefore the initial condition 

1 (0) ls assigned to the input d of !lAND 1 ("OR 5) 

for the gate to switch from 1-0 at rank 8. 

(III) If any input has a sequence which does not inc lude 

rank (n-1) but contains ranks less than (n-l). then the 

logical value at the rank/number from the sequence 

closest but less than ranI: (n - 1) must be defined 

( , '011' , equal to 1) in 0rd<::'r and t " ha \'~ a 1-0 

transi tion at ranI: 'n' Therefore ,,"? no'" propagate this 

signaIs backwards till the primary inputs are reached. 

The example in Figure 5.3. one considers the possibility 

51 



5.3 Step 2 . Determination of the Primary Input Signal Transition 

that NAND 1 and NOR 6 to swi tch at rank 8. The input 'c' 

of NAND 1 (NOR 5) does not include rank 7 as can be seen 

from the sequence associated with it and hence the value 

of the closest rank smaller than 7 is rank 5. for which 

the logical value should be 1 (0). This signal is 

now propagated backwards to the primary inputs. This 

propagation will invol ve both steady signaIs as weIl as 

logic transitions. The logic value of cc' is held 

constant from rank 5 to rank 7 which constitutes a 

steady signal while it might involve a 1-0 transition 

for the input th' of NOR 7. This propagation will give 

rise to the possible input pattern which corresponds 

to a transition of NOR 5 at rank 8. 

Consider the next gate belonging to the rank being investigated. 

End While (when aIl gates belonging to a rank are eXhausted.) 

Consider next rank 

End Whlle (when al? ranks are exhausted.) 

Since it takes a considerable amount of time to carry out backward propa­

gation manually, only the rank 7, which is one of the ranks containing the maXlInUIll 

number of gates and rank 1 are chosen. This rank has 25 gates. For c\'crv gaLc bclonging 

to this rank the primary input tranSItions fNl111f0f110 fm'Ileh 11 107,(lro <lI l' d01('rmin0d. 

As aIl example the signal transitIOIls at the pnman iIlpUt~ lIf:'eueJ 101 the g(ll() n in 

rank 7 to switch to zero are illustrated belo\\'. Figure 5.4 which is part of the 4-bit adder 

in Figure 5.1, shows the path of backward propagation of these signaIs f rom gai e 23 \'0 

the primary inputs. The signal transitions are obtained by repeated application of t,he 
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5.3 Step 2 : Determination of the Prhnary Input SiRl1al Transition 

1 -> 0 

0-_>_1_5_,6_0 __ t>o~_6_, 7.....:,®:::-__ _ 

0~O~-~>~1~~~-------­
b 0 -> 1 

1 c ___ ----,;~~ 
1 d ___ --!l~~ 
1 e -------.:::::::;...-L _____ -

00 ->1 
b O -> 1 

C 
0 

d 0 5 

e 0 

1 -~ 
2.3.6@10.11 

1 -> 0 
2.3.6@10.11 

Figure 5.2 Three Types of Gates with Input and Output Details 

above rules. These are the primary input transitions and initial conditions reqllired ilt. 

instant 0 to cause the gate 23 to switch to 0 at rank 7. The saille proccJuTc is rcpcat<,d 

for ail the gates in rank 7 . 

.le and OjP correspond to initial conditions and output TE'sppct,ivrly. 

GATE 23 

1) l(.IC(OjP 30) = 1); Initial condit.ion (JI 11'f> 01llplll of gal!' :~o i~ r,\, 

OR 

1) {AI,B1 = 1, 1)1 ; Both the primary inputs Al and Dl arc al 5\' at t11f' 

instant O. (CIIOSEN) 
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5.3 Step 2 : Determination of the Primary Input Signal Transition 

AIl Z_ 
at ... 

ol I~ on. 
o at ... 

At~ f 

o ~)O--.:...t __ _ 

o 

_tet4 V 
h-~_ 

I--"'~-""'" 

AIl on. ~ _-...._../ 

00 -> 1 
bO -> 1 

o 
d 0 
• 0 

Figure 5.3 An Example of Backward Propagation 

OR 

1) !(AI, BI == 0, 0 

.IC(OjP 16) = 0] 

2) Al, BI = 1, 1 (CHOSEN) 

3) /(.IC(AO or BO) = 0 

AO, DO = 1, 1 

.IC(OjP 12) = 1 

.lC (Ci) = 0 

Ci = 1] 

OR 

1 -..>-:0., 
2,3,U\Q/lO,ll 

1 -> 0 
2.3.é(§)10.11 
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5.3 Step 2 : Determination of the Primary Input Signal Transition 

2 

Figure 5.4 Another Exalllple of Backward Propagation 

3) (.IC(OjP 12 ) = 1 (CHOSEN) 

.IC(Ci) = 0 (CHOSEN) 

Ci = 1 (CHOSEN) 

4) AO, BO(at least one) = 0) (CHOSEN) 

OR 

4) (.IC(AO or BO) = 0 

AO, BO = 1,1 

.IC(OjP 12) ::: 0 

C1 

4,11,7,8.10 
Il,12,13 

S1 

co 

4.1.7.0 

sa 
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5.4 Step 3 : Gate Selection 

OR 

4) Ci = 0) 

5.4 Step 3 : Gate Selection 

The next step is to select the maximum number of gales that. cali switch to 

zero from every rank based on the signal transitions obtained in step 2. The procedure 

is as follows. 

1) For every gale, 'f there is any contradiction in the m,twl condItIOns ur 

primary input signal transitions, delete the gate. 

f) The gates 01 a given rank which require contradictory pnmary inputs are 

delermined. No algorithm IS formally provlded in this thesls. However here tJ'e gales 

which requJre contradictory mputs are seen by inspection Irom Table 5.2 which gives the 

prrmary inputs and mitial condItIOns for the 1-0 transltron of ail gales ln rank 7. For 

example, here gate 47 reqUires a logical 0 value for the input A2 wh,te the other gates 

requlTe a logleal J. So we el.mmate gate .F from the rank. ThIS elmllnatlOn process 

;s carned out for ail the mputs. It should be mentwned that though It IS qUlte possIble 

that sorne prrmary inputs for a given ClTcuit can have a 0 or 1 value lor particular gale 

translhons, the circuit of Figure 5.4 fortuitously had unrque loglcal values. 

9) Repeat this for ail the ranks. 

The primary input signal transitions necessary for switching the inùiviùual 

gates of rank 7 to zero are summarized in Tabk 5.2. Tlw c;jgllal 1 IUIJ"jf jOliS and initial 

conditions for worst case peak current~ are cho~f'n h~' in~pecti()n To ('honse the signôlc; 

for A2 and B2 and have maximum gates switching for the worst peak cUJ'!'eJlf w(' JJélVP 

to choose A2 and B2 equal to one and eIiminate gates 47 and 61. By similar reasoning 

we assign AJ and BJ equal to 1 and 0 respectively and eliminate gaf.es 53 and 61. Thp 
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5.4 Step 3 : Gate Selection 

signal transitions for worst case peak current for the rank 7 can be seen from 1',,111(, 

5.2 as Ao=1, BO=O, At=1, Bt=1, A2=1, B2=1, A3=1, B3==O, .lC(gate 16 oulput)=1. 

.IC(gate 32 output)=O. These input signal conditions cause 10 gates of rank 7 t.o Rwit.rlt 

simultaneously. The same procedure is carried out for the ran\.. 1. ln this ras(' il is 

possible to switch aIl the 17 gates of rank 1 from 1-0 for a particular input condit.ion. 

Assignment of Primary Input Transitions 

6 8 17 23 24 33 47 39 r .J 40 53 54 5G GI G3 

.IC(Ct 0 

.IC(Ao 0 0 0 

.IC(BO 0 0 0 

.lC(Al 0 0 0 0 0 

.IC(B t 0 0 0 0 0 

.lC(A2 0 0 0 0 

.lC(B2 0 0 0 0 

.IC(A3 0 0 

.IC(B3 0 0 

.IC(12) 1 

.IC(16) 0 1 1 

.IC(30) 0 0 0 

.IC(32) 0 0 1 

.IC( 46) 0 0 0 0 

.IC( 48) 1 1 1 

.IC(62) 0 

Ct 1 1 1 1 

AO 1 1 1 1 

Bo 0 0 0 0 

At 1 1 1 1 1 1 1 

Bl 1 1 ] 1 1 1 ] 
.-

A2 1 0 ] ] 1 J 1 1 

B2 J 0 1 1 1 () J 

A3 0 1 1 1 J 

B3 0 0 1 0 

Table 5.2 Assigntnent of Primary Input Transitions 
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5.5 Step 4. (urrent Evaluation 

The same procedure was repeated for NAND-INV implementation of the four 

bit adder of Figure 5.1. Here rank 1 was seen to have maximum number of gates after 

st.ep 1. After backward propagation and gate reduction, it was seen that for a particular 

set of the primary input signal transitions ail the 26 gates of rank 1 could be switched 

to zero simultaneously. The results are shown in Table 5.3. 

5.5 Step 4: Current Evaluation 

In step 4 the evaluation of the peak eurrent for every rank is earried ou t. 

Wc begin by assigning appropriate eurrent values for different gates wi1.h differ(,!lt inp"t. 

rise times. The input rise time for a given rank is obtained by sirnuJating a chaill of 

inverters using SPICE. 

The signal rise time at the input of the first inverter corresponùs to the inpu t 

signal rise time of ail the gates in rank 1, similarly the input rise times of inverter n 

corresponds to the rise time of rank n. Using a reasonable primary input rise time of 

O.2ns, the rise times eorresponding to the various ranks are determined by SPICE. 

Simulations were run for inverter, NOR and NAND gates for these different 

input voltage rise time with a typical output loaù (CL=O.lpF). By assigning these 

preeomputed eurrent values of different logical elements to the gales of each rank which 

switch simultaneously (obtained from step 3) we determine the peak ground eUfrent 

for cach rank. The maximum of ail these eurrent values give the maximum peak value 

current for the combinational block. 

5.6 Results and Discussion 

SPICE simulations to evaJuate the worst cas€ ground current. were carrieJ 

out for the NAND-INV and NAND-NOR-INV implementations of the four-bit adder 

with the primary input signal transitions obtained from the above described method. 
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5.6 Results and Dlscussioll 

Rank 1 was eonsidered for both impJementations, white Rank 7 was considercd only for 

NAND-NOR-INV implementation sinee it was the rank with maximum gales aft.('f St.f'P 

1. 

Comparisoll With Spice 

Adder Total Gates Rank Arter Step 1 After Step 2 J Estimatcd , from SPlCf 

NAND,NOR,INV 64 7 25 10 r; mA 2 mA 

NAND,NOR,INV 64 1 17 17 7 mA 4.8 IllA 

NAND.INV 64 1 26 26 12 mA 7.5 mA 

Table 5.3 Comparison With Spice 

Comparing the computed values with SPICE resu/ts revea/ed the following. 

The simulated value was mu ch lower thar the value obtained by this method. This 

is expected since if gates in a rank do not switch quite simultaneously over thE' tim(' 

interval At the switehing eurrent of the gates tends to be distributetl over the intcrval. 

Dy choosing smaller ranks/time intervals the rnethod might yield values c1m;~r t.o SPICI': 

simulated values. The ana)ysis can be further refined by assigning different propagation 

delays to different logic elements depending on their size and load. 

For both implementations, rank 1 exhibits the maximum value of gwund 

eurrent. This is not surprising sinee ail the primary inputs belong 1.0 the same rank and 

in addition have the fastest signal rise times. Thus for register transfer logie, il. may 

not be necessary to find the signal transitions for ail ranks if it is round that onE' of thp 

initial ranks has the maximum number of gates after gat(' elirnination in Rt.~p :~. ft. mny 

be sufficient to ealculate the worst case ground eurrent oIlly for this rank. 

The aim here was to invE'stigat p thf' pnc;c;il,ilit, nI il ("lrrr'l1t ('st illlllt.ÎOII 

method. It will be hard to conclude the specifie ad, alll agf'~ 01 t hi~ method lllll,·"", 

further work is done. However caution must be exercised in applyiJlg t his lTI('t hod t () 

larger circuits. The number of gates in the example were 64 and further relincmenl 01 

the technique will be necessary for LSI or VLSI circuits. 
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Chapter 6 Conclusions and Future Work 

Several aspects relevant to the design of circuit break ers for prol,erf.ion agaim;f. 

Vdd to Vss shorts in large area devices were presented in this thesis. Circuit brcakcrs 

[201 employing parasitic hipolar transistors, inherent in every bulk CMOS proceRs, wcrf' 

analyzed and cornpared with the MOS counterpart. The bipolar circuit breakers wcre 

seen to have a severe latchup problern, excessive power dissipation and design con­

strainls rendering them impractical for short <..Ïrcuit protection. On the other hand 

these shortcornings can he alleviated or cornpletely eliminated in MûS circuit breakers, 

hy adhering t.o a set of design rules [28]. 

A design rnethod for a large MûS transist.or, using an area-eflkient layout. 

rnethod sucll as the "wafHe-iron", [/12] was developed. Two variations of circuit break­

ers incorporat.ing power transistors of different ratings were designed, fabrkaf.ed and 

tested. Testing revealed extrernely good agreement with predictions. Test results also 

o(fered sorne interesting cornparisons of the circuit hreakers employing MOS transist.orfl 

and parasitic bipolar transistors with regards to area utilization. The smaller size of 

lhe control circuit of the MûS transistor, redu~es the area adv<lntagc of the bipolar 

solution[lOl] t.o a mere 13 ob for a 10 mA \ '.~ cirnllt hlf'akPI 

An attempt to analYle a possible technique to estimate the magnitude of 

WOI st case peak c clrrent for a CMûS combinational block was made in this thesis. A 

proc('dure for implernenting this technique was outlined along with sorne rules. Thifl 
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Conclusiolls éll'.d ruture WOIk 

lllethoù was used to estimate the worst case peak eurrent. of a .. -bit. full iHldPI ,11111 

compared with SPICE simulation results. However, a complete solution of this problt'lIl 

is beyond the sc ope of this work. This algorithm appears to be a VE'ly prolllisill~ Ilwt hod 

Lo estirnaLe the worst case current value for a circuit. 

The work on circuit breakers remams inrornpl(l!.(' if no!.hillg is tII(lllt.iort(·d 

about the defect-tolerance of these breakers themselves. In f~ct t hf'sf' hl'f'akf'rs till' 

tolerant t.o a majority of defects[28]. Any "stuck-at," d(>fpct. is inl\('f·d toll'ral(lll sinn' 

the breaker is either permanently 'ON' or 'OFF'. When permallf'ntly 'OFF', a modlll(' 

is lost and when permallently 'ON' the protection is Jost. Loosillg 1 hp plotl'( 1 ion is 01 

consequence only if there is also a short in the corresponding modlll(', and ad('C!uat(, 

partitioning ran be used to ensure that t.his event has a low prohahilit.y 

The power transistor comprises a large number of parallel t.1 <l1l~ist.OIS alld 

therefore it is inherently tolcrant to a break in the poly or in t.ll(, Bletal, as w('11 .w 

to missing contacts. Shorts in the polysilicon gate is of no ('ons('<lI\('I1('(' sill( (' il, 18 ail 

equipotential. Shorts in the metal could cause the breaker 1.0 he p('rmé\IH'nt.ly 'ON' 

resulting in loss of protection. A drain-to -weil excessive leakag(' (IIfr('I!1. cOllld IHlV(' a 

similar effect. Thus, none of the above mentioned defed t.ypes is (apablC' 01 lailing a 

system using circuit breakers. 

There is one failure mechanism, however, which (OU Id (I<'fe(l t t.1!(, sy,t,('J11 

A metal-to-poly short between the drain anù gate wou Id put a brf'élkt'I in a IJH'dilllll 

impedance mode where the gat.e voltage is above the threshold of t!H' lI-d('\'J( (', bill i~ 

not high enough to provide a good virtual ground at t.he drain TI\(' v. a lfIe-ilOlJ layolI!, 

which superimposes the drain metal wiring and the gatf' ('lIhall< ('S 1 I!(' prol,.tbilit\ of 1 III~ 

defect mode. Trying t.o turn off th(' hrf'<1k",r \\ olt1d 0ll h \\01" if li ... IIl",\"k 1" (k"Iglll'rI 

for essent.ially HO current when inéL< ti\-~. :-,illu' t li\' l'IP,lh"1 \\ollid hl' <,,'II-pfIl'lI i/'ill~. TI"" 

solution is feasible but would impose additioIlal l'n'( autiolls j" 1 1)(' tk:)lglI 01 il I"odll\!' 

Lo a voit! unpredk table and potentially malic ious })pha v ioul. A !IIOH' 1 ob 111-. t. ~()III 1 jOli 

would consist of fragmenting the power transistor into a JI1ultiplicity of ill<!<'JH'lId(·II1. 
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Figure 6.1 The Circuit Breaker with Multiplidty of Independent Transistors 

transistors, each of which is individually controlled by independent drivers as shown in 

figure 6.1 [281. The same drain to gate short would then simply result in an increased 

dynamic resistance in a breaker that cannot be turned off. 

The enrrent estimation method deseribed in titis thesis just presents a pre­

Iiminary analysis. Further work has to he done hefore this technique can be evaluated 

with respect to existing ones. Future work involves developing the algorithm presented 

here for current estimation of typical modules in large area lOs. 

A test chip which uses a processing element PE with a grounù circuit ureaker 

has already been submitt.ed for fabrication. The test results will help in refilling l.h(' 

Cil rrf'n j, l'Rf, irna t.ion t.ech n iqu('. 

62 



._ .... _-_ ...... __ ... _-------------------------

Rcfcrt"llct"s 

References 

Il] R.C. Aubusson and Leatt, "Wafer-seale Integratioll - A Fault Tolt'rallt, PIO­

cedure", IEEE Journal of Solid-State Circuits, Vol. SC-13, pp. 339-344, J \11\t' 

1978. 

12] J. Fried, "Wafer Scale Integration of Pipelined Proressors", j'ro("ccdmg.9 of fhr 

13] 

14] 

15] 

International Conference on Computer DesIgn, New}'ork, pp. 611 (ilrJ, IHR·1. 

J.L Raffel, A.II. Anderson, G.H. Chapman, K.U. Konkle, Il Mathur, A.~1. 

Soares, A. W. Wyatt, "A Wafer Scale Digital llltegrator using Hpst.r urtura bit' 

VLSI", IEEE Journal of Solad-State Crrcurts-85, Vol Sc-20, No 1, pp :19q 

406, Feb 85. 

1. Koren, D.K. Pradhan, "Yield and Performance Ellhanc(>IJJt'llt t.hrollgh I{(,­

dundancy in VLSI and WSI Multiprocessor System", IEEE Proccr.dmgs, pp. 69n 

711, May 86. 

J .C. Harden, and N .R. Strader II, "Architectural Yield Optirnizat.ioTl for WS 1" , 

IEEE Transactions on Computas, pp. 88-110, Jan 88. 

1. Koren, and D.K. Pradhan, "Modeling the ~ffect 01 Reùulldancy on Y IPld 

and Performance of VLSI Systems". JEEE Trnw;{/rI707/<' fllI ( 'ml/l'lI/l'r", pp :{,H 

355, March 87. 

17] J. W. Greene and A.EI. Garnal, "Configuration of V L~J A rrays ill t 11(, 1'11'1'>f'I1( ,. 

of Defects", Journal of A CM, Vol. 31, No.4, pp. 694-717, Oct. 1484. 



( 

( 

References 

[8] A.D. Singh "Interstitiai Redundancy: An Area-Efficient Fault-Tolerance 

Scheme for Large-Area Single-Chip VLSI Arrays", IEEE TransactIOns on Com­

puters, pp. 1398-1410, Nov 88. 

[9] W. Chen, J. Mavor, "A WSI Approach Towards Defcct.jFault Tolerant R(!-

configurable Seriai Systems", IEEE Journal of Sol,d-St.ate Clrcwts, Vol. 23, No. 

3, pp. 639-646, June 1988. 

[10] 1. Koren and M.A. Dreuer, "On Area and Yield Considerations for Fault-

Tolerant VLSI Processor Arrays", IEEE Transactions on Compttters, Vol. C-33, 

pp, 21-27, ]984. 

111] Rosenberg, "The Diogenes Approach to Testable Fault-Tolerant Arrays of 

Processors", IEEE Transactions on Computers, Vol. C-32, pp. 902 -910, Oct. 

1983. 

112] L.Sllyder, "Introduction to the Configuraùle IIighly Parallel Computer", 

IEEE Coml1Uter Magazine, Vol. 15, pp. 47-56, Jan 1982. 

113] J.1. Raffet etaI, "A Demonstration of Very Large Area Integration Using 

Laser Restructuring", in Proceedmgs IEEE InternatIOnal Symposmm on C,rcu,ts 

and Systems, pp. 781-783,1983. 

114] K Fong, M. Converse and P. Denham, "An Elcctrically Rf'configuraùle PLA 

usÎng CMOS/DMOS Technology". IEEE Jvun/(/[ vi Sulu/-Siall: ('III'Il/ls, Vol. se­

l H, No. 6, pp. 1041-10,13. Dec 198·1. 

[15] .LI. Raffel etaI, "Laser Programmed Vias for Restructurable VLSI", ln IEEE 

IEDAI Technical Digest, pp. 132-133, 1980. 

64 



'.' 

-

Refelt'II(e<; 

[16] E. Tammaru, and J .B. Angell, "Redundallcy for LSI Yield P;nhalH (,11\(,111", 

in IEEE Journal of Solid State CIrcuits, Vol. SC-2, pp. J ï2-182, Def 19(i7 

[17] R.O. Carlson and C.A. Neugebaur, "Future Trends in Warer Sralp Integra-

tion", Proceedings of the IEEE, Vol. 74, No.12, pp. 1741-17S2, D(l( Iq~q. 

[18] V.K. AgarwaI, E. Cerny, N.C. Rurnin, Y.Savaria, and P-SdIVnll, "TpdllliquP'l 

for Implementing Large Area Deviees", Proceedmgs of thr. lnfemafl(mal C'oll!er­

ence on Computer Design,Portchester New York. pp. 220-224, O( t HIH(i 

[19] V.K. Agarwal, E. Cerny, N.C. Rumin and Y. Savaria, "f-\tudv of Yield 1<:11-

hancement Techniques for Large Area and I1igh Complexity Silicon IlItegral,pd 

Circuits", Contract Report Submitted to Northern Telecom j,-'lecfro7llcs Lid. HHHi. 

[20] R. Carley and W. Maly, " A Circuit Breaker for Rcdundant le Systf'm::;", 

Proceedmgs of the Custom Integrated Clrcwt Conference, Rochester New Vork, pp 

27.6.1-27.6.6, May 1988. 

/211 Y. Egawa, T. Wada, Y. Ohmori, N. TSllda and K. f\ta::;uda, "A I-Mhit F1I1I-

Warer MûS RAM", IEEE Transactions on Electromc Devtees Vol Ed-27, No R, 

pp. 1612-1621, Aug 1980. 

122] Y. Kitano, S.kohda, Il.Kikuchi and S. Sakai, "A 4-Mbit Full Wctf(> 1 HOM", 

IEEE Journal of SO/Id-Stafe C'rrrwfs. Ynl. S('-I.t:;. PP W~(i m::. 1\ IIg 1 (I>~O 

123] J.W. Lathrop etaI, "A DiscretionalY Wirlllg Systf'IJIS (l~ IIH' IlItprla(!' \,ptWI'I'II 

Design Automation and Serniconductor Array Manufacluf(''', j)waedmqs jE~ï';, 

Vo1.55, pp. 1988-1977,Nov. 1967. 



( 

( 

(~ 

References 

[21] A. Chen, "Rcdundancy in LSl Memory Array", IEEE Journal of Solld-8tate 

CircUlt.5, VoI.Sc-4, pp. 291-293, Oct. 1969. 

[25] S.E. Schuster, "Multiple Word/Bit Line Redundancy for SemÎcondudor 

Mernories", IEEE Journal of Solid-state C,'rcuits, Vol. SC-13, pp. 698-703, Od 

1978. 

126] R.P. Cenker etaI, "A Fault-Tolerant 64K Dynamic Ralldom-Access Memory", 

IEEE TransactIOns on Electron Devices, Vol Ed-26, pp. 853-860, June 1979. 

[27] N. MacDonald, G. Neish, A. Sinclair, F. Baba, T. Tatamatsu, K. Hirawa, K. 

Miyasaka, "200 Mbit Wafer Memory", Proceedings of the InternatIOnal Solld-8tatc 

CIrcuIt Conference, pp. 240-241, 1989. 

128] Y. Savaria, N.C. Rumin, B. Mandav~ and S. Madhyastha, "Design of MOS 

Circuit llreakers For Shol t-Circuit Protection of Large-Alea Illtegl ated Cilluit.:-;", 

Thlrd IFIP Wafer-Scale Integration Workshop, Como, Italy, June 6-8, 1989. 

129] n.R Troutman, "Latchup in CMOS Technology - The Problern and Its Cur(>", 

I([uwer Acade,mc Publishers, 1986. 

[:w] M. Kyomasu, T. Araki, T.Ohtsuki, and M.Nakayama, "Analysis of Latchup 

l'henomena in CM OS lC", Transactions IEeE Japan, Vol. EG1, No.2, pp. 109-

110, Feb 19ï8. 

[31] D.U. Estrekh, A. Ochoa, Jr., and R. V\T. DUt.tOIl, "AIl Analysis of Latchup 

Prevention in CMOS les using an Epitaxial-Duried Layer Process", 1978IEDl\f 

Tee/mirai DIgest, pp. 230-234, Dec 1978. 

66 



_. 

RcfcrCllll'<; 

[32] R.R Troutman and H.P. Zappe, "A Trallsient Analysis or Lakhup in llulk 

CMOS", IEEE Transactions on Electron Devices, ED-30, pp. t 70 179, F('h tm~:1 

[33] W.R. Dawes, Jr. and G.F. Derbenwick, "PrevE'ntioll of CMOS Lat.< hllp in 

MOS Integratcd Circuits", IEEE Transactions on Nue/car SClencc, NS-23, pp. 

2027-2030, Dec 1976. 

[34] J.R. Adams and J.R. Sokel, "Neutron Irradiation for pf(~vcnt.ion of Lat.dl1lp 

in MOS Integrated Circuits", IEEE TransactIOns on Nuclear SCI/!l1rC, N S-2(), pp 

5069-5073, Dec 1979. 

[35] M. Sugino, L.A. Akers, and M.E. Rebeschini, "CMOS Latdlllp ";Iiminut.ioll 

Using Schottky Barrier PMOS", 1982 lEDM Techmcal Vlgest, pp. 462 4()!i, J)(,< 

1982. 

[36] M. Sugino, L.A. Akers, and M.E. Rebeschini, "Latchup Fret' S< hot,t,ky Barr i('1 

CMOS", IEEE Transactions on Electron Devlces, ED-30, pp. 170 t 79. 

[37] D.B. Estreich, A. Ochoa, Jr., and R. W. Dutton, "An AllalyRi:'i of Lat,chllP Pn'-

vent ion in CMOS ICs Using an Epitaxial- Buried Layer Process", /t'VM 'J'echmr(/{ 

Digest, pp. 230-234, Dec 1978. 

[38] U. Schwahe, II. Herhst, E.J. Jacobs, and D. TakacR, "N-and l'-wplI Opt.iflliza-

tion for High-Spced N-Epitaxy CI\10S Circuit~··. II:'/~'F TwnC;"('(II11/<' on /j'{r:rfnm 

DeVIees, ED-30, pp. 1339-1~~44 Oct Hn~:J 

139] K. Kokkonen and R. Pashley, "Modular Approach 1.0 CMOS Tailors i ro('('S~ 

to Application", Electronlcs, pp. 129-133, May 1984. 

Gl 



( 

( 

( 

References 

[10] K.W. Terrill, P.F. Byrne, H.P. Zappe, N.W. Cheung a.nd C. Hu, "A New 

Method for Preventing CMOS Latchup", 1984 IEDM Tech,ucal Digest, pp. 406-

109, Dec 1984. 

[41] M.R. llaskanl and I.e. May, "Analog VLSI Design", Prentlce HaU, S,llcon 

Systcms Engineering Series, 1988. 

[12] L.A. Glasser and D. W. Dobberpuhl, "The Analysis and Design of V LSI Cir-

cuit.s", Addison, Wesley, 1985. 

[43] Department of Electrieal Engineering, "EMSOLV - Computer Program For 

a lloundary Value Problem", McGilI Report, Oct 3, 1988. 

(",f] J.M. Pimbley, and D.M. Brown, "Current. Crowding in High D(lllsity VLSI 

Mctallization st.ructures", [EEE Transactions on Electron DClJlce.,>, Vol. Ed-:l:l, 

No.9, pp. 1399-1401, Sept 1986. 

[45] F.M.D. Heurlc, "EledromigratioJl and Faiture in Elcd,rollkR : Ali llll,rodu('-

tion", Proceedlngs IEEE, Vol. 59, No.lO, pp. 1409-1218, Oct 1971. 

(461 J.R. Black, "Electromigration Failure Modes in Aluminium Mct.allization for 

Semieonductor Deviees", Proceedmgs IEEE, Vol. 57 pp. 1587-1594. Sept 1969. 

[17\ K.A. Danso and T. Tullos, "Thin Film Md.allizat.ion St.lldies and Devin' 

Lifetime Predictions using AI-Si, AI-Cu-Si Conductor T('st Uars·'. /lIlcroelectrontc 

RcliabllJty, Vol.21 , p. 513. W81. 

(48] P.B. Uhate, "Electromigration- lnduced FailUlcs ill V L~I Int.ertollllccts", 

Proceedmgs ln twentleth Annual Rellablilty Physlcs SymposIum, pp. 2U2-2!)!), 

1981. 

68 



Rcfcrcnrc~ 

149] J.G.J. Chern, W.C. Oldham, N. Cheung, "Electromigratioll in Al/Si COllta< tH-

Induced Open-Circuit Failure", IEEE transactlOHs 011 Eledroll De"ICt',~1 pp 12:)(; 

1262, Sept 86. 

150] P.B. Ghate, "Electromigration Testing of Ai-Alloy Films", III l'ro('udmq,<; of 

eleuenth A nnual Reliability Physics Symposium, pp. 243 - 2.52, 1981. 

151] A.S. Moulton, "Laying the Power and Ground Wires on él VLSI Chip", Pr(l-

ceedings of the Twentleth Design A utomatwn Conference, pp. 7;", -755, 19R3 

[52] H.J. Rothermal and D.A. Mlynski, "Computation of l'oWN Supply Nf'\'s in 

VLSI Layout", Proceedmgs 0/ the EJghteenth DesJgn A ul()matw71 C'o1//crwcc, pp. 

37-47, 1981. 

1531 Zahir A. Syed anù Abbas El Gamal, "Single Layer Routing 101 l'owPI Gloulld 

Networks in Integrated Circuits" , Journal of Digital Systems, VoI.G, No 1, pp. r):~ 

63, Spring 1982. 

1541 M.A. Cirit, "estimating Dynamic Power COllsurnptioll of CMOS Uin uit~" 1 

Prol'eedmgs of the InternatIOnal Conference on Computer-Aldcd IJeslgn, pp. ;,:~4 

537, 1987. 

155] S.M. Kang, "Accu rate Simulation of Power dissipatioll in VLSI, élccl/fafl' 

simulation", IEEE Journal 0/ Solrd-State Crrcuzts, Vol S< -21. Nf). 5, pp, HRI) 

891, Oct 86. 

156] J.E. Hall, D.E. IIocevar, P. Yang and M.J. I\Jq~Jaw. "SI'JDEH- il CA]) Sy"-

tem for Modeling Metallization Patterns" , IEEE Transartzon.'i on (,'0 m[J Il t cr-A u["d 

.Desi!J~l, No. 6, pp. 1023-1031, Nov 1987. 

1j9 

1 



( 
.. 

l 

References 

[571 A. Tyagi, "Hercules: A Power Analyzer for MOS VLSl Circuits", Proceedings 

of the International Conference on Computer-Aided Design, pp. 530-533, 1987. 

[581 An-Chang Deng, Yan-Chyuan Shiau, and Kou-Hung Loh, "Time domain 

Current Waveform Simulation of CMOS circuits" , IEEE Conference on Computer­

Alded DesIgn, DIgest of Techmcal papers, pp. 208-211, Nov 1988. 

[591 R. Burch, F. Najim, P. Yang, and D. Hocevar, "Pattern Inùcpcnùcnt Currcnt 

Estimation for Reliability Analysis of CMOS Circuits", Proceedings of twenty fi/th 

DesIgn Automation Conference, pp. 294-299, June 1988. 

[60] Don Stark and Mark Horowitz" Analyzing CMOS Power Supply Networks 

Using Ariel", Proceedings of the twenty fifth Design A utomatwn Conference, pp. 

460-464, June 1988. 

[61] M. Dagenais, "Timing Analysis for MOSFETsj an llltegrateù Approach" 

Ph.D Dissertation, Mcgill UnIVersity, June 1987. 

[62] S. Chowùhury and J .S. Barkatullah, "Current Estimation in MOS lC Logic 

Circuits", IEEE Conference on Computer-Aided Design, Digest of Technical Pa­

pers, pp. 212-215, Nov, 1988. 

[63] Farid Najm, Richard Dureh, Ping Yang and Ibrahim llajj, "CHEST-A Cur-

rent Estimator for CMOS Circuits" , IEEE Conference on Computer-Alded DeSIgn, 

DIgest of Techmcal Papers, pp 204-207, No\' 1 ()88 

70 



-------~._-~----------

Appendix A 

The details of the current estimation for the polynossov('f is prcs('nf,('o hN('. 
~ 

The electric current density J is defined as the 

lim ~~ asl:lS ---t 0 (4.17) 

IIere AI is the current passing through an element of are a AS. Ther{' i:-; a 

particular orientation of this area, namely the one perpcndicular f,o tll(' lill<.':'\ or curr<'IIf. 

flow for which AI is maximum. For titis orientation ~ is the magnitude of t.he avel agf' 
--" 

current density, and its limit as AS ---t 0 is the magnitude J of t.he ( \JI relll. de!l:-;il.y 

at the point in question. The direction of the vector is the dired,ion of t.llt, t10w al. t.hat 

point. 

For any other orientation of the elementary are a 

--t 
AI = J(AS) cos( J ,n) (4.18) 

--t --t 

where (J ,n) is the angle between J and the normal fi to the area 6.8 

If the vector element are a is defint'd by 

--t 

AS = (6.S)n (4.19) 

We can write (4.18) élfl follow::; 

-+ --t 
AI = J .AS (4.20) 
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-+ 
Where the current density J is integrated over a c\osed surface surrounding 

the block. 

-+ 
The current density is proportional tu the electric intensity E. 

Substituting (4.21) in (4.20) 

-+ -+ 
J =aE 

--+ --+ 
âI=aE.âS 

-+ ---+ 
1 = LâI = La E .âS 

(4.21) 

( 4.22) 

(4.23) 

Let us consider a single equipotential shown in Figure A.1 Figure A.2 gives 

the close up view of the encircled region in Figure A.1. 

Now 

-+ 
E = -gradrjJ (4.24) 

, where rjJ is the scalar potential. 

Figur{' 4.7 shows t.he equipot.ential lines in 1,11(' If'gioll 1. Thf' (IIrl"{'nt. nowillg 

across AF and BD is known through simulations. So the onh IIUknowII is t.he current. 

flowing across arc AIlD. Figure A.2 is a part of a bigger layOllt flhoWIl in Figure A.I. 

Bcre a part of the equipotential, FAHDD is showll. Let us approxilllate the equipoLeu­

tial surface (arc AflD times depth of the channel(BR)) as shown jn Figmc A.2 by a 
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Only one equfpotentlol shown. The orrows Indfcote euro dnt flowlng ln to Sl 

Figure.1 A Single Equipotentialline Undcr Consideration 

concentric surface of a sphere with c as centre. The direction of the graùient of pot.('ntial 

is along the radius. 

Now the equation 4.24 can be written as 

"( -~ ---+ --t ) L- u E . AScos(E, 71) (4.25) 

where n is the unit vector normal Lo the surfa(p ()f ~ 'l'Il,· (·q1JJpot(,llt.iaJ lin(' 

AHB associated with channel depth BR can be a~.,urneù as part of a Sp!J"Il', lIu' 1l0fllird 

vector to the are a and electric field are along the radial dired,ion /I('IIC(' 

--t 

cos( E ,71,) = 1 (426) 
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FIG 3 
BR --depth of channel=150 - 200 A 

FIG 3 not Jrawn ta scale 
arc AHB =33000A 

the arrows indicate the direction of field and normal 

Figure.2 A Close Up View 

Therefore (4.25) becomes 

-t ~ 
1 = La E . t:.. S (4.27) 

Rince the charges are contained only in the channt>l, t,he area 

AS =depth of the channel BR x small segment of arc AlIB(dr) 

For a quick hand calculation. the electric field fOl , :,-20 pointfl on AÎI B is 

detel'mined. Therefore (4.27) effectively n·duces to 

1 = a x depth of channel x Edr ( 4.28) 
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Now 

a:::: neJ.l (4.29) 

Where ne is the charge contained in t.he chanl1<,1 pel" unit. volunJ(' which is 

delloted by Qn· 

Cox(Vg - Vt - V;r.) 
ne = Qn = ----=~----~ 

depth of the channel 
(4.30) 

substituting (4.29} and (4.30) in (4.28) we get 

(4.31) 

Edx is substituted by above expression for hand calculation. VJ is ncglc('(,pd 

as Vd.'l :::: O.3V. Hence the conductivity a is assumed to be const.ant. ail OVN tlu' pol y 

region which is a reasonable assumption since Vds is very low(O.3V}. 

crossover. 

Therefore 

1 = 22.61'A (4 11) 

Therefore 22.6 IJ-A is the current flowing into one sourre froJII a single poly­

The remaining current of the polycrossovcr flows into Ul(' fj('rond f,()lIT! (' 



( 

( 

( 

By symmetry of the problem w~ can assume equal currents flowing int.o eafh sourn'. 

Therefore the total current ftowing into the sources due to a single crossover is equal to 

45.2 /lA. 
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