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Abstract

The flavour changing neutral current (FCNC) process , Bt — KT 7777 is highly sup-
pressed in the Standard Model (SM). This decay is forbidden at tree level and only occurs
at lowest order via one-loop diagrams. BT — Kt 777~ thus has the potential to provide
a stringent test of the SM and a fertile ground for new physics searches. Contributions due
to virtual particles in the loop allow one to probe, at relatively low energies, new physics
at large mass scales. We search for the rare FCNC process Bt — K 777~ using data
collected by the BABAR detector at the SLAC National Accelerator Laboratory. The BABAR
data sample corresponds to a total integrated luminosity, at the energy of the 7°(4S) reso-
nance, of 424.4 fb~! and 471 million BB pairs. For this search, hadronic Bi,g Teconstruction
is employed, where one B is exclusively reconstructed via one of many possible hadronic
modes. The remaining decay products in an event are then attributed to the signal B, on
which the search for BT — KT 7777 is performed. Each 7 is required to decay leptonically,
into either an electron or a muon and the lepton neutrinos. Furthermore, a multi-variate
analysis technique (neural network) is used to select for signal events and suppress dominant
background modes. No significant signal is observed. The resulting branching fraction is
measured to be B(B* — K*r+t77) = 1.31°8% (stat.)*3:35(sys.) x 1073, which is consistent

with zero at the 1.90 level, with an upper limit of 2.25 x1072 at the 90% confidence level.
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Résumé

Le processus de courant neutre avec changement de saveur (“flavour changing neutral cur-
rent” ou FCNC) BT — KT 717~ est fortement réduit dans le modele standard (SM). Cette
désintégration n’est pas permise au niveau des diagrammes en arbre et se produit seulement
a lordre le plus bas via les diagrammes & une boucle. Le processus BT — Kt 777~ fournit
donc un test rigoureux du SM et un terrain fertile pour la quéte d’une nouvelle physique. Des
contributions dues aux particules virtuelles présentes dans la boucle permettent de sonder,
a des énergies relativement basses, une nouvelle physique a des échelles de masse élevées.
Nous recherchons le processus FCNC rare BT — K 777~ dans les données récoltées par
le détecteur BABAR au SLAC National Accelerator Laboratory. L’échantillon de données de
BABAR correspond a une luminosité intégrée totale, pour I’énergie de résonance du 1°(4S), de
424.4 fb~' et 4 471 millions de paires BB. Pour cette recherche, nous utilisons la reconstruc-
tion hadronique By,s, oll un B est reconstruit exclusivement via les modes de désintegration
hadroniques. Les produits de désintégration restants d'un événement sont attribués au signal
du méson B, pour lequel la recherche de BT — KT 7177 est effectuée. On demande a ce
que chaque 7 se désintegre de facon leptonique, soit un électron ou un muon, accompagnés
les neutrinos leptoniques associés. En outre, on utilise une technique d’analyse multivar-
iée (réseau neuronal) pour sélectionner des événements de signal et supprimer les modes
dominants en bruit de fond. Nous n’observons pas de signal significatif. Le rapport de
branchement résultant mesuré est de B(BT — K*7777) = 1.31°8% (stat.) T332 (sys.) x 1073,
ce qui est consistant avec zéro pour un niveau de signification statistique de 1.90, avec un

limite supérieure de 2.25 x1073.
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Chapter 1

Introduction

The current understanding of the basic constituents of matter in our universe is embedded in
the Standard Model (SM). This model has succeeded as a low energy effective theory and its
predictions are in agreement with numerous experimental tests [1]. Yet, even with its high
level of consistency with experimental measurements, many questions are left unanswered.
For instance, while the discovery of the Higgs boson [2] is consistent with the SM, the mass
of this boson is much lighter than the Planck scale, which leads to the hierarchy problem [3]
and the need for a more complete theory of particle physics. Currently, various experiments
worldwide are working towards unprecedented high energies and luminosities in order to
break the boundaries and discover new physics.

The aim of this thesis is to push forward the ongoing hunt for physics beyond the Standard
Model. The flavor-changing neutral current process, Bt — K 7177, is highly suppressed in
th SM and only occurs, at lowest order, via one-loop diagrams. Virtual particles can enter in
the loop and thus deviate the branching fraction from its SM expectation. BT — K 77~
is therefore a stringent test of the SM and a promising window to what may lie beyond.
Searches for BT — K% (T¢~ where ¢ = e or p have been previously performed by BABAR [4]
and other collider experiments [5]-[7]. Some of the results were found to be consistent with

SM theoretical predictions, while others exhibit tension [8, 9]. BT — K+ 7777 is the third



generation equivalent of B — K®)/¢*¢~ and thus investigation of this mode offers exciting
possibilities. Its SM branching fraction is comparable to its electron and muon counter-
parts [11] and the presence of a third generation lepton increases the sensitivity to specific
new physics scenarios, such as couplings to the neutral Higgs boson in the two-Higgs-doublet
model [10, 11, 12]. Furthermore, the recent measurement of B — D™ 7v, by BABAR [13],
Belle [14] and LHCb [15] showed a significant deviation from the SM expectations. This
suggests that third generation leptons may hold the key to the new physics we are looking
for.

The goal of this thesis is to measure the BT — K 777~ branching fraction and discover a
signal yield in excess of the SM prediction. If a signal yield is not observed, an upper limit on
the branching fraction will be determined. Before discussing the details of this search, Chap-
ter 2 of the thesis introduces the Standard Model and its possible extensions. An overview
of the BABAR detector and the PEP-II storage ring is provided in Chapter 3. Chapter 4
lists the analysis tools used for this search, including data and Monte Carlo samples as well
as the hadronic B,, reconstruction method. The signal selection is described in detail in
Chapter 5, and the resulting efficiencies are listed in Chapter 6. Furthermore, the expected
background estimate and the branching fraction calculation are presented in Chapters 7 and
8, respectively. Finally, the systematic uncertainties are examined in Chapter 9, and the

final results are discussed in Chapter 10.



Chapter 2

Theory

Over the past few decades, the Standard Model (SM) has succeeded in predicting and ex-
plaining a wide range of experimental results to the limit of available experimental precision.
After the discovery of the Higgs boson, the theory is considered a successful low-energy ef-
fective theory as each of its particles has been found. However, there are many shortcomings
to the SM. For instance, the current theory does not explain the baryonic asymmetry of
the universe or the hierarchy problem[3]. It also does not contain any viable dark matter
candidates and is incompatible with general relativity. Nevertheless, experimental evidence
of physics beyond the SM is yet to be found. Below is a brief description of the Standard

Model and its most relevant extensions.

2.1 The Standard Model

In any quantum field theory, the Lagrangian defines the dynamics of the theory, while re-
flecting the internal symmetries of the system. The Standard Model is based on quantum
field theory with the gauge symmetry SU(3)¢ x SU(2), x U(1)y. This gauge group includes
the symmetry associated with the strong force and quantum chromodynamics, SU(3)c.
The second part represents the weak and electromagnetic forces and their symmetry groups

SU(2)r x U(1)y. The latter two forces are said to be unified into the electroweak force [16].



Each kind of particle in the Standard Model is described in terms of a dynamical field, while
the forces are represented by gauge fields which act on the dynamical fields [17]. Thus, in the
Standard Model, there are two classes of particles: the fermions which are the building blocks
of matter and consist of spin-1/2 quarks and leptons, and the spin-1 gauge bosons which
mediate the interactions between the leptons and quarks. These are discussed in greater

detail below.

2.1.1 Leptons and quarks

The basic components of matter are spin-1/2 fermions which obey the Pauli exclusion princi-
ple [17]. These fermions are divided into two groups according to the forces with which they
interact: the quarks and the leptons. Furthermore, there are six types of leptons and quarks,
called flavours, divided into three generations. The leptons are the electron, e~, the muon,
i, and the tau, 7—, with an electromagnetic (EM) charge of Q=—1 and their corresponding
neutrinos: v, v,, and v, with an EM charge Q=0. On the other hand, the six flavours of

1
3 These

quarks are : u, d, ¢, s, b and t and carry a fractional charge of either Qz—l—% or Q=—
particles and their intrinsic properties are summarized in Table 2.1.
The three generations of quarks and leptons are usually written as SU(2)y doublets and are

listed below from the first (left) to the third (right) generation:
Ve Yy Vr
2.1
() Go) () &
u c t
2.2
() ) 6 &

Each pair of particles in a doublet has the same properties, except for mass and charge.

Furthermore, except for the neutrinos, each member of a generation has a greater mass than

the previous one, and due to baryon number conservation, the first generation is stable.
Leptons do not interact via the strong force, while quarks interact via all fundamental

forces of the SM (weak, strong, and electromagnetic). In addition to charge, spin and mass,
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Leptons
Particle | Charge | Antiparticle | Mass (MeV/¢?) |

e -1 et 0.51

Ve 0 7, <15 x 1078

o -1 wt 105.7

vy, 0 vy, < 0.17

T~ -1 Tt 1.78 x 103

Vr 0 Vr <24
Quark

u +2/3 u 2.3707

d —-1/3 d 4.8%05

c +2/3 C (1.27+ 0.025)x10°

s —-1/3 3 9545

t +2/3 f (1.73 £ 0.9) x 10°

b —~1/3 b 4.18 £0.03 x 103

Table 2.1: List of quarks and leptons with their intrinsic properties [18].

quarks also have an additional quantum number called color [17]. This color charge allows
quarks to engage in the strong interaction, resulting in color neutral composite particles
known as hadrons. Due to a phenomenon called color confinement, quarks, unlike leptons,
cannot be isolated singularly. Instead, they join together to form two possible types of
hadrons: mesons, composed of quark and anti-quark pairs, or baryons, made up of three
quarks or three antiquarks. An example of a baryon is the proton (p™ = uud) or neutron
(n = udd). Mesons include kaons (K* = u3, K* = ds), pions (77 = ud, m° =uu, dd or
s5), B (B* =ub or B® = bd) and the Y(45) (b b). In addition, pentaquark [20] states have
recently been discovered and are comprised of four quarks and one antiquark bound together

in a color-neutral state.

2.1.2 Gauge bosons

Interactions between the different quarks and leptons, via the electroweak and strong force,
are mediated by spin-1 gauge bosons. The number of gauge bosons is equal to the number of

generators of a specific symmetry group, and therefore there are 8+3+1 gauge bosons [16].



In the strong sector, these are the eight gluons, g, = 1...8, which correspond to the eight
generators of SU(3)¢. Furthermore, the gauge field B, corresponds to the U(1)y group and
the three fields W;*? correspond to the generators of the SU(2)r, group. After electroweak
symmetry breaking, which will be discussed later in this section, the gauge fields B, and
W13 manifest themselves as the four gauge bosons, W+, Z% and v [21].

The photon is massless and acts as the exchange particle of the electromagnetic force
between two charged particles. The fact that the photon has zero mass implies that the
electromagnetic interaction has an infinite range. Furthermore, gluons are also massless
neutral bosons and are the carriers of the strong force. However, unlike the photon which is
electrically neutral, gluons also carry color charge. This implies that gluons participate in the
strong interaction, in addition to mediating it. Because of the strength of gluon interactions
and their self-interacting nature, the effective range of the strong interaction is not infinite.
Instead, it has a range of about 107!? cm, which corresponds to the size of the lightest
hadron. Finally, the W= and Z° bosons are heavy with masses of 80.4 and 91.2 GeV/c?
respectively [18]. Because of the massive W* and Z° bosons, the weak interaction has a very
short range, 107!6 cm. These bosons mediate weak interactions amongst all SM particles,
and in the case of W*, amongst particles of different flavours. Such processes are often
referred to as flavour-changing charged-current weak interactions, where exchanging a W=
can lead, for instance, to the coupling of an up-type quark (Q=+2/3) to a down-type quark
(Q=—1/3). Also, because the mass eigenstates of quarks are not the weak eigenstates, these
interactions, referred to as quark mixing, can also occur between the different generations of
quarks, such as the coupling of an up-type quark to a strange-type quark.

Flavour-changing charged-current weak interactions are favoured in the SM and occur at
tree level. The strength of such decays is governed by elements of the Cabbibo-Kobayashi-
Maskawa matrix (CKM) matrix [18], which is shown in Fig. 2.1. The CKM matrix relates
the mass eigenstates of the quarks involved to their weak eigenstates. Its diagonal elements

relate quarks within the same generation and are thus very close to 1. Off-diagonal elements
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Figure 2.1: The Cabbibo-Kobayashi-Maskawa matrix and its different components.

relate quarks between different generations and vary in strength [18]. Furthermore, the CKM

matrix is unitary by definition which allows for such relations between its different elements:

> VigVii = 03 (23)

VudVey + VeaVy + ViaVig, = 0 (2.4)

These relations can be expressed in terms of unitarity triangles, whose side and angles can
be experimentally determined from a large number of tree and loop-level decays, as shown
in Fig. 2.2. Over the past decade or so, the BABAR [22] and Belle [23] experiments, along
with other experiments, measured the sides and angles of such triangles and indeed found
unitarity [24]. Furthermore, unlike charged-current interactions, which are mediated by W=+
bosons, neutral-current interactions conserve flavour in the SM and are mediated by a Z°
or v. Flavour-changing neutral current interactions are forbidden at tree level. They only
occur at loop level, as shown in Fig. 2.3, and are thus highly suppressed in the SM. Such
decays are interesting since new physics contributions could enter into the loop and deviate
observables, such as the branching fraction, from their SM expectation.

Weak decays only take place between left-handed particles or right-handed anti-particles,
and thus the weak force violates parity symmetry [25]. In fact, it was experimentally ob-

served, initially in K* decays [26], that the weak interactions are CP-violating, where CP
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Figure 2.2: One of the 3 unitary triangles that result from the CKM matrix [29].

is the combination of the charge conjugation (C) operation and the parity (P) operation.
The combined CP operation transforms a left-handed particle state into its corresponding
right-handed antiparticle. This implies that, under the weak force, a particle will not react
the same way if it is interchanged with its antiparticle and its parity is swapped. Within
the SM, CP-violation in the weak sector arises from the presence of one irreducible complex
phase in the CKM matrix. While CP-violation in the weak sector can contribute to the
baryonic asymmetry of the universe, it is found to be insufficient to account for the large
observed discrepancy [18]. Nevertheless, the precision measurements of the BABAR [22] and
Belle [23] experiments proved Kobayashi and Maskawa’s theory about the CKM matrix and
the origin of CP-violation in weak decays. This led to these theorists being awarded the
Nobel Prize in physics in 2008 [27]. On the other hand, the strong force does not appear
to violate CP, a puzzling fact known as the strong CP problem [28]. The Standard Model’s
inability to account for the matter-antimatter asymmetry and the unexplained absence of
CP-violation in the strong sector further promotes the need for a more encompassing model
of particle physics.

The fact that the W= and Z° bosons are massive implies that SU(2);, x U(1)y is not
an exact symmetry. These particles are accurately represented by an SU(2) gauge theory,
describing massless bosons, as with the photon for the U(1) gauge group. However, because

these bosons are observed to be massive, the symmetry of the Lagrangian must be broken



in the ground state of the system. In the SM, symmetry breaking is achieved with the Higgs
mechanism, where the symmetry in the form SU(3)¢ x SU(2), x U(1)y is spontaneously
broken to SU(3)c x U(1)@em). This is done by introducing a complex SU(2) doublet of
scalar fields, the Higgs field, which permeates all space and has a potential with a nonzero
expectation value [21]. The Higgs field induces spontaneous symmetry breaking in three of
the four generators of the group SU(2), xU(1). Spontaneous symmetry breaking of a gauge
group necessitates the presence of a Goldstone boson [30]. With the Higgs mechanism, three
of the four components of the resulting Goldstone boson mix with the W+ and Z° bosons,
rendering them massive. The photon, which is the generator of the residual U (1) g, remains
massless [21].

The last component of the Goldstone boson is a spin-0 Higgs particle. Collider experi-
ments have been on the hunt for the Higgs boson for the past 4 decades. In 2012, the Large
Hadron Collider (LHC) announced the discovery of a particle with a mass of 125 GeV/c? [2].
Since then, the particle has been shown to have properties consistent with the SM Higgs
boson [31], confirming the discovery of this long awaited particle. The Higgs boson is the
first elementary scalar particle to be discovered in nature and the final missing component
of the SM.

The Higgs field is also responsible for the masses of SM fermions. This is achieved by
introducing Yukawa coupling terms, which describe the interaction between a scalar and
Dirac field, to the Lagrangian. Yukawa couplings have the form —)\nam L(Elbn,Ra where ¢
and 1 are the scalar and Dirac fields (leptons and quarks) respectively, m and n are the
indices for the different generations, and L and R indicate the handedness of fermions (L:
left-handed, R: right-handed) [21]. The scalar Higgs field ¢ can be expressed as ¢ = ¢ — ¢y,
where ¢q is the non-zero vacuum expectation value, and included into the Lagrangian. Doing
so, the mass terms of the fermions can be easily identified in the form \, o), where A, ¢, is
determined as the fermion mass [21]. Because neutrinos do not have a right-handed partner,

they cannot acquire mass through Yukawa couplings and thus should be massless in the SM.



The discovery of neutrino mass [32] is strong evidence of physics beyond the SM.

2.2 SuperSymmetry and the Two-Higgs-Doublet model

Various new physics models have been proposed, with a potential solution to shortcomings of
the Standard Model. However, in many cases, experimental verification of their predictions
requires access to energy scales that are beyond the limits of current colliders. One of the
more popular ideas of physics beyond the SM, which can be within potential reach of current
and future experiments, is SuperSymmetry (SUSY). Experiments at the high energy frontier,
such as ATLAS at the LHC [33], are currently on the hunt for evidence of SuperSymmetry.
Below is a brief introduction to SuperSymmetry and its implications in terms of the new
physics models we are looking for.

SuperSymmetry is established by introducing commutator relationships between fermions
and bosons. A supersymmetry transformation turns a fermionic state into a bosonic state and
vice versa. The irreducible representation of the supersymmetry algebra is a supermultiplet,
containing both fermion and boson states [34].

There are various supersymmetric extensions to the SM, the most basic of which is
the Minimal SuperSymmetric Standard Model, MSSM. In this model, the only additional
particles are the superpartners of those in the Standard model. Thus, every spin 1/2 lepton
or quark has a spin-0 superpartner, and every spin-1 boson has a spin 1/2 superpartner. If
supersymmetry was an exact symmetry of nature, a bosonic superpartner should have the
same mass as its fermion counterpart and vice versa. However, superpartners have not been
detected in current experiments, which implies that, if they exist, they must be more massive
than SM particles. This pushes the possible SUSY scale to high energies, where it is less
evident how SUSY can solve the hierarchy problem. It also implies that supersymmetry is
a broken symmetry and this can be achieved by introducing soft supersymmetry breaking

operators into the MSSM Lagrangian [34].
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Even though associating a superpartner to each Standard Model particle is fairly straight-
forward, more than one Higgs superpartner is required. The presence of only one “Higgsino”
would result in a gauge anomaly of the electroweak symmetry. Having one fermionic part-
ner to the Higgs boson yields a nonzero contribution to the otherwise vanishing traces of of
the weak isospin and weak hypercharge. A vanishing trace is required for the cancellation
of the gauge anomaly [10]. To avoid this, two Higgs supermultiplets are introduced, with
contributions that cancel and thus resolve the gauge anomaly. This is the idea behind the
two-Higgs-doublet model (2HDM), which appears as a natural feature of supersymmetric
models [10]. It is also a non-SUSY minimal extension of the SM in which the Higgs sector is
extended such that there are 2 Higgs doublets, H; and H,. In Type-II 2HDM, H; has an ex-
pectation value v; and it is from this doublet that the down-type quarks and leptons acquire
their mass through Yukawa couplings [10]. Up-type quarks acquire their mass from Yukawa
couplings to the other doublet Hs which has a vacuum expectation value of vy. Within this
model, there are five Higgs fields: two neutral scalars H° and h° , one neutral pseudoscalar
A% and two charged scalars H+ and H~. The interactions of the Higgs with fermions and
quarks are dependent on the free parameter tan § = vy /vy, which has been constrained, for

instance, by studies of B — B and K — K mixing, b — s v and b — ¢ 7v, decays [35].

2.3 BT — KT 777 7: significance and motivation

A Feynman diagram of Bt — K* 7t771 is shown in Fig. 2.3. By searching for such
rare decays, one can test the predictions and parameters of the SM while simultaneously
investigating the possibility of new physics contributions. Observables, such as the branching
fraction, can be determined in the SM using an effective field theory approach.

An effective field theory (EFT) is a quantum field theory valid to a chosen energy
scale [36]. Given a quantum field theory with energy scale Ej, one can examine physics

at energy E << FEj using an EFT approach. This can be done by selecting an energy

!The charge conjugate mode, B~ — K~ 7777, is also implied.
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A, such that A\ < Ej and then dividing the fields in the path integral into high and low
energy, or frequency, parts ¢ = ¢y + ¢r. After integrating out the high-energy part, the
result is an effective Lagrangian, which can be expressed in terms of an infinite sum of local
operators, O;, multiplied by coupling constants C;, which are referred to as the Wilson Co-
efficients. The expression of the Lagrangian in terms of operators and coefficients is referred
to as operator product expansion (OPE). In general, the Lagrangian includes all operators
allowed by the symmetries of the system. To evaluate this infinite sum, dimensional analysis
is used to determine the contribution of a given operator to an observable at low energy.
Only operators and Wilson coefficients with a contribution >> 1 are retained in the effective

Lagrangian [37].

u > u
_ W=
b S
v, Z° t
—+

-
Fig 2.3: Feynman diagram for Bt — K+ 777,

In the upcoming section, the application of EFT to B — X /*¢~ is discussed to derive
the relevant SM branching fraction and explain the decay’s sensitivity to the SM and beyond.
Here, B — X (1 (™ refers to the inclusive decay mode, where [ = e, u, 7 and X is any strange
meson. BT — KT 7777 is the exclusive decay mode where the meson system is specified to

be a charged kaon and the leptons are specified to be taus.

2.3.1 BT — KT 7777 in the Standard Model

Using the method of OPE and the approach of EFT, the decay amplitude of B — X (1{~
can be separated into two parts: the short-distance (high energy) physics which is described
by the Wilson coefficients and the long-distance (low energy) contributions contained in the

operator matrix elements [38]. The electroweak effective Hamiltonian of B — X T¢~ is
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written as:

H= 4%%%:2(1 Oi(n) (2.5)

=1

where V;; are the relevant CKM matrix elements and C; are the corresponding Wilson co-
efficients. O; are a complete set of renormalized operators involving the fields that govern
b — s transitions [39]. These include 6 four-quark operators O; — Og, the electromagnetic
operator C7, the chromomagnetic operator Cy, and the vector and axial-vector contributions
to the exclusive b — s £T¢~ denoted by Oy and O respectively. The operators are usually
parameterized in terms of form factors, which can be calculated using various theoretical
models. The exact expressions for these operators can be found in [40].

The Wilson coefficients are calculated perturbatively at the electroweak scale and then
evolved down to the renormalization scale i, where here p ~ m;. For this specific decay,
Cis—¢(Mw) =0, Co(My) = —1, and C7_yo are given by the Inami-Lim functions [41]. The

differential branching fraction for B — X, 777 is thus given by:

dB(B — X, 7717)
ds

2 Vi Vo 2 1—3 2 4 1/2
BB — xiy)2 VoVl 1= 9) {1——35} 1G5 [P =|Cro )62

W VP o [
. (2.6)
HIG P-1Cul) |6 - 40) + 1+ 201+ 9)

2
—1—12071%606”(1—1— ) 4|i7| (1+ ;)(2+ ))

where § = ¢?/m?,x = m?/m} , and z = m./my, [11]. The branching fraction is scaled to that
of the decay B — Xlv to remove systematic uncertainties associated with the CKM matrix
elements, as well as other factors. Furthermore, f(z) and k(z) represent the phase space and
QCD corrections to the decay respectively [42]. The SM-based branching fraction is model-
dependent in the leading order, where the scale dependence of C7 g yields large uncertainties.

This effect is reduced by including the next-to-leading logarithmic correction to Co(p) while
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keeping only the leading logarithms in the remaining Wilson coefficients. This yields an
effective value of C¢/Y (1) = Cy(p)+Y (11, ¢%), where the function Y contains the contributions
from the one-loop matrix element of the four-quark operators. The numerical estimates of
these coefficients at 1 = my, taking m; = 175GeV, m;, = 4.87GeV and a,(Mz) = 0.118,
are [48] :

Cr(p = (mp) 1n,*) = —0.3125535,

+my

Colp = (mn) ') = 421703, (2.7)

+my

Clo(,u = mb) = —4.55.

Here, the scale dependence of C7 and Cy is clearly visible in ~ 10% and ~ 20% deviations
when p is varied between my,/2 < p < 2my,.

In addition, B — X T/~ is also affected by long distance contributions. These arise
predominantly due to J/ib and 1(25) resonances through the decay chain BT — KT ¢(25)/
Jhb, (2S)/Jb — €€~ . Such resonant contributions result in significant interference effects
with the short-distance physics as well as the dispersive part of the resonance. However, well-
chosen mass cuts in the £7¢~ spectrum can cleanly separate such contributions from the short
distance physics. For Bt — KT 7777 only the ¢(25) resonance contributes because the
mass of the 7 leptons pushes the § distribution, where § = ¢*/m% is the normalized ¢?, into
high regions in the /T/~ mass.

The differential branching fraction for B — X ¢*¢~ is shown in Fig. 2.3 with and without
the long distance contributions for both [ = e or 7 [11]. As can be seen, the massive leptons
impose an upper limit of ~ 1.5 GeV/c on the kaon momentum, in the lab frame, and thus the
§ distribution for B — X777~ only dominates the high dilepton mass region. The integrated
branching fractions for [ = e™, u™ and 7" are given in Table 2.2 for both the total and high
dilepton mass regions [11]. It should be noted that the branching fraction of B — X 777~
is comparable to its light lepton counterparts in the high dilepton masss region above the

1(2S) resonance. According to Ref. [43], the exclusive branching fraction for B — K 777~
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Figure 2.3: Differential branching fraction for B — X (¢~ for [ = 7 (solid and dashed) and
[ = e (dotted and dash-dotted) with and without the long-distance contributions [11].

is calculated, using heavy meson chiral perturbation theory, to be &~ 50 —60% of the inclusive

decay. This leads to a branching fraction of ~ 2 x 1077,

dr <5<1]06<s5<1
1.2x107° | 85x 1077
1.0x 1075 | 8.5x 1077

54 x 1077 | 4.3 x 1077

N T o=

Table 2.2: Integrated branching fractions for [ = e, u and 7 in the total and high dilepton
mass regions, where § is the normalized ¢* and x = m2/m? [11].

Within the SM, FCNC processes such as Bt — K+ 7777 are important because they
allow for the testing of QCD and its available techniques (perturbative QCD, heavy quark
effective theory HQET, lattice-QCD, QCD sum-rules), which are directly applicable here.
In addition, by measuring the decay rate of Bt — K* 7777, one can constrain the Wilson
coefficients as well as the operator matrix elements. As shown in equation 2.6, the C, C’gf !
and the 'y enter into the differential branching fraction and thus a precise measurement of
the decay rate is essential in accurately determining these parameters. As will be discussed

in section 2.3.3, the Bt — K®)¢+¢~ branching fractions, where [ = e or u, had previously
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been measured and used to constrain the relevant Wilson coefficients.

Distributions such as the lepton pair invariant mass spectrum and the lepton pair forward-
backward asymmetry, in addition to the total rate, are also essential in separating the short
distance physics from the long-distance contributions. One distribution that is unique to
BT — K* 7777, when compared to its light-lepton counterparts, is the tau polarization

asymmetry. This is defined as [45]:

o (=6)— 5= —e)
) S e i a— (2.8)
(M=) + 351 =—e)

where C‘li—;; is the differential decay rate for a given spin direction 72 of the 7~ lepton and 77
is a unit vector in the 7~ rest frame. Here, p? is the ¢?, the invariant mass of the lepton
pair. The i denotes the 3 components of the tau polarization (longitudinal, transverse, and

normal) defined by the following 3 unit vectors:

s 21
€L = 757,
|p1|
— X —
oy = LK 2D (2.9)
‘pK X p1|

gngngL

where p; and px are the 3 momenta vectors of of the /= and the K, respectively, in the
center-of-mass (CM) of the ¢T¢~ system.

The 7 polarization asymmetry can be determined by studying the momentum distribu-
tions of its decay products. These have a large dependence on the spin polarization of the
final state lepton and thus the 7’s helicity can be easily established. The different com-
ponents of the polarization, Py, Pr, and Py, involve different combinations of the Wilson
coefficients C7, Cg’f I and o and thus contain independent information on the structure of
the SM [45].

A distribution of the longitudial 7 polarization asymmetry, Pp, is shown in Fig. 2.4

with and without the long distance contributions. The sensitivity of this distribution to
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Figure 2.4: 7 polarization asymmetry as a function of §, with (black line) and without
(dashed curve) long-distance contributions [11].

the Wilson coefficients is shown in Fig. 2.5 [11]. The sign of C;_1 is flipped while keeping
their magnitudes constant and the difference in distribution is clearly visible. The highest
sensitivity is for any combination of sign changes in Cy and ', mainly because the operators

Oy and Oyy dominate the decay in the high § region.
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Figure 2.5: Sensitivity of the 7 polarization asymmetry to the Wilson coefficients as a func-
tion of 5. From top to bottom, the asymmetry is shown if Co(My ) — —Cho(Mw ) (dashed,
top curve), Cg 10(Mw) — —Cy10(My ) (dash-dotted), Co(Mw ) — —Co(My) (dotted), and
Crs(Mw) — —Cqs(My) (long-dashed, bottom curve). The solid distribution is the SM [11].

2.3.2 B' — K' 7777 beyond the Standard Model

BT — K 7777 is also a vital search for physics beyond the SM because new physics
contributions could enter into the loop and alter the decay rate. These could include a
charged Higgs boson or a supersymmetric particle as shown in Fig. 2.6. Such contributions
could affect the total branching fraction, as well as the kinematic and angular distributions
of the final lepton pair. An important contribution to this decay is from neutral Higgs bosons
in two-Higgs-doublet models. The lepton-lepton-Higgs vertices are proportional to the mass
of the lepton and thus in the case of the 7 lepton, contributions from the neutral Higgs
bosons are significant [45]. Fig. 2.7 shows the additional Feynman diagrams corresponding
to the exchange of the neutral Higgs bosons, H°, h° and A°. Taking into account these

contributions, the effective Hamiltonian can be written as [46]:

Hayp =2V, Z CwO) + " Co @) (210)
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Figure 2.6: New physics contributions in b — s transitions: a) charged Higgs (H ™), b) squark
and chargino, ¢) gluino and neutralino.

mpo( GeV) | my=(GeV) | myo (GeV) | myo (GeV)
mass set-1 80 200 150 100
mass set-2 250 300 100 350
mass set-3 100 400 200 150

Table 2.3: List of mass values for each of the Higgs particles used to determine the branching
fraction and 7 polarization plots in 2HDM [45].

Here, the first set of operators in the brackets describe the b — s T/~ effective Hamiltonian
in the SM. The second set of operators, Co, (1)Q;i(1t), corresponds to the contribution of the
neutal Higgs bosons. Furthermore, contributions from the charged Higgs bosons of 2HDM
are also present and are taken into account by modifying the Wilson Coefficients Cg,, without
introducing any new operators.

Fig. 2.8 shows the branching fraction as a function of the squared momentum of the 77~
pair (¢?), referred to in [45] as p?, for different values of tan 8 [45]. Lines 1, 2, 3 indicate
the different sets of mass values of the Higgs particles, as given in Table 2.3. For each mass
set, contributions from neutral Higgs bosons deviate the branching fraction from the SM
expectation, for high values of tan 3. The same is true for the P, and Py distributions
shown in Figs. 2.9 and 2.10.

Additional sources of new physics and their effect on the Bt — K* 777~ branching
fraction and the kinematic distributions of the 777~ pair are also discussed in Refs. [47]-
[54]. In conclusion, BT — K* 7777 is an interesting mode because it provides both a
precision test of the SM and a search for new physics. However, because of the current

size of the BABAR data sample, only the latter can be tested in this analysis. Although the
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Figure 2.7: Additional Feynman diagrams due to the exchange of the neutral Higgs bosons
in 2HDM. The wavy lines represent the propagators of charged bosons W* and H*, while
the dashed lines represent the neutral bosons H°, h and A° [45].
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Figure 2.8: B(B — K 7777) with long distance effects for each of mass set 1, 2, and
3, respectively. Curve 4 is the Standard Model prediction. Top-left:tan 5 = 1, top-right:
tan 8 = 20, bottom tan 8 = 30 [45].

20



0.00 F B 0.0 - .
Yo : - : 5
2 3z
3 |
— -0.03 - ™ <03 4
(N
& +
- ‘M‘ \
AR
< 0.06 F i 1 -0.6 AN tanf = 30 -
8 a
09+ B
S b B
0.12 L L L L E| e . ! . . -
. > 5 75 2 22
125 15.0 175 20.0 225 125 150 175 0.0 )
2 2
° (GeV?
p* (GeV?) v )
0o ET T T T T .|
X L
3
R
1
/‘—\ -0.3 —
(N
5
<
N 0.6 - B
[a)
=
~
N oot B
tanf = 50
L2p 1 1 1 1 .
125 15.0 175 20.0 225
P’ (GeV?)
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BABAR data sample is not sufficiently large to expect sensitivity to BY — KT 777~ decays
occurring at the SM rate, the branching fraction can be constrained using the present search.
Furthermore, deviation from the SM expectation, if found, can be a clear hint of new physics.
Observables like the 7 polarization asymmetry, while very interesting, cannot be measured

in the current study because of the limited statistics.

2.3.3 Related measurements: B — K® ¢t

B — K®{*¢~ where { = e or yu, has previously been measured by BABAR [4], as well as
other collider experiments, specifically CDF [6], Belle [5] and LHCb [7]. In addition to the
total branching fraction, rate asymmetry measurements were also made. These rate asym-
metries allow for the cancellation of the large theoretical uncertainties associated with the
form factors and thus increases this mode’s sensitivity to new physics. The total branching
fractions, excluding long distance contributions, for B — K{T¢~ and B — K* (T{~ were
measured by BABAR to be (4.74 0.6 £0.2) x 1077 and (10.2¥]3 £0.5) x 10~7 [4]. As shown
in Fig. 2.11, these results are in agreement with measurements from Belle [5], CDF [6], and
in agreement with SM theoretical predictions of Ali et al. [55] and Zhong et al. [56]. The
B — K¢*¢~ and B — K* ¢*{~ partial branching fractions, measured by BABAR in bins of
dilepton mass squared s = m7,,_, are also shown in Fig. 2.12. The results are found to
be consistent with the SM, Belle [5], CDF [6] and LHCb [7], where the latter only include
B — K* ptp~. Furthermore, recent calculations of the differential branching fractions,
dB(B — K(T(7)/dq? for £ = e, u, 7, where ¢*> = s = (pp — pPx»)?, have also been made for
the first time using unquenched lattice QCD form factors [57]. The result of these calcula-
tions is shown in Fig. 2.13 and compared to the Belle, CDF, BABAR and more recent LHCb
results [58] [59]. Agreement with the SM and all aforementioned experiments is found over

the full ¢ region. Finally, the LHCb experiment recently published the most precise result
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Figure 2.11: Total branching fraction for B — K¢/~ and B — K* {*{~, as measured by
BABAR, CDF, and Belle and compared with predictions from Ali et al. and Zhong et al.
models [4].

on the total integrated branching fractions in the p*p~ channel [61]:

B(B"Y — Ktutu™) = (4.29 £ 0.07(stat) £ 0.21(sys)) x 1077,
B(BT — K°u*p™) = (3.27 4 0.34(stat) + 0.17(sys)) x 1077, (2.12)

B(BT — K*tutp™) = (9.24 4 0.93(stat) + 0.67(sys)) x 1077,

In addition to the differential branching fractions, BABAR also measured the direct CP
asymmetry, the lepton flavor ratio and the CP-averaged isospin asymmetry of B — K/{1t{~

and B — K* (T{~. These are given by the following equations, respectively:

AKG) _ B(l? — IE(*)EW‘) — B(B — K®¢tim)
P B(B— KO+~ + B(B — K®{+(-)’
ARG _ B(BY — KWo+(=) —r B(B — K®W+t(7)
I B(BY— K®O+(~) +7r,B(B— K&(H~)’
B(B = K®utu~)
B(B — K®ete~ ’

(2.14)

Ry =

where 7, = 7o /7p+ = 1/(1.071 £ 0.009) is the ratio of the B® and BT lifetimes. In the SM,
Acp is expected to be of O(1073), while Ry is expected to be of order unity. Contributions
from new physics could enhance the CP asymmetry and increase Ry, by up to 10%. Fig.

2.14 shows the BABAR results for Acp and Ry as a function of s. These asymmetries were
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Figure 2.12: Partial branching fraction results of BABAR [4] , CDF [6], Belle [5] and
LHCD [58] [59] for B — K{"¢~ (top) and B — K* {*¢~ (bottom) in bins of s = m7,,_. The
magenta lines show the SM theoretical predicitions from Ali et al. model [55]. The vertical
yellow bands are the vetoed regions of the J/i) and 1(2S) resonances.
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Figure 2.13: Standard Model branching fraction with form factors calculated using un-
quenched lattice QCDI[57], compared to experimental results from BABAR [4], CDF [6],
Belle [5], and LHCb [58] [59]. The vertical yellow bands are the vetoed regions of the
J/p and 9 (25) resonances.

found to be consistent with the SM. Similar measurements have been done by Belle [5] and
LHCDb [7][58][59], where the latter found a 2.60 deviation from the SM expectation in their
measurement of Ry [60]. Furthermore, A¥ “ is expected to be of the order of a few percent
in the SM. BABAR [4]and Belle [5] also measured AKX as shown in Fig. 2.15, and found
agreement with the SM at the 1.20 and 2.10 level for the K and K* modes, respectively.
Finally, LHCb recently measured the isospin asymmetry for B — K p*p~ and B — K*
putp~ [61] and also found consistency with the SM.

In conclusion, B — K/{¢T¢~ has been extensively studied by BABAR and other experi-
ments. So far, deviations from the SM expectations have not been significant. Furthermore,
preliminary results on B — K 777~ have been previously presented, but not published [62].
While the experimental precision is expected to be lower than its electron and muon coun-
terparts, the potential sensitivity of B — K 777~ to new physics is in some cases much

larger, particularly in models with enhanced couplings to third generation or mass.
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Chapter 3

The BABAR experiment

The BABAR experiment, located at the SLAC National Accelerator Laboratory, was designed
to study CP-violation in B mesons, make precision measurements of SM decays, and search
for new physics processes. The detector operated on the PEP-II asymmetric ete™ collider,
which collided electrons and positrons at a center-of-mass energy of 10.58 GeV. After ten
years of data collection, the BABAR experiment reached a total integrated luminosity of 530.8
fb~. Approximately 470.97 x 10¢ BB events have been recorded, allowing for a wide range
of precision measurements in the flavour sector of the SM. The PEP-II storage ring and the

BABAR detector are described in detail below.

3.1 PEP-II

The PEP-II facility consisted of two vertically-stacked storage rings, as shown in Fig. 3.1.
The high energy ring (HER) stored electrons at 9 GeV, while the low energy ring (LER)
stored positrons at 3.1 GeV [22]. The two beams were injected into PEP-II from the SLAC
linear colllider after being accelerated to their collision energy. Furthermore, collisions oc-
curred at a single interaction point (IP), where the upper LER was brought down into the
plane of the HER. The energy difference between the beams was why the PEP-II ring was

considered an asymmetric collider. It was designed to operate at a luminosity of 3 x 103
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ecm~2 s7! and a CM energy of 10.58 GeV, corresponding to the mass of the 7°(4.5) resonance.
The 7(4S) resonance is just above the production threshold for BB and has a lifetime of
3.3 x 1072 5 [18]. Therefore, after a collision, the 7'(45) almost instantly decayed into a BB
pair, which were produced with a momentum of ~ 320 MeV/c in the CM frame. The asym-
metry in the beam energies resulted in a Lorentz boost to the 7°(4.S) resonance of 8y = 0.56.
This allowed each B, which has a lifetime of 1.64 x 107'% s [18] !, to travel a small distance
(~ 260pm) before it decayed and thus separation of the two B decay vertices was possible.
Furthermore, the relative decay times of each BB pair was determined allowing for accurate

measurements of time-dependent CP violation.

PEP-I1
Rings ™

Positrons

Low Energy Ring
BABAR Detector

High Energy Ring

Figure 3.1: A schematic diagram of the SLAC linac and the PEP-II storage ring [64].

3.2 The BABAR detector

The need for precision measurements of CP-violation and SM decays placed stringent re-
quirements on the performance of the BABAR detector. To achieve the desired physics objec-
tives, the detector was required to have very good reconstruction efficiency for tracks (p >60
MeV/c) and photons (E >20 MeV), excellent vertex resolution (< 60um) as well as en-
ergy and angular resolution, efficient and accurate e, p identification, a kaon-pion separation

(> 30), and a light composition of its inner components to minimize scattering of charged

!This is for charged B mesons, neutral B mesons have a lifetime of 1.52 x 10712 s [18].
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particles.

The BABAR detector was built around the PEP-II interaction region, and was offset by
0.37 m relative to the beam-beam interaction point, to increase the geometric acceptance of
the boosted 1'(4S) system. The detector consisted of a silicon vertex tracker (SVT), drift
chamber (DCH), detector of internally reflected Cherenkov light (DIRC), and an electromag-
netic calorimeter (EMC). These were surrounded by a superconducting solenoid, which was
designed for a magnetic field of magnitude 1.5T. In addition, an instrumented flux return
(IFR) surrounded the magnet and allowed for the detection of muons and neutral hadrons.
A schematic diagram of the longitudinal cross section of the detector and its end view are
shown in Fig. 3.2 and Fig. 3.3, respectively [22]. The polar angle coverage extended from
350 mrad in the forward direction and 400 mrad in the backward direction, defined relative
to the HER. As shown in both diagrams, the right-handed coordinate system was such that
the positive z-axis runs along the beam line in the direction of the LER, the positive y-axis
pointed upwards, and the positive z-axis pointed away from the center of the PEP-II storage

rings. The detector subsystems are described in more detail in the following sections.

30



Detector G

| Instrumented
‘ ! ! ! ! Flux Return (IFRY))
0 Scale 4m 1P, Barrel .
Superconducting
BABAR Coordinate System 1015 | 1749 / Coil
y } ) Electromagnetic
Cryogenic 14 x 114 4050 1149+ Calorimeter (EMC)
Chimney z — |—370 i
i Drift Chamber
Cherenkov ! S(ill:i)(S:\)Vertex
R TC Tracker (SVT)
L A
’/T/ IFR
Magnetic Shield 12125 Endcap
for DIRC Forward
— End Plug 304°
Bucking Coil < )|
S22 L, 1375
Support 1 " i
Tub 810
e— bt 1o o+
Q4
3500
3-2001
8583A50
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Figure 3.3: The end view of the BABAR detector [22].
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3.2.1 Silicon vertex tracker

The main purpose of the SVT was to measure the position and angle of charged particles, thus
allowing for precise reconstruction of their trajectories and decay vertices. Charged particles
traversing the silicon strips deposited energy according to the Bethe-Bloch formula [18].
The deposited energy excited the electrons in the silicon atoms, creating electron-hole pairs.
These then drifted to the nearest electrode, where the signal was collected and amplified,
thus allowing position determination.

In the BABAR experiment, the SVT was required to have high vertex resolution (~ 80u
m) to separate the decay positions of the two B mesons, and high radiation tolerance to
handle the expected luminosity from the PEP-II storage rings. Furthermore, because B
decay products have an average momentum of less than 1 GeV/c¢, many tracks did not reach
the BABAR drift chamber due to the applied magnetic field. This implied that the SVT must
be capable of stand-alone particle identification of such charged particles [65].

The BABAR SV'T was positioned closest to the interaction region, within the support tube
- a cylindrical structure with a 20 cm radius designed to support the beam pipe. The SVT
provided an angular coverage from 20.1° to 150.2° in polar angle. It was composed of 5 cylin-
drical layers of double-sided silicon strip detectors, which were assembled in modules with
readout at each end. The three inner layers consisted of 6 modules each and primarily pro-
vided position and angle information with a spatial resolution of 10-15 um for perpendicular
tracks. The outer two layers had 16 and 18 modules respectively, and provided coordinates
and angle measurements that linked the SVT to the DCH with a resolution of ~30-40um.
Each SVT module consisted of several silicon detectors and was divided into two electrically
independent halves which were read out by electronics at the forward and backward ends [22].

A schematic of the SVT longitudinal section is shown in Fig. 3.4. As can be readily seen,
silicon wafers farthest from the IP were bent into a “lampshade” arrangement to reduce the
angle of incidence in the forward and backward regions and thus improve the resolution [65].

In total, 340 double-sided silicon strip detectors were used with 6 different wafer geometries
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and approximately 150,000 readout channels. Furthermore, signals were collected such that
the output width of the pulse (ToT) is a quasi-logarithmic function of the collected charge.
Measurements of ToT value yielded the pulse height and thus the ionization, dF/dz, in
the silicon sensor. Up to ten measurements of dF/dz were obtained per charged particle
trajectory, otherwise referred to as track, and a 60% truncated mean dE/dz was calculated

for charged particles with signal from at least 4 strips in the SVT .
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Figure 3.4: Longitudinal view of the SVT, where the roman numerals stand for the different
types of the silicon detectors [65].

3.2.2 Drift chamber

The main component of a drift chamber is a gas-filled volume containing field wires, used
to maintain an electric field, and sense wires, used to detect ionization electrons. A charged
particle passing through the gas will interact with the atoms and nuclei and deposit energy,
producing free electrons and ions. In the presence of an electric field, these electrons will drift
to the positively charged electrode, undergoing repeated collisions with the gas molecules.
The electric field is strong enough, such that the ionization electrons can acquire enough
energy to knock additional free electrons from the gas molecules. The additional electrons
can then also cause more ionization, producing an avalanche with an exponentially increasing
number of electrons. This avalanche will then arrive to the sense wires in the form of a

measurable current, which is proportional to the original number of created ions. The drift
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velocity of an electron is dependent on the electric field and therefore a measurement of
the time it took for an electron to arrive at the cathode allows for a determination of the
distance of the original source particle from the electrode and thus a position measurement.
Furthermore, by combining measurements from multiple sense wires, the trajectory (track)

of the charged particle can be determined.

+ Sense o Field e Guard

Figure 3.5: Schematic layout of drift cells for the four innermost layers [67].

The BABAR drift chamber was the second component of the tracking system. Its main
purpose was to measure the momentum and energy loss, dF/dz, of charged particles. Some
particles originated outside the volume of the SVT, such as K2 mesons, and thus relied solely
on information from the drift chamber for identification and reconstruction. To meet the
physics requirements of the experiment, the BABAR DCH provided a spatial resolution better
than 140 pum, averaged over the cells. For separation between K and m mesons, with energies
up to 700 MeV/c?, the required resolution for dF/dz measurements, combined over all hits,
was ~ 7% [66].

At BABAR, the DCH was made up of 40 layers of small hexagonal cells, defined by field
wires, with a low density gas (helium:isobutane = 80%:20%). A schematic of the four
innermost layers of the DCH is shown in Fig. 3.5. The cells allowed for 40 position and dE /dz
measurements for tracks with transverse momenta, p;, greater than 180 MeV/c. Furthermore,
“stereo” wires in 24 of the 40 layers were oriented at small angles to the z-axis to provide

longitudinal position information. Fig. 3.6 shows a schematic diagram of the drift chamber’s
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longitudinal cross-section. The layers were combined into a 3 m long cylindrical structure
surrounding the silicon vertex tracker, with a radius of 0.8 m and centre offset by 370 mm
from the IP. The inner cylindrical wall of the DCH was thin to minimize multiple scattering
and allow for track matching with the SVT. For this reason, all the read-out electronics were

mounted on the backward endplate of the chamber.
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Figure 3.6: Side view of the BABAR drift chamber. Dimensions are shown in mm [66].

The DCH was designed to provide a measurement of the drift time and integrated charge
for every sense wire with a signal. With the gas mixture used, there were on average 22
primary and 44 total ionization clusters per cm of track length [67]. The position of the
primary ionization was determined from the timing of the leading edge of the amplified
signal. The measured time and drift distance relation was established using samples of

te~ and putp~ events, and thus with a time measurement, the position of the track was

e
determined.

Furthermore, the energy loss, dE'/dx, per track was derived from the measurement of the
total charge deposit in every drift cell. Fig. 3.7 shows the measured dF/dz in the DCH as
a function of the particle’s momenta, made using large samples of beam background events.

As can be readily seen, the measurements agree with the predicted Bethe-Bloch curves, also

shown in Fig. 3.7.
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Figure 3.7: Measurement of d£//dz in the DCH as a function of the track momenta. The
curves show the Bethe-Bloch predictions determined from selected control samples [67].

3.2.3 Detector of internally reflected Cherenkov light

The DIRC was a novel type of ring-imaging Cherenkov detector, which served as a particle
identification (PID) system with a fast signal response and a tolerance to high backgrounds.
High quality particle identification of kaons and pions over a wide range of solid angle and
momentum is necessary for flavour-tagging and CP-violation studies. The BABAR DIRC was
required to provide K /m separation of ~ 40 within the momentum range 500 MeV/c to
4.5 GeV/c. Furthermore, because the PID system was surrounded by an electromagnetic
calorimeter, the DIRC was thin and uniform in radiation lengths to minimize degradation
of the calorimeter energy resolution [22].

The BABAR DIRC consisted of 4.9 m long bars, made of synthetic fused silica with a
rectangular cross section of 1.7 x 4.3 cm. A charged particle with velocity v traversing
the silica bar with index of refraction n ~ 1.474 generated a cone of Cherenkov photons if
v > ¢/n, where c is the speed of light in vacuum. The generated cone has a half angle 6. with
respect to the particle direction, and thus cosf. = 1/6n, where 8 = v/ct. Fig. 3.8 shows a
schematic of the imaging principle in the DIRC. The generated photons were transported to

each end of the silica bar through successive total internal reflection. Furthermore, a mirror
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Figure 3.8: Imaging principle and the transport of photon signals in the DIRC [67].

was placed at the front end of each bar to reflect incident photons to the backward end,
where a detection apparatus was set up.

Because the bars had a rectangular cross section and were finished to optical precision,
reflections off the surface do not affect the magnitude of the Cherenkov angle, except for
up-down left-right ambiguities. A fused silica wedge was glued to the end of the bar, as
shown in Fig. 3.8, such that rays with an odd or even number of reflections are directed to
the same point in the photon detection plane. The photons exited the bar and emerged into
a water-filled expansion region known as the stand-off box, where the Cherenkov image is
allowed to expand. Purified water was used because it has an index of refraction (n ~ 1.34)
close to that of the silica and thus total internal reflection at the interface is reduced. The
stand-off box was composed of a stainless-steel cone and cylinder along with 12 sectors of
photomultiplier tubes (PMTs) and about 6000 litres of pure water [67]. Each of these sectors
consisted of 896 PMT's, which lay on an almost toroidal surface. The reflected photons were
detected by these densely packed PMTs, located a distance of 1.2 m from the bar end.

The expected Cherenkov light pattern was a cone section, with the opening angle being
the Cherenkov production angle. Images of the Cherenkov rings were reconstructed from
the position and time of arrival of the photons at the PMTs. Using the Cherenkov angle,
the velocity of a charged particle was determined. Combining this with the momentum mea-

surements of the tracking system, the mass of the particle was calculated, thus revealing its
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identity [22]. The performance of the BABAR DIRC is shown in Fig. 3.9. As can be readily

seen, K /m separation was achieved up to a momentum of 4.5 GeV.
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Figure 3.9: Cherenkov angle as a function of the particle’s momentum [68].

3.2.4 Electromagnetic calorimeter

The EM calorimeter was designed to measure electromagnetic showers from photons and
charged particles, with energy from 20 MeV to 9 GeV. This range allowed for the detection
of low energy 7 and 7 mesons and high energy electrons and photons. By identifying elec-
trons, the EMC contributed to the flavour tagging of B mesons in semi-leptonic decays and
measurements of rare B and D meson decays, as well as QED processes. To allow for such
studies, an EMC energy resolution of ~ 1 to 2% was required along with an angular reso-
lution of a few mrad. To meet these requirements, a hermetic, total absorption calorimeter
composed of a finely segmented array of thalium-doped Cesium lodide crystals was used.

The energy resolution of a homogeneous crystal calorimeter is given by

® b, (3.1)



where FE and o are the energy, in GeV, of a photon and its RMS error, respectively. a is the
energy-dependent term which arises primarily due to electronic noise and photon statistics.
It is dominant at low energies. At high energies, the term b arises due to the non-uniformity
in the light collection, leakage or absorption in the crystal material, and uncertainties in the

calibration [67].
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Figure 3.10: Longitudinal cross section of the EMC (top half is shown here) showing the
arrangement of the 56 crystal rings. Dimensions are given in mm [67].

At BABAR, thallium-doped Csl was chosen because of its high light yield (50,000 v/ MeV),
small Moliere radius (3.8 cm) and other properties which allowed for excellent energy and
angular resolution, as well as shower containment within the compact design. The EMC
consisted of two sections: a barrel and a forward end-cap, thus covering a polar angle from
15.8° to 141.8° and the full azimuthal angle. There were 5,760 crystals in the barrel structure,
arranged in 48 distinct rings, whereas the end-cap carried 820 crystals in 8 such rings. The
typical area of a crystal is 4.1 x 4.7 cm? for the front face and 6.1 x 6.7 cm? for the back
face, while the transverse dimension varied to provide the required hermetic coverage. A
longitudinal cross section of the EMC and the layout of these rings is shown in Fig. 3.10.

Furthermore, the crystals, shown in Fig. 3.11, had a tapered trapezoidal structure, with
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their length increasing in the forward direction in order to prevent leakage from increasingly

high energy particles. They were inserted into trapezoidal modules, which were bonded

to an aluminum strong back and mounted to the external support. Each crystal was read

out individually, using a pair of silicon PIN diodes. These were in turn connected to a

preamplifier.
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Figure 3.11: Schematic of a CsI crystal with its readout electronics [67].

A typical EM shower spreads over many adjacent crystals, depositing clusters of energy.
Pattern recognition algorithms were developed to distinguish single from merged clusters
and charged from neutral particles [67]. A cluster was associated with a charged particle, as
reconstructed by the inner tracking system, by measuring the distance between the particle’s
trajectory and the cluster’s centroid. If it was consistent, then the cluster was assigned to
the charged particle. Otherwise, the cluster was assumed to originate from a neutral particle.

The energy resolution of the BABAR EMC is shown in Fig. 3.12 as a function of energy.
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Figure 3.12: Energy resolution of the EMC as a function of energy, determined using various
processes. The fit is given by Eq. (3.1) a = 2.32 + 0.30%+ GeV and b = 1.85 + 0.12% [67].

3.2.5 Instrumented flux return

Muons and neutral hadrons, which are essential for flavour-tagging and CP-violation studies,

were identified using the Instrumented Flux Return (IFR). To achieve its physics goals, the

IFR was required to be efficient, with a large solid angle coverage and a background rejection

for muons with momenta down to < 1GeV/c [67]. A schematic diagram of the IFR structure

is shown in Fig. 3.13.
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Figure 3.13: Diagram of the different sections of the IFR (barrel and end doors) and the

shape of its modules [67].

The magnet flux return steel in the barrel and the two end-caps was segmented into
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layers and functioned as both a muon filter and a hadron absorber. Each gap between the
absorbers was filled with a layer of single gap resistive plate chambers (RPCs). RPCs are
gaseous detectors composed of two oppositely charged parallel-plates. The plates are made of
a highly resistive plastic material and separated by a gas volume. Fig. 3.14 displays the cross
section of a planar RPC and its voltage connections. The outer surfaces of the parallel plates
were coated with conductive graphite and connected to ~ 8 kV potential. Muons passing
through the RPC ionized the gas, causing an avalanche of free electrons. This formed a
signal which was then picked up by external electrodes made of aluminum strips after a
small but precise time delay. The pattern of hit strips gave a quick measure of the muon
momentum. In general, muons penetrated more layers than neutral hadrons. Therefore, if
hits in multiple IFR layers were present and can be linked to a charged particle track in the
SVT and DCH, then the track in question was more likely a muon or a charged hadron.
Otherwise, the particle was a neutral hadron interacting with the steel of the magnetic flux
return.

In total, there were 19 RPC layers in the barrel, 18 in the end-caps, and two additional
cylindrical RPC’s inserted between the EMC and the magnet cryostat to detect particles
leaving the calorimeter. Furthermore, due to efficiency losses and rapid aging, the Barrel
RPC’s were replaced by Limited Streamer Tubes (LST’s) during the summer of 2006. The
latter were composed of silver plated wires which collect the free charge in a C'O, based gas

mixture.
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Figure 3.14: Cross section of a planar Resistive Plate Chamber [67].

3.2.6 Trigger system

The BABAR trigger system was responsible for selecting events of interest resulting from the
ete” collisions in the PEP-II storage ring. At BABAR’s design luminosity, beam-induced
backgrounds were very high, with a rate of ~20 kHz each for one or more tracks with
pr > 120 MeV/c in the DCH or at least one EMC cluster with £ > 100 MeV [67]. The goal of
the trigger system was to reject these background events while keeping the total event rate
below 120 Hz. Furthermore, the total trigger efficiency was expected to exceed 99% for BB
events and 95% for continuum events.

To achieve these goals, the trigger system operated as a sequence of two independent
levels, one hardware (called L1) and one software (called L3). The first level, L1, used track
information from the DCH and IFR, along with cluster information from the EMC to trigger
on events. It thus consisted of 4 subsystems: the Drift Chamber Trigger (DCT), the Electro-
magnetic Calorimeter Trigger (ECT), the Instrumented Flux Return Trigger (IFT), and the
Global Level Trigger (GLT). The DCT and ECT received information from their associated
detector subsystems and forwarded it to the GLT, in the form of trigger primitives, which
were summary data on the position and energy of particles. The GLT then processed all
trigger primitives, generated the L1 trigger and forwarded it to Fast Control and Timing
System (FCTS). The DCT and EMT both satisfied the full trigger requirements indepen-

dently, providing a sufficient level of redundancy. The IFT was mainly used to trigger on
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up~ and cosmic ray events.

Based on both the complete event and L1 trigger information, the L3 software algorithms
determined whether or not an event was stored for processing. In addition to physics filters,
the L3 trigger also vetoed Bhabha events and identified special categories of events, which
were needed for calibration and luminosity measurements. After the L3 filtering, the L1
triggers were reduced by a factor of ~ 10. Its output rate was limited to 120 Hz, ~90 Hz for
physics events and ~30 Hz for events of special categories, such that it did not overload the

downstream storage and processing capacity.

3.3 Event reconstruction

The BABAR reconstruction software [69] is organized as a set of Modules, which apply a
sequential processing of the data in an Event [76]. The reconstruction packages are used for
processing and particle identification at the subdetector level, as well as pattern recognition,
and fitting.

Charged particle trajectories (tracks) are reconstructed separately in the SVT and DCH
using different algorithms. The separately-found DCH and SVT tracks are then projected
and matched. Those that match are combined into a single track and placed in the output
list of good tracks. SVT or DCH tracks that fail to merge into a single track are also copied
to the output list. These tracks in the output list are then fitted with the mass hypothesis
of a pion. If a track is merged, its parameters are based on the weighted average of the two
input tracks from the SVT and DCH [76]. Furthermore, the DIRC reconstruction provides,
for each track that intersects it, an estimate of the Cherenkov angle and its error. This
information is then used in different particle identification (PID) algorithms to formulate a
particle hypothesis for each track.

A cluster is the energy deposit caused by particle interactions with the EMC. The recon-

struction of clusters starts from a set of adjacent crystals, with the sum of their deposited
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energy above a threshold of 20 MeV. A cluster can be split into bumps, where a bump
represents the fraction of the cluster deposited by a single particle interaction. Bumps are
identified as local maxima within the cluster. In the case of one local maximum, clusters
and bumps are identical. Furthermore, bumps are also distinguished from shower fragments
that manifest themselves as additional local maxima in the cluster. All bumps and clusters
are copied as candidates, with a calibrated energy and position assuming a photon particle
hypothesis. In addition, calorimeter clusters are matched geometrically to nearby charged
tracks, to separate between charged and neutral particles.

Additional particle lists are also created from the primitive track and cluster lists. These
include additional information such as particle ID or particle vertexing. Furthermore, specific
candidate lists are also formed using various combinations of tracks or clusters, such as 7°
lists created by combining pairs of clusters or B meson lists formed using multiple track and

cluster combinations, various PID inputs and mass hypotheses, and kinematic fits of entire

decay trees.
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Chapter 4

Analysis Tools

The goal of this analysis is to measure the branching fraction of the SM suppressed decay
BT — K* 777! using data from the BABAR experiment. Signal Monte Carlo samples
are used to select a series of cuts that can separate signal and background events. The
latter are studied using generic background Monte Carlo samples. To reduce the potential
for experimental bias, the analysis is carried out blinded, which means that access to the
data in the signal region is only possible after developing and optimizing the entire signal
selection. Furthermore, a method called hadronic By,, reconstruction is implemented in
order to separate between the two B daughters, such that signal events can be selected with

high purity.

4.1 Hadronic Bg,s reconstruction method

At BABAR, electron and positron beams collide at a CM energy of 10.58 GeV. This corre-
sponds to the mass of 7°(45), which almost exclusively decays into BB pairs. To measure
Bt — K* 777, hadronic Bi,, reconstruction is applied. Using this approach, the decay
of one of the two B mesons is reconstructed exclusively using hadronic modes, as shown in

Fig. 4.1. This B is referred to as the By,s. The remaining information in the event, charged

'The charge conjugate mode, B~ — K~ 777~ is also implied.
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Figure 4.1: Hadronic By,, reconstruction approach.

particle trajectories and energy deposits, are attributed to the signal B, B, on which the
search for BT — K™ 7777 is applied.

There are many advantages to the hadronic By,, reconstruction method. First, because
B, is fully reconstructed, its four-momentum is known and thus that of the By, can be easily
calculated since the total CM energy is precisely known. The rest frame of By, is also easily
found, which allows for kinematic constraints on the By, daughters and the calculation of
discriminating variables that are crucial in selecting for a rare B decay. In addition, hadronic
Biag reconstruction is ideal for decays with missing energy. This is true because any missing
energy in the event can be associated with Bg,. In this analysis, the signal BT — K+ 77~
decay has a large missing energy contribution, due to the 7 neutrinos and lepton neutrinos
that result from the 7 daughter decays. On the other hand, because the hadronic branching
fraction of B mesons decay is of O(1%), the signal efficiency is lower using hadronic Bi,g
reconstruction as opposed to other tagging methods. However, for a rare decay search with
missing energy, the hadronic B,, reconstruction is the best approach to extract signal events

with high purity.
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4.2 Analysis software

Simulated Monte Carlo (MC) signal and background events are used to develop a signal
selection and study potential backgrounds. These events are generated with EvtGen [70]
for B decays to exclusive final states and Jetset [71] for generic continuum and inclusive B
decay simulation. The detector response is then simulated using Geant4 [72], which includes
a detailed model of the BABAR detector and its response.

Software in BABAR is organized in releases, each with hundreds of packages used to perform
specific tasks. In terms of BABAR software, the data and Monte Carlo samples used for
this analysis are generated using physics release R26a. Recently, release 26.0.1 has also
been added to the B*B~, BB, and c¢¢ Monte Carlo samples. The result is a significantly
larger sample for these MC types, which amounts to almost 10 times the data luminosity.
Events in all MC samples are then reconstructed using the BSemiExclAdd skim, which
is a skimming code that applies the hadronic By, reconstruction. The packages used to
analyze the reconstructed events are: BRecoilUser SHR_151006, BRecoilTools SHR_151006,
and BetaPID SHR_151006.

These packages are configured for analyses with a reconstructed B* or BY. Custom
ntuples are then produced from MC skim samples at SLAC and copied over to McGill
University for ROOT-based analyses [73]. The ntuples contain all the relevant information
on the By, daughter tracks and clusters. Information on the By,, daughters is excluded, along
with all B, events with more than 9 daughter tracks or 12 daughter clusters. However, the
ntuples do contain all Truth MC information about the By,, decay, which is information on
what was generated at the simulation level for each event. Furthermore, information on the
reconstructed Bi,s candidate itself, such as its charge, energy substituted mass, and purity

value, is also included in the ntuples.
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4.3 Event reconstruction

B mesons decay hadronically, with a relatively large branching fraction, into charmed mesons.
Therefore, the Bi,, is reconstructed, by the BRecoiUser software package, via the decays
B — DWOX and B — D™W*X . Here, the D is a seed meson, the reconstruction of which
is described below, and the X is a combination of kaons and pions, with total charge of
+1, such that X = nym + noK + n3K° + ngn® with ny +ny < 5, n3 < 2, ny < 2, and

ny + no + n3 + ng +ns < 5. The D seed is reconstructed using the following modes:

D*:I: N DO ,/T:I:

D*O N _DOT[.O7 DO,Y

D° - K*nF K*na¥r0 KEnFatr™ Kontn™ Kontr n KT K= ntr 70 nfn—, KOn°

D* — K% Kon%rn® Kontrtn KEntn  KEntn a® KT K7t KT K- %70

D = D3y

D - ¢t KOK*

e K 5> nt a7 = vy,and ¢ — K+ K~

A D:" seed and a J/ip seed are also used in this skim: B — D" X and B — J/ip X, where
Jhp — 70~ (I = e or p). In total, there are 2968 B decay modes used to reconstruct a By
candidate.

To ensure a properly reconstructed By,g, a cut on the energy substituted mass, mgg, and
AFE are applied. The former is defined as the mass of the B,,, calculated using the CM
energy instead of that of the B meson. This is done in order to avoid resolution uncertainties
associated with measuring the energy of the By,,, by exploiting the fact that the CM energy

is precisely known. mgg is given by the following equation:

mes = \/ Eéu — Ph,,, (4.1)
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Here, Ecy is half the total colliding energy and pp,,, is the 3-momentum of the re-
constructed Bi,g, in the CM frame. AFE is the difference between the CM energy of the

reconstructed By,, candidate and the CM beam energy. It is given by the equation:

AE = Ecy — Ep,, (4.2)

A properly reconstructed By,, must have a mgg consistent with the mass of the B meson
and thus within the range 5.18 < mgg < 5.30 GeV/c?. Furthermore, AE should be in the
range —0.2 < AF < 0.2GeV.

Combining the D or J/i) seed meson with kaons and pions can lead to more than one By,
candidate passing the BSemiExclAdd skim. In this case, tighter cuts on mgg and AE are
applied according to the “BestB” selection: 5.20 < mgs < 5.30 and —0.12 < AF < 0.12. If
more than one B candidate passes the “BestB” selection, the By,, decay mode with the highest
purity will be chosen. Here, purity is determined from MC studies and is defined as the
expected fraction of properly reconstructed By, candidates with mgs > 5.27 GeV/c? for any
given mode. This purity is calculated by the authors of the BSemiExcl and BSemiExclAdd
skims [74], and is referred to as the “high multiplicity” purity. It is calculated using a fit
to the mgg distribution, where an ARGUS [78] function accounts for the mis-reconstructed
Biae candidates and a Crystal Ball [78] function is used to model the peaking component
of the mgg distribution and is composed of properly reconstructed B mesons. This “high
multiplicity” purity is different from the “low multiplicity” purity that is calculated specifically
for this analysis and is further discussed in section 5.1.2. Finally, if more than one Bi,e
candidates passes the “BestB” selection and have the same purity value, the By,, candidate

that has the lower |AF| is chosen.
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4.4 BABAR dataset

This analysis uses on-peak BABAR data, recorded at a CM energy corresponding to the 7°(45)
resonance, with a total integrated luminosity of 424.43fb~" [75]. The data sample is divided
into 6 runs, each run corresponding to a different set of detector conditions. The luminosity
and resulting number of BB pairs, also referred to as B-counting [76], for each run are

summarized in Table 4.1. The errors quoted here are statistical only.

Run # Data Set Luminosity (fb™") | B-counting (x10)
1 Lumi-BSemiExcl-Run1-OnPeak-R24c 20.374 22.556 4+ 0.005
2 Lumi-BSemiExcl-Run2-OnPeak-R24c 61.322 68.439 £+ 0.008
3 Lumi-BSemiExcl-Run3-OnPeak-R24c 32.279 35.751 £+ 0.006
4 Lumi-BSemiExcl-Run4-OnPeak-R24c 99.606 111.430 4+ 0.003
5 Lumi-BSemiExcl-Run5-OnPeak-R24c 132.371 147.620 4+ 0.012
6 Lumi-BSemiExcl-Run6-OnPeak-R24c¢ 78.308 85.173 + 0.009

Table 4.1: Luminosity and B-counting values of the BABAR dataset [75].

4.5 Background Monte Carlo

Generic background Monte Carlo plays an important role in testing the validity of the signal
selection and understanding potential sources of background. There are five different types
of background MC: B¥B~, B°BY| ¢z, qq (g=u.d,s) (also referred to as uds), and 777~. Each
type is split into six runs, to correspond with the detector conditions that were present during
data collection. The number of generated and skimmed events for each of the MC types is
shown in Table 4.2, along with the equivalent cross-section and normalization.

According to how these events enter into the By,, sample, the background MC can be

further divided into three categories:

e Peaking MC background: These are B*B~ MC events where a BB pair is formed from

the 7(4S5) decay and a charged Bi,, candidate has been properly reconstructed. The
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reconstructed By, candidates have a peaking distribution within the mgg signal region,

which for the purpose of this analysis is defined between 5.27 GeV/c? and 5.29 GeV/c2.

e Combinatorial MC background: B*B~ and B°B° MC events where an 7(4S) decays
into a BB pair, but a properly reconstructed B, candidate has not been formed. Such

events do not have a peaking distribution in the mgg signal region.

e Continuum MC background: c¢, ¢g (¢g=u,d,s), and 777~ MC events where e*e™ do
not collide to form a 7°(4S5) resonance but instead ete™ — ¢g where ¢ = u,d, s, c or
ete™ — (T¢~ where ¢ = e, u*7%. Such events consist of tracks and clusters that
can be combined to form a Bi,, candidate. However, the resulting By,, candidate is
not a real B meson. The mass distribution of such events usually dominates the mgg

sideband region, which is defined between 5.21 and 5.26 GeV/c?.

Fig. 4.2 shows the signal and sideband regions of a sample mgg distribution of data and MC
background, after a set of preliminary cuts. Because this is a charged B decay, only B*B~
MC has a peaking distribution in the mgg signal region.

The B*B~, B°B°, and ¢¢ MC have almost ten times the statistics of the data, while
the uds and 777~ MC have about 4 times the number of data events. ¢¢ and 777~ MC are
separated from the other e*e™ — ff MC, where f is a lepton or quark. This is done because
the c¢ MC can result in properly reconstructed D seeds, while the 777~ MC can decay
hadronically and thus lead to mis-reconstructed B,y candidates. However, the contribution
of the 777~ MC is quite small and is almost negligible throughout the signal selection.

Furthermore, as shown in Table 4.2, each MC type is weighted such that it matches the

data luminosity for the corresponding run. These weights are calculated as follows:

£data Nevents
where Lo =

weight =
Lyc omc

(4.3)

where Lj.: and Ly;¢c are the data and Monte Carlo luminosities respectively, Neyents 1S the

number of generated events per run for each Monte Carlo type and oj;¢ is the cross-section
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Figure 4.2: mpg distribution of By, candidates in data (points), B¥B~ (brown) and B°B°
+ continuum background (yellow), with signal and sideband regions highlighted. This dis-
tribution contains events with a charged By, candidate and three signal-side tracks. These
events have also passed the purity and continuum likelihood cut, which will be discussed in
detail in the upcoming sections.

of the process modeled in each Monte Carlo sample.

The cross-sections of the continuum Monte Carlo are obtained from the BABAR physics
book [76]. The BTB~ and B°B° cross sections are calculated assuming an equal number of
generated charged and neutral BB events. The B-counting value of each run, given in Table

4.1, is thus divided by 2 and the cross section is calculated as the ratio of the B-counting

value to the data luminosity:

Bcount
— count 4.4
7 2 X /Cdata ( )

This way BB Monte Carlo is effectively normalized to the B-counting yields in data. In
all the figures of this document, each Monte Carlo background sample is scaled by the

appropriate weight to match the data luminosity.
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Table 4.2: Generic Background Monte Carlo Information

Run # | Generated Skimmed | Skim Efficiency | Cross-Section | Normalization
Events(x10°) | Events (%) (pb) weight
B*B~ Monte Carlo SP-1235
1 113.877 42851548 | 37.630 £ 0.007 548 0.099
2 340.106 127153897 | 37.387 £ 0.004 551 0.101
3 176.806 67104199 | 37.954 + 0.005 547 0.101
4 556.454 210706801 | 37.866 4+ 0.003 553 0.100
5 724.256 270883359 | 37.401 4+ 0.003 551 0.102
6 431.176 163900008 | 38.012 + 0.003 539 0.099
B°BY Monte Carlo SP-1237
1 113.501 39955536 | 35.203 + 0.007 548 0.099
2 349.964 122262783 | 34.936 £ 0.004 551 0.098
3 180.262 64089470 | 35.554 + 0.005 547 0.099
4 553.458 195903930 | 35.396 + 0.003 553 0.101
5 761.07 265477026 | 34.882 4+ 0.002 551 0.097
6 429.68 152373995 | 35.462 £ 0.003 539 0.099
c¢ Monte Carlo SP-1005
1 266.961 69604868 | 26.073 £ 0.004 1300 0.100
2 797.386 208169539 | 26.106 4+ 0.002 1300 0.101
3 439.931 116096984 | 26.390 + 0.003 1300 0.097
4 1297.32 346202217 | 26.686 £ 0.002 1300 0.101
5 1677.53 445755971 | 26.572 4+ 0.001 1300 0.104
6 1017.42 278228302 | 27.346 £+ 0.002 1300 0.101
uds Monte Carlo SP-998
1 166.591 29124036 | 17.482 + 0.003 2090 0.258
2 482.575 84856167 | 17.584 + 0.003 2090 0.269
3 276.381 49077341 | 17.757 £ 0.003 2090 0.247
4 755.839 136791199 | 18.098 + 0.002 2090 0.279
5 1071.84 194428338 | 18.140 + 0.001 2090 0.261
6 647.762 121893210 | 18.818 +£ 0.002 2090 0.255
777~ Monte Carlo SP-3429
1 74.665 59325 0.0795 + 0.0003 940 0.259
2 215.775 182738 | 0.0847 + 0.0003 940 0.270
3 117.694 100824 | 0.0857 £ 0.0003 940 0.261
4 360.242 335622 | 0.0932 + 0.0002 940 0.263
5 474.008 469996 | 0.0992 + 0.0001 940 0.266
6 363.346 384601 0.0106 =+ 0.0002 940 0.204

Table 4.3: Number of generated and skimmed events for each run of each type of the generic

background Monte Carlo.
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4.6 Signal Monte Carlo

Signal Monte Carlo samples are essential for the development of a proper signal selection, as
well as calculating an accurate signal efficiency. In these samples, 7°(4S) decays into a BYB~
pair, where one B decays generically according to its modeled branching fractions [18] and
the other B decays specifically via the signal mode, B* — K* 77~ In this analysis, two
types of signal MC samples are used: “generic” and “cocktail”; as outlined in Table 4.4. These
are generated using the BTOSLLBALL model [55], which utilizes a Light Cone Sum Rule
(LCSR) approach to estimate the form factors that enter into the B¥ — K+ 777~ exclusive
decay. Other theoretical methodologies have been developed for the evaluation of these form
factors and include: constituent quark models [86], lattice QCD [87], and approaches based
on the heavy quark symmetry [88] and analytical constraints [89]. Each approach is valid
in a certain sp region, where sp = m2, __/m3 is the normalized invariant mass of the 77~
pair, and extrapolation procedures are usually employed to obtain the form factors in the
full kinematical region. For instance, lattice QCD simulations are limited to high sp regions
because the daughter light quark s cannot move fast enough on the lattice and is therefore
constrained to low momentum regions [90]. On the other hand, the LCSR approach makes
explicit use of the large energy of the final state meson at small values of the momentum
transfer to the leptons, and is thus valid in the low sp region [54]. Because more accu-
rate calculations of the form factors were recently made using unquenched lattice Quantum
Chromodynamics, the signal MC distribution is also reweighted according to Ref. [57] to
determine the final signal efficiency. This is discussed in detail in section 8.1.

As previously mentioned, the hadronic By, reconstruction decreases the final signal effi-
ciency. Therefore, a major obstacle in achieving a proper signal selection in this analysis
is the resulting low statistics of the generic signal MC after surviving the BSemiExclAdd
skim. This is why cocktail samples are also generated and used in this analysis. In these
samples, the other B (Bt,g) is required by the generator to decay to a specific hadronic decay

to ensure the event passes the hadronic Bi,e reconstruction. The selected hadronic decay is
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Mode | Theoretical Model Number of Number of Skim Efficiency(%)
Generated Events | Skimmed Events
Generic B — K* 7F7-

| 11521 | BTOSLLBALL | 3308000 \ 703960 \ 21.3 |
Cocktail:B* — K* 7777, Bt — DY 77, D" — KT 7+
| 11520 | BTOSLLBALL | 3563000 | 2021621 | 56.7 |

Table 4.4: Number of generated and skimmed events for each signal Monte Carlo sample
used in this analysis.

B* — D 7t D° — K* 7%, The skim efficiency of the cocktail sample, shown in Table
4.4, is more than twice that of the generic MC after the BSemiExclAdd skim. Furthermore,
a large fraction of the cocktail events surviving the BSemiExclAdd skim populate the mgg
signal region and thus pass the BT — K™ 777~ signal selection. This leads to about two
orders of magnitude improvement in the final signal efficiency of the cocktail signal sample

as compared to the generic signal sample.
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Chapter 5

Signal Selection

A signal selection is applied to select Bt — K 77771 events and suppress potential back-
grounds. In this analysis, only leptonic tau decays will be considered: 7+ — 7, e v, or
7t — U, pt v,. This will result in three signal decay modes with either ete™, p*u~, or
et u~ in the final state, along with the associated lepton neutrinos. The signal selection
consists of By, and Bgg cuts. The former ensure that only events with a properly recon-
structed Bi,, are selected and are thus related to detector activity corresponding to the
hadronic By,g reconstruction. By cuts are applied to identify BT — K+ 777~ events and
are related to detector activity and event information after fully reconstructing the hadronic
Bi,e candidate. Because each 7 decays into a pair of neutrinos and a lepton, By, cannot
be fully reconstructed since neutrinos cannot be identified by the BABAR detector. However,
with the hadronic Bi,g reconstruction, any missing energy in the event must be attributed
to the signal B and consequently can be ascribed to the undetected neutrinos. The By, and
Bi,g cuts are further discussed in section 5.1 and section 5.2, respectively.

To reduce the sample size, a set of cuts is applied to signal, background, and data samples
to generate ntuples that are much faster to process throughout the development of the signal

selection. These will be referred to as sub-skim cuts and involve both the B, and By, sides:

! Charge-conjugate modes, B~ — K~ 717, are also included where the 7 also decays to lepton final
states.
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e Event should include between 0 and 9 signal side tracks and 0 and 12 signal-side

clusters.

e Event should include a properly reconstructed Bi,, candidate, meeting the “BestB”

requirements.
® DBi,, must be charged.
e Charge of the By,, must be opposite to the sum charge of signal-side tracks.

The sub-skim cuts have effectively 100% “marginal” efficiency. These cuts do not reject any

events in the signal sample that would not have been rejected by other By, cuts anyway.

Here is an overview of the By,, cuts:

e The event must contain one properly reconstructed charged Bi,,, meeting the“BestB”

requirements.
e The charge of the By,, must be opposite to the sum charge of signal-side tracks.
e The energy-substituted mass (mgs) of the By, must be greater than 5.27 GeV/c?.
e The low-multiplicity purity of the By,, must be greater than 0.4.

e The continuum likelihood ratio, for which event shape variables are used to separate

between a B-meson decay and a continuum decay, should be greater than 0.5.

Here is an overview of cuts applied on the B, side:
e The missing energy in the event should be greater than zero.
e The number of signal-side tracks must be 3.

e One track must meet the requirements of kaon particle identification, and should have

a charge opposite to that of the By,,.

o8



Two tracks must meet the requirements of either electron or muon particle identifica-

tion.
The two identified leptons must be oppositely charged.
Events with one or more reconstructed 7° candidates are vetoed.

Events with a photon conversion or J/i) candidate are vetoed: the invariant mass of
the lepton pair must not be less than 50 MeV/c? and must not lie within the nominal

mass region of a J/i.

Events with a D candidate are vetoed: the invariant mass of the sum of the lepton

and oppositely charged kaon must not correspond to the mass of a D°.

The sg of the event must lie within the kinematically allowed region to account for the

presence of a 777~ pair.

The output of the MLP neural network, where a set of discriminating variables are
used in a multi-variate analysis technique (TMVA) to separate between background
and signal events, should lie above a specific value that has been optimized separately

for each mode.

A detailed description of the cuts used for this analysis is presented in the upcoming

sections. Unless otherwise indicated, the plots show the cocktail signal MC distributions,

scaled to represent a branching fraction of 1073. This is done because the high statistics

in the cocktail sample allow for a better discrimination between signal and background.

For plots with generic signal MC, the assumed branching fraction is 10~!. Furthermore,

Appendix A includes the distributions of the generic signal sample and a comparison of the

two samples, The final signal efficiency is calculated using the generic signal MC to avoid

any bias that might result from the use of a signal sample with a low multiplicity and cleanly

reconstructed By,, decay mode.
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5.1 Bi,g cuts

Every event is required to possess one By,, candidate that passes the “BestB” requirements.
Furthermore, because this is a search for a charged B decay, Bt — Kt 777, the charge
of the B, must be £1. The charge of the By,, must be opposite to the sum charge of all
tracks on the signal side. This ensures that there are no missing tracks and that the B,

and the Bi,, are oppositely charged daughters of the 7°(4S) in the event.

5.1.1 mgs cut

A properly reconstructed By, will have a reconstructed invariant mass consistent with that
of a B meson. The mgg of a By,s, calculated using Eq. 4.1, is thus required to be greater
than 5.27 GeV/c?. Fig. 5.1 shows a plot of the mgg distribution for signal and background
Monte Carlo after applying the sub-skim cuts. The signal, shown in red, and the BTB~ MC
show a clear peak in the region between 5.27 and 5.29 GeV/c?. The peak is accompanied
by a threshold function, which dominates the mgg sideband region and drops to zero near
the kinematic endpoint, mgg =5.29 GeV/c?. This threshold function is parametrized with an
ARGUS [78] function and represents the continuum and mis-reconstructed BB background.
The data distribution is also shown as dots with error bars, representing the statistical
uncertainty. As can be seen, the background MC overestimates the data at this stage in
the signal selection. This is a known feature of the BSemiExclAdd skim, mainly due to
the large uncertainties in the hadronic branching fractions of the B meson. However, the
disagreement improves at later stages in the analysis, and is compensated for by applying

the mgg sideband substitution (see section 7.1).
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Figure 5.1: mpgg distribution after sub-skim level cuts. Signal MC (cocktail) distribution
is shown in red. The data distribution (black points) is overlaid on the background MC
distributions (color-filled). ¢g refers to ¢ = u, d, s.

5.1.2 Purity cut

Purity is defined as the fraction of properly reconstructed Bi,e’s within a given By,, decay
mode. As discussed in 4.3, Bi,, candidates are reconstructed using 1077 various modes in
the BSemiExclAdd skim. After reconstruction, some modes do not result in a clean Bi,,
sample. This is why the concept of purity is introduced. It is a measure of how well a By,,
candidate can be reconstructed using a certain hadronic mode.

The purity discussed here is referred to as the “low-multiplicty” purity and is defined in an
environment that is more relevant to the signal decay mode . It is calculated using the B*B~
and B°B° Monte Carlo samples after requiring 3 tracks or less and no more than 13 clusters
per event on the B, side. The MC samples are also required to have the correct By, charge,
neutral for B°B® and charged for BYB~, non-zero missing energy, and mgg > 5.273. The
fraction of properly reconstructed Bi,g’s is calculated using Truth MC information, as has
been done in Ref. [77]. The purity of a specific decay mode is determined by truth-matching
the particle type of the tracks that were used to reconstruct the By, to its actual daughters.

To do so, the number of required daughter kaons, pions, and K0 is determined for each
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Figure 5.2: The purity value, determined for each event depending on the corresponding
Biag decay mode. Signal MC (generic) distribution is shown in red. The data distribution
(black points) is overlaid on the background MC distributions (color-filled).

Biag decay mode. The numbers are then compared to the information obtained from Truth
MC information on the particle types of each By,, daughter that were actually produced in
the event. A match implies a properly reconstructed By,,. This procedure is applied on an
event-by-event basis.

Fig. 5.2 shows the purity distribution for generic signal, background MC and dataZ.
The peaking structure implies that certain Bi,, decay modes are more likely to yield Biag
candidates that pass the “BestB” requirements. As can be seen, the signal peaks at higher
values of the purity, whereas the background populates the whole region, with more events
at lower values. For the purpose of this analysis, a purity cut of > 0.4 is applied, removing
more than 50% of the combinatorial background while retaining 70% of signal and peaking
B*B~ MC. Cutting on the purity thus implies removing By,, decay modes, which have a
high proportion of combinatorial background due to misreconstruction. By using the low
multiplicity purity, the By, modes that introduce most of the background events into the

signal topology of this analysis are rejected.

2The cocktail sample cannot be used here because only a single Bi,e mode is simulated: BT — DY 7T,
D® — KT 7. Hence, all cocktail events have the same value of purity
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5.1.3 Continuum background suppression

P Sole

Figure 5.3: Schematic diagram of a BB (left) and continuum (right) event.

Continuum events have a different event topology as compared to BB events, as shown
in Fig. 5.3. When 7(4S5) decays into a BB pair, the particles produced have a combined
mass very close to that of the 7(45) and thus very small momentum. The B mesons decay
isotropically, while almost at rest. On the other hand, the daughter quarks or leptons in
a continuum event have a much smaller mass and therefore higher momentum. The decay
products in ete™ — ¢g or £/~ events will have a more preferred direction and the resulting
event topology is more co-linear. A mis-reconstructed By,, candidate in a continuum event
can be distinguished from that in a BB event using this difference in event topology. To do
so, a multivariate likelihood is used, composed of six event shape variables: R2All, magnitude
of the thrust axis and its z-component (Thrust,), cosfy, cosfg, cosb, ...

The event shape variables are shown in Fig. 5.4 and are discussed in greater detail below:

e R2AIl: This variable is defined as the ratio of the second to the zeroth Fox-Wolfram [79]
moment using all charged and neutral particles in the event. It quantifies the “jettiness”
of an event ranging between zero and one, with zero being more isotropic and one being
more jet-like or collimated. As can be readily seen in Fig. 5.4a, signal and BB Monte

Carlo events peak at lower values of R2AIl than continuum events.

e Magnitude of the thrust axis: The thrust axis is defined as the axis which maximizes
the sum of the longitudinal momenta of an event’s decay products. The value of the

thrust for BB events is small, since the B daughters do not have a preferred direction.
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On the other hand, in continuum events, the decay products are boosted due to the
high momentum of the daughter leptons or quarks. Continuum events thus have higher

values of the thrust magnitude when compared to BB events, as shown in Fig. 5.4b.

o |cosfr|: |cosfyr| is defined as the cosine of the angle between the Bi,,'s thrust axis
and that of the By in the CM frame. The decay products in an ete™ — g or £T(~
event are more likely to be back-to-back, and are usually mis-reconstructed into a Bi,g
and By, candidate. Fig. 5.4c shows that continuum events are strongly peaked at 1,

whereas isotropic BB events have a smoother distribution.

e Thrust,: It is the z-component of the thrust axis. The isotropic topology of a BB
event implies that the decay products are more likely found near the central region of
the detector. Continuum events, however, tend to produce high momentum jets that
are more likely to travel at small angles with the beam axis. Thrust,, will thus have

higher values for ete™ — g events, as can be seen in Fig. 5.4d.

e cosf, . .: Thisis the angle of the missing energy calculated as cos8,, ... = p., .../ Pmiss-
The missing energy of signal events originate from neutrinos, which are produced
isotropically. However, missing energy in continuum events is more likely to be the
result of high-momentum jets, which travel at very small angles with the beam pipe
and are often missed. This implies that the angle of the missing energy also displays a

more dominant peak at £1 for continuum events, as shown in Fig. 5.4e.

e cosfp: cosflp is defined as the cosine of the angle between the CM momentum of the
Biag and the beam axis. The distribution of B mesons from the decay of a spin-1 7'(45)
is proportional to sin®(fz) and the resulting cos#p distribution shows a higher peak
at zero. Continuum events, on the other hand, display a flat distribution as shown in

Fig. 5.4f.

The six event-shape variables are then used in a multi-variate likelihood approach ac-

cording to the following equation:
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[ — Hz Pp(x;)
Hi Ppa(i) + Hz P ()

where P(x;) are probability density functions that describe six event shape variables for

(5.1)

BB (Pg(z;)) and continuum (P,(z;)) events. Pg(x;) is obtained using BT — KT 7t7~
generic signal MC, while P,(z;) is determined using c¢, uds and 77~ background MC.
The event shape variables used in this multivariate approach are relatively uncorrelated.
Before calculating both Pg(z;) and P,(z;), a few cuts are applied to ensure proper BB
reconstruction. An event is required to have one charged By, with mps > 5.27 GeV/c?
Also, an event must have exactly 3 signal side tracks with a sum charge opposite to that of
the Biag. The output of the multivariate likelihood is shown in Fig. 5.5, with BB and signal
events strongly peaked at 1 and continuum events peaking at zero. A cut at 0.5 is applied
to get rid of more than 75% of the continuum events with mis-reconstructed B mesons while

retaining 80% of signal MC and BB events.
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Figure 5.4: Event shape variables used to calculate the continuum likelihood ratio. Signal
MC (generic) distribution is shown in red. The data distribution (black points) is overlaid
on the background MC distributions (color-filled). ¢g refers to ¢ = u, d, s.
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5.2 B, cuts

After requiring a properly reconstructed Bi,, and applying continuum likelihood suppression,
the following cuts are applied to select for BT — K* 777~ events. As previously mentioned,

only leptonic tau decays will be considered. The resulting three modes are:
e Electron Mode: BY — Kt 777, 7% et v, U, 77 — €~ U, Uy
e Muon Mode: BY — Kt 757 7% —w ut v, v, 77 = u~ U, v;
e Electron-Muon Mode: BT — KT 7t7— . 7" s et v, U, 77 = u~ U, 1y

Before discussing the details of the signal selection, a brief discussion of the terminology
used is in order. As previously noted, clusters refer to energy deposits in the EMC. Only
clusters with energy greater than 20 MeV in the lab frame are considered in the data and MC
samples. Clusters with smaller energies are disregarded. Furthermore, particle trajectories
are denoted as tracks and thus, as previously mentioned, every event will have anywhere
between zero and nine tracks. Information on the momentum and energy of the tracks is
used for calculating variables like the E,,,;ss or sp, as will be discussed in section 5.2.1 and 5.7.
Furthermore, particle identification algorithms [76] are applied on each track to determine

whether or not it is a kaon, pion, electron, muon or proton.

5.2.1 Ess

The signal modes discussed above have four neutrinos per decay, and thus typically have a
large amount of missing energy. As previously mentioned, one of the main reasons for using
the hadronic By, reconstruction is that there is no ambiguity about the source of missing
energy in the event, as by definition the Bi,, modes do not have undetected particles. The
missing energy is attributed exclusively to Bg,. The missing energy four-vector is defined
as the four-momentum of the By, calculated by subtracting the four-momentum of the

Biag from that of the 7°(4S) in the CM frame, minus the four-momentum of all signal-side
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tracks and clusters. Because of the neutrinos in this analysis, all signal candidate events are
required to have E,,;ss > 0, where here the requirement is placed on the energy component

of the four-vector.

5.2.2 Track multiplicity and PID

Exactly 3 tracks are required to account for the kaon and 7 daughter charged leptons. The
tracks must satisfy particle identification requirements of a kaon, electron or muon. Within
the BABAR framework, particle identification of tracks is achieved using a set of software tools
called PID selectors. These have been developed and optimized such that information from
different parts of the detector is combined and used in various multivariate or cut-based
techniques to establish a criteria for distinguishing a specific particle type. Furthermore,
each PID selector has different selection levels, referred to as tightness levels, which vary
according to the requirements that are applied on the variables used in the PID selector.
The PID selectors used for this analysis are outlined in Table 5.1 and are applied in the
order shown. Thus, each track in the event is passed through the kaon PID selector first. If
it passes, then it is determined to be a kaon. Otherwise, it is passed through the electron
selector. Tracks that fail the electron PID selector are passed through the muon one. Failing
all 3 selectors, a track is passed through the pion PID selector. Furthermore, each track is
assigned the nominal mass of its respective particle type: 493.7 MeV/c? for a charged kaon,

0.51 MeV/c? for an electron, 105.7 MeV/c? for a muon, and 139.6 MeV/c? for a charged pion.

Particle PID selector Tightness level
Kaon PidKaonBDTSlelector Tight
Electron | PidElectronKMSelector Tight
Muon PidMuonBDTSelector Loose
Pion PidKMPionSelector Tight
'PIDElectronKMSelector Loose
'PIDBDTFakeRateMuon Very Loose

Table 5.1: List of PID selectors used to identify the signal-side tracks.
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The PID selector used for kaon identification is based on a Decision Tree [80] multivariate
technique. A decision tree is a multivariate analysis tool that employs a set of discriminating
variables to distinguish each particle type. It is composed of many nodes, the first of which
divides a single sample of events into 2 classes (is or is not a kaon). After the first node,
successive layers use different information from the detector subsystems to further determine
whether or not the track in question is a kaon. The BDT Kaon selector refers to a Bagged [81]
Decision Tree selector which specializes in kaon-pion separation. It identifies kaons using
dE/dz information from the SVT and DCH below p < 700 MeV/c and Cherenkov angle
measurements from the DIRC at higher momenta [76]. With the selected tightness level,
K* mesons are selected with an efficiency greater than 85% and with approximately 1%
misidentification probability for pions and muons [77].

The Kalanand Mishra (KM) electron selector uses a technique called Error Correcting
Output Code [82] (ECOC) to distinguish between kaon, pions, protons and electrons. It
combines multiple binary classifiers, each trained differently, into a multiclass classifier to
identify electrons with ~ 90% efficiency. Electrons are identified primarily using information
from the EMC. The ratio of the measured energy of a calorimeter shower to the measured
momentum of the corresponding charged track, £/p, provides good separation between elec-
trons and other charged particles. Furthermore, the spatial distribution of the deposited
energy is different between electrons, muon and hadrons, and is also used to distinguish
electrons [76].

Muons are distinguished from pions using information from the IFR such as the penetra-
tion depth in the iron or the transverse size of the deposited cluster [76]. The PID selector
used for muon identification is also a Decision Tree classifier. It uses 30 input variables to
provide good separation between muons and pions. BDT muon selectors are tuned to give a
constant muon ID efficiency as a function of the muon momentum, and the selected tightness
level chosen for this analysis corresponds to a muon efficiency of 80%.

Finally, a track that fails the BDTTightKaon, KMTightElec, and BDTLMuon selector is
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tagged as a pion if it passes the pion KMTight selector. A track identified as a pion should
also fail the loose requirement by the KM electron selector and the very loose requirement by
the BDTFakeRateMuon selector. The FakeRate muon selectors are tuned to give a constant
pion mis-ID rate. At the loose level, the BDTFakeRate selector has a pion misID rate of
5% [77)3.

As previously mentioned, a signal event should have one kaon and either two electrons,
two muons, or one electron and one muon. Furthermore, to ensure charge conservation, the
charge of the kaon must be opposite to that of the Bi,s, while the two leptons are required

to be oppositely charged.

5.2.3 7 veto

A signal event should ideally include zero additional clusters, but only ~ 20% do not have
any extra energy deposits. Background events, with extra clusters, can pass the above track
multiplicity requirements and PID requirements. Specifically, B meson decays to charmed
mesons, such as a DY or DT, can have a similar final state as a signal event with an ad-
ditional 7° candidate. Such background decay modes have a relatively high SM branching
fraction [18], where here the K and 7% are usually daughters of the D® . To suppress such
backgrounds, a 7° veto is applied. Here, a veto implies rejecting a class of events that satisfy
a specific criteria. This is in contrast to the standard signal selection, where events that fail
a certain criteria are rejected.

To apply a 7° veto, 7° candidates are first reconstructed in each event via the decay
7% — 4+ by combining pairs of clusters in the event. To pass the reconstruction, these
clusters must have a lab energy greater than 50 MeV and a lateral moment [76] ranging
between 0 and 0.8. The lateral moment is calculated from the energy distribution of the
electromagnetic shower and many “junk” clusters have a lateral moment of exactly zero [77].

Furthermore, the sum energy of the vy combination should be greater than 100 MeV and

3Pion PID will be necessary when investigating peaking backgrounds and evaluating a validation test for
the signal selection.
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the invariant mass should lie within 0.1 and 0.16 GeV/c?. Any event with a pair of clusters

that satisfy these requirements is considered to have a 7° candidate and is thus rejected.

5.2.4 v, Jh, and D vetos

At this point, it is necessary to investigate potential sources of background. One way to
do so is to look at different mass combinations of the tracks in the event. Fig. 5.6a shows
the invariant mass of the lepton pair for both background and cocktail signal Monte Carlo.
One background peak can be easily noted, at about 3.10 GeV/c?. This is the J/) resonance
which decays via J/ip — ete” or Ji) — ptp~. Even though the ¢(2S5) also decays into an
ete” or uTp~ pair, a peak is not clearly defined in the plot. Fig. 5.6a also shows events with
an invariant mass of zero, which correspond to photon conversions: v — e*e~. Furthermore,
another interesting mass combination is the sum of the kaon with the oppositely charged
lepton. The invariant mass distribution is shown in Fig. 5.6b, where a D" peak is clearly
visible. This peak is a result of pions from D° — KT 7~ being misidentified as muons and
thus forming a DY candidate when joined with the oppositely charged kaon. To get rid of
all such events, v, J/ib and D° vetoes are applied. To veto photon conversions, the invariant
mass of the combination of the electron with any other oppositely charged track in the event
must be greater than 50 MeV/c?. Furthermore, the invariant mass of the lepton pair in
a signal event should lie outside the J/) mass region. If 3.00 < my+p- < 3.194 GeV/c?,
then the event is vetoed. Finally, the invariant mass of the K* ¢T sum should be less than
1.80 GeV/c? or greater than 1.90 GeV/c?. Otherwise, the event is considered to have a D°
candidate and is thus discarded. After applying these vetoes, more than 90% of signal and
background events are retained, excluding uds where only 70% of events pass these cuts.
Thus, the v, D° and J/i vetoes do not have a large impact on either the signal efficiency
nor the background levels. Nevertheless, because of the evident peaks in the plots shown, it

is important that they are applied.
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Figure 5.6: Invariant mass distributions of signal-side track combinations. Signal MC (cock-
tail) distribution is shown in red. The data distribution (black points) is overlaid on the
background MC distributions (color-filled). ¢g refers to ¢ = u, d, s.

5.2.5 sp cut

The normalized ¢? distribution, known as sp, is given by the following equation:

2 _ 2
mp mp

where pp_, is the four-momentum vector of the signal B, px is the four-momentum vector of
the kaon, and mp is the mass of Bg,. As shown in Fig. 5.7, the sp signal distribution only
populates values of sp higher than 0.45. This is due to the mass of the 7 leptons, which limits
the phase space available to the kaon. On the other hand, background events populate the
entire sg region. Thus, signal events are required to lie within the kinematically permitted
region: sp > 0.45.

The cut-off at sg = 0.45 is a kinematic boundary. Therefore, this cut is not affected by the
choice of the theoretical model used in generating the signal MC or the signal reweighting

discussed in section 4.6.
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Figure 5.7: sp distribution after all above cuts for data, background and signal Monte Carlo.
Signal MC (cocktail) distribution is shown in red. The data distribution (black points) is
overlaid on the background MC distributions (color-filled). ¢g refers to ¢ = u, d, s.

5.3 Peaking background

As shown in Fig. 5.7, the MC predicts that the background at this stage of the selection
is dominated by B*B~ events. Other background sources, such as B°B® and c¢, are highly
suppressed. Using Truth MC information, the type of BTB~ events are determined to be

+ or u*, and with the D° decaying into one of several

mainly B — D™ (7, where { = e
possible modes, in particular semileptonic final states such as D° — K (7,. Such events
have the same final state as the signal: a charged kaon, two oppositely charged leptons,
and a missing energy component from the lepton neutrinos. If the background decay mode
includes a D*, then the D* usually decays first into a D° or D* and a 7° or . Furthermore,
a small portion of the background events include real 7's, B — D™ ru., where the 7 further
decays via lepton or hadron modes. These events form a large background component that

peaks in the mgg distribution related to this stage of the signal selection, and thus need to

be further suppressed to properly isolate signal events.
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5.4 Multilayer perceptron neural network

As mentioned in section 5.3, there is a large peaking background component which has a very
similar final state as the signal events. To suppress this background, a multilayer perceptron
(MLP) neural network, using 8 discriminating variables, has been trained to separate between
signal and peaking background. A MLP neural network is a multivariate analysis technique
inspired by biological neural networks [83]. It is composed of interconnected layers of nodes
(or artificial neurons) which receive and transmit signals from one another. In general, a
neural network consists of one input layer, an output layer, and a set of hidden layers. Each
node collects all the input information, determines a net signal or decision and transmits the
resulting output to the next layer. The connections between the neurons are weighted with
different values, and the network propagates the signal through the layers to produce the
final output [83]. The final output allows for the classification of a certain event as either
signal or background.

For this analysis, the MLP neural network is selected because it provided optimal and
stable results, using the given variables. Other TMVA techniques were tested, and the MLP
neural network was found to give 10-30% better separation between signal and background,
as well as 2-13% improved signal efficiency at a 30% background rejection rate. The neural
network is trained using cocktail signal events and BTB~ background events. The samples
are randomly split in half for training and validation. The discriminating variables are chosen
by narrowing down a larger list of possible input variables and identifying a set of 8 variables
that are the most effective in separating signal and background. The cocktail signal is used
because of its high statistics. At this point, the generic signal sample has a low number of
surviving events and the signal-to-background differences in a variable distribution cannot
be clearly defined. Nevertheless, Appendix A shows the distribution of generic signal as
compared to cocktail signal for each of the discriminating variables discussed below.

The discriminating variables are shown in Fig. 5.11, Fig. 5.12 and Fig. 5.13. They are split

into 3 categories: angular, kinematic and calorimeter discriminating variables. The angu-
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lar variables refer to angles between signal-side tracks, calculated using the four-momentum
vectors of the B, and its daughters. Kinematic variables are related to tracking informa-
tion, while calorimeter variables are determined using cluster information in the ntuples.
Furthermore, a new frame of reference is defined for some of these discriminating variables:
the di-tau reference frame. It is the rest frame of the combination of the two tau’s in a
BT — KT 7777 decay, and is calculated by subtracting the four-vector of the K from that

of Bgg. The discriminating variables are described below.

5.4.1 Angular discriminating variables

e cosf+;-: This is defined as the angle between the two leptons in the di-tau frame.
Fig. 5.8 shows a schematic diagram of the angle in a BT — K 777~ signal event
compared to a B — D° (v, event. In a B — D° (U, event, the two leptons are
more likely back-to-back. The distribution in Fig. 5.11a shows a clear peak at —1 for
background events, with a much lower concentration at higher values of cos 6;+;-. Signal
events also peak at —1, but, in addition, have a more uniform distribution covering
the full region between +1 and —1. This is because signal events do not have such a

strong preferred direction for the angle between the two leptons.

Figure 5.8: Schematic diagram of the angle between the two leptons in the di-tau frame,
cos O+, for a signal (left) and background (right) event.

e cosfk+;- @ This is defined as the angle between the kaon and the oppositely charged
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lepton in the di-tau frame. A schematic diagram, shown in Fig. 5.9, depicts the dif-
ference between a BT — D° (7, event and a signal event. In the former, the K is
a daughter of the B while the lepton is a 7 daughter, which implies that there is no
strong correlation between the direction of the two particles. However, for a background
event, the K and the oppositely charged lepton originate from the same particle, the
D meson. Because this is a 3-body decay, the K and the oppositely charged lepton
are not always back-to-back. Therefore, the angle between the two tends to be less
than 90° or cosfx+;- > 0, as can be seen in the background distribution of Fig. 5.11b.
The signal distribution, on the other hand, is relatively uniform implying a less signif-
icant correlation between the direction of the K and the oppositely charged lepton in

a BT — Kt 777~ event.

Figure 5.9: Schematic diagram of the angle between the kaon and the oppositely charged
lepton in the di-tau frame, cos 0+, for a signal (left) and background (right) event.

e cosfp+;-: This is defined as the angle between B, and the oppositely charged lepton
in the CM frame. As shown in Fig. 5.11c, the angle between B, and the oppositely
charged lepton tends to dominate high values of the spectrum, with an evident peak
at around 0.9 and a smaller one at —0.9. This implies that the two particles are either
aligned together, shown in Fig.0 5.10, or almost back-to-back in the CM frame of a
background event. This behaviour is not so evident for a signal event, where the role

of the same charged or oppositely charged lepton can be easily interchanged and thus
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the correlation is much less prominent.

Figure 5.10: Schematic diagram of the angle between Bg;, and the oppositely charged lepton
in the CM frame, cosfp+,-, for a signal (left) and background (right) event.

e cost Baig—K)lp,,, - This is defined as the angle between the vector recoiling against the K
and the low momentum lepton in the CM frame. Fig. 5.11d shows the distribution of

costp for signal and background events. BT — D®w,, D® — K(7, events

sig— )y,
show a peaking behaviour around zero. The low-momentum lepton is the daughter of
the D meson in the event. On the other hand, in a signal event, it is not clear which
tau daughter will have lower momentum. It is thus hard to distinguish any angular

correlation for BT — K 777~ events, which is why the signal distribution is relatively

uniform over the entire region.
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Figure 5.11: Angular variables used in the MLP neural network: angle between two leptons
in di-tau frame (top-left), angle between K and oppositely charged lepton in di-tau frame
(top-right), angle between By, and oppositely charged lepton in CM frame (bottom-left),
and angle between the K recoil vector and the lepton with low momentum in CM frame
(bottom-right). Signal MC (cocktail) distribution is shown in red. The data distribution
(black points) is overlaid on the background MC distributions (color-filled). ¢g refers to
q=u,d,s.

5.4.2 Kinematic discriminating variables

The kinematic discriminating variable used in the neural network is the momentum of the
lepton with charge opposite to that of a kaon, in the di-tau frame. In a background event,

this lepton is more likely the daughter of the D and is thus recoiling against the K. In a
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signal event, it is not easy to distinguish between the two lepton daughters of the 77~ pair.
As can be seen in Fig. 5.12, more background events have lower lepton momentum than

signal events.

5120
5100
éso
éso

—40

—20

02040608 1 121416 18 2 2.20

Lepton Momentum in di-t frame

OO

Figure 5.12: Momentum of lepton, with charge opposite to that of the kaon, in the di-tau
frame. Signal MC (cocktail) distribution is shown in red. The data distribution (black
points) is overlaid on the background MC distributions (color-filled). ¢g refers to ¢ = u, d, s.

5.4.3 Calorimeter discriminating variables

e Missing energy in di-tau frame: The definition of missing energy here differs from the
previous requirement of a non-zero E,,;ss. The latter is calculated by taking the energy
component of the four-vector obtained by subtracting the four-vector of all signal-side
tracks and clusters from the B, four-vector. The missing energy variable used in the
MLP neural network is the energy component of the four-vector calculated using the

following equation:

Pmiss = PByy — PK — De+e- (5.3)

where ppsig, Pr, and pg+,- are the four-vectors of the By, kaon, and lepton sum,
respectively, all in the di-tau frame. The two definitions of missing energy should yield

the same value for signal events with zero additional clusters, except for the difference
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in reference frames. However, this is not necessarily true for background events. As
can be evidently seen in Fig. 5.13a, the missing energy is higher for signal events than
background events. Signal events have 4 lepton neutrinos contributing to the total

missing energy, whereas B — D™")(7, events have a smaller multiplicity of neutrinos.

® F.virq: This is defined as the sum of the energies of all clusters with individual energy
greater than 50 MeV in the CM frame. The 50 MeV cut-off is selected such that clusters
resulting from accelerator beam backgrounds or detector noise, which are expected to
dominate at low energies (below ~ 50MeV), are excluded [77]. These low energy

clusters are also not well modeled in the simulation.

Ideally, signal events should have an E..., of zero. However, as can be seen in Fig.
5.13b, in addition to a peak at zero, many signal events also have nonzero values of
the F..i1q variable. These additional clusters can result from cluster “fragments” or
“split-offs”, which are typically the result of hadronic showers of tracks on either the
Biag or Bgg side. Such “fragments” can be mis-reconstructed and assigned as multiple
clusters in the signal event. Furthermore, daughter clusters of the B,y can be mis-
reconstructed as By, daughters and also yield a non-zero Egyt,. These mis-assigned
clusters are generally low in energy and thus still allow the By, candidate to pass
the “BestB” selection. Finally, even at energies greater than 50 MeV, noise from
the beam or detector, as well as comic rays, still contribute to the non-zero Fe.iq
distribution of signal events. On the other hand, the background distribution has a
large concentration of events with F,.;., greater than zero, as compared to signal. This
extra energy in the peaking BB~ component is mainly due to v or 7° candidates, which
are daughters of a D, D*, or the B meson itself. An example of such a background event
is BT — D*° ¢(*y,, D** — D% D° — K/(v,, where the 7° candidate has an invariant

mass or individual photon energy such that the event is not rejected by the 7° veto.

e Invariant mass of K*[7: Fig. 5.13c shows the distribution of the invariant mass of
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the kaon with the oppositely charged lepton, calculated in the lab frame. Background
events have the distribution concentrated below the D meson mass. This is because the
kaon and the oppositely charged lepton are decay daughters of the D in most peaking
BB~ events. However, the same is not true for signal events where the distribution
goes to values greater than 3.0 GeV/c?. Furthermore, as can be readily seen, the region
above the D meson mass has a very low number of background events. A direct cut on
this variable has been considered for the signal selection and is discussed in Appendix
B. The approach with the MLP neural network is found to result in an improved

suppression of the background levels.
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5.4.4 MLP neural network output

The MLP neural network is trained for each of the three signal modes (ete™, utpu=, et ™)
separately. Cocktail signal MC is used as signal and BYB~ MC as background. The signal
and background events are randomly split in half for training and testing the neural network.
Signal events are assigned a weight of 1, whereas B*B~ background events are assigned their

normalization weight, to ensure that the background types are appropriately represented.
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The output for each mode is shown in Fig. 5.14. The discrimination between signal and
background is evident. The final step in the signal selection is to apply a cut on the MLP
neural network output.

Since the sensitivity of this analysis is far from the SM expectation, the anticipated
outcome is that no signal will be present. Consequently, the final cut is optimized so as
to yield the most stringent branching fraction upper limit. This choice will simultaneously
not impact the ability to observe a signal if present. To select the appropriate MLP cut,
the upper limit of the branching fraction is calculated using trial values of the cut value in
the MLP output signal region, which is defined in the range: MLP output > 0.5. The cuts
are applied between an output of 0.5 and 0.7 in intervals of 0.1, and between an output of
0.7 and 1.0 in intervals of 0.05. The upper limit is calculated for each given cut using the
Barlow method [93], which is further discussed in section 8, assuming Nyps ~ Npg,. The
result is shown in Fig. 5.15 for each of the three modes. The final cut for each mode is
chosen such that the resulting branching fractions corresponds to the minima of the second
order polynomial used to fit the output in Fig. 5.15. The chosen cut values are summarized
in Table 5.2.

The MLP cut is the final cut in the signal selection. At this point, the signal efficiency is
calculated using the generic signal Monte Carlo, while the background estimate is obtained
using the mgg sideband substitution approach, discussed in section 7. Before applying the
MLP cut, data is not explicitly blinded. The high levels of background render it impossible
to identify signal events in data before the MLP cut. Furthermore, access to data at earlier
stages in the analysis is necessary to study the level of data-MC agreement. However, the
output of the MLP neural network in data is explicitly blinded to avoid any bias in the
selection of the final cut in this analysis. Furthermore, to ensure that the MLP cut does not
affect the sensitivity to new physics contributions, plots of the kaon momentum and sg are
shown in Appendix C after the full signal selection, with the data blinded. The background

MC distributions of the kaon momentum and sg are uniform, and thus the MLP cut does
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not appear to limit the phase space in an otherwise kinematically accessible region.

Mode MLP Cut
Electron > 0.7
Muon > 0.7
Electron-Muon > 0.75

Table 5.2: Value of MLP cut applied for each mode.
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Chapter 6

Uncorrected signal and background

MC yields

The event yield, efficiencies and partial efficiencies of each of the signal, cocktail and back-
ground Monte Carlo, along with the data, are given in the tables below. The signal effi-
ciencies and background numbers shown here are the raw yields, before the mgg sideband
substitution (see section 7). The background MC event yields are weighted. The efficiencies
are calculated as Npassed/Ngenerateds Where Npgsseq 1s the number of events passing a specific
cut and Nyeperatea 15 the number of events generated for a specific MC sample. The partial

efficiencies are shown to compare the effect of different cuts on the signal efficiency and on

Nit1
N;

the background levels. These are given by , where Nj is the event yield after a certain
cut, i, and N;;; is the event yield after the subsequent cut, 7 + 1.

Furthermore, the plot of the final signal efficiency as a function of sp is also shown in
Fig. 6.1, for all 3 modes combined. The signal efficiency, within the limited statistics, is
relatively uniform in the kinematically allowed range of sg. This is important to ensure that,
with this signal selection, a BY — Kt 777~ signal can be observed in the full sp range.

Furthermore, this also implies that the result of the signal selection is relevant regardless of

the nature and kinematics of possible new physics contributions.
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Cut Generic Cocktail
Generated Events 3.31x10% | 3.56x10°
Bi.g Cuts 1.71x10* | 1.11x10°
Episs Cut 1.69x10* | 1.1x10°
Continuum Likelihood Cut>0.5 | 1.37x10* | 7.02x10°
Purity Cut>0.4 9.92x10° | 7.02x10°
Three Tracks 6.59%10% | 5.04x10°
Kaon PID 4.09x10% | 3.58x10°
Kaon Charge Cut 3.96x10% | 3.54x10°
Two lepton Cut 371 3.69x10%
70 Veto 306 2.97x107
DY ~, and J/i) veto 284 2.80x10%
Sp Cut 284 2.80x 107
Leptonic eTe™ 76 7.81x103
Leptonic putp~ 71 6.42x103
Leptonic ey~ 137 1.38x107
MLP cut 158 1.54x10%

Table 6.1: Number of raw events in B — K= 777~ generic and cocktail signal Monte Carlo
after each selection cut.

Cut BTB~ B°BY cc uds Tt data
Generated Events 2.3x10% | 2.4x109 | 55%x10% | 3.4x10% | 1.6x107 —
By, Cuts 1.5x10% | 6.2x10° | 2.6x10% | 3.4x10° | 1.9x10% | 7.5%x10°
Eoiss Cut 1.3x10% | 5.7x10° | 2.1x10% | 2.4x10° | 1.8x10% | 5.8x10°
Continuum Likelihood Cut >0.5 | 1.1x10% | 4.7x10° | 4.8x10° | 5.9x10° 32.8 2.3x106
Purity Cut>0.4 7.8x10° | 2.3x10° | 2.9x10° | 3.6x10° 25.7 1.45%106
Three Tracks 3.1x10° | 6.1x10% 1x10° 1.3x10° 4.7 5.0x10°
Kaon PID 1.1x10° | 1.39x10% | 2.3x10* | 2.3x10% 0.5 1.5x10°
Kaon Charge Cut 1.0x10° | 1.1x10* | 1.8x10% | 1.73x10* 0.3 1.27x10°
Two lepton Cut 8.1x103 334 97 33.3 0 7.4x103
0 Veto 4.02x10° 144 19.5 5.3 0 3.7x10°
DY ~, and J/) veto 3.9x103 138 17.9 3.7 0 3.6x10°
Sp Cut 3.27x10° 123 14.6 2.4 0 3.1x10°
Leptonic eTe™ 883 31.6 3.5 0.8 0 838
Leptonic utp~ 766 28.4 3.8 1.0 0 697
Leptonic ey~ 1.6x10° 63.4 7.24 0.5 0 1.6x103
MLP cut 1.6 x102 8.9 2.3 1.1 0.0 —
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Table 6.3: Efficiencies in B — K* 777~ generic and cocktail signal Monte Carlo after each

selection cut.

Cut Generic Cocktail
x107 (%) x1073 (%)
Bi.g Cuts 516.66+0.40 | 311.02+0.34
FEomiss Cut 511.82+0.39 | 307.33+0.34
Continuum Likelihood Cut>0.5 | 414.24+0.35 | 197.124+0.26
Purity Cut>0.4 299.94+0.30 | 197.10+0.26
Three Tracks 199.184+0.25 | 141.434+0.21
Kaon PID 123.644+0.19 | 100.40+0.18
Kaon Charge Cut 119.86+0.19 | 99.39+0.18
Two lepton Cut 11.2240.06 10.35£0.05
70 Veto 9.254+0.05 8.334+0.05
DV v, and J/i) veto 8.59+0.05 7.871+0.05
Sp Cut 8.59+0.05 7.86+0.05
Leptonic eTe™ 2.30=+0.03 2.19240.02
Leptonic ptu~ 2.15+0.03 1.80£0.02
Leptonic ey~ 4.14+0.04 3.87+0.03
MLP cut 4.784+0.38 4.324+ 0.03

Cut BB~ B°BY cc uds Tt data
Biag Cuts 645.2+0.5 | 259.2+0.3 | 476.04+0.3 | 1001.4+0.5 | 11.6+0.1 | 1110.44+0.4
E,hiss Cut 565.0+0.5 | 237.3+0.3 | 382.2+0.3 | 711.9£0.5 | 11.4+0.1 | 860.7+0.4
Continuum>0.5 454.6+0.4 | 196.0£0.3 | 87.040.1 174.64+0.2 | 0.0£0.0 | 341.7+0.2
Purity Cut>0.4 331.04+0.4 | 94.440.2 | 53.540.1 105.1+0.2 | 0.0£0.0 | 215.34+0.2
Three Tracks 131.840.2 | 25.34+0.1 18.3+0.1 37.3+0.1 0.0£0.0 7.5£0.1
Kaon PID 47.0+0.1 5.84+0.1 4.240.0 6.740.0 0.040.0 21.7+0.1
Kaon Charge Cut 43.61+0.1 4.5240.0 3.3+0.0 5.14+0.0 0.0£0.0 18.9£0.1
Two lepton Cut 3.5+0.0 0.14+0.0 0.0+0.0 0.0+0.0 0.0+0.0 1.14+0.0
70 Veto 1.7£0.0 0.14+0.0 0.0£0.0 0.0£0.0 0.0£0.0 0.640.0
DY ~, and J/i) veto 1.7+0.0 0.140.0 0.040.0 0.040.0 0.040.0 0.54+0.0
Sp Cut 1.4+0.0 0.14+0.0 0.0£0.0 0.0£0.0 0.0£0.0 0.540.0
Leptonic eTe™ 0.440.0 0.040.0 0.040.0 0.040.0 0.04+0.0 0.140.0
Leptonic putp~ 0.3£0.0 0.0£0.0 0.0£0.0 0.0£0.0 0.0£0.0 0.1+0.0
Leptonic et~ 0.740.0 0.040.0 0.040.0 0.040.0 0.040.0 0.240.0
MLP cut 0.0 +£0.0 0.040.0 0.0£0.0 0.0£0.0 0.0£0.0 -

Table 6.4: Normalized efficiencies x 1072 (%) in background Monte Carlo and data after each
selection cut.
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Cut Generic Signal

Biqg Cuts 0.514+0.0 31.240.0
Eniss Cut 99.14+1.1 | 98.840.1
Continuum Likelihood Cut>0.5 | 80.9+£0.9 | 64.1+0.1
Purity Cut>0.4 72.4+£1.0 | 100.040.2
Three Tracks 66.4+1.1 71.840.1
Kaon PID 62.1+1.2 | 71.840.1
Kaon Charge Cut 96.9+2.1 100£0.2
Two lepton Cut 9.440.5 10.4+ 0.1
70 Veto 82.54+6.4 | 80.5+0.6
DY ~, and J/ veto 92.8+7.6 | 94.440.8
Sp Cut 100.0+0.0 | 100.0+0.0
Leptonic eTe™ 26.8+3.5 | 27.8+0.4
Leptonic pp~ 25.0+4.1 | 22.940.3
Leptonic et p~ 48.24+7.1 | 49.240.8
MLP cut 55.6+6.5 | 55.0+0.6

Table 6.5: Partial efficiencies (%) in B — K* 777~ generic and cocktail signal Monte Carlo

after each selection cut.

Cut BB~ BBY cc uds Tt data
Bi.g Cuts 0.10£0.0 | 0.03+0.00 | 0.05+0.00 | 0.10%+0.00 | 0.001£0.00 —
Byuies Cut 87.6£0.1 | 91.6402 | 803101 | 711402 | 98.1+1.0 | 77.5+0.0
Continuum Likelihood Cut>0.5 | 80.4+0.1 | 82.6+0.2 22.840.0 24.51+0.1 0.2+0.0 39.7+0.0
Purity Cut>0.4 72.840.1 | 48.240.1 61.5+0.1 60.2+0.3 78.3+20.6 | 63.0+0.1
Three Tracks 39.8+0.1 | 26.8+0.1 34.14+0.1 35.5+0.2 18.44+3.3 34.6+0.1
Kaon PID 35.7+£0.1 | 23.1+0.2 23.1+0.2 18.04+0.1 9.9421.2 29.1+0.1
Kaon Charge Cut 92.840.4 | 77.4+1.0 79.1£0.8 76.0£0.8 56.94+34.6 | 87.3+0.3
Two lepton Cut 8.0+0.1 3.14+0.2 0.5+0.1 0.2+0.0 0.0£0.0 5.840.1
70 Veto 49.44+1.0 | 43.0+4.3 20.1+5.0 15.8+7.4 0.04+0.0 50.8+1.0
DO,’y, and J/p veto 96.1+£2.2 | 96.3+11.4 | 91.7£30.0 | 70.3+47.3 0.0£0.0 96.0+£2.3
Sp Cut 84.5+2.0 | 89.2+11.1 | 81.5+£28.8 | 64.7+£53.8 0.04+0.0 86.0+2.1
Leptonic eTe~ 27.0£1.0 | 25.64+5.1 | 24.1£14.3 | 32.9+43.0 0.0£0.0 27.1+1.1
Leptonic M+u_ 23.4+1.2 | 23.0+£6.0 | 26.1£19.3 | 44.8+62.5 0.04+0.0 22.5+1.2
Leptonic 6+u7 49.54+2.1 | 51.4+11.6 | 49.74+31.4 | 22.3+36.1 0.0£0.0 50.4+2.3
MLP cut 4.9+0.4 7.2+2.6 15.84+11.9 | 45.8£78.2 0.04+0.0 —

Table 6.6: Partial efficiencies (%) in background Monte Carlo and data after each selection

cut.
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Figure 6.1: Signal efficiency as a function of sg for all 3 modes combined.
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Chapter 7

Background estimation

The number of surviving background events, after the full signal selection, is determined
primarily using background MC. As can be readily seen in previous plots, after the BSemiEx-
clAdd skim, the MC overestimates the data. This is mainly due to the large uncertainties
associated with the hadronic B meson branching fractions and the poor simulation of certain
high multiplicity modes in the MC. A method called mgg sideband substitution is used to
correct known differences between data and MC, before determining the final background
estimate. Furthermore, because the signal efficiency determination is also dependent on the

MC, the signal efficiency is also corrected by the mgg sideband substitution.

7.1 mgs sideband substitution

Using this method, the mgg distribution, shown in Fig. 7.1, is divided into two regions: “sig-
nal” (5.27 < mgg < 5.29 GeV/c?) and “sideband” (5.20 < mgg < 5.26 GeV/c?). Furthermore,

the Monte Carlo background is divided into two types:

e Combinatorial background: c¢, 7777, qg where ¢ = u,d,s, B’°B° and BTB~ events

with mis-reconstructed Bi,, candidates.

e Peaking background: BTB~ events with correctly reconstructed By, candidates, which
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Figure 7.1: mgg distribution after applying the sub-skim, continuum likelihood, purity and
track multiplicity cuts. The data distribution (black points) is overlaid on the background
MC distributions (color-filled). ¢g refers to ¢ = u, d, s.

do not decay via BT — K+ 771

The goal of this approach is to estimate the combinatorial background in the mgg signal
region directly using data from the sideband region. This way any systematic error associated
with the modeling of continuum or mis-reconstructed By,, events in the MC background is
eliminated and the sideband data distribution is used instead. The peaking background
distribution, consisting of BTB™, is then further corrected to match the peaking data. This
is done to correct for discrepancies introduced by the BSemiExclAdd skim, which result
from differences, for instance, in the modeled branching fractions of the many hadronic
decay modes used in the hadronic By,, reconstruction. Both the combinatorial and peaking
contributions are then added to calculate the total background estimate. Doing so, the total
background estimate consists of sideband data and B*B~ MC only. The other MC types are
only used to determine the shape of the combinatorial component of the mgg distribution
and its normalization. The advantage of this approach is to reduce the reliance on MC

simulation. Also, it allows for an improved agreement between data and Monte Carlo before

!This method is described for the case of a charged Biag. For neutral modes, the B°B° and BTB~
backgrounds are swapped.
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Figure 7.2: FE.uq distribution after applying sub-skim, mgg, continuum likelihood, purity
and track multiplicity cuts and before mgg sideband substitution. The background distribu-

tion is shown filled with blue, while the data is overlaid as black dots.

unblinding and thus a more accurate estimate of the background levels and signal efficiency.

Fig. 7.2 shows the E,.., distribution after applying the sub-skim level cuts, as well as the
purity, continuum likelihood, and track multiplicity cuts. As can be readily seen, the MC
overestimates the data and this is a familiar discrepancy resulting from the BSemiExclAdd
skim. By implementing the mgg sideband substitution, this discrepancy can be corrected.
Any residual data/MC differences after the mgg sideband substitution are then accounted
for with systematic uncertainties.

First, the combinatorial background is estimated using data from the mgg sideband
region. This sideband data is scaled by a Combinatoric Ratio, R.,ms, which is calculated

using MC simulation as the ratio of combinatorial events in the mgg signal region to events

in the sideband region. R....; is given by the following equation:

signal NS94 N;gg 4+ NS94 (Ngde_ X Rpogo)

R b= MC — Ttr— BOBO (7 1)
combo — sideband side side side side :
NMC’ NTJFT* + Nqﬁ + NBOEO + NB*B*

where here Ni}gc is the number of events in the mgg signal region for a certain MC type,

N34e is the number of events in the myg sideband region and R zoz0 is the ratio calculated for
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the B°B° MC only. Because this is a charged mode, B¥B~ MC background consists of both
a peaking and combinatorial (non-peaking) contribution. The former has been discussed in
section 5.3, whereas the latter generally consists of mis-reconstructed Bi,e candidates. It is
hard to separate the combinatoric contribution from the peaking one for this MC type and
thus the combinatorial shape of BYB~ in the mgg signal region is modeled using B°B° MC.
This is done since charged and neutral B mesons have similar kinematic properties and thus
tend to get mis-reconstructed in similar ways, regardless of charge. The combinatorial shape
of the BB MC is further discussed in Appendix D. The combinatoric component of B*B~ is
thus determined by multiplying N3¢ by Rpogo, as shown in the equation 7.1. Here, Rzo0
is given by

sig

R om0 = B—~0§O (72)

and the combinatorial component of B*B~ in the mgg signal region is thus

sig

sig . . - side o side BOBO
Ny, (combinatorial) = N5 x Rgogo = Npip- X e (7.3)
BOBO

The sideband data is then scaled by R, to obtain the combinatorial background estimate.
R.omp is thus considered the scale factor that gives the correct normalization to the sideband
data, such that an accurate estimate of the combinatorial background is made. Fig. 7.3 shows
the combinatorial component of the F..., distribution determined by scaling the sideband
data by R.omp. This is shown in contrast to the full E..,., distribution, combinatorial +
peaking, before the mgg sideband substitution.

After estimating the combinatorial background, the peaking background is then deter-
mined. In this analysis, the peaking component consists of BTB~ MC only, after subtracting
the combinatoric part. As previously mentioned, the assumption is that the combinatorial

B*B~ component in the signal region has the same shape as that of B°B°. Therefore, the
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Figure 7.3: Combinatorial background estimate (yellow) of the E..,., distribution calculated
by scaling the sideband data with R..,,,. The full E..., distribution in the mgg signal region
is shown (green) to highlight the fraction of combinatorial events.

peaking BTB~ component is given by:
k st side
NBS, =Ny, — (Nj%_ X Rpogo) (7.4)

where the superscript pkg stands for peaking component. This peaking BTB~ component is
then scaled by the By, Yield Correction, Cycq, to match the peaking data. The latter is

calculated by subtracting the combinatorial background estimate, as given by the equation:

Ngjgl = Nizga - (thlz(tis X Rcomb) (75)

Fig. 7.4 shows the mgg distribution of the peaking data and peaking BTB~ components
after applying the above equations. In addition, Fig. 7.5 shows the total E..., distribution
when the peaking B*B~ contribution is added to the combinatorial component. As can be
readily seen, the peaking MC overestimates the peaking data in the mpg distributions and
the resulting FE..;., distribution also displays this effect. To correct for this, the peaking

B*B~ is scaled by Cyicia. Cyieia is calculated as the ratio of the event yields in peaking data
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Figure 7.4: mgg distribution of peaking data (black) vs. peaking BB~ MC (blue) after
applying sub-skim, continuum, purity, and track multiplicity cuts.

to peaking BTB™:

Clicta = Nigin /Nb5s (7.6)

Fig. 7.6 shows the final E.,., distribution after determining the combinatorial component
from sideband data and scaling the peaking B*B~ to match the peaking data. The agreement
between data and MC is considerably enhanced and the MC no longer overestimates the data.
Cliera 1s thus considered the scale factor that corrects the overestimate of the BYB~ MC. To
quantify the level of agreement, Fig.7.7 shows the ratio of the data and MC yields over the
full E..i distribution. The ratio has a value close to 1, except in the region above 4 GeV
where the statistics are low. If this region is excluded, a linear fit to the ratio yields a slope
of 0.96 4 0.2. This gives the size of the residual discrepancy between data and MC, which is
< 5% and will be accounted for in the By,, yield systematic uncertainty.

The mgg sideband substitution will be used to obtain the background estimate at the
end of the selection. Rpmp and Cyeq vary as a function of cut in the signal selection. At

the final stage in the signal selection, data is blinded and thus Cy;eq cannot be determined.
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Figure 7.5: FEuq distribution of data (black) vs. background MC (blue), where the back-
ground MC consists of the combinatorial contribution, determined using sideband data, and

a peaking BTB~ component without Cy;eq correction.
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Figure 7.6: E..4q distribution after the mgg sideband substitution and peaking background
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Figure 7.7: Ratio of data and MC yield in the E..., distribution after the mgg sideband
substitution.

The peaking data component, at the end of the selection, may consist of Bt — K 7F7~
events. It is thus important to apply the Cy;cq correction from an earlier stage, after the sp
cut, when the data sample is still dominated by background events. This ensures that the
mgs sideband substitution does not affect the ability to observe signal events in data at the
end of the signal selection, while simultaneously correcting for known data-MC differences.
For the combinatorial background, R, is determined at the end of the signal selection,
since the signal is not combinatoric. After the MLP cut, data in the mgg sideband region
consists of all events that survive the signal selection, except for the mgg cut, and have a
mgps ranging between 5.20 and 5.26 GeV/c?. If M denotes the number of surviving events

after the full signal selection, including the MLP cut, then

id,
Mcomb = Ms;tg X Rcomba
. Dk - St id
Mpkg - MBJfo X Cyield - <MB“£§B— - ( EZ*B€* X RB(BO)) X Cyielda (7-7)

Mbkg == Mcomb + Mpkga
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where here M4, is the final combinatorial background estimate, My, is the final peaking
background estimate and My, is the total background estimate at the end of the selection.
It should be noted that the mgg cut has been applied here according to the sig and side
superscripts. As previously mentioned, Cl;ciq is determined after the sp cut, and is thus only
included as a pre-determined scale factor at the end of the selection. The equation for Cy;eq
is exactly as given in equation 7.6, if N is the number of events surviving the sg cut. On
the other hand, R, is determined at the end of the signal selection.

Because signal MC is also classified as peaking BTB~ MC, the same level of discrepancy
between signal MC and data should be applicable. This should be corrected for to obtain

an accurate estimate of the signal efficiency. Thus, the final signal efficiency is also scaled

by C1yield:
My
€sig — 77— X yield
N, generated
M. NPkg (78)
stg X data
Y

€sig — A
Ngenerated Ngf%,

where here Mj;, is the number of events in the generic signal MC that survive the final MLP

neural network cut and Ngeperateq is the total number of generated events in the generic signal

MC.

7.2 Combinatorial background estimate

The value of R,y varies as a function of cut. Fig. 7.8 shows a plot of R, after each cut
in the analysis. The variation in R, reflects the change in the shape and composition of
the combinatorial background as the signal selection cuts are applied.

After applying the lepton PID cut, the value of the ratio almost doubles, implying that
the number of MC events in the sideband region is considerably decreased relative to the
number of events in the signal region. This can be seen in Table 6.2, where the number of

continuum background events is reduced by at least 3 orders of magnitude. The dominant
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Figure 7.8: R.,mp as a function of cut in the signal selection.

combinatorial background at this stage is B°B°, which has also been reduced by at least 2
orders of magnitude. Fig. 7.9 and Fig. 7.10 show the unweighted mgg distribution of the
B°B° and ¢¢ backgrounds after each of the kaon PID, lepton PID, 7° veto, sz and MLP cuts.
The change in the shape of the BB background is evident after applying the lepton PID
cut. A broad peaking shape in the B°BY forms after this cut and becomes more prominent
as the remaining cuts are applied, except for the final MLP cut. This peaking shape causes
the shift in the value of the B°B° combinatorial ratio as there are more events in the mgg
signal region than in the sideband region. On the other hand, the c¢¢ background retains its
shape after the lepton PID cut but considerably decreases in size. The same is true after the
remaining cuts in the signal selection. After the MLP cut, the shape of the B°B? distribution
becomes more or less flat and the number of surviving events is of order 1. The MLP cut
suppresses this peaking behaviour in B°B° and removes a large amount of the surviving
combinatorial background.

To estimate the combinatorial background at any given stage of the selection, the value of
R.omp must be determined at that stage. Consequently, for the final background estimate, the
value is taken after the MLP cut. This ensures that the selected value of Ry, 0.213+£0.018

where the uncertainty is statistical only, accounts for the change in the shape of the different
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Figure 7.9: myg distribution of B°B® background after various cuts in the signal selection.
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combinatorial background components.
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7.3 Peaking background estimate

In contrast with Reomp, Cyiera is relatively stable throughout the cut flow, after applying
the skim-level, purity and continuum likelihood cuts. These initial cuts remove most of the
mis-reconstructed By,, candidates, with decay modes that usually have a low purity value.
The stability of Cyeq throughout the rest of the signal selection is expected behaviour.
This is true since the Cy;eq discrepancy is attributed primarily to modelling of By,, mode
branching fractions, and hence its value is independent of signal-side cuts. Fig. 7.11 shows a
plot of Cy;eiq after each cut in the signal selection. The B¥B~ background retains its shape
throughout the cut flow, as shown in Fig. 7.12, and is only significantly reduced by the final
MLP cut. This peaking BTB~ background overestimates the data throughout the signal
selection, excluding the MLP cut where data is still blinded.

The value of Cy;eq chosen for the peaking background estimate is that after the sp cut,
0.914 4+ 0.020, where the uncertainty is statistical only. This ensures maximum possible
agreement between data and MC before the final MLP cut. At the same time, because a
large number of B*B~ background events survives the sp cut, choosing Cy,eq at this stage

does not impact the ability to observe signal events in data.
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Figure 7.12: mgg distribution of BTB~ background after various cuts in the signal selection.
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7.4 Discriminating variables after mgg sideband substi-
tution

The discriminating variables that enter into the MLP neural network are shown below after

the sp cut and after the mgg sideband substitution.
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7.5 B — D' (7, study: MLP neural network valida-
tion

The MLP cut is the most important cut in the analysis because it suppresses the dominant
source of background. It is also the last step in the signal selection, at which point the signal
efficiency and background estimate are determined. It is thus important to verify the level
of data-MC agreement at this stage selection. As previously mentioned, the data is blinded
and therefore a validation within the signal region cannot be done. Instead, a control sample
is used to perform a check on the TMVA technique used in this analysis. The control sample
chosen for this check is a BT — D ¢*v,, D° — K~ 7t sample. It is obtained from data
after applying the full signal selection cuts discussed above, except the MLP cut, with the

following variation:

e The lepton PID for one of the tracks is reversed to a pion PID, as discussed in section

5.2.2.

e The D° veto, discussed in section 5.2.4, is reversed: 1.80 < Mp+,+ < 1.90 GeV/c?.
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Figure 7.16: B*B~ MC (red) vs. data (points with error bars) after applying the control
sample selection.

Basically, the signal selection is reversed such that peaking background events, BT — D ¢, D — K~ -
are chosen. These are the events that the MLP neural network is trained to classify as back-
ground.

The cuts above are also applied to the generic MC samples to allow for a direct comparison
with control sample data. The number of surviving B°B° and continuum events is very small
(~32 normalized events). The result, shown in Fig. 7.16, is a clear D° peak in both the control
sample and B*B~ MC.

The control sample data and MC are then run through the previously trained MLP neural
network. The discriminating variables used in the neural network for this validation test are
shown in Appendix E, before and after the mgg sideband substitution. The neural network
is optimized such that it can distinguish between BT — K 777~ events and the events that
dominate the current B*B~ and data samples. Consequently, events in the control sample
tend to populate lower values of the MLP output, as shown in Fig. 7.17. Furthermore,
Fig. 7.18a shows the MLP output for both data and the total MC sample, where the latter
includes the combinatorial backgrounds (B°B° and continuum). The level of agreement is

satisfactory and is improved using the mgg sideband substitution, as shown in Fig. 7.18b.
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To further verify the level of data-MC agreement, the MLP neural network cut is reversed
and applied on both the data and BTB~ MC samples, in increments of 0.05. Fig. 7.19a shows
the result and a good agreement between data and the BB~ sample is clearly visible. The
same is done for total MC and the agreement with data is also satisfactory, as shown in
Fig. 7.19b.

To quantify the level of agreement, a ratio is calculated and is given by R = Nyao/Nuc,
where Nguo and Njy;eo are the event yields for the data and MC samples respectively.
Fig. 7.20a shows a plot of the ratio as a function of each MLP cut for the data and BTB~
samples. Except near the end of the spectrum, where the MLP cut removes almost all of
the available statistics, the value of this ratio is close to unity. Fig. 7.20b also shows the
ratio of the data yield to the total MC sample, which is also close to unity for almost the full
spectrum. This implies that the level of agreement between data and MC is satisfactory. The
validation test shows that the MLP neural network does not bias the data-MC agreement.
The level of disagreement is < 5%, which is expected with the MC sample, as a result of the

hadronic By, reconstruction, and will be accounted for in the systematics section.
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Figure 7.20: Ratio of the event yields as a function of MLP cut.

Fig. 7.21a and 7.21b show the plots of Cyicq and Reomp as a function of cut flow in this
validation study. The values of Rcomp and Cy,eq are important, because they can be used to
estimate the final background. As can be seen, the distribution of R, does not show the
same behaviour after the PID cuts as that seen in the R, distribution of the actual signal
selection. This implies that the shape of the background distributions after applying the
control sample selection is not the same as that after applying the BT — K+ 777~ signal
selection.

Furthermore, the C);.q distribution shows a good agreement between data and Monte
Carlo with the value of Cy;eq reaching 0.993 after applying the sp cut. This implies that the
decay mode BT — D° ¢+ 7,, D — K* 7~ is well modeled in data and in MC. However, the
background discussed in section 5.3 consists of a combination of modes and thus the same
level of agreement between data and MC for the other modes is not necessarily expected.
This is why the values of Reomp and Clieq from the validation test are not used in the final

background estimate.
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Chapter 8

Branching Fraction Calculation

The branching fraction for BT — K 717~ is calculated using the following equation:

Nobs - Mbkg
NBE X €sig
Nobs — (M X Reomp) + (Mps— X Cyiaia)) (8.1)

sig

M onic
NBE X (—N;gl X Cyz’eld)
sigMC

B(Bt - K'rtr7) =

B(Bt — Ktrtr™) =

where Ny, is the number of signal events observed after unblinding, My, is the expected
background estimate, N5 is the number of BB pairs in the data samples, and €sig 1s the
signal efficiency. My, is the sum of two components, a combinatorial component calculated
by scaling the sideband data, M54 by R..mp , and a peaking component obtained by scaling
the peaking BTB~ MC in the mgs signal region by Cy;q. The signal efficiency is calculated
as the ratio of events in the generic signal MC surviving the MLP cut, MSSZ;’MC, to the total
number of events generated for the generic signal MC sample, N7 . The signal MC is
considered peaking B¥B~ MC and thus the efficiency is scaled by the same Cy;ciq to correct
for the overestimate of MC to data. The value of Ngj, corresponding to the dataset used

for this analysis is determined to be (470.97 4 0.02) x 10° [77].
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Figure 8.1: Predicted Standard Model contribution to dB; /dg* calculated using unquenched
lattice QCD approach [57].

8.1 Signal reweighting

Signal MC in this analysis is generated according to the BTOSLLBALL model, where the
form factors that describe the long-distance (non-perturbative) effects on the effective Hamil-
tonian of B — K/{*{~ are calculated using a LCSR approach [55]. This approach is described
in detail in Ref. [84] and Ref. [85]. Recently, the form factors for B — K{¢*¢~ have been
determined based on unquenched lattice calculations and are extrapolated over the entire ¢°
spectrum in a model independent way [57]. The resulting Standard Model predictions were
found to be consistent with previous theoretical and experimental results. The predicted ¢
distribution of B — K 7177, using the unquenched lattice QCD approach, is shown in Fig.
8.1. Because these calculations are considered to be the most accurate to date, the final
signal efficiency in this analysis is quoted after reweighting the signal sg distribution to that
predicted by the unquenched lattice QCD model. The reweighted signal MC distribution is
shown in Fig. 8.2. The effect of the reweighting is found to be very small, less than 2% for

all 3 modes combined.
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The reweighted signal MC is scaled down by ~10% to distinguish the different curves.

8.2 Final ¢, and Ny,

The final signal efficiencies are quoted in Table 8.1, along with the final background estimate
and including statistical and systematic uncertainties (discussed in section 9). As can be
readily seen, the signal efficiency for the et~ mode is almost twice that of the ete™ or
1~ mode, since it includes two different final state topologies et~ and e~ ™. On the
other hand, the background estimate for the e*x~ mode is only slightly large than the
ete” and putp~ modes. This is a result of optimizing the MLP cut to the best upper limit

separately for each mode.

Mode EPﬁCienCy (X1075> kag NB*B* NpkgBkg NsideData NnonPkgBkg
ete” 1.1£ 0.2 4944 3.8 | 47.1+ 2.3 | 43+ 3.6 30+ 5.5 6.4+ 1.2
whp 1.3+ 0.2 458+ 4.0 | 40.1+£ 2.2 | 36.7£ 3.7 | 43.0£ 6.6 | 9.2+ 1.6
et 2.1+ 0.3 09.24 4.4 | 55.2+ 2.5 | 504+ 4.2 | 41+ 6.4 8.8+ 1.5

Table 8.1: The final values for B — K 777~ with statistical and systematic uncertainties.
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8.3 Branching fraction results

The final signal efficiencies and background estimates, listed in Table 8.1, can be inserted
into equation (8.1), with the number of observed events, to determine the central value
of B(Bt — KT 7t77). A range of values of N, is used to estimate the final branching
fraction for each of the ete™, u*u~ and e™ p~ modes in Table 8.2, 8.3, and 8.4 respectively.
In this analysis, the goal is to combine all 3 signal modes and calculate one final central
branching fraction for Bt — KT 7777, The central branching fraction, as well as the 90%
confidence level upper and lower limits, is calculated using two different frequentist methods:
Barlow [93] and Feldmann-Cousins [94]. The central value of the branching fraction, R, for

a single mode can be written as:
n—>b

R:S,

(8.2)

where here n is the number of observed events, b is the number of background events, and
S is the sensitivity which is given by €44 X Npg.

The central value of the branching fraction for the combination of modes is determined
using a maximum likelihood approach. The likelihood is defined as the product of the Poisson

distributions of the different signal channels, given by

ie_/"/i

c=1] “T (8.3)

where here p; is the Poisson mean of the number of observed events for each mode calculated
using an initial estimate of R: pu; = R X S; 4+ b;, and n; is the actual number of observed
events from data. The likelihood is thus the product of the probabilities of observing n;,

assuming a Poisson distribution with mean p;, where 7 is a sum over all modes. Maximizing,

olnL

50 = 0, gives the following:

)
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The resulting central value of the branching fraction for the combined modes, Rg.4, is then
the value that maximizes £ given the actual number of observed events n;.

An upper (lower) limit at the 90% confidence level for a given number of observed events
n is the value of the branching fraction for which 10% of all measurements would yield a
result which is less (greater) than or equal to n. With the Barlow method, the approach
is to perform a set of “toy” Monte Carlo experiments, where the trial values of S and b
are generated by Gaussian distributions with a standard deviation equal to og and oy, [93].
(Here, the uncertainty of Ngz is not included because it is already accounted for in the
Biag yield systematic error [77]). Furthermore, in each trial, the total number of observed
events is generated from a Poisson distribution with a mean u, where p is calculated using
the generated values of S and b and the central value of the branching fraction Rg.,. The
trial value of R that gives 10% of toy experiments with a value of n less (greater) than or
equal to the observed number of events is the upper (lower) limit [93]. Furthermore, for the
combined limit, the same procedure is followed, separately for each mode, to generate the
trial values of S;, b; and the total number of observed events. The combined upper (lower)
limit is the value of R that maximizes the likelihood function, £, and for which 10% of toy
experiments give a value of R that is less (greater) than or equal to Rgaq [93].

In addition, the error on the central value of the branching fraction is determined as the 1o
interval, containing 68% of the distribution, calculated also using the Barlow method. Thus,
the upper (lower) bound error on the branching fraction is the trial value of the branching
fraction that gives 16% of toy experiments with a value of n less (greater) than the observed
number of events.

Using the procedure described above, the central value of the branching fraction is inde-
pendent of the systematic and statistical uncertainties of both the signal efficiency and the
background estimate. However, the uncertainties on the signal efficiency and background
estimate are important when determining the error on the central value of the branching

fraction, as well as the upper and lower limits. The limits are determined using toy MC
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experiments, where the signal efficiency and background estimate are generated according
to Gaussian distributions with ¢ equal to their uncertainties (systematic and statistical).
To avoid double-counting the systematic errors when calculating the combined limit, the
common systematic errors between the different modes are only included once, for one of
the three modes. This is done to ensure that, upon combining the different modes, the o
of the Gaussian distribution used to generate trial values of the signal efficiency and the
background estimate takes into account the systematic errors only once.

The Barlow method can output negative upper or lower limits, which are difficult to
interpret and understand. To avoid this, the Feldmann-Cousins method can also be used to
calculated the limits of B(BT — KT 7177). Here, a likelihood ratio is employed to rank
the possible outcomes of an experiment when determining the boundaries of the acceptance
region. This ratio is given by

R = P(n|B)/P(n|Byest), (8.5)

where P is the probability for observing n events given a branching fraction B and By, is the
value of B that maximizes P(n|B) [94]. Thus, R is a ratio of two likelihoods: the first is the
likelihood of getting n events given a branching fraction B and the second is the likelihood of
getting n events given the best physically possible branching fraction, Byes;. Every possible
outcome (number of events) n is assigned a likelihood ratio. The limits are calculated by
adding n values to the acceptance region until the sum of the probabilities is 90%. At the
end of an experiment, the upper and lower limits for an observed number of events n, are
the maximum and minimum values of B that have n, in the acceptance region. To account
for the uncertainties, a convolution of the Poisson distribution of P with a Gaussian in b
and S is performed. The procedure is similar to that used in the Barlow method and is
explained in greater detail in Ref. [95]. Furthermore, to calculate a combined limit for all
3 modes, a product of the Poisson probabilities for each signal mode is used as P and the
same logic is applied. Fig. 8.3 shows the central value and the 90% confidence limit interval

of B(BT — KT 7777) for each of the leptonic modes as a function of N,ps.
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Nopserved BBt - Kttt 70t s et v, U, 77 — e T vy)

Central Value Barlow Feldmann-Cousins

Lower Limit | Upper Limit | Lower Limit | Upper Limit
(x107%) (x107%) (x107%) (x107) (x107%)

45 -8.46 -25.31 12.25 0.00 19.00
46 -6.55 -23.22 14.27 0.00 20.20
47 -4.63 -21.42 16.39 0.00 21.80
48 -2.72 -19.49 18.60 0.00 24.70
49 -0.81 -17.85 20.78 0.00 26.50
50 1.11 -15.89 23.18 0.00 29.10
51 3.02 -14.11 25.00 0.00 31.30
52 4.94 -12.28 27.49 0.00 33.00
53 6.85 -10.22 29.53 0.00 35.40
54 8.77 -8.66 31.98 0.00 38.10

Table 8.2: B(BT — Kt vt~ 77 — e v, U,, 77 — e 7, v,;) values with upper and lower

Barlow and Feldmann-Cousins limits.

Nopserved BBt - Kttt 7% - ut v, v, 70— u Uy, vy)
Central Value Barlow Feldmann-Cousins
Lower Limit | Upper Limit | Lower Limit | Upper Limit
(x107%) (x107%) (x107%) (x107%) (x107%)
40 -9.62 -23.75 7.58 0.00 13.10
41 -7.97 -22.04 9.31 0.00 14.80
42 -6.32 -20.45 11.23 0.00 16.00
43 -4.67 -18.85 13.18 0.00 17.50
44 -3.02 -17.24 14.82 0.00 19.80
45 -1.37 -15.59 16.96 0.00 21.20
46 0.28 -14.07 18.54 0.00 23.80
47 1.93 -12.57 20.58 0.00 25.20
48 3.58 -10.83 22.42 0.00 27.60
49 5.24 -9.26 24.51 0.00 29.40

Table 8.3: B(BT - K™ 7~ 7" = pu* v, U, 7~ — p~ U, v,) values with upper and lower

Barlow and Feldmann-Cousins limits.
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Nopserved BB* = Ktrttr g0t s et v, v, 77 = p U, vy)
Central Value Barlow Feldmann-Cousins
Lower Limit | Upper Limit | Lower Limit | Upper Limit
(x107%) (x107%) (x107%) (x107%) (x107%)
55 -4.32 -14.37 7.97 0.00 11.70
56 -3.29 -13.30 9.00 0.00 12.60
57 -2.25 -12.48 10.23 0.00 13.00
58 -1.22 -11.39 11.47 0.00 14.50
59 -0.18 -10.37 12.48 0.00 15.40
60 0.86 -9.41 13.82 0.00 16.70
61 1.89 -8.56 14.75 0.00 17.90
62 2.93 -7.35 16.08 0.00 18.80
63 3.97 -6.47 17.09 0.00 19.80
64 5.00 -5.47 18.36 0.00 20.90

Table 8.4: B(B* - K* rtr~ 7% — e" v. U;, 7~ — pu~ U, v,) values with upper and lower
Barlow and Feldmann-Cousins limits.
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8.4 Branching fraction closure test

To check the validity of the procedure used to calculate the branching fraction, as given in
equation (8.1), a closure test is done by injecting signal MC in to a mock data sample. The
mock data sample is created from background MC. This is done by randomly selecting events
from each background MC type: B*B~, B°B°, c¢, uds and 7+7~, while matching the data
luminosity for each run. Table 4.2 shows the weight for each MC type for each run. This
weight is approximately 0.1 for B¥B~, B’BY, and c¢ events reflecting the 10:1 ratio of the
number of generated events for these MC types when compared to data. The uds and 777~
MC samples have a weight of approximately 0.25, displaying a MC sample that is almost
4 times the data. Thus, for each of the BYB~, B°B°, and c¢¢ MC, approximately 1 event
should be randomly chosen from every set of 10 events, whereas for uds and 777~ 1 out of
every 4 events should be selected to form the mock data sample. To do this accurately, a
reproducible random variable is used. The result is a sample of background MC events that
has a luminosity equivalent to that of the data, which can be used to test the branching
fraction calculation if signal is appended to it.

The signal selection is then applied on the mock data sample. The resulting mgg distri-
butions of the sample are shown in Fig. 8.4, after the E,,;,, lepton PID, and sg cuts. As
can be readily seen, the agreement between the mock data and the background MC is almost
exact, within statistical error. This is expected since the mock data sample is a subset of
background MC with the same luminosity as data. Fig. 8.5 shows a plot of Reomp and Cyierd
as a function of signal selection, using the mock data sample. As expected, the R, plots
are unchanged. The Cy;¢q plot reflects a Cyeiq consistent with one.

After validating the mock data sample, the generic signal MC sample is appended to
it such that the branching fraction extraction used for this analysis can be checked. The

generic signal MC sample contains 3.308 x 10¢® B¥ — KT 777~ events, which results in a
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branching fraction of 7.1 x 1072, This result is given by

gen gen
NsigMC o NsigMC

B = =
NBi EXO'B—O—B—XQ

=71x107% (8.6)

where N7\, is the number of generated events in the B™ — K* 7777 generic signal MC
and op+p- is the BB~ cross-section, given approximately 0.55 nb. The factor of two is
inserted to account for the total number of BT and B~ candidates in the BTB~ MC. (The
branching fraction is the number of events B mesons decaying via BY — KT 77~ divided
by the total number of B mesons, not the total number of BTB~ pairs).

Signal selection cuts are then applied to the mock data sample with the added signal MC,
and the sample is then run through the MLP neural network. The result is shown in Fig. 8.6
for each of the electron, muon, and electron-muon modes. The neutral network outputs of
the mock data sample are also shown for each mode before adding the signal MC. The signal
efficiency and background estimate are then calculated as described in the previous sections.
For the background estimate, Rcomp is unchanged. However, the value of Cy;ciq in this sample
is almost unity, 0.998 £ 0.020. The branching fraction is then calculated using equation 8.1,
and the results are shown in Table 8.5. As can be seen, the resulting branching fraction for
each mode agrees with the expected branching fraction, within statistical errors. Statistical
errors are calculated here as the difference between the central value of the branching fraction
and the 1o upper and lower limits. The statistical errors are large for the individual modes
but are improved for the combined limit. The combined limit also shows agreement with
the expected branching fraction. The final result that will be quoted in this analysis is a
combined limit and this closure test shows that the methodology used here will reflect a

signal if it is existent.
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Mode Calculated B | Expected B
(x1073) (x1073)
Electron 6.1073¢3 7.10
Muon 7.207580 7.10
Electron-Muon | 6.767 153 7.10
Combined 6.757 050 7.10

Table 8.5: Result of branching fraction closure test with mock data + signal sample.
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Chapter 9

Systematic Uncertainties

The signal selection for BT — K* 777~ events introduces systematic uncertainties on the
final signal efficiency and background estimate. As discussed in section 7.1, the combinato-
rial background is estimated using sideband data. The peaking background and the signal
efficiency are calculated using background and signal MC. Therefore, the level of agreement
between data and MC is crucial in this analysis. The mgg sideband substitution is used to
account for the well-known discrepancies between data and MC. Because it is done at a later
stage in the selection, many of the uncertainties associated with data/MC disagreement have
already been accounted for in the uncertainty of the sideband substitution method. How-
ever, any residual data/MC disagreement after applying the mgg sideband substitution must
be addressed. Furthermore, other sources of systematic uncertainties, such as the choice of
the theoretical model for the signal MC, are also examined. To do so, it is necessary to
investigate each cut in the signal selection and evaluate the level of systematic uncertainty

it introduces. The main sources of systematic uncertainties are found to be the following:

® DB, vyield correction: systematic uncertainty on the combinatorial and peaking back-

ground estimate, as well as the signal efficiency.
e Assumed theoretical model: systematic uncertainty on the signal efficiency.

e Data/MC agreement in PID: systematic uncertainty on the signal efficiency, peaking
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and combinatorial background.

e Data/MC agreement in ¥ veto: systematic uncertainty on the signal efficiency, peaking

and combinatorial background.

e Data/MC agreement in TMVA approach: systematic uncertainty on the signal effi-

ciency, peaking and combinatorial background.

Except for the systematic uncertainty due to the assumed theoretical model, the system-
atic uncertainties contribute to both the signal efficiency and background estimate. Given
equation 8.1, this correlation must be taken into account when evaluating the final branch-
ing fraction. However, as shown in Appendix F, correlations due to common systematic
uncertainties between the signal efficiency and the background estimate turn out to have a

negligible effect on the final branching fraction.

9.1 B, yield correction

The final signal efficiency and background estimate are dependent on what stage of the signal
selection these values are chosen. In addition, the measurements of Cy;ciq and Reomp are also
highly correlated, since the total number of events in the mgg signal region is constant for
any given set of cuts. Thus, a larger R, implies a larger combinatorial contribution and
thus more events will be subtracted from the peaking background estimate (and vice versa).
This is why only one systematic uncertainty needs to be evaluated, taking into account the
anti-correlation between Cyicig and Reomp. Cyicia and Reomp are related via the equation
Npta _ Nata — (Niste X Reomb)

Cietd = - . (9.1)

pkg pkg
N, BtB— N BtB-—

To evaluate the systematic uncertainty, a set of toy MC experiments is performed to deter-
mine the effect of fluctuating R.omp, and thus Cy;eq, on the signal efficiency and background

estimate. In these toy MC experiments, the value R, is fluctuated, using 5000 trials,
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Figure 9.1: Gaussian distribution resulting from the random fluctuation of R..,, with a
Gaussian generator of = 0.21 and o = 0.018.

according to a Gaussian distribution with a mean of the chosen Ry (0.21) and a ¢ equal
to the statistical error, as shown in Fig. 9.1. Because Ry and Cy,eq are anti-correlated,
fluctuating Reomp will cause a resulting variation in the value of Cy;eq. To quantify this vari-
ation, the mock data sample is used. In contrast to actual data, with the mock data sample,
the number of signal events, N th]m can be extracted at the final stage in the signal selection,
after the MLP cut. Furthermore, given equation 9.1, the values of both N3¢ and Nﬁ;B_
can be readily determined from the mock data sample and B*B~ MC, respectively. Thus,
the exact anti-correlation between Cyieq and Reomp can be determined at the final stage in
the analysis, after applying the MLP cut. This is important since R, is determined after
the MLP neural network cut, and Cy;¢q is assumed to be consistent throughout the cut flow,
even though it cannot be extracted after the final MLP cut. Thus, for each value of R.omp,
the anti-correlated value of Cy;¢q can be determined with equation 9.1 and is shown in Fig.
9.2. The anti-correlation is shown explicitly in Fig. 9.3.

Fluctuating Reomp and Cyeq will affect both the signal efficiency and the background

estimate. To examine the effect on the signal efficiency, the anti-correlated values of Cy;e4,

shown in Fig. 9.2, are used to determine the final signal efficiency in each toy MC experiment.
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The resulting €y, distribution is determined, and the difference Aeg;, is calculated as the

trial

actual g 18 the value of the signal efficiency determined using the

difference: €lji* —eaciual Here, €

sig

actual

Clyiera resulting from each toy MC trial and €sig " 18 the actual signal efficiency used in the

branching fraction calculation. A plot of Aeyy, is shown in Fig. 9.4. Because the value of

trial

sig 18 almost always greater than eactual and thus the

Cliela 1s mostly below 1, the value of € pase
distribution of Aey;, is offset from zero. The systematic uncertainty due to the By,, yield
is determined as the o of the Gaussian fit to the Aey;, distribution, after fluctuating Reoms
using a Gaussian random number generator and determining the anti-correlated Cy;e1q using
equation 9.1 and the mock data sample. o is found to be 5.1 x 1077, which translates into
a systematic uncertainty of 1.2%.

The methodology used for the signal efficiency cannot be applied on the background
estimate. This is true since the final background estimate will be a constant number for each
of these toy MC experiments. To understand this, recall that, for these toy MC experiments,
the value of C;cq is determined with a constant N, jé?a from the mock data sample at the final

stage in the signal selection. Doing so, Ny, is being scaled to match the data exactly. The

only thing varying between each trial is the ratio of combinatorial background to peaking
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background.

However, because the main source of background in this analysis is peaking background,
the systematic uncertainty due to the By, yield correction can be determined by fluctuating
Cyieta only. At the end of the selection, there is a very small fraction of combinatorial
background and thus fluctuations in R.,,,;, do not contribute to the overall uncertainty. The
source of uncertainty on the background estimate is thus related to how accurately the
overestimate of B¥TB~ MC to the data is determined. The plot of Cyq as a function of
cut in Fig. 7.11, shows that, except for the initial skim cuts and continuum likelihood, the
value of Cy;eq is relatively uniform and close to 0.90. The statistical error on Cyciq increases
along the signal selection because the number of surviving events decreases. After the sp
cut, the statistical error of Cy,eq is largest and covers a range of values that almost spans
the Cyierq spectrum as a function of cut. Therefore, to estimate the systematic uncertainty,
the value of Cy;eq is fluctuated by plus or minus this statistical error. The difference in the

final background estimate is calculated according to:

N, —N
5=~
N_—N
o_ = 9.2
- 92
Oy |+]0—
5total = | +|2| ’

where here N is the number of background events without any fluctuation and N, (IN_)
is the number of background events when Cy,¢q is fluctuated by plus (minus) its statistical
uncertainty. The values of N, Ny, and 04 are shown in Table 9.1. Fluctuating Cy;cq by its
statistical error results in ~ 2% systematic uncertainty on the background estimate.

The systematic uncertainty on the Bi,, yield simultaneously accounts for any data-MC
discrepancy due to the By,, cuts: continuum likelihood cut (discussed in section 9.2) and pu-
rity cut. These are applied at an early stage in the signal selection, where the main sources of

data-MC discrepancy are corrected for by applying the mgg sideband substitution at a later
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N | 1545
N, | 1577
N_| 1515
5. | 2.1%
5_ | 1.94%

Table 9.1: Values of N, Ny, and d1 used to calculate the By,, yield systematic uncertainty
on the background estimate.

stage. As previously mentioned, the purity cut is applied to get rid of “dirty” hadronic modes
that result in poorly reconstructed By,, candidates. This analysis is not sensitive to the spe-
cific combination of hadronic modes used in the hadronic Bi,, reconstruction. Furthermore,
Bi,e candidates that are mis-reconstructed via “dirty” modes form the combinatorial com-
ponent of the BYTB~ MC. With the mgg sideband substitution, this component is estimated
directly from sideband data, which removes the need for a systematic uncertainty to account
for any data-MC discrepancy in the “dirty” Bi,s modes. Any residual discrepancy in the
purity distribution of properly reconstructed events is accounted for with the systematic on

the By, yield.

9.2 Continuum Likelihood Cut

As previously mentioned in section 5.1.3, the continuum likelihood cut is used to get rid of
non-BB events or events where a Biae candidate is poorly reconstructed. The discrepancy
observed prior to the continuum likelihood cut is mainly the result of unmodeled background
sources, such as radiative Bhabha events, which appear in the data and not the MC. Con-
sequently, it is difficult to extract a meaningful measure of data-MC agreement at such an
early stage in the analysis.

However, with the mgg sideband substitution, continuum backgrounds are estimated
directly from data. This eliminates the need to evaluate data-MC discrepancies due to

these unmodeled backgrounds. Furthermore, other sources of discrepancy in the continuum
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Figure 9.5: Continuum likelihood ratio, after applying the sg cut and before the MLP cut,
before (left) and after (right) the mgg sideband substitution.

likelihood ratio distribution, such as from the By,, reconstruction, are also corrected for in the
BTB~ MC, with the Cy;.q scaling. This can be seen in Fig. 9.5, which shows the continuum
likelihood ratio before and after the mgg sideband substitution, after applying the sg cut
but before the MLP cut. The data-MC agreement is satisfactory with a discrepancy less
than 5%. This discrepancy has already been accounted for with the systematic uncertainty

due to the By, yield correction, as discussed in section 9.1.

9.3 Theoretical Uncertainty

Because the final signal efficiency is dependent on the choice of theoretical model, it is impor-
tant to evaluate a systematic uncertainty associated with quoting the final signal efficiency
using the unquenched lattice QCD approach. To do so, the final signal efficiency is com-
pared between 3 theoretical models: light cone sum rules (LCSR) [54], unquenched lattice
QCD [57], and the lattice-constrained dispersion quark model calculation[90]. Because of its
larger statistics, the cocktail signal MC, which has been generated according to the LCSR
model, is used here. First, truth information is used to determine the sg distribution of the

cocktail signal MC before any cuts. This distribution, shown in Fig. 9.6, reflects the LCSR
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Figure 9.6: sp distribution of cocktail signal MC after reweighting to the unquenched lattice
QCD calculation. The signal MC before and after reweighting is shown in red and blue
respectively.

model. The sg distribution is then reweighted to match that of the unquenched lattice QCD
model, as shown in Fig. 9.6. The reweighted sample is then run through the entire signal
selection, including the MLP cut and the difference in the final signal efficiency is evaluated
by comparing the final signal yields of each sample. When comparing the LCSR model to
the unquenched lattice QCD, the difference in signal efficiency is found to be 2.89%. Fur-
thermore, the sp distribution is then reweighted according to the dispersion quark model [90]
and the full signal selection is applied to the resulting sample. The sp distribution deter-
mined using the B — K transition form factors of the dispersion quark model is shown
in Fig. 9.7, along with the reweighted cocktail signal MC distribution in Fig. 9.8. The
difference in signal efficiencies is also then determined between the unquenched lattice QCD
and the dispersion quark model, and is found to be 0.8%. The systematic uncertainty due
to the assumed theoretical model is then calculated to be the quadrature sum of the differ-
ence in signal efficiency when the LCSR and dispersion quark models are compared with the

unquenched lattice QCD model, yielding a 3% systematic uncertainty.
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9.4 Particle Identification cuts

PID plays an important role in the signal selection and it is thus essential to evaluate any
additional discrepancies between data and MC resulting from this cut. The choice of PID
selector and tightness level has a large effect on the number and category of surviving back-
ground events. It is thus necessary to investigate the level of data-MC agreement for each
individual PID selector used in this analysis, listed in Table 5.1. Because a different combi-
nation of the electron and muon selectors is used for each of the three signal modes, a lepton
PID systematic uncertainty will be evaluated separately for each one.

The performance plots for each of the kaon BDT tight selector, electron KM tight selector
and muon BDT loose selector are shown in Fig. 9.9-9.11 [22]. As can be readily seen, the
performance of a selector depends on the momentum of the particle in consideration, both in
terms of the overall efficiency and misidentification rates and in terms of the level of data-MC
agreement. In this analysis, the momentum range of interest is that of the kaon and leptons
in the generic signal MC. The momentum distribution of the kaon is shown in Fig. 9.12, after
applying the kaon PID cuts. The electron and muon momentum distributions are shown in
Figs. 9.13 - 9.16 for each of the electron, muon, and electron-muon modes. To evaluate the
systematic uncertainty due to the PID cuts, the level of agreement between data and MC as
a function of the particle’s momentum should be determined. To do so, the ratio of the data
to MC efficiency, €4atq/€mc, is used. A weighted average of this ratio is calculated using the
momentum distribution shown in Figs. 9.13 - 9.16 for each particle type. The results are
shown in Table 9.2, where a weighted average is evaluated for each charge of each particle
type in a given signal channel.

The resulting kaon systematic uncertainty is applicable to all three signal channels,
whereas the lepton PID uncertainty is determined, for each mode, based on the number
of electrons and muons in the mode. For the kaon PID, the uncertainty due to the positive
and negative tracks passing the tight BDT selector is averaged, yielding a total systematic

uncertainty of 2.05% for all 3 modes. Furthermore, because there are two leptons in every
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Figure 9.9: Performance plot for the kaon BDT tight selector as a function of the lab frame
momentum . Data and MC efficiency for positive (left) and negative (center) kaons. The
ratio of the data to MC efficiency €4q1q /€ is shown in the right hand plot[22].

Mode PID Uncertainty (%)

Kt | K- | et | e | put | u
Electron 2.08 | 2.02|2.39 | 237 0.00 | 0.00
Muon 2.08 | 2.02 | 0.00 | 0.00 | 3.79 | 3.17
Electron-Muon | 2.08 | 2.02 | 2.23 | 1.56 | 3.04 | 3.11

Table 9.2: List of PID systematic uncertainties for each charge of each particle type, calcu-
lated as a function of the particle’s momentum in a specific signal mode.

mode, the PID uncertainty associated with one track is added linearly with that for the other
track within a signal mode. For the electron mode, the PID uncertainty of e (2.39%) is
added to that of e~ (2.37%), resulting in a total systematic uncertainty of 4.76%. The muon
mode has a total PID uncertainty of 6.95%, which results from adding the uncertainty of p~
(3.16%) with that of pu* (3.79%). Finally, the total PID uncertainty of the electron-muon
mode is determined to be 4.97%. This is calculated by adding separately, the PID uncer-
tainty of e (2.23%) with that of p= (3.11%), and the PID uncertainty of e~ (1.55%) with
1t (3.04%). These two uncertainties are then averaged to yield the total uncertainty on the

electron-muon mode.
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Figure 9.11: Performance plot for the muon BDT loose selector as a function of the lab frame
momentum. Data and MC efficiency for positive (left) and negative (center) muons. The
ratio of the data to MC efficiency €4qtq/€mc is shown in the right hand plot [22].
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Figure 9.12: Lab frame momentum of kaon in all 3 signal modes, after applying kaon PID.
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Figure 9.13: Lab frame momentum of electron in the Electron mode, after applying the
electron PID cut.
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Figure 9.14: Lab frame momentum of muon in the Muon mode, after applying the muon
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Figure 9.15: Lab frame momentum of electron in the Electron-Muon mode, after applying
PID cuts.
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Figure 9.16: Lab frame momentum of muon in the Electron-Muon mode, after applying PID
cuts.

9.5 7 veto

Systematic uncertainties associated with 7° reconstruction and veto are important to investi-
gate, even though the mgg sideband substitution is applied after the 7 veto. In this analysis,
7V’s are reconstructed in the same way as those in the BABAR piOLoose list. The pi0Loose
list is basically a standard recipe for 7° reconstruction, as determined by the Neutrals Anal-
ysis Working Group [92] (AWG) of the BABAR collaboration. To quantify the systematic
uncertainty, the level of data/MC agreement is initially evaluated. The mass window, used
in the 7° reconstruction, is fluctuated by £6 and the difference in the final signal efficiency
and background estimate is determined.

To determine §, the 7% mass distribution in data and MC is first examined. Fig. 9.17
shows the MC distribution of all 7% candidates that pass the reconstruction discussed in
section 5.2.3, after all cuts that precede the 7° veto in the signal selection. This distribution
is then fit with a combination of a Crystal Ball and a linear function. The same fit is

repeated for the data distribution, shown in Fig. 9.18, with all parameters fixed except for

o, the standard deviation of the Gaussian peak, and N, the total yield.
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Figure 9.17: Background MC 7° mass fit.

§ is then determined as the difference in the o value of the data and MC 7° mass fits.
The MC fit yields a o of 7.27056 MeV/c? and that of data is 7.0997 MeV/c?, which results in
§ = 0.17086 MeV/c?. The mass window of the 7 veto is then fluctuated by +4 on each side.
Thus, the loose 70 veto consists of a mass cut of 99.830 < Mo < 160.171 MeV/c?, while the
tight 7° veto has a mass cut of 100.171 < Mo < 15.983MeV/c?. The difference in signal
efficiency and background estimate is then evaluated and the results are shown in Table 9.3
for each mode. These results are consistent with zero, within the available statistics, and
thus a measurable effect cannot be determined within the context of this analysis.

Nevertheless, the systematic uncertainty due to the 7° veto is not only related to the data-
MC discrepancy in the final mass distributions, but also it is associated with the efficiency
of reconstructing a single photon candidate. Furthermore, hadronic interactions in the EMC
and the photon background are not perfectly modeled in the MC [92]. Because this analysis
reconstructs 7° candidates in the same way as the BABAR piOLoose list, the systematic
uncertainty associated with the 7% veto will be the same as that determined according to

the standard BABAR recipe: 3% [77].
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Figure 9.18: Fit of 7% mass distribution in data.

’ 7 mass window ‘ Nevents signal ‘ Agig ‘ Nevents bkg ‘ Aprg ‘
Electron Mode
100 < M0 < 160 MeV 4196 55.5425
Loose 7Y veto 4195 0.024% 55.5425 0.000%
Tight 7V veto 4198 0.048% 55.5425 0.000%
Muon Mode
100 < M0 < 160 MeV 3873 58.9501
Loose 7 veto 3872 0.026% 58.9501 0.000%
Tight 7° veto 3875 0.052% 59.0521 0.170%
Electron-Muon Mode
100 < M0 < 160 MeV 6595 64.883
Loose 7V veto 6592 0.045% 64.7819 0.160%
Tight 7 veto 6595 0.000% 64.883 0.000%

Table 9.3: Systematic uncertainty due to the 7° veto, evaluated by fluctuating the 7% mass
window by +4.
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9.6 sp cut

The sp cut rejects all background events that have a kaon momentum that is higher than
what is kinematically allowed for BT — KT 7t77. As can be seen in Table 6.3, this cut
has a negligible effect on the signal efficiency. In addition, the mgg sideband substitution is
done after applying the sp cut, and therefore any disagreement between data and MC on

the background estimate has already been accounted for.

9.7 MLP cut

It is important to quantify the systematic uncertainty associated with the cut on the MLP
output. The validation test, discussed in section 7.5, shows a good agreement between the
data control sample and background MC. The ratio of data-to-MC yield as a function of the
MLP cut, shown in Fig. 7.20a and Fig. 7.20b, ranges between 0.965 to 1.005. This value
gives the maximum range of the data-MC disagreement due to this multivariate technique.
In addition, the discriminating variables that enter into the MLP neural network are shown
in section 5.4 and section 7.4, before and after the mgg sideband substitution respectively.
These show a good agreement between data and MC. Furthermore, prior to unblinding the
signal region, the data distribution in the MLP output sideband region is examined and
shown in Fig. 9.19. The MLP output sideband region is defined as the region where the
MLP neural network output is less than 0.5. As can be readily seen, the data-MC agreement
is satisfactory and is improved after applying the mgg sideband substitution, also shown in
Fig. 9.19. The mgg sideband substitution done here yields a Cy;eq of 0.9178, which is close
to the nominal Cy;eq used in this analysis. This provides an additional sanity check on the
TMVA approach and shows that this multivariate technique does not have a negative impact
on the level of data-MC agreement.

Nevertheless, it is important to quantify any residual data-MC discrepancy introduced

by this technique and thus determine the systematic uncertainty associated with it. To
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Figure 9.19: MLP output distribution in sideband region before (left) and after (right) mgs
sideband substitution.

do so, the results of the validation test, discussed in section 7.5, are used. Fig. 9.20
shows the MLP output distribution of the data and total MC sample, after selecting for
the BY — D° {*y,, D — K~ 7 sample and running it through the MLP neural network.
To quantify the data-MC discrepancy, the ratio of the data-and-MC yield is calculated for
each bin in the distribution. The results are shown in Fig. 9.21 and show a consistent value
of about 0.9. A linear fit is then made to this distribution, which gives the average value of
this ratio, as shown in 9.22. The result is 0.916+ 0.026, which is very close to the nominal
Clyierqa used in this analysis. The deviation of this value from the nominal Cy;eq provides the
level of discrepancy the MLP cut introduces. Thus, the statistical error on this linear fit,

2.6%, is assigned as the systematic uncertainty associated with the MLP cut.
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9.8 Summary of systematics

Table 9.4 includes all the systematic uncertainties evaluated in this analysis, except for the
lepton PID systematic uncertainties, which are evaluated separately for every mode. The
latter are shown in Table 9.5. Furthermore, the systematic uncertainties calculated here are
applied to both the signal efficiency and the background estimate, except for the uncertainty
due to the chosen theoretical model which is applicable to the signal efficiency only. These
uncertainties are then added in quadrature to the total statistical error on the signal efficiency

and background estimate, before calculating the branching fraction.
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’ Source ‘ Systematic Error ‘

Biag yield €sig © 1.2%
kag : 160%

Theoretical Model 3.0%

Kaon PID 2.05%

7™ Veto 3%

sp cut -

MLP cut 2.6%

Table 9.4: Summary of systematics uncertainties on the signal efficiency and background
estimate (except for the uncertainty due to theoretical model) common for all 3 signal chan-
nels.

Mode Lepton PID systematic
Electron 4.76%
Muon 6.95%
Electon-Muon 4.97%

Table 9.5: Summary of lepton PID systematics for each of the 3 signal channels.These
uncertainties are applied on the signal efficiency and background estimate.
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Chapter 10

Results

After finalizing the signal selection and determining the signal efficiency and background
estimate, with the associated systematic uncertainties, the signal region data is unblinded,
giving access to the final signal yields in data. The final numbers are shown in Table 10.1
for each of the electron, muon, and electron-muon modes, along with the combined result for
all three modes. As previously mentioned, the signal region is defined as the region in the
MLP output distribution > 0.70 for the ete™ and putu~ modes and > 0.75 for the et u~
mode. For both the electron and muon modes, the number of observed events is consistent
with the background, within statistical error. The electron-muon mode shows an excess in
data of 3.70. The combined mode shows a less significant excess, < 20. To examine the
excess observed in the electron-muon mode, the distribution of the discriminating variables,
used in the MLP neural network, are examined in section 10.1.

The unblinded MLP distributions are shown in Fig. 10.1 for each mode, with the associ-
ated signal distributions. The mgg sideband substituted plots are shown in Fig. 10.2 for each
mode. As can be seen, the data does not show a significant peak in the signal region of each
mode. With the observed number of events, the combined central branching fraction and

the upper and lower limits are calculated using the Barlow method. The branching fraction
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Mode [ eig(<x10°) [ Nuy | Nos |

Electron 1.11£ 0.12 | 494 £+ 3.8 | 45.0£ 6.7
Muon 1.29 £ 0.21 | 45.8 = 54.0 | 39.0 £ 6.2
Electron-Muon | 2.05 £ 0.26 | 59.2 + 4.4 92.0+£9.6

Combined 477+ 042 | 154.449.6 | 176.0£13.2

Table 10.1: Efficiency (eg4), background estimate (Np,), and number of observed events
(Neps) for each of the electron, muon, and electron-muon modes. €5, and Ny, include
statistical and systematic errors, while N,,, has a statistical error only.

Mode Branching Fraction Lower Limit | Upper Limit
(x1073) (x1073) (x1073)
Electron —0.85 1 (stat) T T (sys) -2.61 1.31
Muon —1.137 538 (stat) 7055 (sys) -2.62 0.65
Electron-Muon | 3.4075 33 (stat) 7052 (sys) 2.06 5.19

Table 10.2: B(BT — K*7t77) central value, 90% upper and lower limits for each mode
separately determined using the Barlow method.

for all 3 modes combined is:

B(BT — Ktrt77) = 1.311%5% (stat) T5:32 (sys) x 1072 (10.1)

The combined upper limits, at the 90% confidence level, is B(B™ — KTr777) < 2.25 x 1073,
For each mode separately, Table 10.2 shows the central value, upper and lower limits calcu-

lated also using the Barlow [93] method.
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Figure 10.1: MLP output distributions with unblinded data and signal MC.
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Figure 10.2: MLP output distributions with unblinded data after mgg sideband substitution.
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10.1 Discussion

After unblinding the signal region, the data distribution is further examined. The plots,
shown in Fig. 10.1, reveal a generally good agreement between data and MC in the signal
region and thus the expected background. To quantify this, Fig. 10.3 shows the ratio of data
to MC yield, Nguta/Nuc, for each bin of the MLP output distribution. As can be readily seen,
the value of the ratio fluctuates about 1 for all 3 modes, which shows a general consistency
between data and MC. For the electron and muon modes, there is a slight deviation in
various regions of the MLP output distribution to values below 1. This implies that the MC
overestimates the data and this is exactly what the mgg sideband substitution corrects for.
However, for the electron-muon mode, the data actually exceeds the MC especially in the
signal region. This effect can be easily seen in the mgg plots for all 3 modes after the MLP
neural network cut in Fig. 10.4. By applying the mgg sideband substitution to the signal
region of the MLP output, the discrepancy between data and MC improves for the electron
and muon modes, but yet increases for the electron-muon mode.

It is evident that there is a negative deviation from the expected background estimate for
the electron and muon modes, but a positive one for the electron-muon mode. Fig. 10.5 shows
the Cyierq and Reomp, as a function of cut, determined separately for each mode. As can be
readily seen, R..mp is consistent with the chosen value and among all 3 modes. However, after
the MLP cut where the signal region data is unblinded, Cy;e;q reflects the negative deviation
in the electron and muon modes, and the positive one in the electron-muon mode, consistent
with the observed data yields in the three modes. This can be verified using Fig. 10.6, which
shows the peaking data vs. peaking MC for each mode separately. Furthermore, as can be
readily seen, the fluctuation in Cy,¢q only occurs at the final stage of the analysis. Before
the MLP cut, the MC consistently overestimates the data for all cuts. This implies that such
a result could not have been predicted by studies performed prior to unblinding the signal
region.

Although the excess observed in the et p~ mode is not statistically significant, we can
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still examine the data in this mode for consistency with a possible BT — Kt 777~ signal.
Therefore, plots of the discriminating variables used in the MLP neural network are shown
for the electron-muon mode after applying the final cut in Figs. 10.7, 10.8, and 10.9. As can
be readily seen, there is no clear indication that the excess observed is signal-like. There is
also no significant indication of systematic data-MC disagreement in the plots. Furthermore,
plots of the discriminating variables, separately for this mode, are examined before and after
the MLP cut, with and without the mgg sideband substitution. These are shown in Appendix
G and the agreement between data and MC is also satisfactory. Finally, the absence of signal
in the electron and muon modes further suggests that the excess in the electron-muon mode

is more likely a fluctuation than a BT — K+ 777~ signal.
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network, after applying the final cut in the analysis.
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Chapter 11

Conclusion

In conclusion, a search for the FCNC process BT — KT 777~ has been presented, where
the 777~ pair decays leptonically into either ete™ v, 7, (electron mode), p*p~ v, ¥, (muon
mode), or et p~ v, 7, (electron-muon mode) in the final state. Hadronic By,, reconstruc-
tion is employed in this analysis. Signal and background MC samples are used to develop
the signal selection and study the main backgrounds. Peaking background events of the
form BY — D®¢*y,, D& — K7, are suppressed using a MLP neural network, trained
with 8 angular, calorimeter and kinematic discriminating variables. Furthermore, using
one of the peaking background modes, B* — D%, D° — K*7~, the signal selection
is verified and the level of data-MC agreement is tested. In addition, the background
estimate is determined using the mgg sideband substitution, where combinatorial back-
ground is calculated using sideband data and peaking background is scaled to correct for
data-MC discrepancies. Finally, the branching fraction is determined after unblinding the
signal region data. No significant signal is observed. In the absence of signal, the com-
bined branching fraction for all 3 modes is determined, using the Barlow method, to be
B(B* — K*trtr™) = 1.31%5% (stat) 032 (sys) x 1073, The upper limit at the 90% confi-
dence level is B(BT — Ktrt77) < 2.25 x 1077,

Although this analysis uses the full BABAR data sample, the resulting limit is of O(1073).
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This is about four orders of magnitude above the SM expectation. Selecting for the leptonic
decay modes of the 7 limits the final signal efficiency and thus the sensitivity, but allows
for a clean selection of signal events. The measured upper limit is approximately three
orders of magnitude over the sensitivity threshold to contributions of the neutral Higgs
boson in 2HDM [45]. The same is true for other extensions of the SM discussed in Refs. [47]-
[54]. Nevertheless, this analysis lays the ground work for the search for such a rare decay.
The hadronic Bi,g reconstruction and the trained neural network, with the discriminating
variables used, have the potential to be a successful strategy for extracting a branching
fraction measurement with a higher statistics data sample.

The Belle-2 experiment is currently under construction and will be the next generation
“super” B-factory [96]. It is the extension of experiments like BABAR and Belle to higher
luminosities. This is an exciting prospect for Bt — K 7777, With a data sample that is of
order 100 times larger than the BABAR data, sensitivity to new physics scenarios that might be
affecting BT — K+ 777~ observables may come within our experimental reach. Data taking
by the Belle-2 experiment is scheduled to start in 2018 and the target integrated luminosity
is 50ab™'. The resulting new data sample will allow for a more accurate measurement
of BT — KT 7777, which may potentially lead to the observation of physics beyond the
Standard Model.
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Appendix A

Discriminating variables

The discriminating variables that enter into the MLP neural network are shown here for both
the generic and cocktail signal MC samples. These are done after all signal cuts, except the
MLP cut. As can be readily seen, the distributions show no major discrepancy between the
two signal samples, except that the cocktail has larger statistics. The cocktail signal MC is

scaled arbitrarily to show any differences in the shape of the distribution.
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Figure A.1: Kaon Momentum in CM frame for cocktail (red) and generic (blue) signal MC
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Appendix B

Region above D meson in M+,—

distribution

Looking at plot 5.13c , the region above 1.8 GeV/c? in the invariant mass distribution of
the combination of the K with the oppositely charged lepton, referred to as Myg+,-, is
almost background free and thus it is interesting to treat it separately. One suggestion is to
train and test the MLP neural network on all events with My+,~ below 1.8 GeV/c?, which
corresponds to the D° mass, and apply the MLP cut. Signal and background events in the
region Mp+,- > 1.8 GeV/c? are then added to the final distribution, in attempt to increase
the signal efficiency and improve the sensitvity of this analysis. Fig. B.1 shows the MLP
output of the signal and background events for each of the electron, muon, and electron-
muon modes, when the cut My+,~ < 1.8 GeV/c? is applied before training and testing the
MLP neural network. As can be seen for the electron mode, the double-peak structure in
the MLP output is no longer apparent. This implies that there is a set of background events
in the region My+,- > 1.8 GeV/c? that has a distinct structure, causing a small second peak
in the MLP output distribution. The MLP cut is then applied to the events below the D
mass, while events above 1.8 GeV/c? are just added to the final distribution. The results are

shown in Table B.1. The signal efficiency is not much increased, implying that almost all
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events with My+,- > 1.8 GeV/c? in the signal MC already have a MLP output value greater
than the MLP cut. Thus, simply appending these events does not improve the final signal
efficiency. The background estimate increases because a small subset of background events
is present above the D° mass. From the results in Table B.1, it is concluded that treating

the region above the DY mass in the M+, distribution does not improve the sensitivity of

this analysis.

Mode EfﬁCienCy (X10_5) kag NB+B— NpkgBkg NsideData NnonPkgBkg
Electron Mode 1.194 0.233 58.5E 5.95 | 56.2+ 2.48 | 51.4+ 5.77 | 32+ 5.66 | 7.13+ 1.46
Muon Mode 1.35+ 0.265 52.8£ 5.66 | 45.8+ 2.41 | 41.8£ 5.29 | 49+ 7 10.94 2

Electron Muon 2.02+ 0.344 60.4£ 5.93 | 53.4+£ 2.51 | 48.84+ 5.58 | 52+ 7.21 | 11.6+ 2.01

Table B.1: The final values for B — K+ 77—,
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Appendix C

Kaon Momentum after MLP cut

As previously mentioned, the main motivation behind this analysis is the search for new
physics contributions. Therefore, it is essential that none of the discriminating variables
used in the MLP neural network could affect our ability to detect new physics. Now, the
presence of any new physics contribution will impact the kaon momentum distribution, which
must reside in the low region due to the heavy mass of the 777~ pair. It is thus important to
verify that the neural network used does not hinder our sensitivity to the full kinematically
allowed region of kaon momentum. To ensure this is the case, a plot of the kaon momentum
and the sp distribution is shown below for all 3 modes combined. This plot is made after
applying a MLP cut of > 0.7. Data is still blinded at this stage and is therefore not shown
in this distribution. As can be readily seen, the kaon momentum distribution is still fully

accessible after the MLP cut.
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Appendix D

Combinatorial BB~ and B'BY

components in mpg distribution

The assumption made, using the mgg sideband substitution, is that the combinatorial com-
ponent of B*B~ MC in the signal region has the same shape of that of the B°B° MC. This
assumption is made to calculate the combinatoric ratio, R.,ns, and to isolate the peaking
component of BYB~ MC, as discussed in section 7.1. To verify this assumption, the combi-
natorial components of BB~ and B°B° are examined in the continuum likelihood sideband
region, which is here defined as the region where the continuum ratio is less than 0.5. Fur-
thermore, the combinatorial component is further isolated by applying the wrong cut on the
charge of the Bi,s. Thus, for B°B° combinatorial component, the applied cut on the Biag
charge is +1, and for the BTB~ MC, the charge must be zero. Fig. D.1 shows the mgg
distribution of the B¥B~ MC in the continuum likelihood sideband region, after requiring a
neutral Bi,e candidate. At this point, the purity cut and E,,;ss cut are also applied as well.
The corresponding B°B° distribution, after requiring a charged B, candidate, is also shown
in Fig. D.1. Both distributions have a very similar shape in the mgg signal region. This ver-
ifies the assumption made in the mgg sideband substitution method that the combinatorial

B*B~ component has the same shape as the combinatorial B°B°.
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Appendix E

Discriminating Variables of Validation

Test

Plots of the discriminating variables of the B* — D (v,, D° — K*7~ control sample and
the corresponding background MC, used in the MLP neural network validation test, are
shown below, before and after the mgg sideband substitution. The agreement between data

and MC is satisfactory.

E.1 Discriminating variables before mgg sideband sub-

stitution
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Figure E.1: Calorimeter variables used in the MLP neural network validation test. The data
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xxil



3

-3
3

a
3

Number of Events

5
S

30

0.5 1 1.5 2 25
Lepton Momentum in di-tau frame (GeV/c)

Figure E.2: Momentum of lepton, with charge opposite to that of the kaon, in the di-tau
frame used in the MLP neural network validation test. The data distribution (black points)
is overlaid on the background MC distributions (color-filled). ¢g refers to ¢ = u, d, s.

xxiil



Number of Events

-1 -0.5 0 0.5 1
cos6,,. in di-tau frame

Number of Events
1

@
]
T T

-0.5 0 0.5 1
coso,.. in di-tau frame

(a) cos @;+;- in di-tau frame.

©
S

@
S

— Signal

Number of Events

-0.5 0

0.5 1
cosf,.. in CM frame

(b) cosOp+;-

)
]

Number of Events
—

60—

40—

. 1
0 cose(B_K)E 5in CM frame

(¢) cosfp+;- in center-of-mass
frame.

(d) cosbp,, - K)ly,,, in CM frame.

Figure E.3: Angular variables used in the MLP neural network validation test: angle be-
tween two leptons in di-tau frame (top-left), angle between Kaon and oppositely charged
lepton in di-tau frame (top-right), angle between By, and oppositely charged lepton in CM
frame(bottom-left), and angle between the Kaon recoil vector and the lepton with low mo-
mentum in CM frame(bottom-right). The data distribution (black points) is overlaid on the
background MC distributions (color-filled). ¢g refers to ¢ = u, d, s.




E.2 Discriminating variables after mpg sideband sub-

stitution
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Appendix F

Comment on correlations

As can be seen in section 9, the evaluated systematic errors are common between e, and
Npig. Given (8.1) used to calculate the central branching fraction, it is thus important to
evaluate any correlation between €4, and Nyiy. This can be done using toy MC experiments,
analogous to the procedure followed for evaluating the Bi,, yield uncertainty. The approach
here is to select a specific systematic uncertainty, 8.26%!, and fluctuate the signal efficiency
using a Gaussian random generator with u = €, and a o equal to the systematic uncertainty,
8% x €5i9. The same approach is used with the background estimate, Nyg, and a set of toy MC
experiments are done. The resulting smear in the branching fraction is then evaluated with
the fluctuation in €44, Nprg or both. The central value of the branching fraction is evaluated
according to equation 8.1. To evaluate any correlation, 3 sets of toy MC experiments are
done, one where €y, is fluctuated and Ny, is kept fixed, another where Ny, is fluctuated
and €4, is kept fixed, and finally one where both €y, and Ny, are fluctuated using the
Gaussian random generator. These sets of toy MC are done separately for a range of Ny,
from -15 to +15, where here Ny = Nopserveda — Nokg- For each value of N4, a 1000 toy
MC experiments are made, where €5, and Ny, are fluctuated using the Gaussian random

generators. Furthermore, for each trial, the difference in the branching fraction is calculated

!This value is the MLP cut systematic uncertainty which was initially determined to be around 8.26%.
After further study, the value of 8.26% was found to be an overestimae.
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as ABF = BF,,;s — BF,.tua Where BF},;q is the central value of the branching fraction with
a fluctuation in Nyyg, €59, Or both, and B Ficuq is the central value of the branching fraction
given a specific Ny;, and the actual values of Ny, and e, without any fluctuation. A sample
result, for a given Ny;, = 4, is shown below. Fig. F.1 shows the smear in ABF when Ny, is
fluctuated, whereas Fig. F.2 displays ABF for the case where €, is varied. As can be seen,
the o of the Gaussian fit to the branching fraction is larger when the background estimate
is fluctuated. Furthermore, Fig. F.3 shows the smear in the branching fraction when both
€sig and Ny, are fluctuated, again for Ny, = 4. It can be readily seen that the value of the
o of the Gaussian fit to the branching fraction, the smear, when both are fluctuated has a
value that is very close to that resulting from the distribution when only Ny, is varied.

To quantify the correlation, Fig. F.4, F.5, F.6 show a plot of ¢ as a function of Ny, when
Nipig, €sig and both are fluctuated, respectively. The average value when Ny, is fluctuated
alone is 0.7794 x 107® . When only the ey, is fluctuated, the average value of o is of order
107°. Finally, , when both €, and Ny, are fluctuated, the average smear in the branching
fraction is 0.7525 x 1072, Thus, fluctuating Ny, by its systematic uncertainty affects the
branching fraction substantially more than a fluctuation in €,. The effect of the correlation
due to common systematic errors between the signal efficiency and the background estimate
can be quantified using the difference in the branching fraction smear when both Ny, and
€sig are fluctuated to when Ny, is fluctuated alone. The correlation between €4, and Ny,
causes an absolute smear in the branching fraction of 2.69x107°. This translates into a 0.28%
systematic uncertainty on the background estimate and thus the effect of the correlation is
negligible. Correlations between Ny, and €44, given equation 8.1, can be ignored for all

systematic uncertainties evaluated in this analysis.
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Figure F.1: Given Ny;, = 4, the smear in ABF, when Ny, is fluctuated using a Gaussian
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Appendix G

Discriminating Variables before and

after MLP cut

In the following appendix, each discriminating variable entering into the MLP neural net-
work is examined separately for the electron-muon mode. The goal is to ensure that there is
no significant disagreement between data and MC for these variables, leading to the excess
observed in that channel. The figures below show the distribution of these variables before
and after the final MLP cut, with and without the mgg sideband substitution. After looking
closely, the conclusion is that there are no significant discrepancies between data and MC.
While the agreement is not exact, the mgg sideband substitution provides a significant im-
provement, specifically before applying the final MLP cut. However, after the MLP cut, low

statistics in the data distribution make it hard to see a much improved agreement.

G.1 Discriminating variables before the final MLP cut
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Figure G.3: Calorimeter variables used in the MLP neural network before applying the final
cut in the analysis, before (left) and after (right) mgs sideband substitution.
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G.2 Discriminating variables after the final MLP cut
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Figure G.7: Calorimeter variables used in the MLP neural network after applying the final
cut in the analysis, before (left) and after (right) mgs sideband substitution.
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