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Abstract 

This thesis presents the design and implementation of l'l. Vital Signs Monitoring Sys

tem for a Patient Data Management System in an intensive care unit. The Vital 

Signs Monitoring System provides graphical display of patient data to assist medical 

docision making. It performs real-time patient data acquisition, and supports data 

ma.nagement. Visual codirtg of information has been investigated to enSllre effective 

graphical rcpresentat1.on of patient data, ta reduce screen clutter, and to enhance 

interpretabilil,y of grap1hical displays. A survey of existing patient monitoring sys

t,cms, and patient data \fnanagement systems is presented to give an overview of the 

l'ecent advancements in these medical systems. Emphasis is placed on the design of 

the user interface. Important interface design considerations are discussed, and a 

survey of interactive hard'1frare, interaction tasks, and dialog style is presented. 

The Vi tal Signs Moniiwring System was developed in C language under the 

Presentation Manager windo\W environment, and the operating system environment 

j.s OS/2 version 2.0. 
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Sommaire 

Cette thèse présente la conception et l'in~plémelltat.ion d'un syst(~ll\(' <k suivi dl'S 

signes vitaux intégré à un système de gestion de données ml>clicalcs COll('C'l'lHlll!, (ks 

patients au sein d'une unité de soins intensifs. Le systè11l(~ de' suivi <1.'s Si~ltes vitaux 

procure sous forme graphique les données concernant. le patieut dans le büt d'aille,!" 

le personnel infirmier dans sa prise de décision. Les données acquis('!> Cil !'(,lllpS n'·el 

peuvent être ensuite gérées par le système. Une revue des systèmes de ~mivi ainsi 

que de gestion de données médicales existants fait part. des récents dévdoPI)('lll('lll.s 

dans ce domaine. Dans le bût de faciliter la lecture ct l'interprét.ation des (lOlllH~CH 

médicales, des techniques de codage visuel sont abordées. De plus, une at.t.('ut.inn 

particulière a été portée à la conception de l'interface usager. Des considéral.ions 

importantes concernant l'interface usager sont traitées. Les techniques courant.!)s 

d'interaction tant sur le plan matériel, des tâches, que du style de dialogues Hout 

également présentées. 

Le Système de Suivi des Signes Vitaux a été développé en language C SOIlH 

la version 2.0 de l'environnement Presentation Manager du système d'cxploit.a.t.ioll 

OS/2 . 
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• 1. Introduction 

In the past two decades, computers have heen widely applied to health care proh

lems, and medical information processing. Systems have also been developed within 

the last four or five years to help in the planning of medical and nursing care, to 

provide tools for supporting decision making, and to optimize the effective use of 

computers in the management of nursing resources. 

Medical personnel are increasingly demanded to deliver quality care in less 

time, with fewer resources, and in a much more complex environment. With the 

number of hedside monitoring devices available today, the quantity of data collected 

on a single patient in the lCU could he overwhelming. There are pressures to 

measure and control staffing, provide thorough and effective care plans, improve 

prodl1d!vity, and provide increasingly extensive documentation of the care given. 

The advances in computer technology and the reduction in cost of hardware have 

encouraged the use of patient data management systems (PDMS) to meet these 

demands especially in the intensive care unit (lCU). 

One of the daily activities performed by a nurse in the leU is to colle ct 

patient data for trend graphs from the bedside monitors. Studies have shown that 

convention al manual record keeping is less reliahle compared to a computerized 

patient data management system, and physicians make significantly less mistakes 

in recalling patient data when using a patient data management system. Graphical 

presentation of physiological data provided by a computer system is a fast, and 

reliable tool for medical decision making. Automatic data acquisition and computer 

graphies combined with a window user interface environment have the potential to 

decrease the time that nurses spent on paperwork, and improve the quality of patient 

care. 
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Researchers have found that a successful patient datu. manngt:'l1lCllt systt'm Hot 

only has to meet the requirements in functionality, but it must also have a uscr

friendly interface, and it should be modified and upgradcd easily to accommodat.t' 

the rapid changes in computer technology and the leU envirollmellt. A IWW pat.ient. 

data management system that requires drastic changes in the way Illcdicnl personnel 

are working in the ICU may easily be rejected due to the lack of (,ollsidcratioll of 

the human factors of the system design. 

This thesis presents a Vital Signs Monitoring System (VSMS) of Il PDMS 

developed for a pediatrie ICU in collaboration with the Montrcl1.l's Children's Hos

pital. The next section will develop the issues just describcd herc. The nceds of n. 

modern leu are illustrated and sorne of the existing systems arc revicwcd. Sl'dion 

1.2 discusses the human factors in the developrnent of medical systems. A sUl'vey of 

existing user-computer interaction hardware, and various interaction styles follows. 

The last section of this chapter gives an overview of this thcsis, which presents the 

design and implementation of the VSMS. 

1.1. Computers in Nursing 

The benefits of using computers in nursing have been documcntcd in numcrous 

reports and journal papers [Ford, 1990} [Hendrickson & Kovner, 1990). Although 

computerised systems offer the advantage of more accurate and l'cliable data man

agement, effective use of nursing resources, and improved quality in patient care, 

studies have suggested that the suc cess of a computer system maybe rclated to the 

user acceptance and development of positive attitudes [Chang, 1984) [Burkes, 1991}. 

A survey of studies conducted in the late 1960s and 1970s found that the average 

staff had a negative attitude toward computers [Bongartz, 1988]. These findings 

studied the attitudes of aU employees in a given institution and therefore dic! not 

specifically identify the attitudes and perceptions held by professional nurses. More 

1 1 Computera ln Nuraing Page 2 



recent surveys have shown that nurses' attitudes were generally favorable to the 

use of computers in nursing practice [Jacobson et al, 1989] [Scarpa et al, 1992]. A 

study in 1989 showed that more positive attitudes were found in nursing students 

with more computer experience [Schwirian et al, 1989], and a similar result was 

also found in practicing nurses [Scarpa et al, 1992]. However, nurses who had ex

periences with unreliable computer systems were less favorable toward the use of 

computers in nursing [Jacobson et al, 1989]. This suggested that a good under

standing of the ol)~rations carried out by the nurses is required, that the system has 

to be uscr-fricndly, as well as functionally robust. 

A number of computer-based data management systems have been developed 

and installed in hospitals in the past decade, and many of them are installed in the 

intensive care unit (ICU). Gardner [Gardner et al, 1989] identifies four functions of 

computers in an leu setting: data communication, medical records management, 

physiological monitoring, and expert systems that suppcrt decision making. The 

following subsections introduce the various elements of a patient data management 

syst,em, and a sampling of the existing systems are presented. 

1.1.1. Medical Data 

The gathering of data and their interpretation ,'l.re central to the health-care process. 

The types of medical data include narrative, textual data, numerical measurements, 

recorded signaIs, and pictures. A considerable amount of information is gathered 

in the form of narrative data which is composed of the description of a patient's 

illness, his social and family history, and the communications among medical per

sonnel. Many data used in medicine take on discrete numeric values. These include 

parameters such as laboratory-test results, vital signs (pulse rate, respiratory rate, 

and arterial blood pressure, etc.), and certain measurements taken during the phys

ical examination. In sorne fields of medicine, analog data, such as ECG, in the 

form of continuous signaIs are particularly important. Images, or pictures, can be 
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acquired from machines or sketched by the physieial1s . 

Physicians play a l~ey role in collecting medical data during intervit>ws \Vith 

patients [vlcDonald & Barnett, 1990), while nurses play anothcr important roll' in 

data acquisition from their observations of patients [Ozbolt et al, 1990). Gencration 

of nursing care plans, and assessment of patients by physicians are grently illflucllce(l 

by th~ data gathered by the nurses. Other health-care workcrs sueh as office stafr, 

admissions personnel, therapists, laborat,ory personnel, radiologisbi, and plmrmn.

dsts contribute to the data-collection process also. Finally, data. are gathercd From 

devices such as laboratory instruments [Smith & Svirbrly, 1990], imaging mnehiucs 

[Greenes & Brinkley, 1990), and physiological monitors [Gardner, 1990). 

An important function of medical data is to heip in providing coordinnted care 

to a patient over time, and to provide communication among health-earc workers. 

Medical data form the basis for the historiea} record, and providc the information 

for anticipating future health problems for individual patients. Clinical rcscareh 

can profit from the medical data collected from populations of patients through the 

aggregation and statistical analysis of observations [Shortliffe & Barnett, 1990). 

There are disadvantages in the traditional information storage and retrieval 

of paper records. In an ICU, patients are usually connected to a number of bcdsidc 

monitors. Data are periodically collected from the instruments by nurses, and arc 

presented as graphs or tables over a period of time. Bccausc of the stressful en

vironment in the ICU, this procedure is error prone [Hammond et al., 1991]. The 

traditional record system also has the problem of redundant reeording in order to 

match alternate modes of access, and is inefficient in meeting the goals of different 

medical personnel. Furthermore, retrospective chart revicw for clinical rescarch is a 

laborious and tedious process, and people performing it are prone to make t.anscrip

tion error8 and to overlook key data [Shortliffe & Barnett, 1990). Becau8e of thcsc 

disadvantages, more and more bedside monitors feecl their results directly into a 

computer [Dasta, 1990) 80 that the data can be analyzed or formattcd for cler:tronic 
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storage as well as reported on paper . 

Many improvements to the acquisition, usage, and storage of medical data are 

possible through the use of computer systems [Bishop, 1990]. First of aU, medi

cal records, stored in electronic form, are always available on demand, and can be 

assesscd and viewed from many locations within or without the hospital by using 

local area nctworks [Priee & Chandrb.S~khar, 1989], and wide area networks [Scher

rer, 1990]. Secondly, computers can assimilate, process, and display large amounts 

of data in easy-to-understand formats for the users [Dasta, 1990]. Printed l'epOl'ts 

produced by computers can provide quick and legible patient summaries. Graphical 

on-sereen displays ean better highlight trends in patient data [James et al, 1990]. 

Hypertext links provide eustomized browsing features [Chaney et al, 1989], while 

multimedia technology permit integration of data of various nature such as numeri

cal data from monitors, taped voice reports, image data, and motion video of surgi cal 

procedures [Goldberg et al, 1989] [Brown & Krishnamurthy, 1990] [Chnadrasekhar 

& Price, 1989]. Finally, patient data management systems allow medical staff to 

perform complex queries on the patient data [Safran et al, 1990]. 

1.1.2. Patient Monitoring Systems 

Normally associated with operation of life support equipment, patient monitoring 

is the continuous observation of a patient 's physiologie al function for the purpose 

of making and assessing therapeutic interventions [Hudson, 1985]. Patient monitors 

are used to collect and display physiological data for efficient cri tical care decision 

making where speed and accuracy are important factors. 

In 1903, Cushing stated that vital-sign measurement should be done routinely, 

and that accuracy was important [Cushing, 1903]. Since the 1920s, vital signs (there 

were four at that time: temperature, respiratory rate, heart rate, and arterial blood 

pressure) have been recorded in all patient charts, and measurement of physiological 

parameters has become a central feature of critical care nursing. As new therapeutic 
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intervüntions were de:veloped, prompt quantitative evrulll1.tion of physiological lUul 

biochemical data became essential in the decision-mnking of physicians. ICUs WCI'(! 

established in hospitals in the 1950s to meet. the incren..o:;ing needs of critically ill 

patients for more R.cute and intensive care. The advances in eledrouic instrumen

tation has i [lcr-eased the number of physiologie al variables that eould he monitored, 

and monitoring devices have found their wa.y rapidly to the bedside in the leU. 

Nurses and physicians in ICUa are now confronted wi.th a bcwildering nllmber of 

instruments and an overwhelming amount of physiCtlo~çical data. 

Although the monitoring devices are continuo1.ls, the param,etcrs Illonitorcd by 

the physiological monitors are not automatically recorded in the patient's chart, and 

the nurse has to take a reading at half-hour or hour ïntervals and enter it into the 

paper chart [CoUet et al., 19891. Transcription errors oœur frequently as clcscribed 

in the last section, and papers are often missing or misplaccd. Anothcr problcm 

with the manually recorded data i8 the 108s of informatioll in Bampling. As shown 

in Figure 1.1, a continuous signal sampled at diffeI'ent snmpling rates may result 

in different degrees of accuracy, and important features may be missing betwccn 

samples. 

In the late 1960s, computers were introduc:ed into the JeU for patient mon

itoring to inerease the speed and accuracy of physiologic:al d;~ta I~athering, and to 

increase the efficacy of intensive care. However, the hardware and operating costs at 

that time were BO expensive that very few hospitals wcre able to buy thesc comput

ers. With the advances in computer technology, and the decr.ease in hardware costa 

in recent years, computer-based monitoring has become feasiblc and affordahle. 

Many systems have been developed in recfmt yea.rs to aHack different problcm 

areas in monitoring. A microcomputer based obstetricf3 information management 

system was developed by Subramanian to monitor an eight, bcd unit continuously 

[Subramanian, 1989]. This system can -lisplay wavcform information on a central 

monitor for aIl eight beds simultaneously. Strickland Jr. [Strickland Jr., 1991] dc-
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Figure 1.1 Analog to Digital Conversions at Two Different Sarnpling Rates 

scribes an information management system developed at the University of Louisville 

Medical School to assist in the monitoring of patients with severe head injuries which 

concentrates on the recording of brain function. Smith describes some application 

programs running on bedside and central station monitors, which provide not only 

information on vital signs, but also information about drug therapy and pacemaker 

data [Smith, 1992]. 

A trend analysis module in a PDMS has been developed by Collet et al. for the 

Montreal Children's Hospital which analyzes cardio-vascular data from physiological 

monitors to generate an early warning alarm [Collet et al., 1990]. Relationships 
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between different parameters are analyzed to recognize trend patterns . 

Krieger [Krieger et al, 1991] deseribes a distributed real-timc system for mon

itoring neurophysiologie function that provides immediate aeec~(l ta rcal-time life

critical data being aequired at multiple sites across the hcalth center and u.llows ouc 

neurophysiologist to s'lmultaneously monitor multiple surgical procedures. Callum 

[Collura et al., U)92] des(~ribes a eontinuous EEG monitoring system fol' E:pil('psy 

integrated with a.udio/video monitoring and seizure alarms. 

1.1.~~. Patient I)ata Management Systems 

Some medical systems can handle only a specifie physiologie monitoring, alld thcir 

dé:l.tabases are uBually limited. A comprehensive database is requil'ed in the leu 
environment ta integrated dHferent physiologie data, and administrative data rclnted 

to patients. A Patient Data Management Sys1.em (PD MS) is a system thètt is capable 

of performing operations on such a c.omprehensive database. A PDMS should he 

able to c:ollect, organize, store, retrit!ve, manipulate, and analyze the high volume of 

physiologie and administrative data required for aeeurate data acquisition, l'diable 

patient monitoring, <efficient medical -record management, and eritical care: dccision 

making [Milholland, 19188], [Gardntlr et al., 1989]. 

PDMSs were introduced into the ICU over two decades ago, and their ba.sic 

function at théLt time was to perform patient monitoring. Physiological monitoring 

systems can monitor physiologica\ a.nd biochemical variables, and the monitoring 

cau be performed either continuously or intermittently. A decacle aiter PDMSs 

were brought into the ICU, the foeus on PDMS had begun to shift to the aspects 

of da.tabase manag,emcnt [Milholland, 1988] [Malowany et al, 1989) [Schroeder & 

Carter, 1989]. PDMSs are now able to integrate data from different sources, sueh as 

various bedside m()nitors [Fumai et al, 1991], laboratory rcsults, manually entercd 

data, and nursingcare plans [Roger et al, 1991]. There are systems that perform real

tim<e trend analysis {Collet et al, 1990), initiate therapeutic interventions {Tolbert & 
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Partuz, 1977], and plan nursing care [Bailey, 1988] [Probst & Rush, 1990] . 

The data management functions that a PDMS should be capable of perform

ing are data entry, data storage, data retrieval, multiple aecess, data integration, 

and data security [Milholland, 1986]. Data storage in a PDMS avoids redundant 

duplication of patient data, and provides fast access to a patient's past medical his

tory. Data retrieval includes the representation of data which ean be displayed on a 

computer sereen, or printed as hardcopies. Studies have shown that patient charts 

generated bya PD MS have improved the quality, accuracy, and accessibility of nurs

ing documentation [Hammond et al, 1991] [Hendrickson & Kovner, 1990] [Staggers, 

19881. Data retrieval using PDMS is also more suitable for research analysis than 

traditional paper record system [Hammond et al, 1991]. Multiple access on a PDMS 

improves the eonsistency, and accessibility of a patient's data to different medical 

personnel. Data from different sources are integrated into the same PDMS database 

BO that relationships among different parameters can be analyzed to provide more 

efficient and effective health care. In order to provide reliable critical care, data 

security of a PDMS is important to assure data validity and consistency, as weIl as 

the confidentialityof a patient's data. 

There have been a number of successful commercial, and customized hospital

developed PD MSs implemented in the past few years. Some commercial systems are: 

the Hewlett Packard PDMS system [Hewlett, 1988], the EMTEK system [EMTEK, 

1988], the MedTake system [Pesee, 1988], and the CliniCare [Hughes, 1988}. The 

hospital-developed systems include: the Health Evaluation through Logieal Pro

eessing (HELP) system [Bradshaw et al, 1989], the workstation-based system for 

use in critical care environments [Prakash et al, 1991], the medical workstation with 

knowledge-based user support and multimedia documents [Kuhn et al, 1990], and 

the PD MS for an leu in Montreal Children's Hospital [Panisset et al, 1989]. Fac

tors influencing the choice between hospital-developed and commercial systems are: 

ability to customize, functionality, cost, user interface, and support for equipment 

1.1. Computera in Nuning Page 9 
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from different vendors [Paganelli, 1989] . 

Positive results have been reported from the studies on the effects of usillg 

PDMS. Time spent on the clerical activities, such as writing or telepholling for 

services and supplies, and assembling charts, has been reduced [Hendl'i(~ksOll & 

Kovner, 1990] [Staggers, 1988], and thus resulted in gains of cfficiency and P1'o

ductivity [Hammond et al, 1991]. Errors in carrying out ordel's have becll reduccd 

[Hendrickson & Kovner, 1990]. 

Although time spent on direct patient care was expected to illcrease as n. reBul t 

of saving time in clerical activities, different results have beell found in the litcratul'c. 

Some studies found that time spent on direct patient care had been increased [Roger, 

1992], while other studies have shown that time spent in direct patient care rcmained 

the same [Hendrickson & Kovner, 1990] [Staggers, 1988]. Many benefits have ueell 

documented in health care literature, but few empirlcal studies have been completed 

to verify these perceived benefits. Further research with improved methodology is 

required to address variables not yet researched: the effect of computer on patient 

care quality, nurse administrators' attitudes toward computers, the channeling of 

saved time into cost-effective activities, and the expansion of programs ta help make 

nurses more efficient [Staggers, 19881. 

1.2. User-Computer Interaction 

The human-factors of a program, such as its interaction style and its case of lcarning 

and of use, are as important as its functional completeness and correctness. Program 

efficiency continued to be the main con cern of computer scientists until the carly 

1980s. As the costs of hardware and software have dropped drastically in the last 

decade, large number of computer facilities now exist in our modern offices and 

homes. With the increase in computing power and the decrease in costs, we can 
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afford to optimize user efficiency rather than computer efficiency because a poorly 

designed user interface usually results in the rejection by the user despite its sound 

functionality. A well designed user interface is an important factor to lower the 

hidden costs to nurses [Staggers, 1991]. These hidden costs include the training 

time of how to use a system, memory burdens of recalling different functions of a 

system, and the errors made in an interaction with the system. In such critical 

application as ICU monitoring, a poor user interface can contribute to and even 

cause fatal accidents. 

An important property of graphies packages, called device independence, is 

used to protect programs from obsolescence, and to enhance the portability of appli

cations to different platforms. Device-independent programs are shielded from the 

details of the physical input devices by using a set of logical input devices. Special 

code modules, called device managers, are used to map application programs' graph

ics requirements into the specific graphies vocabulary of the target device [Warner, 

1981]. 

An approach to application design, called dialog independence, isolates the 

human-computer dia.log from the system structure, and the computational software 

[Hartson & Hix, 1989]. Without dialog independence, dialog and computational 

modules are tightly interspersed in the system, which makes modification difficult 

to perform, and human factors hard to provide. Dialog independence allows the 

computational and dialog components of an application to evolve independently, 

and the dialog may even be shared among different applications [Coutaz, 1985]. 

The evaluation of interaction devices can be considered on three levels: device, 

task, and dialogue. The hardware characteristic such as device resolution, operator 

fatigue, and device footprint (the area that a device occupies), is determined at 

the device level. At the task level, interaction techniques are compared by using 

different devices for the same task. A device is evaluated at the dialogue level if a 

sequence of interaction tasks is performed. The following sections discuss the three 
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basic cornponents of user interfaces: input devices, interaction tnsks, and interaction 

style. 

1.2.1. Interaction Hardware 

There are four types of input devices: locator, keyboard, vnluator, and choiee dc'

vices. A locator is a device for specifying coordinates or orient.ations, while a. val

uator is used for entering a single real number. A logical keyboard dcvice is w.;ed 

for specifying character string input. A choice device is used to select from n. sl'l of 

objects of actions [Foley et al, 1990]. 

Locators are classified according to three independent characteristics: absolllle 

or relative, rlirect or indirect, discrct~ or continuous. Absolute devices, su eh as da.ta 

tablet or touch panel, have a frame of reference and report position with respect 

to that origin, while relative devices, such as mice, track baIl, and joyst,icks, report 

only changes from their former position. The advantage of a relative deviee is tlmt. 

an arbitrarily large change in position can be specified. Direct devices, such as 

light pen or touch sereen, are used to point direetly at the screen with Il finger or 

surrogate finger, whereas indirect devices, such as a tablet, mouse, or joystiek, Il1OV(' 

a cursor on the screen. Precise positioning is clifficult with direct devices, and dired 

pointing can cause arrn fatigue, if the arm is not supported. Continuous dcviccs 

(e.g. mice) can create a srnooth cursor motion on the screen, and thus allow more 

natural, easier, and fast el' cursor movement than do discrete ones. 

Valuator deviees can be either bounded or unbounded. A bounded valua

tor, like the dial on a radio, inputs an absolute quantity. On the oUler hand, a. 

continuous-turn potentiometer can be turned an unbounded numb(~r of t.imes in 

either direction. 

Although different types of keyboard have been designed to replaccd the tradi

tionaI Qwerty design, Qwerty keyboards remain the most widcly acccptcd keyboanl 
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organization . 

Choice devices include function keys on a keyboard, and keys mounted on 

the CRT bczel. The position of the mounted keys affects the efficiency of a ehoice 

deviee. Keys mounted in the keyboard is the most common form of ehoiee device. 

Other experimental interaction devices, such as a voice recognizer which frees 

the uscr's hands for other tasks, is a natural way of communication [Bailey, 1988] 

[Waterworth, 1984]. Voice recognition systems can be classified as either speaker

dcpcndcnt or speaker independent, and being capable of single word recognition or 

continuous speech recognition. On a speaker-dependent system, the accuracy of the 

system would be highly impeded by the variation of the voice of the speaker. For 

example, if the user has a cold, the system may not be able to recognize his voice at 

aU. Speaker-independent systems are not without limitations. They usually have 

a much sm aller vocabularyj typically 50 to 100 words. Several speech recognition 

interface systems have been successfully developed [Kuhn et al, 1990] [Petroni et al, 

1991]. 

1.2.2. Dialog as an Element of Interaction 

A basie interaction task (BIT) is the smallest unit of task that a user can interact 

with the system. Compositions, or sequences, of BITs forms dialog interactions, 

which will be discussed in detail later in this section. A complete set of BITs 

for interactive graphies includes positioning, selecting objects, entering text, and 

cntering numeric quantities [FoJ.ey et al, 1990]. 

A positioning task enters a coordinate in the form of (x, y) or (x, y, z) to the ap

plication program. Positioning can be achieved by moving a cursor on the screen, or 

typing the desired coordinates. The feedback from the application program during 

positioning must be given in the screen-coordinate system, in order to follow the 

principle of stimulus-response compatibilitYj the system response to the user action 
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• must be in the same direction or orientation, and t.he lllag,nitudt.' of the l't.'Sp011 Sl' 

should be proportional ta the action. Superimposîng n grid on the work at'('a nt 10'" 

intensity is an useful visual aid in aligning positions [Sw('Z('Y & Davis, 19831. 

A selection task chooses an clement from il choire set sneh as t.'OlllIllIllHIs, 

attribute values, object classes, and abject instances. There are t.wo types of choil'l' 

sets: fixed-sized, and varyillg-sized choice sets. Select.ing an ooj('et is possihlt- by 

using different kinds of logical devices. For cxample, iL keyboard dl'vin' CHn be ma'd 

ta type the name of the abject., or a locator can hc uscd to point at an obj{'d. which 

can then be followed by pushing a but ton on the locator illdieatillg il He!edioll. 

A text input task enters eharacter strings to an applicat.ion, and il. is mnmlly 

performed by typing at the keyboard. 

A quantify task specifies a numeric value within Home valid l'ange. Typical 

interaction techniques are typing the value, setting a dial to the va.lue, and usiug nu 

up-down counter to select the value. This task may be either linguistie or spatial. 

When it is linguistic, the user enters a specifie value. When it is spatial, the IlS('1' 

seeks to increase or decrease a value by a certain amount. 

A composite of BITs forms the dialog between the user and the comput.er. III 

the user-computer dialog, dialog boxes are used ta specify multiple Imits of iufol'

mati on [Foley et al, 1990]. Dialog boxes can allow multiple items to be Heled.c(l iu 

the same selection set, provide multiple selection sets, and include arcas for text 

and value entry. 

1.2.3. Dialog Styles 

This section discusses four of the most corn mon dialog styles for user interface clesigu: 

menu selection systems, command languages, direct manipulation, and iconÎe user 

interfaces. A good user interface should foeus on human fadors such as ea.c:;e of US(!, 

speed of learning, retention rate, and error handling. 
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Menu selection systems reduce the learning time for a novice user, and they 

provide a structural sequencing of complex commands [Shneiderman, 1987]. An

other advantage of using menu selection systems is that they eliminate the mem

orization of command sequences by recognition of menu items [Foley et al, 1990] 

[Shneiderman, 1987]. 

Direct Manipulation systems create a visual represcntation of objects, at

tributes, or task concepts that can be operated on by manipulating objects on the 

screen [Shneiderman, 1982J. They are easy to learn for novice users, and tasks can 

be carried out extremely fast by experts [Shneiderman, 1987]. Error messages are 

rarely needed, since the user can immediately see the result of his actions on the 

sereen. 

Command languages are used traditionally ta interaet with a computer. Sys

tems using command languages are flexible, and easy to extend. Possibility of typing 

and recaU errors is high, and the learning time for command language systems is long 

[Foley et al, 1990]. Therefore, they are most appropriate for experienced, frequent 

users, rather than for casual novice users [Shneiderman, 1987]. 

Iconic interfaces use icons (pictures) to represent abjects, properties, or user 

commands instead of textual description. Iconic user interfaces reduce the learn

ing curve, and facilitate user performance [Lodding, 1983]. If carefully designed, 

icons can be language independent, and systems using them can be delivered ta the 

international market [Foley et al, 1990] [Lodding, 1983]. 

1.2.4. Visual Codings 

Since there is a large amount of data ta be displayed on a limited area of the screen, 

visual coding is very useful in distinguishing different types of data, and in grouping 

relevant objects together. Many different coding types are available: color, shape, 

size, length, typeface, angular orientation, brightness, texture, line width, and line 
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style are the common on es in designing user interfaces. It is obvious tlmt the dt'gr{'{' 

of confusion experienced by the user is directly proportional tu the number of ltata. 

types encoded [Swezey & Davis, 1983]. Redundant coding can be used effectivl'ly 

to help the user to distinguish among different types of information. It uses fi 

comhination of two or more different codes to represent the srune infol'mnt,ion nt, 

the sarne time. Figure 1.2 illustrates a redundant cod~ u&;ng thrcc codes: shnp(', Hn 

pattern, line width, and line style, to differentiate different objects. 

" . , , , , . , . 
r , 
~ . • • . , , ~ 

:' ... \ . .. . , . , . . c ........ w ............ w.., ..... J 

-

Figure 1.2 An Example of Redundant coding 

For a 95% error-free code recognition, a maximum number of 10 colors, G arcn 

sizes, 6 lengths, 4 intensities, 24 angles, or 15 geometric shapcs can be llsed for 

coding [Swezey & Davis, 1983] [Foley et al, 1990]. The error rate ean he further 

decreased by the use of a legend indicating the meaning of eaeh code value. 

It is important to understand the type of information being codcd wh en seled

ing fi code, beeause sorne codes are more efficient in recognition for a particull.l.r type 

of information than others. There are mainly three types of information: nomina

tive, ordinal, and ratio. Nominative information simply designates diffcrent thillgs 

which have no notion of order. Ordinal information is ordered and has a gr<!atcr 

than and less than relation, while ratio information has also a metrie c1efincd. Fol' 

a fixed number of nominative-code values, color is the most aceurate in recognizillg 

objects when the code values are appropriately spaced [Riec, 1991] [van Cott & 

Kinkade, 1972]. Ordinal information must use codes that have an obvious ordering 
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such as fiU-pattern density, or text size. Ratio information must be presented with 

a code that can be vary continuously. Graphs positioned along a common scale is 

found to be the most accurately recognized coding for ratio information [Foley et 

al, 1990J. 

A study by Hoadley [Hoadley, 1990] has shown that the use of color in tables, 

pic charts, and bar graphs improves the time performance of a decision maker's 

ability to extract information, while it improves the accuracy performance when 

used in pie charts and Hne graphs. The effective use of visual codes, and a number 

of presentation schemes are illustrated extensively in two books written by Bertin 

[Bertin, 1981] [Bertin, 1983]. 

1.2.5. User Interface Design Considerations 

This section presents a number of important interface design guidelines which should 

be followed closely, but not blindly. An effective application of these guidelines can 

produce good human factors in a design. 

1. Principle of Least Astonishment - design a system, or its features, to 

surprise thp. user as little as possible [Thimbleby, 1990]. 

2. Consistency - allow the user to generalize knowledge about one aspect of 

the system to other aspects by following a few simple rules, and maintaining 

uniformity in the conceptual model, functionality, sequencing, and hardware 

bindings [Foley et al, 1990J. 

3. Minimize Error Possibilities - disable unavailable items, provide only valid 

commands in the current context and mode, and avoid side effects which the 

user does nat expect [Foley et al, 1990]. 

4. Feedback - providing normal prompts, advisory messages, and system re

sponses to commands may influence user perceptions, but the phrasing of 

1 2. Uler-Computer Interaction Page 17 



• 

• 

error messages or diagnostic warning is critkal [Shneidernmn, 1987] . 

5. Error Recovery - provide sorne forms of error recovery such as Undo, Cancel, 

or Abort, when an unexpected result is encountered [Thimbleby, 1990). 

6. H uman Diversity - accommodating the different skill lcvels, as well as t.he 

physical, intellectual, and personality differences among uscrs is vital [Shnei

derman, 1987]. 

7. Minimize Memorizatioll - never force unnecessary mcmorizat.ioll [Thom

son, 1984] [Foley et al, 1990]. 

1.3. Thesis Overview 

This thesis presents the design and implementation of a Vital Signs Monitoring 

System (VSMS) for a Patient Data Management System (PDMS) which is bcing 

developed in conjunction between MeGill Research Center for Intelligent Machines 

(McRCIM) and the Montreal Children's Hospital. The PDMS is intcnded to be uscd 

in the Pediatrie Intensive Care Unit of the Montreal Childlen's Hospital. Being an 

integral part of the PDMS, the VSMS is responsible for rcal timc data acquisition, 

and graphical display of physiological data for patient monitoring. Emphasis is 

plaeed on the consideration of human factors in medieal systems. The user inter

face of VSMS is developed under the OS/2 Presentation Manager, and utilizcs the 

multitasking capability of the OS/2 operating system. 

An overview of the PDMS system is presented in Chapter 2. The hardware 

and software environment of the system is described in detail, and the integrution 

of aIl the modules in PDMS is also formally diseussed here. The functionality and 

structure of eaeh individual module is presented, and the design dccisions and traclc

offs are mentioned as well. Low-Ievel implementation details of aIl t:tC modules is 
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• not the objective of this chapter, and thus will not be discussed here. 

Chapter 3 presents an overview of the VSMS, and details the design issues 

of the system. Functional models of different components in the VS MS system are 

given, and the design decisions of each module are justified. Topics discussed include 

real-time data acquisition, real-time data management, graphical representation of 

vital signs data, and graphical user interfa ,~t; environment. 

Chapter 4 develops with the implementation of the modules outlined in Chap

ter 3, and the performance of different aspects of the VSMS system is evaluated for 

future improvements. Possible extensions to the PDMS system are also suggested 

hcre. Finally, the material presented in this thesis is summarized in the conclusion 

of Chapter 5. 
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2. PDMS OvervÎe'\v 

This chapter describes the Patient Data Management System (PDMS) devclopcd 

for the Pediatrie Intensive Care Unit (PICU) of the Montreal Childl'Cn 's Hospita.l. 

The PDMS is capable of collecting, storing, retl'ieving, and mnnipulnting both phys

iological data and administrative data available from bedside monitors, health cm'l' 

staff, and laboratories, The functions that are supported by the PDMS are patient. 

registration, vital signs monitoring, fluid balance monitoring, generat.ion of nUl'sing 

care plans, nursing workload calculation, request of laboratory tests and entl'y of 

laboratory results, requests of pharmaceutkals, and trackillg of In<~dications, The 

current implementation of the PDMS will be outlined, 

The hardware configuration of the PDMS in the PICU is shown in Figure 

2.1. The HP CareNet System consists of fourteen HP 78534A physiological mon

itors linked in a star configuration local a.rea network to a HP 78581A Network 

Systems Communication Controller. Each hedside monitor is capable of automatic 

smoothing of measured parameters, real-time display of selected data, and alarm 

generation. A HP 78588A CarePort Network Interface is used to send data gath

ered from the bedside monitors to the PDMS host computer through il. standard 

RS-232C seriaI Hne, and to translate the commands of the host computer into the 

proper format for the Network Systems Communication Controllcr. 

The PDMS host computer system consists of an IBM PS/2 modcl50 computer, 

and an IBM PS/2 model 80 computer connected to an IBM Tokcn Ring network 

using the IBM OS/2 LAN server/requester network software. The IBM PS/2 mode! 

80 computer functions as the PDMS server, which is iedicated to the acquisition and 

storage of patient data. It has an 80386 processor, 8 Mbytes of RAM, a 150 Mhyte 

hard disk, and an 8514 high resolution colour display. The model 50 computer, 

which has an 80286 processor, 5 Mbytes of RAM, a 30 Mbyte hard disk, and an 
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8514 cobur display, is used mainly as a front-end system for the interactive PDMS 

modules such as vital signs monitoring, and fiuid balance monitoring . 

: ..................................................................................... : 
· . · . · . · . · . 

11P78S34A 
PhYliological Monitor 
DccUl 

11P78S34A 
Physlologlcal Morutor I-~.' 
Dedl/2 

11P78S34A 
PhYliological Monitor 
Bed.14 

H.P78S88A 

Careport 

Nel9'ork 

Interface 
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Hewltlt-Packanl CanNet 

· · 

· · · · · · · : RS-232C 
: SeriaI Line 

............................................................ . 

••••• RIIl1I1ins OS!l1.3 
··.~O MBytc Hard Disl&: 

. 

........ ~ ~ 

• mM Token Ring Nelwork : . . . ........................................................... . 
PDMS Host Computer System 

Figure 2.1 Hardware Configuration of PDMS 

The model 80 and model 50 computer systems currently run OS /2 versions 

2.0 and 1.3 respectively. Figure 2.2 presents an overview of the PDMS software 

structure. The system is first started up by running PDMS Manager, which is not 

shown in the diagram. The PDMS Manager does the initialization for the system, 

and starts up the Data Link Controller (DLC) module for the communication be

tween the HP CareNet system and the PDMS host system. After the initialization 

h88 been done, the PDMS Manager is used either to start up the other PDMS 

modules, or to bring a module to the foreground if it is already running in the 

background. The other PDMS modules are: Registration module which manages 
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the administrati ve patient information and initia.lizes the reru-timc data acquisition 

from the CareN(:t system, Vital Signs Monitoring System (VSMS) which providcs fi 

g,raphical interfa,ce for patient monitoring, Fluid Balance module which ml\.nfig~s the 

rneasurement of substances taken in (ingesta) and put out (cxcreta) by the patient, 

Trend Analysis module which generate early warning alarms, and N ursing Worklond 

Manager which aids the planning and documentation of the Ilurse's worklond. 

Careport 
Data 

Real-Timo Data 
Llnk 

Interfac., 
Conlroller 

t 
.......... ïJ;" ..... '" .............................. li" ...... sh;;~;i M~~ A~~~' 
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r- _. 
· · · 

..... .. ~ ..................... .................................................................. 0- ................ .. .................... 

li ~, ,11 ~ ~ , ~ 

~egislratlon Vital Fluid 
Trend 

Sign Balance 
Module 

Monitoring Module 
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User Input 
and Contru 

l 
Nursina 

Workload 

Manager 

· .. · .. ·~ .... ··· ...... · .. ·· .. t···· .. · .... · .... ·· .. · ...... ·· .. · ........ ·1·· .. ·· .. ··· .... ····1··········: 
J ' AdminiSlration Patient Information 

Figure 2.2 Software Configuration of PDMS 

The current version of PDMS is implemented under OS/2 2.0 which providefi 

the capability of multitasking, addressing a large memory space, managing inter

process communication, device independent program interface, and graphies user 

interface. Multitasking of application programs is fully supported to providc fast 

switching among processes, while preventing one application from corrupting the 
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• memory and other applications' resources. One program is brought to the fore

ground at a time, while aU the other programs continue to run at the background. 

The large memory space and virtual memory of OS/2 make it more suitable for 

running large applications than DOS. OS/2 provides a large set of functions for in

terprocess communication, such as shared memory, semaphores, pipes, queues, and 

signals, allowing processes to access shared re'iources without mutual interference, 

and providing channe1s to synchronize activities among cooperating processes. 

2.1. Data Link Controller 

The Data Link Controller (DLC) is responsible for interfacing the PDMS pro cesses 

with the CarePort unit. As far as the host computer is concerned, only the CarePort 

unit exists; it has no knowledge of the functioning or even existence of the System 

Configuration Controller (SCC). DLC manages collected data for other modules' 

access by placing the data into circular queues in the shared memory. It is also in 

charge of storing the physiological data in the PDMS database for futur~ consulta

tion and archive purposes, 

There are four types of data available through the CarePort unit: parameter 

data, wave data, alarm data, and status data. Parameter and wave data is marked 

as valid when the source has detected no problem with the data. Invalid data 

possess sorne detectable problem and is unreliable. AU this data is transmitted by 

the CarePort unit in eight different kinds of messages. 

Parameter data are discrete, numeric, monitored vital signs data, such as pulse 

rate, respiratory rate, and arterial blood pressure, identified through a Medical Func

tion Code (MFC). There are two messages related to parameter data: Parameter 

Value (PV) message which contains the binary value for the parameter from an 

active selected data source coming from a bedside monitor, and Parameter Support 
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Data (PSD) message which contains the ASCII text displayed on the monitor for 

an active source. Parameter data, which can be single valued or triple valued, is up

dated every 1024 ms. Triple valued parameters are associated with MFC's greater 

than or equal to 128. 

Wave Data are discrete, sampled data of continuous signals, such as ECO, 

which are aiso identified by the MFC. As for parameter data, values and support 

data are transmitted in two separate messages. The Wave Value (WV) messages 

contain digitized wave data samples as a function of time, and the Wave Support 

Data (WSD) messages contain wave calibration and scale information, as well as 

the ASCII wave label. Wave data can be updated every 32 ms. 

Alarm Data are messages describing the alarm or inoperntive states of a mon

itor. It is identified by the couplet of MFC and Qualifier Code. The Alert Status 

(AS) message contains the current status of alerts for a bedside r .. l0nitor. The Alul'm 

(AT) and Inop Text (IT) messages contain the text being displayed on the monitor. 

Because alerts usually remain in action for more than a second, a change count is 

associated with each alarm. It indicates by remaining identical or changing its value 

if the alarm is being repeated or occurred for the first time. There may be multiple 

simultaneous alarms or inops for a bedside monitor. Alert da.ta is updated cvcry 

1024 ms. 

Stat'l/,S Data corresponds to the Instrument Status (IS) message broadcasted 

on CareNet by each bedside monitor every 1024 ms. The status data contains the 

internal states of the instruments as well as a Hst of the waves and parameters which 

it is transmitting onto CareNet. 

Logical sources are created to make virtual connection to different data sources 

so that the host-network interface can be easier to program. Since CareNet supports 

different data acquisition methods, data origins, medical function codes, and support 

data for each active bed, the definition of aU these options for each data source is 
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time consuming. DLC defines and manipulates the desired options for a group of 

data sources by referring to a single lor;ical source number (LSN). Logical sources can 

be in one of three states: not connecte d, connected but suspended, and connected 

and active. Connecting a logical source is equivalent to defining it with its options 

to the CarePort. Activation signifies that CarePort will send the available data 

according to the logicai source definition. Data will not be transmitted if a logical 

source is suspended. More details are presented in section 3.2. 

Semaphore handshaking is implemented for circular queues and network data 

access to avoid read-write conflicts. Commands from the Registration module are 

placed in the command buffer in shared memory to be passed to DLC. Access control 

and even signalling are also done by using semaphores. DLC uses multiple threads 

to receive real-time data, periodically store data in memory and in the database, 

receive command messages, modify logical source definitions, and average parameter 

values. 

2.2. Registration Module 

This module is used to enter the demographic and administrative data of patients. 

It manages the admission, activation, suspension, and discharge of patients in the 

lCU. It also controis the connection, activation, and suspension of a bed from the 

network. The Registration module can be activated from the PDMS Manager, and 

the main menu will appear in the foreground as shown in Figure 2.3. 

The Admit option is used to register a patient into the PDMS system. The 

admission menu shown in Figure 2.4 consists of various text-entry fields for the 

administrative data of a patient to he entered. This function communicates with 

the DLC via the command huffer. If a patient is admitted, DLC will modify the 

logical source definition, and start collecting physiological data from the CarePort . 

2 2. Regi.trahon Module Page 2S 



Patient's data is saved both to the PDMS database, and in the shared ll1elllory sueh 

that other modules in PDMS can access the patient information. Not all the data is 

required at the time of admission so that emergencies can be dealt wi th immediatt'ly. 

The only necessary information is the hospital ID, and the bed l1umbcr whi<:h cau 

be assigned automatically. Missing data can be supplied lat,er on, and wrollg data 

modified using the Edit option. Before the data is saved, an error checking rO\ltine 

is used to minimize the possibility of incorrect data entry duc to fa.tigue 01' stress. 

MONTREAL CHILDREN'S HOSPITAL 
IntensIVe care Unit Patient Data Management System 

REGISTRATION INFORMATION MENl 

o Admit New Pallent 

o Discharge CUrrent PaUent 

-!tdlt Palle.'!! Intorma~~~ 
o Ward Dlrectory 

o Put Patient lnIonnaUon 

o Suspend Current Patient 

o Resume Current PaUent 

o Return to POMS Manager 

Figure 2.3 Registration Module 

The Edit option is useful for editing patient information. This f\lnction uses 

the same dialog box as the Admit option 80 that the user can recognize the positions 

of different fields faster than using a different layout. In fact, aIl the options that 

enter and view patient information are also done using the same dialog box for 

the purpose of fast recognition. If the bed number has been changed, DLC will 
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rnodify the logical source to reflect the new situation, otherwise, the network is left 

untouchcd. When editing patient information such as hospital ID and admissinn 

date the original information is still kept for legal purposes, and a cross reference 

is made to the new information. In or der present a consistent dis play, the original 

data is marked with a special code. 

reglster.EXE 

MONTREAL CHILDREN'S HOSPITAL 
Inlenslv6 Care Unit PaUent Daia Management Syslem 

ADMIT A NEW PATIENT TO THE ICU 

Famlly Hame: IVien 
~============================~ 

Glven Hame: lOUIS Tait Ming 

Sel<: ~ SIM Date [ml)'llddlyy): 112131165 

Address: 13465 University St Montreal. PQ 

Telephone ("'1'''''''': 1(514)390-5993 1 Ph)'Slclan Hame: !:::1A.:=s:-. M_a_lo_w_an~'1 ___ ----I 

HospllalID': 131024976 1 ICU Bed Humber: @] 
Dale of Admission: 102lO11'J3 llme of Admission: 1""17=:.-7:-05-"'" 

Mcmo:~II ______________________________ ~ 

Avallable Bed,: 010203050607080911121314 

Figure 2.4 Dialog Box for entering patient information 

The Ward Diredory option allows fast access to the patients' information, and 

provides a summary of bed occupation in thp leU. The dialog box shown in Figure 

2.5 is used to select a patient at a time from the Hst of leU beds with their status 

(unoccupied or in use), and the patients' name. 

If a patient is discharged from the leU, the Discharge option will bring up 

a dialog box to confirm the selection. The discharge date and time can either be 

entered by the user or provided by the system with the current date and time. Once 
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discharged, DLC will stop collecting network data. for the pa.t.ient, and th(' Ill{'lllory 

resident data will be fiushed to the PDMS database. The leu bed l1\unber is fn'l'cl 

for a new admission. 

reglster.EXE 

MONTREAL CHILDREN'S HOSPITAL 
Intensive Cale Unit Pallent Daia Management System 

VIEWING FILE - CUllent Wclrd Olrectory 

Ded' Status PaUent Name 

02 Vacant 
03 Vacant 
04 ln Use - VIen. Chris Tak Ming 
05 Vacant 
06 Vacant 
07 Vacant 
08 Vacant 
09 Vacant 
10 ln Use - Roger. I<BIhleen Mary 
11 Vacant 
12 ln Use - Sun. K.W Nicholas 
13 Vacant 
14 Vacant 

Vj/iW 

Figure 2.5 Dialog Box for sclecting a patient from the leu 

The Suspend option temporarily suspends the DLC from network data. acqui

sition for a specifie pat.ient. This is mainly used wh en the patient is transferrccl to 

another department for examinations (e.g. laboratory tests, XRays). Suspencli1lg 

the data acquisition in sueh situation will prevent invalid data from bcing stol'l!d 

to the database, and avoid the interference to the patient's trends by such data. 

The Resume option is used to resume data acquisition when a pa.t.ient is rcady for 

physiologieal monitoring after being suspended from the system. 

If required, the Past Patient Information option is used to query the patient.'H 

information from the database by providing the hospital ID as a key to the quel'y . 
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2.3. Vital Signs Monitoring 

Vital Signs Monitoring is one of the most important functions of PDMS. Graphical 

representation of vital signs has been used to provide visual correlation of selected 

parametcr trends, and much effort has been devoted to the design of graphical user 

interface. Graphs can be used to display large amount of data at the same time on 

the screen so that critical elements can be inspected in a minimal amount of time. 

Therefore, this module is a very useful tool for supporting decision making in the 

leu. It was decided to maintained a resemblance between the screen display and 

the current manual charts for consistency and user acceptance. 

--B·adl"se~·I·~~"MIS"~I~"~"""IIII""""""""1Iii 
Irend Selecl .s.cllle -.Qpilonl Hanu" Enlry Ararml !ofo -ertnt .GIole 

Irend Select ~cah 
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200 ~.... '. 175 ~ 
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. ., 

18.00:00 23.00.00 04:00.00 

I~ 
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_ .... - .. ~" 
, ISlP 

-~_ .. _- o::/t\ 
(> VJ' -... -- .... , 

22:30.00 Utml�&.. _______ IooF·' oI... ____ ---...,.iOl"'f!! Iir·~foL ___ ..1 

1 lE 

Figure 2.6 Vital Signs Monitoring 

This module allows the monitoring of multiple beds and the display of multiple 
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vital signs at the same time as shown in Figure 2.6. Parameter data, wave dat.a, as 

weIl as alarm data can be displayed in real-time for a remote location. The sourC(' of 

the data, which can be either real-time data collected by DLC or data queried fJ'om 

the database, is transparent to the user. Therefore, formaI knowlcdge of dntnbn.se 

query language is not required for the user to retrieve data from t.he datnbase. 

Since the computer screen is a relatively smaU area to display the large alllO\lllt 

of data, horizontal and vertical scroU bars can be used by the user to llHVign.tc 

through the graph in an intuitive way. Both the vertical scale and tiime rang<' is 

adjustable by the user, and a maximum of fifty consecutive data points tOI' each vital 

sign can be displayed. Careful design of visual coding (a combinat ion of line color, 

marker color, Hne style, and marker type) is used to encode as much information as 

possible on the display, and to ensure visual clarity, as weIl as accurate reeognitiol1 at 

the same time. The user is given extensive control over the settings and appenranœ 

of the display. It is also designed to accommodate multiple skillievels, and to acccpt 

different input devices such as mouse, fun ct ion keys, arrow keys, and keyboard input. 

The next two chapters will discuss the details of the design and implementntion of 

this module. 

2.4. Fluid Balance Module 

The Fluid Balance module enables the entry, calculation and correction of volumes 

of aIl the fluid intake and output of a given patient. The spreadsheet format of 

the form given in Figure 2.7 emulates as closely as possible the actual paper forms 

used in the leU by the nurses. Fluid balance is defined as the measuremcnt of 

all substances (usually liquid) going in (ingesta), and aIl substances coming out 

of the body (excreta), to determine the overall balance of fluids. This has to be 

monitored because of the effect the balance has on blood pressure, dehydration, 

pooling, drowning, or thrombosis. 
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Keyboard data entry for this module has presented a bottleneck, since there 

are fourteen beds in the leU. An ideal solution would be having infusion pumps 

linked clectronically to the PD MS host computer, much in the same manner as the 

bedside monitors are linked through CarePort. The leU currently has a variety of 

infusion pumps. Each one of these infusion pumps has a different interface and uses 

different data formats. Therefore, it is impractical to attach the growing number of 

devices to the host computer by building special software and hardware interfaces. 

A speech interface was developed by Petroni [Petroni et al, 1989] to facilitate data 

entry at the bedside using a voice recognition system. If any field of the Fluid 

Balance data sheet is edited, the previous value is still stored for legal purposes as 

with the Registration module, and the field is marked with a special code to indicate 

that it has been edited. 

~ge ... F~::ëi.~:Hj:!:nr.IN"~NU 1 Fi!!~ 

1,~O_d "~I~.~.J:1:f~·. ":~HEET: t;;o;~HI: 1 A 1000t-E~ ru~n:II3'~:1c ~l'::"!Nl'Mt:"~!"!' .~.M. 9!,ar ~" ~I~~ . J" i ID': 
1 Tot.. 1 TINE 1 URINe 1 liA:; RIC 

~V:i., ~,:,.:-:::.,- "('li ,_ ~ ~ 
~w_~ ... " 

l FI-Hel '!. 
IYII IV~ 

TIME SOIUUon ....... 1 lev, Sol IAeUn 1 Des'd,ln 1 Solution '" 1 lev, Sol lA 
01 
02 
03 
04 
05 
06 
07 
08 
09 
10 
11 
12 
13 
14 k:-

L~ 1 1." 

Figure 2.7 Fluid Balance Module 
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2.5. Expert System for Trend Analysis 

Although threshold alarms are an efficient way of attracting the uscr's attention, 

only real-time analysis of the trends can provide a warning about slowly vnrying 

trends or short interval disturbances before the underlying condition rcsults in n 

critical situation. A three level expert system is being developed to help in the 

detection and diagnosis of critical patient conditions. 

DLCModule 

Data Processing 

Symptom 
Detection Module 

Module I----'"~ 
Shared Memory · · · .................................... " ............................... . 

Figure 2.8 Black Diagram of Trend Analysis 

Diagnostic 
Dialog Module 

The organization of the expert system is composed of three modules as shown 

in Figure 2.8., namely the Data Processing, Symptom Detection, and Diagnostic: 

Dialogue modules. The first level of the expert system generates derived informatioll 

from the incoming data and finds special trend patterns. The second module det.ects 

and displays symptomatic patient conditions by using a decision tree of rules on the 
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available data from the first module and from the DLC. The third module uses 

the symptoms generated by the second module and presents this information as an 

ordcred list for the user to arrive at an advisory diagnosis. 

2.6. Nursing Workload Manager 

For each patient in the ICU, a nurse prepares a Nursing Care Plan Worksheet 

which lists the admittance diagnosis, medical particulars on the patient, and aH 

the tasks required to care for the patient. Tasks are categorized under eight head

ings: respiration, nutrition and hydration, elimination, personal care, ambulation, 

communication, treatments, and diagnostic procedures. 

fJ" .. ~.t !'!'!: ... t!!!!! ... ~!:1! .• ~.. .,. .......•• ... •••...••.. .~~."=#.!!,. 

Figure 2.9 NUfsing Workload Manager Main Menu 

The nurse's activity must be documented and score values are assigned from 
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the Progressive Research in NUl'sing (PRN) system table which lists all the possible 

tasks with a value that is derived from the time required to complete the task and 

the difficulty of the task. In effect, t.bey measure the level of nursing cm'e requil'cd, 

The N ursing Workload Manager module is used to Hst the standard care tasks 

required based on the admittance diagnostics, aBot tbe PRN points and then, aftel' 

verification and possibly modifications by the nurse, plan the shift according to the 

Hst of tasks ta be done and output a schedule using an expert system schcdulcl', 

This will offer the administration a more efficient method of mcasuring the nurse'::; 

workload and that of the ICU, 

Figure 2.10 NurBing Workload Manager 

Figure 2.9 shows the main menu of the Nursing Workload Manager. The task 

category headings are sensitized. The user creates a new care plan or opens an 

existing one by pulling down the File menu, and selecting the New or Open options. 
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Once a care plan has been created or opened, the user can enter or edit information 

on any text-field of the main menu. The medical diagnosis of the patient can be 

entered or selected from a Hst box which displays the most common diagnoses. At 

this point, the user can elect to load a standard care plan, or a diagnosis-specific care 

plan. Each category uses a dialog box to show aU the tasks available in that category 

with frequency intervals and PRN points as shown in Figure 2.10. PRN points are 

printed in the column to the left of the heading. The eare plan worksheet can 

be printed out along with a separate sheet listing the medications and intravenous 

solutions entered onto the care plan. 

This chapter has outlined the current implementation of the PDMS system. 

In the next chapter we shall present the Vital Sign Monitoring System in greater 

detail. 
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3. Vital Signs Monitoring System 

The Vital Signs Monitoring System (VS MS) described here is a subsystem of tlw 

PDMS developed for the Montreal Children's Hospital. VSMS is designed to pl'Ovidc 

real-time vital signs data acquisition, storage, display, and printing. It is Riso nu 

interactive system for viewing data stored in the PDMS database. 

3.1. Overview of VSMS 

Various modules are involved in the design of VSMS as shown in Figure 3.1. The 

only visible interfaces to the user are the Registration module, and the VSMS dis

play. Therefore, the user controls aIl the activities in VSMS using menus and dialog 

boxes of these modules. The Registration module is used to release commands sncll 

as: adding or deleting a bed number to the Hst of active beds, suspending or resum

ing data acquisition for a bed, as weU as reaeting and testing the CarePort unit. The 

commands from Registration module are actually executed by the DLC, and sent 

to the CarePort. The Registration module is also responsible for providing patient 

administrative information for the VSMS display. 

Once a patient is registered, DLC is responsible for modifying logical soucce 

definitions, acquiring data from CarePod unit, storing data periodically in the 

PDMS database, and calculating data averages. DLC is composed mainly of five 

threads: command_line, read_port, accum_params, save_params, and alarm_handler, 

which are used for data acquisition and data management. 

There are three sources of parameter data for VSMS: real-time data collcctcd 

by DLC, data stored in the database, and manual data entered by nurses using dialog 

boxes provided by VSMS. Although automated data acquisition has advantages ovcr 
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Commands 

"P78588 

Reglstratlon 
Module 

Commands 

Careport Real-Tlmc Daia 

Data 
L1nk 

Controller 

Figure 3.1 System Overview of Vital Signs Monitoring 

manual data acquisition in areas such as accuracy and speed, manual data entry is 

supported by VS MS because it is necessary in case of equipment failure, or when a 

patient's condition is not appropriate for using certain monitoringequipment (either 

invasive, or noninvasive). The system can also handle a mixture of data from aU 

three sources for screen display and hardcopy. The display uses two seroU bars to 

move horizontally, and vertically among the data points. When the specified time 

range of a graph is outside the circular queue data, it will try to query the data 

from database, and then display a continuous graph in the window. 

Shown in Figure 3.2 is the data-flow diagram of the VSMS. AU the commands 

to be carried out by the DLC are first placed in the command buffer of the shared 

memory. After a command is executed, the error code is returned ta the shared 
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Command 
to CarePort 

Data 
Link 

--=R-eal"""""-T=im-e D=--ata--':~ Controlle 

Administrative 
Patient Info. 

Comman 
Burfer 

Registration 
Module 

Manual Entry Data 

~--- User Control 

I---~ Scrccn 

t----~ Prinlcr 

Patient 
Table 

Figure 3.2 Data-flow Diagram of VSMS 

memory. Administrative data of a patient currently in the ICU and bed statua arc 

stored in a memory resident patient table. The patient table is created in the sharcd 

memory segment ta allow aU PDMS modules access to this data. When the patient 

is discharged from the ward, the data is flushed from memory and stored in the 

relational database on disk. 

AIl the real-time data collected from the CarePort by DLC is storcd in thrc(! 

circular data queues, which are created in the shared memory segment ta allow data 

access from other modules. Data from the circular queues is stored in the PDMS 

database on a periodic basis . 

Manual data entry is performed by using a dialog box in the VSMS. VSMS 
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reccives control settings from the user to manipulate the data on the graphical 

output, and to produce hardcopies. 

3.2. Real-Time Data Acquisition 

Three modes of data acquisition are supported by the CarePort: polling mode, 

scheduled mode, and continuous mode. In polling mode, CarePort sends the most 

recent data only if it is requested by the host computer. The highest frequency at 

which polling mode can be operated is one sample per 1024 ms. With the scheduled 

automatic mode, the host specifies how often and for how long CarePort should 

automatically transmit the most recent data. Continuous automatic mode allows 

the user to obtain aH data which is acquired for the logical source, from the moment 

of activation to suspension. With this data acquisition method, CarePort provides 

buffering of the data. 

Table 3.1 

au ate 
Data Bits 
Parity 
Stop BIt 
Write Timeout 
Read Timeout 
Handshaking 
Flow Control 
Timeout Mode 

Communication Port Initialization 

8 
none 
1 
None 
0.01 second 
DTR, CTS, DSR, DCD disabled 
Automatic XON /XOFF disabled 
'Write Infinite' timeout 
'Wait for Somethin 'Read timeout 

DLC opens the serial communication port and defines its options according to 

the settings shown in Table 3.1. Eight logical sources are defined but noi; connected. 

Although the actual definitions of these logical sources show that all beds are dis

abled, the bits corresponding to the beds to be activated will be set in the logical 

source definition before the source is connected and activated. Table 3.2 gives a 
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summary of the options selected in the logical source definitions. Message tYPl'H 

were discussed earlier in section 2.1. Because of the baud rate setting lUld of the' 

possible use by DLC of parameters from all fourteen beds, CarePort can cOl'l't'dly 

send wave values for only one bed waveform at a time. LSN 6 and 7 will thcn he 

activated only with one bed active. 

Table 3.2 Logical Source Definitions 

mme tatc 
1 8-14 PV lmmedia.lc 
2 1-14 AT& IT Immediate 
3 1-14 IS Upon Requcst 
4 1-14 PSD U pon Request 
5 1-14 AS Upon Request 
6 Any One WSD UpOIl Requcst 
7 Any One WV Immedin.te 

There are two categories of messages: request, and response. A request is al

ways sent by the host computer to the CarePort which answcrs buck with a respOllSC 

message. The CarePol't does not do anything unless specificully requested by lhe 

host computer. The response to a request might not be sent immecliatcly after the 

request, and the l'esponse is not l'estrictecl to one message. Fol' the schcdule mode 

and continuo us mode, the CarePol't will respond with an acknowledge message, and 

the requested data will be sent periodically, upon an initial request by the hOHl 

computer. Additional control characters are added to the logical message, whieh 

consists of the command and its options as defined in the logical source, to cmml'e 

that the communication transmitted to CarePort is succcssful. The actual message: 

being sent to CarePort is called physical message. Details of the commands sup

ported by CarePort can be found in the CareNet: Programmcrs Reference Guide 

[Hewlett, 1988]. 

3.2.1. Construction of Physical Messages 

Physical messages are constructed according to the ANSl x3.28-1976 protocol. Each 
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physical message is composed of a logical message placed between two series of 

control charactersj beginning with the ASCII DLE and STX characters and ending 

with the DLE and ETX characters. A complete Hst of the control characters is 

given in Table 3.3. An additional byte of Block Check Character (BCC) terminates 

the physical message. BCC is used for error detection by calculating the exclusive

or of aU the characters in the physical message, starting with the first character 

following the DLE-STX control characters. To distinguish the DLE-STX and DLE

ETX control character pairs from chance OCC'..inence inside the logical message, a 

second DLE character is added after every DLE character found inside the logical 

message, before the BCC is computed. 

Table 3.3 ASCII Equivalents of DLC Symbols 

ACK 
WACK 
NAK 
ENQ 
STX 
ETB 
ETX 
EOT 
RINT 

OX06 
OX3B 
OX15 
OX05 
OX02 
OX17 
OX03 
OX04 
OX3C 

Data Link Escape 
Acknowledge 

eanmg 

Wait before transmit Acknowledge (preceded by a DLE) 
Negative Acknowledge 
Enquiry 
Start of Text 
End of Transmission Block 
End of Text 
End of Transmission 
Reverse Interrupt (preceded by a DLE) 

3.2.2. Transmitting Commands to CarePort 

Both the host computer and the CarePort can be in one of three states: control, 

text-in, and text-out modes. In control mode, the transmission link is disabled and 

each station, the host computer and CarePort, can bid for master status in order 

to establish the direction of the next transmission. This is done by ENQ-ACK 

handshaking. If the station sending ENQ receives an ACK from the other station, 

i t becomes the master of the transmission and the other becomes the slave. As a 

master, the station is in text-out mode which has the control of the communication 

link and sends physical messages. As a slave, the other station is in text-in mode, 
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and receives the transmitted messages. If a physicnl ll1C'Ssnge is SUl't'l'Hafully Sl'ut, I\S 

indicated by the reception of the DLE-ETX pair and the correct DCC dmrnd-l'l', 

the slave will send another ACI< to the master to confirm good rcc{'ptiOll. If this 

is the last message being sent, the master will rcLurn an EOT to thc slavl', ouel 

both stations will be back in control mode agaill. DLC converts tlH' logicl\.llllt~ssap;e 

into a physical message and then sends it on the seriaI link in the manuel' ~howl\ 

in Figure 3.3. In the Get M aster and Get A nswe~r sta.tes, DLC ClltCl'S the loo}>s 

for obtaining seriaI link mastership and message rcccption u('knowlcdg<'lIlcllt, fWIll 

CarePort respectively. 

3.2.3. Receiving Messages from CarePort 

The thread in DLC responsible for receiving messagcs from Cm'cPort pu::;scs fWIll 

state to state within a loop as shown in Figure 3.4. The loop follows thc stutes f01\1ld 

in the handshaking and reception proto col of a physical message from Car·cPort. The 

ASCII codes associated with the signaIs are listed in Table 3.3. The lcngth of the 

message is calculated by incrementation upon evcl'y reception of n. charader. ncc 

is calculated by performing successive exclusive-or opcrations bctwecll the receiV<'d 

character and a running value. A semaphore is defincd to cnsul'C unique access tn 

the seriaI port during the reception of a message and is rclillquishcd as soou aH 

possible. 

3.3. Data Management 

Patient data collected from the CarePort unit is storcd in rnemory and in the PDMS 

database. A patient's parameter values are sent approximatcly every two sccondH 

by CarePort. Keeping a11 these values would be too space consuming as weil as 

slowing down vital signs display and trend analysis. Furthermore, as more and 

more bedside monitors are connectcd to the CarePort, degradation of CarePorl 
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Figure 3.3 State Diagram for Message Transmission 

3 3. Data Management Page 43 



Clear 
Semaphore ror 

COMI 

InnSmltEOT 

Decode Messaae 

Clear 
Semaphore ror 

COMI 

Tun80ut 

Tun80Ut 

reœiveelle 

Tun80Ut 

recc:iV8 else 

Tuncout 

TunecJUt 

1imeOIIt 

rec:eive Illy 1 
tranlmll RINT. OLE 

BCC=O 
Msg Length = 0 

BCCII= 

receivc else 

BCC 11= 

IrlnlllutNAK 

Figure 3.4 State Diagram for Message Reception 

3.3 Data Management 

Increment 
M.K Lenath by ) 

Page H 



• 

• 

service can he expectcd, and the periodicity of parametric entries would hecome 

less reliable. 

3.3.1. Averaging Parameters 

To avoid aU the shortcomings described above, parametric entries nre averaged for 

cach minute and for each half-hour. To generate these averages, second and minute 

accumulators with count numhers are stored for each bed number-MFC (Medical 

Function Code) combination. Every minute and every half hour, these averages are 

calculated for each MFC of aU the active beds. The averaged parameters are kept 

in two circular queues; one for the minute averages and the other for the half hour 

averages. The minute queue can hold minute data up to a maximum of two hours, 

and the half-hour queue can store a maximum of two days of half-hour data. Since 

thcse averages have to be accessed by other PDMS processes, such as the expert 

system for trend analysis, the circular queues containing them are located in shared 

memory. 

3.3.2. Data Structures 

Real-time data acquired by DLC for patients currently in the ICU is stored tem

porarily in RAM, and is saved to the PDMS database on a periodic basis. Figure 3.5 

shows two data structures, the Patient Table and the Data Circular Queues, which 

are used for storing administrative data and parame ter data respectively. The Pa

tient Table is an array of Bed Status Records (BSR), indexed by bed number. Each 

BSR corresponds to a patient in the leU, and the fields of BSR contain informa

tion such as patient name, hospital ID, attending doctor, bed status, and parameter 

data queue pointers. When a new patient is admitted using the Registration module, 

DLC first initiates network connection with the CarePort interface. If the network 

connection is successful, patient information in the BSR fields will be entered by the 

Registration module, the bed status indicator will be set to 'in~use', and the data 
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Reglstratlon ll----...... ~I BSRI 1 BSR21 
...... . ..•. 

•.••• •••· .... ~ed Statu Recor~······ •••. 

Patient Table 

1 BSRI41 

Patient Namc 

Patient ID 

Attending Physician 

Bed StalUS Indicator 

Parameter Daia Parameter Daia 
Flrst Byte Last Byte 

arcular Queue Data Point 

DLC 1 ....... -'-" ....... . .............. . 
..... ". 

Circ:ular Queue .' ••..• 

••••••••••• Variable unath Parameler Value Record ....••••••••••••••. 

rPar~dicator 1 Data Byte 1 1 Daia Byte 21 1 Daia Byte 61 

Figure 3.5 Patient Data Queue Structure 

queues will be initialized for storing patient parameter data. 

There are three c;rcular queues for each patient parameter data: one sccond 

data queue, one minute data queue, and one half-hour data queue. 'l'he paramctcl' 

data pointer fields in the Patient Table are used to access the first and the last data 

points in the circular queues. A data point in each circular queue is an array of 

bytes occupying a maximum of 39 bytes. Each data point in a circular queue stores 

multiple parameter values for one patient corresponding to n certain tirue interval. 

The first six bytes of a circular queue data point records the time stamp for the 

data, while the remaining bytes contain a number of parameter value records. The 

length of the parameter value record depends on the type of data (single valucd 

or triple valued) indicated by the first byte of the parameter value record. If the 

parame ter data is single valued, then two bytes are used to stored the data. If i t 
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is triple valued, then six bytes are required. The last parameter value record is 

followed by a zero byte indicating the end of data point. AU the structures are 

placed in the shared memory so that other processes can have direct access to this 

data. 

3.3.3. Saving Parameter Averages 

The save_params thread is locked in an inHnite loop. This thread periodically saves 

the latest parameter values in the circular queues for aU the beds indicated as active 

in the patient table. The thread goes circularly backward, from the next position 

index, until it Hnds a valid string. It then calculates the length of the string from the 

MFC code. Each MFC value represents an additionallength of three or seven bytes 

in the string depending on whether the parameter is single valued or triple valued. 

DLe flushes the values in the minute circular data queue to the PDMS database 

every five minutes, and a new half-hour data point is saved every half-hour. To 

perform these updates requires the patient hospital ID number. Since this is stored 

in the memory resident patient table, no database access is required to retrieve this 

information. 

3.3.4. Manual Data Entry 

If a trend graph is selected for manual data entry, the user can use a dialog box to 

enter the vaIue( s) of a vital sign data. The data is stored in a two-dimensional array 

of linked lists, indexed by the bed number and the MFC code. Linked lists are used 

to ensure efficient usage of memory. The linked list structure has five fields: one for 

time stamp, three for triple-value data, and a pointer pointing to the next element. 

New data is added to the end of the linked Hst after the dialog box is dismissed. 

Since it is not likely that the nurses will enter manual data every minute, the 

manual data will be displayed with the half-hour data only. If single value data is 

saved in the linked Hst structure, the second and the third data fields will be marked 
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by no data flags. It is assumed that when manu al data entry is selected for a vital 

sign, the data is not available from the DLC. However, if the DLe is still collecting 

data for that particular vital sign, the data coUected by DLC will simply he igllored 

by the graphical display routine. 

3.4. Graphical Representation 

Graphs can display large amount of data sa that critical elements ean he inspected in 

a minimal amount of time [Laborde et al, 1989]. The graphical display of vital signs 

is an important aspect of VSMS because it is the only direct access to integrated 

patient data in a comprehensive format, and it is an useful tool for mcdical dccision 

making. 

3.4.1. Transformations in Graphs 

The VSMS graphical display allows the user to adjust the ranges of time and mag

nitude axes displayed on the screen by using a dialog box. The user can also use 

two scroU bars to move along the x-axis and y-axis. Therefore, translation and Bcal

ing transformations are essential to the graphical display of data; if the user serolls 

along one of the axes, each point P(z, y) is is moved by either dz units parallel to the 

x-axis, or d" units parallel to the y-axis, to the new point P'(z', Il) aeeording to the 

following equation. 

(1) 

Similarly, if the user reduces the range of either or both axes, and the Bize of the 

viewport iB fixed, then the data points should he stretched, or shrunk, to fill the 

viewport by the multiplication 

(2) 

where the original point P(z,y) is scaled ta the new point P'(z',y'). The values 8z 
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Figure 3.6 Coordinate Systems and Transformations 

and 8" are the scaling factors to stretch, or shrink, the point P(x,y) along the x-axis 

and y-axis respectively. 

Displaying graphical data not only involves transformation in the same co

ordinate system, but also changing the coordinate system as shown in Figure 3.6. 

The original vital signs data is in the world coordinate where one unit on the time 

axis is taken as the time between two data points, i.e. two seconds for second data, 

one minute for minute data, and thirty minutes for half-hour data. When the user 

specifies the display ranges, a view coordinate is defined in the world coordinate 

where displayed data is bounded above and below by the maximum and minimum 

magnitudes, as well as bounded left and right by the start and end times. The 

view coordinate is then projected to the viewport coordinate by using equation (2) 

to perform the transformation. A viewport is an area inside a window used for 
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displaying the graph. The scaling factors in equation (2) are given by: 

W ( Tu"" ) S:e = . 
Tend - T"o,., 1 

(3) 

and 

Sil =H· ( 1 ) 
Mmtu; -Mm," 

(4) 

where W and H are the width and height of the viewport respectively, 1~nd and 

T,ta,., are the start and end time of the displayed data respectively, Tunlt is the time 

between two consecutive data, and Mmo:e and Mm'n are the maximum and minimum 

magnitudes respectively. Since the viewport coordinate is defined inside the window 

coordinate, a translation using equation (1) is required, where the d:e and dll arc the 

horizontal and vertical displacements of the viewport coordinate from the window 

coordinate. Another coordinate not shown in Figure 3.6 is the screen cool'dinate 

upqn which the window coordinate rests. Fortunately, Presentation Manager pCl'

forms the translation from window coordinate to screen coordinate automatically. 

Since the data in the world coordinate are unbounded in the time domain, 

scrolling is impossible for an infinite number of data. Therefore, two hundred data 

points for each vital sign are bufFered using an array, with a maximum of fifty 

data points for each vital sign being displayed at the same time. Anothel' result of 

buffering the data is that the redraw time is reduced by minimizing the data retricval 

time. Scrolling along the vertical and horizontal axes is thus equivalent to moving 

the view coordinate inside the buffered data. The viewport coordinates of the 

displayed data are stored in an array of structures with the array index as the lime 

unit, and structure members as the viewport coordinates. Therefore, translation 

along the time axis is achieved by incrementing, or decrementing, the array index, 

and translation along the vertical index is done by adding, or subtracting, the 

product of Sil and the number of vertical units, Yun." from the viewport Y coordinate 

of the data . 
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Figure 3.7 Cases of Line Clipping 

3.4.2. Line Clipping Algorithm 

b 

a 

This section discusses the clipping of lines against rectangles. The result of clipping 

a line against a rectangular region is always a single line segment. The use of a line 

clipping algorithm should he sufficient for the display of vital signs in a viewport, 

Binee the graphical display of the VSMS consists of joining the sequence of lines 

whose end points are the discrete data points collected from the bedside monitors. 

Clipping the endpoints of a line is a suh-problem of line clipping against a rectangle. 

If the houndaries of the clip rectangle are :Clelt, :Crigh', y'op, and Y6ottom, then the 

following conditions must he satisfied in order for an endpoint P(:c, y) to lie inside 

the clip region: 

:Cle/t $ :c $ Xrlght, (5) 
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void Line_CIipping (int Zo. int Yo. int Zb. int Yb. int YIOp. int Ybollom) 
{ 
int Zc. Yc. Zd. Yd j 

it (YloP $ Yo $ Ybotlom) 
if (Ytop $ Yb :::; Ybollom) 

DravLine (:Co. Yo. :Cb. Yb) 

else if «Ylop < Yb) or (Ybotlom > YII» 
{ 
CaIcuIate coordinates of intersection. c(zc. Yc) 

DrawLine (:Co. Yo. Xc. Yc) 
} 

else if (YloP < Va) 
if (Ybollom > Yb) 

{ 
Calculate coordinates of intersections. cCxc. Yc) and d(:Cd. Yd) 
DrawLine (:Cc. Yc. Xd. Yd) 
} 

else if (Ytop < Yb) 
Do nothing 

else if (Ytop $ Yb $ Ybottom) 
{ 
Calculate coordinates of intersection. cCxc. Yc) 
DrawLine (xc. Yc. Xb. Yb) 
} 

else if (Ybouom > Yo) 

} 

if (Ytop < Yb) 
{ 
Calculate coordinates of intersections. cCxc. Yc) and d(Xd. YI') 
DravLine (ze. Yc. Xd. Yd) 
} 

else if (YboUom > Yb) 
Do nothing 

else if (y,oP $ Yb $ Yllottom) 
{ 
Calculate coordinates of intersection. cCxc. yc) 

DrawLine (:Cc. Yc. XII. Yb) 
} 

Figure 3.8 Line Clipping Algorithm 

Ybollom $ y $ Ylop' (6) 

Since the horizontal axis represents time, and only data points within the time limits 
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of the viewport are retrieved from the circular queues, therefore, condition (5) for 

the endpoints to lie inside the x coordinate boundaries are always satisfied. As 

shown in Figure 3.7, there are nine cases to be considered when clipping a line with 

endpoints a and b against a rectangle. If the entire line lies inside the clipping region 

(case A), both end points of the line lie inside that clipping region aiso. If point a 

lies inside and point b lies outside (cases B and C), then the line intersects the clip 

rectangle and the intersection point c is computed. Similarly, if point a lies outside 

and point b lies inside (cases F and 1), again the line intersects the clip rectangle 

and the intersection point c is computed. If both points a and b are outside the clip 

region, the line may intersect the clip rectangle (cases D and G), or may not (cases 

E and H). If the line intersects the clip rectangle, two intersection points c and d 

must be calculated. A clipped endpoint should be distinguished from an unclipped 

endpoint since the former case does not display the marker while the second case 

does. Figure 3.8 presents the line clipping algorithm discussed above. DravLine (:1:0 • 

Yu :r:b. Yb) is a procedure that draws a Hne between two points a(:r:o.Ya) and b(:r:b.Yb). 

3.4.3. Vital Signs Display 

Patient data is first stored in an array capable of buffering two hundred data points 

before the graphs are displayed on the window. An array of flags, indexed by the 

MFC value, is used to indicate whether a vital sign is selected for display. If a vital 

sign is selected, the flag aIso indicates whether the data is collected by the DLC, 

or entered manually by the nurse. If the displayed data is collected by the DLC, 

data retrieval may either come from circular queues, or from PDMS database, and 

most likely from both. Data is Rrst retrieved from the circular queues. If the time 

stamp of the requested data is within the range of the time stamps of the head and 

tail of the circular queue, then the data point is searched by moving backward from 

the tail of the circular queue. When the time stamp of the requested data matches 

that of a data point in the circular queue, the MFC code is then used to Rnd the 

desired data. If more data is needed, or if the data queue has no valid data, the 
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PDMS database is queried. A detailed description of the PD MS relational databasc 

implementation is presented in Fumai's thesis [Fumai, 1992], and therefore, issues 

of the database implementation, and querying technique will not be disCllsscd !tcre. 

The same procedure just described ab ove is used for retricving manually entcrcd 

data from the Hnked Hst. 

Once the data is in the buffer, and the view coordinat.es are given, two consec

utive data points are mapped to the viewport coordinates llsing the transformation 

described in Section 3.4.1., and they become the endpoints of a line in the gruph, 

which is clipped by the clipping algorithm presented in Section 3.4.2 using the vicw

port as the clipping region. Hy repeating this procedure for aIl the data points, the 

graphical representation is displayed in the viewport. 

Instead of making repeated caUs to the Hne drawing function to draw a piccc

wise linear graph in the viewport, a Presentation Manager function, GpiPolyLiue(hps, 

lCount, aptl), is used to draw lCount lines on the presentation space addressed by the 

handle hps. The coordinates of the endpoints of connected Hnes are placed in an 

array of structures aptl. GpiPolyLine is functionally equivalent to the following: 

for (Index = Oj Index < lCountj Index++) 
GpiLine (hps, aptl + Index) ; 

where GpiLine is the Presentation Manager fun ct ion for drawing a single line from the 

current position to aptl[Indez]. Although they are functionally equivalent, GviPolyI.illc 

performs the looping deep within a device driver. Therefore, one single GpiPolyLine 

caU is much faster than multiple GpiLine calls. 

3.4.4. Visual Codings in Graphs 

Redundant coding is used in the graphical representation of vital sign data. Each 

graph is coded using a combination of line color, line style, marker color, and marker 

type. Eight Hne styles and eight marker types listed in Table 3.4 are available for 

coding. 
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Figure 3.9 HSV Color Model 

Table 3.4 Available Line Styles and Marker Types for Coding 

Ine es 
Solid 
Dot 
Double Dot 
Dash-Dot 
Dash-Double Dot 
Short Dash 
Long Dash 
Alternate 

Plus 
Cross 
Diamond 
Filled Diamond 
Six Point Star 
Eight Point Star 

es 

The Hue/Saturation/Value (HSV) model is used in describing and visualizing 

color in the graphical display. This model is preferred over other models, such 

as the Red/Green/Blue (RGB) model, because of its natural perceptual features, 

and the independent control of lightness and chromatic contrast [Robertson, 1988]. 

Figure 3.9 shows the HSV moclel's perceptual color space. Hue is the angle measured 

around the vertical axis, with red at 0°. The value of Saturation is 0 at the center, 

with a maximum value of 1 at the edge of the cone. Value, or Brightness, takes on 

values from 0 to 1 also, with black at the vertex, where Brightness is 0, and 1 is at 

the center of the cone's base. After the HSV attributes are specified by the user, 

the HSV color space can be mapped to the hardware-oriented RGB color space by 

using the geometry of the perceptual color space. If the attributes of the RGB 

model have values from 0 to 1, the algorithm for the color space conversion is given 
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void HSV_To..RGB (tloat Red, float Green, tloat Blue, 
tloat *H ue, tloat *Saturation. tloat ",Value) 

{ 
int i 
tloat 1. P. q. t ; 

it (Saturation = 0) 1* Achromatic case *1 
{ 
Red = Value; 
Green = Value 
Blue = Value 
} 

else 1* Chromatic case *1 

} 

{ 
if (Hue ~ 360) 

Hue = Hue mod 360 
Hue = Hue/60 ; 
i = Floor(Hue) ; 1* i = the largest integer :5 lIue *1 
f=Hue-i j 

P = Value x (1 - Saturation) ; 
q = Value x (1 - (Saturation x J)) 
t = Value x (1- (Saturation x (1 - 1» 
if (i = 0) 

{Red = Value; Green = tj Blue = Pi} 
else it (i = 1) 

{Red = qjGreen = Value; Blue = pj} 
else it (i = 2) 

{Red = pjGreen = Valuej Blue = li} 
else if (i = 3) 

{Red = Pi Green = qi Blue = Value; } 
else if (i = 4) 

{Red = t; Green = Pi Blue = Valuei } 
else if (i = 5) 

{Red = Valuei Green = Pi Blue = qj} 
} 

Figure 3.10 Algorithm for HSV to RGB color space conversion 

in Figure 3.10. 

Although the line and marker colors can be assigncd differcnt color coclcs, 

experiments have shown that excessive use of color codes will impcde the rate of 

object recognition instead of helping it. Recognition rate of a trend in a window with 

twelve vital signs data has dropped from 2.7 seconds, using different color codes for 
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• line and marker, to 1.6 seconds, using same color code for both. Therefore, lines and 

markers are assigned the same ~olor codes initially, but in sorne special cases where 

two, or more, graphs are usîng the same line color, then the user will have to assign 

a different marker color to each graph in order to differentiate them. Furthermore, 

adequatc hue difference is maintained to improve the accuracy of recognition, and 

a legend is used ta improve the recognition rate. 

Each attribute of the HSV model can take on sixt Y four discrete values. There

fore, a maximum number of 643 , or 262,144, colors are available for selection. When 

color coding is combined with Hne styles and marker types, sufficient space is avail

able among graphs so that a high density of data can be displayed on the display 

window. Another advantage of using line styles and marker types is that if the color 

coding should fail, (e.g when the user is color-blind, or printing a black and white 

hardcopy) they provide additional visual codings ta the graphs. 

3.5. User Interface 

The design of an user interface for the VSMS is described in this section. The 

interface is built using the OS/2 Presentation Manager which provides an user

friendly window environment. The user interface design considerations described in 

Section 1.2.4 are closely followed in the development of the VSMS user interface. 

3.5.1. The OS/2 Presentation Manager 

The VSMS runs under the OS/2 operating system using the Presentation Manager 

environment. OS/2 Presentation Manager is a collection of dynamic link libraries 

(DLLs) tbat extend the functionality of OS/2 to include window management and 

graphics [Petzold, 1989]. DLLs provide a way to use the same code simultaneously 

without making it part of any single application, and thus increase the programming 
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efficiency [Southerton, 1989]. The OS/2 operating system was dcveloped fol' pcr

sonal computer based on the Intel 80286 and 80386 micl'Oprocessors. It exploits the 

hardware by providing program isolation, memory management, task management, 

interprocess communications and timer services [IBM, 1988]. 

The Presentation Manager user interface and application progl'am interface 

(API) are part of IBM's Systems Application Architecture (SAA). SAA is a col

lection of guidelines aimed at setting standards for user interfaces nnd API [IBM, 

1988]. The main goal of SAA is to facilitate program pOl'tability nll10ng diffcrcnt 

IBM platforms, and the Presentation Manager user interface may become a cornmOll 

sight on IBM mini computer and mainframe terminaIs. 

The Graphies Programming Interface (GPI) of the Presentation Manager is 

device independent. An application do es not have to identify an output device in 

order to use it [Petzold, 1989]. Therefore, the programmer can use the same codc 

to display graphics and text on virtuaUy any output device. Deviee independcncy 

protects Presentation Manager programs from obsolescence even though video tcch

nology is advancing rapidly. 

Presentation Manager uses a message-based architecture in which programs 

get information from the operating system through messages. It uses a system 

of queues and application window procedures to process messages. Input from the 

mouse or keyboard, selection from a menu, resizing a window, and rcpainting part of 

a window are aU delivered to a program in the form of messages. AU the f~pplications 

in the system share the same system queue which receives messages from the system, 

other applications, or the timer. An input router is used to direct messages to thcir 

appropriate application message queues [IBM, 1988]. 

The Presentation Manager provides a consistent user interface across applica

tions because aIl the elements of user interface such as menu and dialog box arc built 

into the Presentation Manager rather than into each individual application [Petzold, 

3 S User Interface Page l'iH 



Minimize Box 

System Menu ~ 

Application Menu Bar 

CbUdWindow Parent Window 

Resize border 

Figure 3.11 A Sample of Presentation Manager Window 

1989). Therefore, the learning time for a new Presentation Manager program can be 

significantly reduced if the user has experience with another Presentation Manager 

program. 

Printing under Presentation Manager involves creating a presentation space, 

and opening a device context [Southerton, 1989]. The device context describes a 

physical output device and sends this description to the presentation space. The 

presentation space is an internaI data structure that contains the necessary informa

tion on the drawing environment such as current color, cursor position, fonts, and 

page size, to exchange graphie data with a device context. When a presentation 

space is associated to a device context, graphies output directed to the presentation 

space will appear on the related device. 

Figure 3.11 shows a sample window created using Pre'sentation Manager. The 

system menu is always placed at the top left hand corner of the window. A pull 
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down menu will appear on the screen in response to a click on the system menu box, 

where the system level commands such as resizing, moving, and closing the window 

are shown as menu items. The menu bar is used for application specifie menu items. 

It can be used to create a single level permanent menu, or pull down menus, und to 

invoke dialog boxes when the menu items are selected. 

Resizing the window can be donc by using the iconie user interface, menu item 

selection, or direct manipulation. Menu selection method is available through the 

system menu as discussed. The minimize and maximize ieon boxes are on the upper 

right hand corner of the sample window. A window can be minimized to n single 

ieon, or maximized to occupy the entire screen by clicking on these ieons presenting 

a down arrow for the minimize box, and an up arrow for the maximize box. A thick 

sizing border can be ereated around the window so that the user can use the monse 

to drag on the border to resize the window. 

A vertical seroU bar and a horizontal seroU bar can aiso be created at the l'ight 

hand edge and the bottom of the window. The contents of the client area whieh 

may eontain a graphicai or text display can be serolled vertically or horizontally by 

clicking on the seroU bars. Hardware binding is also possible to enable the use of 

the arrow keys on the keyboard. 

AIl of the ab ove components of a Presentation Manager window can be created 

by using a series of flags called frame creation flags when the window is first crcated. 

Control windows are additional means of input to Presentation Manager programs. 

They are child windows that take the form of objects such as buttons, seroU bars, 

Hst boxes, and text entry fields. A control window processes inputs from the mouse 

and keyboard, and notifies its owner of input events. 

Composite interaction tasks are performed in Presentation Manager using 

dialog boxes. A dialog box is a special window that contains various child control 

windows as shown in Figure 3.12. Eaeh control window in a dialog box is used to 
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• perform a basic interaction task. Dialog boxes are genera:l1y used to obtain user 

input beyond that which can be easily handled in a menu. 

List Box 

Open Ale 

Use mouse ta choose dllgr'IOsls. or lnIe dlagnosls. 

CUrrent Dlrec\ory. D:\USRlCHRISlTREND 

Fllename: 
~----~--~--------~ 

FUes 
ctlILDWND.C 
CHILDWND.OBJ 

COOWND.OBJ 
CLRWND.C 
DATA.C 
OATA.OBJ 
OATA.OUT ~ 

I~---- Static Text 

Se roll Bar 

Push Buttons 

Figure 3.12 A Sample Dialog Box 

3.5.2. Dialog Design 

Consistency of the user interface is maintained in the conceptual model, function

ality, and sequencing of dia.tog design. State diagrams are useful to identify incon

sistency in the design, and they are also used to minimize the number of different 

syntactic structures because it has been shown that users can learn a user interface 

faster, and make fewer mistakes if the interface has a simpler syntactic structure 

[Foley et al, 1990]. There are mainly three types of syntactic structures used for 

the interface in VSMS. The first type is used to allow the user to enter single or 
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multiple values which upon acceptance may require redrawing of the graphicnl out· 

put, e.g. changing the time range of the viewport. The second type of syntudie 

structure is used for displaying information in a dialog box only, e.g. a dialog box 

for the help menu. The dialog box will be dismissed aiter the user has finishcd 

with the displayed information. Finally, there are those options which do uot. rc· 

quire input from the user, but may 0.150 affect the graphical display, e.g. imposillg 

a grid on the viewport. Selection of these options causes redrawing of the display 

immediately. A combination of these basic structures cau also he used fol' more 

complicated interactions. 

The main menu of the VSMS display allows the user to crcate multiple win

dows for simultaneous graphical displayof vital signs from the fourteen beds, and 

to bring up a settings control window which allows the user to change the graphica.l 

settings either globally, or individually for each bed. Figure 3.13 shows part 1 of 

the state diagram of the user interface for the vital signs display window. AU the 

states in the diagram, except the one for printing, allow the user to enter values 

specifying changes to the display. Printing does not require input from the user 

because currently it uses the viewport coordinat es, time scale, and time range as 

default values. Therefore, the hardcopy of the graphical output is the SaIne as the 

one displayed on the screen. Future improvements could en able the user to specify 

a different seale and time range for hardcopies. 

The user can either select vital signs from a list of available vital signs, or 

deselect them from a Hst of currently displayed vital signs. In case of equipment 

failure, or for other reasons, the user can select part of the vital signs data to he 

entered manually instead of collecting data from the CarePort using DLe. The 

procedure of selecting vital signs for manual data entry is similar to sclccting vital 

signs for display. 

For manual data entry, the user can either select or enter the name of the vital 

sign which is on the Hst for manual data entry, and then enter the value of the vital 
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Figure 3.13 State Diagram of Vital Signs Graphical Display, Part 1 

sign. The date and time of the entered data is taken as the current date and time. 

If the user wants to display more data in the window, or to increase the 

resolution of the graph, he can change the time range (horizontal axis) and the data 

value range (vertical axis) of the viewport. The user can also change the time scale 

to display half-hour, minute, or second data on the screen. The initial values of 

3.5 Uaer Interface Page 63 



M 

A 

1 

N Select Bed 

M Retumto 
Main Menu 

E 

N 

u 

Vital 

Sigos 

Figure 3.14 State Diagram of Vital Signs Graphical Display. Part 2 

Graph 

the time scale and display ranges for both horizontal and vertical axes are saved BO 

that the user can reset these values to their initial values after changes have bcen 

made. AU the states described above can return to the neutral state by rejecting 

the changes. If the changes are accepted, the graphicai output will be updatcd, or 

printed, to reflect the changes. 

Figure 3.14 shows part 2 of the user interface for the vital signs display win" 

dow. As shown in the state diagram, selections such as imposing, or rcmoving a grid 
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as weIl as showing, or hiding markers on the graph will cause immediate changes 

on the output without confirmation. These options are simple actions and are re

versihle by selecting the opposite options. Popping up a dialog box for confirmation 

every time these options are selected would he frustrating to the user rather than 

being helpful. The other states in the diagram are responsible for alarms review, 

patient information display, help information, and error message feedback. These 

functions are either invoked by the user when needed (e.g. help facility), or triggered 

automatically by the system (e.g. error messages), and they are dismissed after the 

user has fini shed with the displayed or feedback information. Therefore, they use 

the second type of syntactic structure discussed earlier. 

The state diagram of the graphical display settings control window is shown in 

Figure 3.15. Although the state diagram is more complex, it is merely a combination 

of the syntactic structures already presented. This settings control window provides 

maximum control over the visual coding of vital signs display by allowing the user 

to change the color and Hne style, as well as the color and type of marker for 

each individual vital sign graph. Furthermore, the user can make changes to the 

visual codings of data on a particular bed, or make changes globally to aU the beds 

in the leu. Normally, a global change to visual codings is recommended because 

when displaying multiple beds simultaneously, consistent visual codings reduce the 

recognition time for vital signs data. However, since different windows for different 

beds could normally also display different combinations of vital signs, one set of 

visual codings may be poor in one case, and good for the others. Therefore, it is 

desirable to be able to assign codings to each bed locally also. When the control 

window is being dismissed, the user can either make changes to the visual codings, 

or simply disregard the changes. Multiple changes to different vital signs and beds 

are possible without dismissing the control window. 

It is obvious from the observation of the state diagrams that two types of 

windows are required for the VSMS besides the Vital Signs Monitoring Main Win-

3.5. Uaer Interface Page 65 



• 

• 

M 

A 

1 

N 

M 

E 

N 

U 

Settings 

Change Settings Control 

Cancel 

GlobaI/Local 
Change 

Select Bed Number 

Select Vital Sign 

Select Line Color 

Select Marker Color 

Select Marker T 

Select Line Ty 

Reset 

Figure 3.15 State Diagram of Graphical Display Settings Control Window 

dow. One window is used for changing the settings of the graphicai display, and 

one window is required for the vital signs graphicai display for each of the fourtccn 

beds. Therefore, the VSMS Main window is created using Presentation Manager 

primitives as shown in Table 3.5. The Main window uses the desktop window as its 

parent to make the frame a top-Ievel window. 

Similarly, Table 3.6 and Table 3.7 describe the creation of the children win

dows. These tables show the use of various dialog elements provided by Presentation 
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Table 3.5 Description of Vital Signs Monitoring Main Window 

Table 3.6 Description of Settings Control Window 

It e ar 
Fixed Window Border 
Minimize Box 

oxes e p 
Error 

Manager such as menu selection, dialog box, and control windows. The construc

tions of the dialog boxes are described in tables from Table 3.8 to Table 3.14. 

Windows in the Presentation Manager are organized using a parent-child rela

tionship. A child window is always displayed within the area of the screen occupied 

by its parent, and it remains in the sarne position relative to the parent unless 

explicitly moved. AIl the children of a parent window will be hidden, minimized, 

or destroyed, if the parent is hidden, minimized, or destroyed. Windows with a 

common parent are caIled sibling windows. Sibling windows can overlap each other 

on the screen. 
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Table 3.7 Description of Graphical Display Window 

It ow 
It e ar 

Sizing Border 
System Menu 
Minimize & Maximize Boxes 
Task List 
Menu Bar 

It 19ns e ectlOn 
Scale Selection 
Manual Data (Select Vital Signs, Enter Data) 
Options (Grid On/Off, Marker On/Off) 
Print 
Patient Information 
Alarms 
Hel 

It 19ns e ectIon 
Scale Selection 
Vital Signs Selection for Manual Data Entry 
Data Entry 
Print Confirmation 
Patient Information 
Alarms Display 
Help 
Error 

erbc cro ar 
Horizontal SeroU Bar 
et tmgs ontro ln ow 

Thirteen Graphical Displ~y Windows 

Table 3.8 Vital Signs Selection Dialog Box 

uttona 
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uttons 

uttons 

Table 3.9 Seale Selection Dialog Box 

ows 

Cancel 
Reset 

Table 3.10 Data Entry Dialog Box 

ows 

Cancel 

Table 3.11 Alarms Display Dialog Box 

Table 3.12 Print Confirmation Dialog Box 

Cancel 

Table 3.13 Help Dialog Box 

rmatIon 
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Table 3.14 Patient Information Dialog llox 

escrlp Ions 
atlcn rune 

Gender 
Birth Date 
Address 
Telephone 
Physician N ame 
Hospital ID Number 
leu Bed Numbcr 
Date & Time of Admission 
Memo 

PIlK" 7fJ 



• 

4. Implementation, Results, and 
Future Extensions 

The algorithms used for data management and graphical display of data have heen 

presented in Chapter 3. rrhe conversion of these algorithms to program source 

code is straight forward, and therefore, will not he discussed here. However, sorne 

implcrncntation issues such as interprocess communication, and interthread com

munication will he presented in the next sections. The performance of the system 

will be discussed, and possible improvements to the system are suggested. Future 

extensions to the PD MS are proposed in the final section. 

4.1. Implementation 

4.1.1. Interprocess Communication 

The commands from PDMS processes are passed to command_line thread through 

a character string stored in the shared memory. Shared memory is potentially the 

most efficient and flexible method for exchanging data between processes, because 

once the data is written to memory, it docs not need to be copied or otherwise 

pracessed by the operating system, and all the data in the segment can be freely 

nccessed by any sharing pracess. A named shared memary segment is allocated hy 

specifying the desired segment size, and the name assigned ta the shared segment 

using the OS/2 file-naming convention in the fictitious direct ory \SHAREMEM\. A 

separate selector far the allocated segment is required for eaeh process ta aceess the 

shared segment. Since many processes have access ta this shared memory cammand 
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buffer, system semaphores are used to coordinate activities among processcs SUdl 

that only one process can access the cornrnand buffer. 

Table 4.1 Command String Format 

e to lst 0 actIve e s 
Change bed # to bed # @ 
Delete bed # from Hst of active beds 
Check CarePort unit status 
List instrument status of bed # 

m__ Durnp contents of rnemory buffers to disk files 
r# Resume data acquisition for bed # 
s# _ Suspend data acquisition for bcd # 
u__ Reset and test CarePort Unit 
w Status of aIl 10 ical sources 

Table 4.1 gives the list of available commands supported by command_lirw. 

The first character in the command string represents the cornmand to be cxccuted. 

The second character is the bed number associated with the commando A second 

hed number is required for sorne of the commands, and it is indicated by the thircl 

character. After the command has been executed, the first character will coutaill 

the error code of the executed commands. 

Since the hurden of managing shared memory segments falls upou the p1'O

cesses that use them, semaphores are used to construct the handshaking pl'Otocol 

for serializing access to shared data. The semaphores that are uscd for intcrprOccHs 

communication are shown in Table 4.2. A semaphore can he in one of t-wo states: 

set, or clear. A set semaphore indicates that a thread should stop and wait for the 

semaphore to he cleared by another process, and a dear semaphore means thaf. the 

thread can continue. The global name of a semaphore is assigned by using OS/2 

file-naming conventions and begins with the prefix \SEM\. A semaphore handle is 

used to reference a semaphore, within a process. 

When a PDMS process wants to access a patient's data, it requests the exclu

sive control of Qsem. After the modifications are donc, the proeess thcn relinquish(!H 
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Table 4.2 Interprocess Communication 

its control. The handshaking for accessing the command buffer is more complicated. 

CMD~em is used to indicate whether the shared command buffer is heing accessed 

or not. When CMD~em is cleared, then the command huffer is free to he accessed by 

any process. EXEsem and RESsem are used for passing a command to the shared 

memory and returning the error code respectively. EXEsem cleared indicates that 

thft command in the shared memory is ready for the command_line thread to ex

ecute. Once the command_line thread has executed the command and placed the 

error code in the shared command buffer, it clears RESsem to signal the PD MS pro

cess to act upon the error code. The handshaking protocol for command execution 

is shown in Figure 4.1. 

4.1.2. Interthread Communication 

Since the command_line and read_port threads share the same seriaI port, they must 

cooperate with each other to avoid seriai port access at the same time. When com

mands are issued, the command_line thread has to obtain the answer from CarePort 

through the read_port thread, in order to return the proper error code to the calling 

process. The POLLDATAsem and LINKCTLsem semaphore handles function as 

completion flags between the two threads. Each time a request message is sent to 

the CarePort, command_line sets the semaphore LINKCTLsem using DosSemSet

Wait and waits for it to be cleared by the read_port thread using DosSemClear upon 

the arrivai of a commaud response. Similarly, arrivai of a polled data message will 

clear the POLLDATAsem enabling the command which requested this data in the 

command_line thrcad to continue its execution. 
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Figure 4.1 Command Handshaking Protocol 
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Pipes arc used to control the flow of data coming from the CarePort unit, 

and they remove the need of semaphores for the proper execution of accum_params 

and alarm_handler. Table 4.3 gives the pipe handles used for reading and writing 

to the pipes. Data is written into the pipe using Dos Write with the proper _pipe W 

handle, and data is read out using the _pipeR handle. This is used to communi

cate data messages received and decoded by read_port thread to accum_params and 

alarm_handler using the P V .. pipe and AT_pipe respectively. Since the HP78534A 

physiological monitors are currently used to display the actual waveforms of the 

selccted vital signs at the bedside, the wavc data is not supported currently by 

the PDMS and the WV_pipe is not used by any thread. However future database 

extensions may accommodate wave data. 

Table 4.3 Interthread Communication using Pipes 

The semaphore handle COMlsem is used to ensure that only one thread has 

direct access to the seriaI port. The thread intending to gain access to the seriai 

port must obtain the exclusive control of COMlsem through the DosSemRequest 

function caU first. After all the necessary operations are performed, the thread will 

clear the semaphore using the DosSemClear function. 

4.1.3. User Interface 

Windows and dialog boxes for the VSMS user interface are constructed from the 

state diagrams, and the descriptions of window frame creation flags, parent-child 

window relationships, menu design, and dialog elements presented in Chapter 3. 

The implementation fully supports the use of mouse, keyboard, arrow keys, and 

function keys, in order to accommodate multiple skillieveis. A consistent hardware 

binding is used in the user interface to improve the retention rate of experienced 
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users. Table 4.4 shows the use of key bindings to complement the mou se input 

functions. Each menu item is is assigned a unique letter, such that the user cau use 

the Ait key to bring the input focus to the menu bar, and then type the lcttcr to 

select the desired menu item. The assignment of letters to menu items uses the first 

letter, the first consonant, or a subsequent consonant of the menu item. 

Table 4.4 Key Bindings for Windows a.nd Dialog Boxes 

Keys Descriptions 
Enter accept mputs trom entry fields; 

select highlighted menu item, if menu bar is activatedj 
activate push but ton having input foeus 

ESC cancel mputs; 
dismiss dialog box; 
dismiss pull down menus 

Tab move input foeus to the next mput (group of mputs) 
AIt actlvate menu bar 
Arrows move the mput focus wIthin a group of mputsj 

move selections in menu bar; 
activate seroU bars 

Control keyboard accelerators 

In addition to the above mentioned hardware bindings, keyboard accclcrators 

are implemented for experienced users. These accelerators providc short cuts to 

the menu items by typing the let ter assigned to a menu item while pressing down 

the Control Key. Function keys are ruso available to minimize memorization by 

using the Ft key to designate the first menu item, F2 the second, and 50 on. For 

experienced users, keyboard accelerator is the preferred and the fastest way for 

menu selection. 

Figures 4.2 to 4.8 illustrate the implementation of the windows and dialog 

boxes for the VSMS. The VSMS main window is shown with a graphical display 

window in Figure 4.2, and the menu items described in the previous chapter are 

implemented in the' menu bar of the window. Figure 4.3 shows that a maximum 

number of 4 patients is ideal for multiple window display within the VSMS main 

window. The graphical display windows are created as the children windows of the 
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main window 50 that when switching to other PDMS windows, VSMS with aU its 

graphical display window can be reduced to an icon by clicking on the minimize box 

of the main window. Figures 4.4, 4.5, 4.6, 4.7 and 4.8 show the Control Settings, 

Trend Selection Scale, Patient Information and Manual Data Entry windows. 

4.2. Results 

This section presents the performance evaluation results of the VSMS. The eval

uation was performed on an IBM PS/2 model 80 computer, with an Intel 80386, 

16 MHz, microprocessor, 8 Meg RAM memory and a 8514A high resolution dis

play adapter, running version 2.0 of OS/2. The VS MS consista of approxim.J.tcly 

7,000 !ines of source code developed using the Microsoft C compiler version 6.0. For 

execution the VS MS module requires about 247Kbytes of RAM memory. 

Figure 4.9 shows the time required for data retrieval from the PDMS databasc 

and from the circular queues. The time reported here is the retrieval time for fifty 

data points. Response times are recorded for the retrieval of data from one vital 

sign to twelve vital signs. It is found that the retrieval time relates linearly to the 

number of vital signs. The database retrieval time provides the upper bound of the 

response time, 429 ffis/graph, when all the data points are saved in the clatabase. On 

the other hand, the optimal retrieval time is 28 ms/graph, when aU the data is in the 

circular queue. It is obvious from the figure that buffering the data can improve 

the performance dramatically, when the user uses the seroU bars to vicw the gl'llphs 

because it avoids database retrievals while processing data buffered in the circular 

queue. 

The redraw speed of the graphs was measured for different numbcrs of vital 

signs as shown in Figure 4.10. It was found to be directIy proportional to the 

number of vital signs. The same evaluation was performed on two other machines 
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Figure 4.6 Scale Selection Dialog Box 

Patient Informtlon 

Farnlly Name : Lee 
Glven Name: Bruce 

Sex: M 
Blrth Date (mm/ddtyy) : 12100/90 

Address: 

Telephone (''')1'''''''': 
Physlclan Hame : Doctor Clark 

HospltallDI : 1581732101 

ICU Bed Humber: 05 
Date of Admission: 01106193 

TIme of Admission: 00:15:23 
Merno: 

Figure 4.7 Patient Information Dialog Box 
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Manual DATA ENTRV 

Vital Sign : HR Heart Rate 

ABP Arterlal blood pressure 
CVP Central Venous Pressure 
LAP Left Alrlai Pressure 
PAP Pulmomuy Mery Pressure 
RESP Respiration Rate 

Values: ~ 0 D lime: 1:2:15 

__ I.E 

~. 

Figure 4.8 Manual Data Entry Dialog Box 

for comparison. The redrü:w ra.te of the IBM PS/2 model 80 is calculated to he 

22.50msfgraph from Figure 4.10. An IBM PS/2 model50 has a slower redraw rate of 

30.36msfgraph as would be expected. The best performance was obtained by using 

an Intel 80486 33MHz microprocessor based persona! computer with 14.64msfgraph. 

The results ohtained for the graphical display is very satisfactory, sinee the redraw 

spccd for a display with ten vital signs is only 0.22 seconds using the IBM PS/2 

model80. 

Figure 4.11 shows the redraw speeds of graphs performed by an algorithm 

using the GpiPolyLine fun ct ion and another algorithm using the GpiLine function, 

both running on the IBM PS/2 model 80. If the GpiLine function is used, the 

redraw rate will slow down from 22.50msfgraph to 36.54msfgraph. Therefore, the 

GpiPolyLine provides a. 38.4% gain of performance . 

The minimum requirement of RAM storage for the memory resident data 
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Figure 4.9 Response Time for Data Retrieval 

structures is 247 Khytes. The memory requirement for the display data buff(~r only 

is 60.94 Khytes. The buffer currently can hold data for a maximum of 13 vital 

signs (single or triple value), with 200 data points each, and support simllltalleouH 

monitoring for 4 patients. This provides suflicient and satisfactory performance, 

since simultaneous display of 13 graphs, or more, is [Fumai, 1992] undesirable he

cause of screen clutter. Simultaneous viewing of four patients is optimal as shown 

in Figure 4.3 due to the current limitations of the physical display hardware. When 

more windows need to be opened, the performance tradeoff is only one mouse click 

to close one of the currently displayed windows. The state of a display window iH 

saved before it is dismissed. Therefore, a display window will re-appear the same 

as before it was last dismissed. Alternatively, display windows can he partly or 

totally covered by other windows, when more than four windows arc opcned at t.he 

same time, and it makes no difference to the display timc whethcr the window is 
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Tlme 10 Repalnt Wlndow vs. Number of Vital Sips 
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Figure 4.10 Time for Displaying Graphs 

closed, or opcncd but covered by other windows sinee a eovered window does not 

get displayed. 

The memory usage of the patient table for 14 Bed Status Records is 2.83 

Kbytes. The second and minutes data queues can each hold 120 data points, with 

39 bytes per data point, for 14 patients. Therefore, the second and minute data 

queues each require 63.98 Kbytes of memory. The half-hour queue hoJds data for a 

maximum period of two days (96 data points), for 14 patients, and requires 51.19 

Kbytes of memory. The current version of the VSMS has reeently been installed 

for Beta testing in the leu and the preliminary comments from medical and nurs

ing uses are encouraging. More extensive testing with the integration of updated 

versions of the other PD MS modules such as the Vital Sign Expert System and the 

Bedside Workstation will follow in the near future. 
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Figure 4.11 Performance Comparison of GpiLine and GpiPolyLinc 

4.3. Future Extensions 

The original PDMS design was for use on a central station, communicn.ting 1.0 Hw 

CarePort and managing real-time data. With the emergence of bcdside terminais, 

some restructuring of the PDMS design is required. A clicnt-server architecture can 

be used for the implementation of a distributed database. 

The current VSMS software design assumes that thc graphical displh-Y window 

is running on the same host computer as the DLC, and thus is able to acœss real

time data from the shared memory segment. Running the VSMS in its pres(mt. forrn 

on a separate computer on the network can only access the data in the distributed 
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database for graphical displny. Howc\"('r, Lhis CUITl'nt performnlll"t' of tilt' ::->y::->tl'Ill 

is still functional, becausc the DLC SU\'('S the millutt' d<lta ewry fin' minutt'::->, a!\(l 

half-hour every thirty minutes to tht' PD11S database. Tht'Icfol"t', a lllaximulll of 

one half-hour data point or five llUIlutt' da ta poiuts data nUl hl' UlÏSSlIlp, [\(lIll t hl' 

display windows on comput crs otlwr than tht' ho::->t computer. A IllOle compldlt'Ilsi\'t' 

solution would involve the use of distributed shared IlH'Illory in t Ill' IldWOI k s() t.hal, 

all real-time data would bccomc accessible 1,0 aIl the modules ou tht' lIt'LWOl k. 

The PDMS is currently not linked to th(' Hospital Informatioll Systt'lIl (lIIS) of 

the Montreal Children's Hospital. Administrative data of pat.it'uts stort'd hy PDlvlS 

is likely to duplicate the data already existing in the HIS. Then'fOl<', it iH dt'sirahlt' 

to support data communication betwccn PDMS and HIS to providt· data shm il1~, 

and efficient use of computer resources. Additional modules coulcl ht' illt.t'J.!,ratt·d 

into the PDMS such as the ordering of me di cations ftom the ph,\.1 macy. 

The possibility of computer-supported cooperative work (CSCW) iH ah.;o ('\1-

visaged for the PDMS. Collaborative computing utilizcs computer l1e1.worki1lp" dnt.a 

communications, concurrent proccssing, and windowing enVirOIllllPut.s to providc 

better coordination between parallel proccsscs. CSCW coulcl allow two or mOI e 

medical staff in different dcpartrncnts to cooperatc on a pm t,ieular t.aHk by IlHing 

a shared workspace on each of their computcrs [Ishii & Miyake, 10!HJ. Thiti IU:W 

collaborative computing capability will a~so have a significant impact. 011 future soft

ware systems . 
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5. Conclusion 

This thesis has presented the design and implementation of a Vital Signs Monitoring 

System (VSMS) for a Patient Data Management System (PDMS) in the pediatrie 

intensive care unit at the Montreal Children's Hospital. A literature review of recent 

Jcvclopments in medical systems, and a survey of current studies in user interface 

design werc first prcsentcd. The literature survey was followed by an overview of 

the hardware and software configurations of ~he PDMS being developed, and a 

description of Crich individual module in PDMS. 

The functionali ty of the VSMS was summarized, and t.he software structure of 

the system was discussed. Multi-tasking processes of VSMS ·vere described for pa

tient data acquisition and data management. The graphical interface development 

using the OS/2 Presentation Manager was then detailed. Sumple results were pre

sented to indicate the system 's performance, and thus it 's sui tability for tise in the 

ICU setting. lmprovements to the current implementation, and future exten~ions 

to the PDMS were also suggesced . 
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