A basal stress parameterization for modeling landfast ice
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Abstract Current large-scale sea ice models represent very crudely or are unable to simulate the formation, maintenance and decay of coastal landfast ice. We present a simple landfast ice parameterization representing the effect of grounded ice keels. This parameterization is based on bathymetry data and the mean ice thickness in a grid cell. It is easy to implement and can be used for two-thickness and multi-thickness category models. Two free parameters are used to determine the critical thickness required for large ice keels to reach the bottom and to calculate the basal stress associated with the weight of the ridge above hydrostatic balance. A sensitivity study was conducted and demonstrates that the parameter associated with the critical thickness has the largest influence on the simulated landfast ice area. A 6 year (2001–2007) simulation with a 20 km resolution sea ice model was performed. The simulated landfast ice areas for regions off the coast of Siberia and for the Beaufort Sea were calculated and compared with data from the National Ice Center. With optimal parameters, the basal stress parameterization leads to a slightly shorter landfast ice season but overall provides a realistic seasonal cycle of the landfast ice area in the East Siberian, Laptev and Beaufort Seas. However, in the Kara Sea, where ice arches between islands are key to the stability of the landfast ice, the parameterization consistently leads to an underestimation of the landfast ice area.

1. Introduction

Landfast ice is sea ice that stays immobile or almost immobile near a coast over a certain time interval. It can be found in many coastal regions of the Arctic, typically forming in the fall and lasting until the next late-spring or early summer. In the Chukchi and Beaufort Seas, landfast ice starts to form in October–November. It becomes stable a few weeks later and it is maintained until May–June when it rapidly breaks up with the return of warmer temperatures [Mahoney et al., 2014]. In these regions, the landfast ice cover can extend a few tens of km away from the coast. Landfast ice is also found off the east coast of Greenland, in some coastal regions of Baffin Bay and in the Canadian Arctic Archipelago where land confinement helps to maintain a stable ice cover over many months. It is however off the coast of Siberia that landfast ice is the most prominent as it can extend hundreds of km into the sea [Reimnitz et al., 1994; Dethleff et al., 1998; Bareiss and Görken, 2005]. Large areas of landfast ice are observed in the East Siberian, the Laptev and the Kara Seas [Yu et al., 2014].

Landfast ice affects the transfer of momentum between the atmosphere and the ocean, it often leads to a thinner coastal ice cover (as only thermodynamic growth occurs [Johnson et al., 2012; Itkin et al., 2015]). It determines the offshore position of polynyas [Dethleff et al., 1998], it can decouple winter river plumes from the atmosphere and it can affect the stability of the Arctic halocline [Itkin et al., 2015].

How landfast ice is formed and maintained is not fully understood yet but it is thought that the following mechanisms can play a role: restrictive geometry and the presence of islands [Divine et al., 2005], grounded ice keels acting as anchor points [Haas et al., 2005; Mahoney et al., 2007, 2014] and sea ice tensile strength [Tremblay and Hakakian, 2006]. Furthermore, it is recognized that landfast ice cover in different regions might be maintained by different mechanisms (or combination of mechanisms). Along the coast of Alaska, some studies clearly identify that grounded ice keels act as anchor points for the formation and
maintenance of the landfast ice cover [Reimnitz et al., 1994; Mahoney et al., 2007, 2014]. In the Laptev Sea, some authors also point out that ice keels are involved in stabilizing the landfast ice cover [Haas et al., 2005]. Other studies, however, suggest that ice keels play a minor role [Reimnitz et al., 1994; Eicken et al., 2005] and that river water plumes instead are the primary drivers [Eicken et al., 2005]. In the Kara Sea, a series of archipelagos contribute to the stabilization of the landfast ice cover [Divine et al., 2005; Ölason, 2012]. The ice arch in Nares Strait can form because the sea ice cover can resist tensile stresses [Dumont et al., 2009].

Despite the importance of landfast ice for atmosphere-ice-ocean interactions, most large-scale sea ice models are either unable to simulate it or they represent it quite crudely. Johnson et al. [2012] used a mask to define regions where they set the ice velocity to zero between 1 November and 1 May of each year. They demonstrated the importance of landfast ice in limiting the ice growth due to dynamics. This approach does not lead to interannual variability. Rozman et al. [2011] used a similar approach by specifying monthly landfast ice masks derived from observations. Lieser [2004] set the ice velocity to zero when the ice thickness exceeded a certain thickness over a defined water depth. Wang et al. [2014] analyzed the landfast ice simulated by their ice-ocean model along the Alaskan coast. Grid cells assumed to be landfast were defined as those in water shallower than 35 m and with a velocity smaller than 4 cm s$^{-1}$ (i.e., a drift speed that is similar to the mean winter Arctic Ocean sea ice drift).

More sophisticated approaches were recently introduced. König Beatty and Holland [2010] have modeled landfast ice by adding isotropic tensile strength to a viscous-plastic sea ice model. They demonstrated, in 1-D experiments, that landfast ice can be stable over many weeks with this approach. Ölason [2012] was able to model landfast ice in the Kara Sea region by using a high resolution grid and by adjusting the sea ice mechanical parameters in a viscous-plastic sea ice model. Following the work of König Beatty and Holland [2010], Itkin et al. [2015] added isotropic tensile strength and increased the ice strength parameter in regions within the 30 m isobath. As the region where this parameterization is applied is fixed (within the 30 m isobath), it is questionable whether this approach can reproduce the interannual variability of landfast ice.

The main objective of this manuscript is to introduce a simple parameterization for large-scale sea ice models of the basal stress associated with grounded ice keels. Where the water depth is typically below 20–30 m, observations show that ice pressure keels can reach the bottom of the ocean and even penetrate the seabed and form gouges [Mahoney et al., 2007]. When these ridges are well grounded and offer sufficient support, they can act as anchor points and maintain the ice fast.

The model first calculates the critical mean ice thickness required for a large keel to reach the ocean floor. If the mean thickness is larger than the critical one, a new basal stress term, included in the momentum equation, mimics the ice anchoring on the ocean floor. This approach has some similarities with what was used by Lieser [2004] where the ice velocity was set to zero when the mean thickness reached a certain fraction of the water depth (therefore assuming that an ice keel is grounded). However, our approach is more physically based in the sense that an additional stress term is added to the momentum equation instead of prescribing a zero velocity when a keel touches the sea floor. Moreover, detachment events can be represented as the basal stress formulation involves a maximum stress that can be sustained by the keel. To our knowledge, our parameterization is the first attempt to represent the basal stress associated with grounded ice keels. This parameterization involves only a few free parameters. As it estimates the basal stress based on bathymetry data, ice concentration and the mean thickness in a grid cell, it can therefore be used for both two-thickness and multithickness category models.

Other objectives of this paper are to compare the simulated landfast ice cover to observations and to perform a sensitivity study to the basal stress free parameters; the goal is not to perform a thorough optimization of the free parameters.

This paper is structured as follows. Section 2 describes the sea ice momentum and continuity equations. The basal stress parameterization is described in section 3. A guide for the numerical implementation of the parameterization is provided in section 4. Some information about the sea ice model used in the experiments is given in section 5. An estimation of the free parameters associated with the parameterization is provided in section 6. The results of the numerical experiments are described in section 7. A discussion, concluding remarks and a description of future work are provided in section 8.
2. Sea Ice Momentum and Continuity Equations

Sea ice dynamics is often considered to be a two-dimensional problem [Coon et al., 1974]. This is justified by the large ratio between the horizontal and the vertical scales. The two-dimensional sea ice momentum equation is obtained by integrating in the vertical the momentum equation. It is given by

\[ \rho_i h \frac{D \mathbf{u}}{D t} = -\rho_i h f \mathbf{k} \times \mathbf{u} + \tau_a - \tau_w + \nabla \cdot \sigma - \rho_i h g \nabla H_z, \]

where \( \rho_i \) is the density of the ice, \( h \) is the ice volume per unit area (or the mean thickness), \( \frac{D}{D t} \) is the total derivative, \( f \) the Coriolis parameter, \( \mathbf{u} = u_i \mathbf{i} + v_j \mathbf{j} \) the horizontal sea ice velocity vector, \( \mathbf{i}, \mathbf{j} \) and \( \mathbf{k} \) are unit vectors aligned with the \( x, y \) and \( z \) axis of our Cartesian coordinates, \( \tau_a \) is the wind stress, \( \tau_w \) the water stress, \( \sigma \) the internal ice stress tensor, \( g \) the gravity and \( H_z \) the sea surface height.

In our model, the advection of momentum is neglected. There is no snow cover. The sea surface tilt is expressed in terms of the geostrophic ocean current (as in Tremblay and Mysak [1997]). The stresses \( \tau_a \) and \( \tau_w \) are defined using a quadratic law with constant turning angles [McPhee, 1975]. The model is based on a viscous-plastic rheology with an elliptical yield curve [Hibler, 1979]. The ice strength is parameterized as \( P = P^* \exp(-C(1-A)) \) where \( A \) is the ice concentration while \( P^* \) and \( C \) are constants [Hibler, 1979]. To avoid nonzero internal stresses when there is no forcing, a replacement closure similar to the one presented in Kreysscher et al. [2000] is used.

For a two-thickness category model, the continuity equations for the mean thickness and the concentration are given by

\[ \frac{\partial h}{\partial t} + \nabla \cdot (h \mathbf{u}) = S_h, \]

\[ \frac{\partial A}{\partial t} + \nabla \cdot (A \mathbf{u}) = S_A, \]

where \( S_h \) and \( S_A \) are thermodynamic source terms. Note that \( A \) is capped to 1.0. This does not affect the conservation of mass as the mass per \( m^2 \) is given by \( \rho_i h \).

3. Basal Stress Parameterization

We develop a simple parameterization, for use in large-scale sea ice models, of the basal stress associated with subgrid scale grounded ice keels. The idea is to define a basal stress term \( -
\tau_b \) added to the right hand side of equation (1). The parameterization is based entirely on bathymetry data and prognostic variables from the model (\( h \) the mean thickness in a grid cell and \( A \) the ice concentration). It could therefore be used for two-thickness category models (sometimes referred to as one-thickness category models, i.e., models that simulate the mean thickness in a grid cell and the ice concentration) as well as for multithickness category models. A more sophisticated approach would be to develop a parameterization based on the subgrid scale thickness distribution. Also, while the water depth is obtained solely here from bathymetry data, it would be better to take into account ocean surface elevation variations (due to tides, storm surge and ocean dynamics). These improvements are beyond the scope of this paper and the subject of future work.

Figure 1 is a cartoon that shows sea ice in shallow water. The ice field is viewed along the \( x \) axis. \( \Delta x \) corresponds to the size of the grid cell in the \( x \) direction. It is assumed that the ice conditions do not vary along the \( y \) axis. With \( \Delta y \), the length of the grid cell in the other direction, the surface of the grid cell is \( s = \Delta x \Delta y \). The length covered by ice along the \( x \) axis is \( l_i \) which means that the concentration \( A \) is given by \( l_i / \Delta y / \Delta x \Delta y = l_i / \Delta x \).

The parameterization that we develop applies for compact ice conditions, i.e., the concentration \( A \) is close to one or in other words \( l_i \sim \Delta x \) (we will get back to this point later). Including snow in the calculations below has quantitatively a very small impact but considerably complicates the relations that are derived. Snow is therefore neglected. Most of the cell is covered by level ice of thickness \( h_i \). There is a large pressure ridge in the middle of the ice covered part with a total thickness of \( h_i + h_{ib} + h_{ib} \), where \( h_{tr} \) and \( h_{ib} \) are respectively the height of the ridge above and below the level ice (the subscript \( t \) and \( b \) respectively stand for the ‘top’ and ‘bottom’ parts of the ridge). The porosity \( p \) is assumed to be the same for the bottom, middle and top parts of the ridge. There is a wide variety of shapes for sea ice ridges [Timco and Burden, 1997]. For simplicity, the
ridge is considered to be triangular [Hibler, 1980]. The base of the ridge is assumed to be $\beta l_i$, where $\beta \ll 1$. In fact, in our conceptual model, $\beta$ should be viewed as the fraction of $l_i$ covered by these large ridges (for clarity only one ridge is displayed in Figure 1). To simplify our formulation, $\beta$ is considered to be a constant (which in reality is not). Reasonable values for $\beta$ could be $O(0.01)$.

We recall that we want to develop a parameterization that could be used for two-thickness category models. Hence, the model does not know $h_l$, $h_{rb}$ and $h_{rt}$ but only $h$, the mean thickness in a grid cell and $A$, the sea ice concentration.

Assuming hydrostatic balance and a constant ice density for the ridge and the level ice, we get the following equation for the level ice

$$\rho_i h_l = \rho_w h_d,$$

and the following equation for the ridge

$$\rho_i \left[ h_l + \frac{1}{2} (h_n + h_{rb}) \right] = \rho_w q (h_d + \frac{h_{rb}}{2}),$$

where $h_n$ is the ice draft for the level ice and $q = 1 - p$. We kept $q$ on both sides of equation (5) to show the dependence of the weight of the ridge and of the weight of the displaced water on the porosity. Based on the mass of ice in a grid cell, we can express $h$ as

$$h = Ah_l (1 - \beta + \beta q) + Ah_d \left[ \frac{h_n + h_{rb}}{2} \right].$$

Amundrud et al. [2004] and Melling and Riedel [1996] provide measurements of ice keels in the Arctic. From their measurements, one can obtain a relation between the total draft of large ice keels and the draft of the level ice. From Figure 1, the total draft of the ice keel is $h_{rb} + h_d$. Assuming a simple linear relationship, we get

$$h_{rb} + h_d = \gamma h_d,$$

where $\gamma$ is a constant of proportionality. We notice from the data of Amundrud et al. [2004, Figure 5] that $\gamma = 10$ fits reasonably well the data. Note that our assumption that most of the grid cell is covered by level ice leads to an overestimation of the size of ice keels in regions of highly deformed ice.

Using equations (4–7), we can express $h_l$ as a function of $h$ as

$$h_l = \frac{2(h/A)}{(2 - 2\beta + \beta q + \beta dq)}.$$

We also find that $h_{rt}$ and $h_{rb}$ are respectively

$$h_{rt} = \frac{(\gamma - 1)(\rho_w - \rho_i)}{\rho_w} h_l,$$

$$h_{rb} = \frac{(\gamma - 1)\rho_i}{\rho_w} h_l.$$

We now have the dimensions of the ridge expressed in terms of $h$ (and $A$). For a certain water depth $h_w$, the ice keel barely touches the seabed if the total draft is equal to $h_{bc} + h_{dc}$ where the subscript $c$ stands for...
critical. The other ice thicknesses associated with $h_{bc}$ and $h_{dc}$ are $h_{lc}$ and $h_{rtc}$. As the ice barely touches the bottom, hydrostatic balance still holds and equations (4), (5), and (7) are valid (with $h_l$ replaced by $h_{lc}$ and so on for the other thicknesses).

For the critical thicknesses, we have

$$h_w = h_{bc} + h_{dc} = \gamma h_{bc}. \quad (11)$$

Using equation (11), we can express the critical thickness of the level ice (in equation (4)) as a function of $h_w$. The relation is

$$h_{lc} = \frac{\rho_w h_w}{\gamma \rho_i}. \quad (12)$$

Using equation (8) with the critical mean thickness $h_c$ and substituting it into equation (12) we get

$$h_c = \frac{2\rho_i \gamma}{\rho_w (2 - 2\beta + \beta q + \beta q_i^2)} h_w. \quad (13)$$

We define the term in front of $h_c/A$ as $k_1$, our first free parameter. This means that if $k_1 h_c/A$ is equal to $h_w$, the keel barely touches the seabed and $h$ is the critical thickness $h_c$.

Let us assume that a large ridge, with vertical dimensions given by equations (8–10), was transported in shallower water by the winds and by ocean currents. For $h > h_c$, the keel is grounded at the bottom and hydrostatic balance does not hold anymore. In this case, there is a normal force pointing upward. We know that the normal force is zero for $h = h_c$. We determine here what is the normal force for $h > h_c$.

The ridge is now grounded where the water depth is $h_w$. The normal force is the weight of the ridge minus the weight of the displaced water. It is given by

$$F_N = \beta A S g \rho_i q [h_0 + \frac{h_c + h_{hc}}{2}] - \beta A S g \rho_w q [h_0 + \frac{h_{hc} + h_{bc}}{2}] \quad (14)$$

where $h_0$ is the nonhydrostatic draft. With $h_0 = h_w - h_{bc}$ and using equations (9) and (10), $F_N$ is a much simpler expression as it becomes

$$F_N = \beta A S g (\rho_i q - \rho_w h_w). \quad (15)$$

Replacing $h_w$ by $k_1 h_c/A$ and using equation (8), we get

$$F_N = \beta S g q \left[ \rho_i q \left( \frac{2h}{(2 - 2\beta + \beta q + \beta q_i^2)} - \rho_w k_1 h_c \right) \right] \quad (16)$$

Finally, using the definition of $k_1$, one finds that

$$F_N = S \left[ \frac{2\beta q_i \rho_i q}{(2 - 2\beta + \beta q + \beta q_i^2)} \right] (h - h_c), \quad (17)$$

i.e., the normal force is proportional to the difference between the mean thickness in the grid cell and the critical mean thickness $h_c$. Once the keel is grounded and $h$ further increases (e.g., due to ridging events), equation (17) is still used to calculate the normal force. This can be done by assuming that the geometry of the grounded ridge is maintained (i.e., $h_{bc}$, $h_c$ and $h_{hc}$ increase but their ratios remain the same).

The basal stress parameterization presented here is based on the fact that the maximum friction force at the bottom is proportional to the normal force. When the landfast ice cover is stable, the friction force compensates for the forces due to the winds and ocean currents. Detachment of landfast ice does occur but the causes of these events remain unclear [Mahoney et al., 2007]. Mahoney et al. [2007] mention that air and ocean stresses might be insufficient and that other processes such as sea level surges or thermal erosion of keels might be at play when there is detachment event. Representing these processes is beyond the scope of this article.

Here we assume that the landfast cover can be stable for strong wind stress conditions but that very strong wind events could lead to a detachment of the landfast ice cover. When the wind blows relatively lightly,
the friction force compensates the wind force and the ice stays at rest. As the wind increases, the friction force could reach the maximum value

$$F_f = \mu_f F_w = \mu_f S \left[ \frac{2\beta q; \rho \gamma g}{(2-2\beta) + \beta q + \beta q^2} \right] (h-h_c),$$

(18)

where $\mu_f$ is the static friction coefficient. Note that the friction force needed to compensate the wind force depends on the fetch and the number of grid cells with anchor points (i.e., with an ice keel grounded at the seabed). We will get back to this point in section 6.

A gouging force [Mahoney et al., 2007] opposing the wind force might also exist but deriving an expression for this additional force is not an easy task and it is beyond the scope of this paper.

If the wind further increases, the ice could start to move. The friction force is then given by $F_f = \mu_k F_w$, where $\mu_k$ is the kinetic friction coefficient. Usually, $\mu_k$ is slightly larger than $\mu_f$ when two materials experience friction. Here we simply assume that $\mu_k = \mu_f$. Introducing $k_2 = \mu_k(2\beta q; \rho \gamma g)(2-2\beta) + \beta q + \beta q^2)^{-1}$, $F_f$ is given by $S k_2 (h-h_c)$. $k_2$ is our second free parameter (with units of Nm$^{-3}$).

For the implementation in our model, we divide $F_f$ by the surface $S$ and obtain a basal stress $\tau_{bu}$ with units of Nm$^{-2}$. To represent the increase of the basal stress up to the maximal value $k_2(h-h_c)$ and to facilitate the implementation in our sea ice model we introduce the following formulation for the basal stress

$$\tau_{bu} = k_2 \left( \frac{u}{|u| + u_0} \right) (h-h_c),$$

(19)

where $\tau_{bu}$ is the component of the basal stress aligned with the x axis (u component), $|u| = \sqrt{u^2 + v^2}$ and $u_0$ is a small velocity parameter that allows one to define a smooth transition between the static and kinetic friction regimes. The same formulation is used for the v component.

In fact, in our formulation the ice is never completely at rest. For low wind stress, the ice is almost stopped and the basal stress is

$$\tau_{bu} \sim k_2 \frac{u}{u_0} (h-h_c),$$

(20)

and the ‘residual’ velocity decreases when using a smaller $u_0$.

As the wind stress increases, the basal stress increases and it is limited by the maximum value

$$\tau_{b0}^{\text{max}} = k_2 (h-h_c).$$

(21)

We introduce one last modification to our basal stress parameterization. Large-scale sea ice models simulate the evolution of a thickness distribution (either the two-thickness category or the multithickness category models). When solving the momentum equation, one obtains at one grid point the same velocity for the entire thickness distribution. Assuming a loose pack with a few thick ridges, some keels could be grounded but overall the ice cover would not be landfast. The ice cover as a whole can be landfast only when the concentration is close to 1. Inspired by the ice strength formulation of [Hibler, 1979], we multiply the basal stress in equation (19) by a term that leads to a strong dependance of the basal stress on the sea ice concentration. With this term, our formulation of $\tau_{b0}$ is given by

$$\tau_{bu} = \begin{cases} 0 & \text{if } h \leq h_c, \\ k_2 \left( \frac{u}{|u| + u_0} \right) (h-h_c) \exp^{-C_b(1-A)} & \text{if } h > h_c, \end{cases}$$

(22)

where $h_c = Ah_w/k_1$ and $C_b$ is a constant set to 20 (as done in Hibler [1979] for the ice strength). Note that numerical simulations show that the $\exp^{-C_b(1-A)}$ term has a small impact on the simulated landfast ice area (results not shown).
4. Numerical Implementation

The momentum equation is solved on a modified Arakawa C-grid (as shown in Tremblay and Mysak [1997, Figure 7a]). The bathymetry, \( h \) and \( A \) are defined at the tracer point (middle) with the \( u \) component on the left and \( v \) below. Here is how the basal stress is calculated for the \( u \) component in our model. A similar calculation is done for the \( v \) component.

To calculate \( \tau_{bu} \), the basal stress of the \( u \) component, we need to know \( h_u \), \( A_u \), \( h_{wu} \) and \( v_u \) where the subscript \( u \) indicates that these quantities are defined at the \( u \) location. For \( u_u \) with \( i \) and \( j \) corresponding to the index of the grid cell, \( h_u \) is given by \( \max \{ h_{i-1,j}, h_{i,j} \} \), \( A_u \) by \( \max \{ A_{i-1,j}, A_{i,j} \} \), \( h_{wu} \) by \( \min \{ h_{w_{i-1,j}}, h_{w_{i,j}} \} \) and \( |v_u| \) by \( \min \{ |v_{i-1,j}|, |v_{i-1,j+1}|, |v_{i,j+1}|, |v_{i,j}| \} \). Idealized numerical experiments (in 1-D and 2-D) have shown that the calculation of \( h_u \) as \( \max \{ h_{i-1,j}, h_{i,j} \} \) instead of \( \frac{h_{i-1,j} + h_{i,j}}{2} \) (same idea for \( A_u, h_{wu} \) and \( v_u \)) leads to a more stable and realistic landfast ice cover (results not shown).

In our model, the dynamics is solved with the implicit-explicit time integration scheme described in Lemieux et al. [2014] which is built around a Jacobian-free Newton-Krylov solver [Lemieux et al., 2010]. As \( h_u, A_u \) and \( u \) evolve from one Newton iteration to the next, the max operation for calculating \( h_u \) (same idea for \( A_u \) and \( v_u \)) is expressed as

\[
h_u = \frac{h_{i-1,j} + h_{i,j}}{2} + \frac{h_{i-1,j} - h_{i,j}}{2} \tanh \left[ \alpha (h_{i-1,j} - h_{i,j}) \right] + \frac{h_{i,j} - h_{i-1,j}}{2} \tanh \left[ \alpha (h_{i,j} - h_{i-1,j}) \right],
\]

which provides a smooth transition due to the use of the hyperbolic tangents. The parameter \( \alpha \) is set to \( 10^6 \).

When the mean thickness \( h_u \) is lower than the critical value \( h_{cw} = A_u h_{wu}/k_1 \), the ice keel does not reach the bottom and the basal stress \( \tau_{bu} \) is zero. However, if \( h_u > h_{cw} \) the basal stress in the model is expressed as \( \tau_{bu} = C_{bu} u \) with \( C_{bu} \) given by

\[
C_{bu} = \left( \frac{k_2}{\sqrt{u^2 + v_u^2 + u_0}} \right) (h_u - h_{cw}) \exp \left( -C(1 - A_u) \right).
\]

This approach is easy to implement numerically as the basal stress term is similar to the water stress term. Note that to avoid calculating \( C_{bu} \) where there is little ice, this computation is done only if \( A_u > 0.01 \).

5. More Information About the Model

We use a relatively simple model to perform the simulations described in this paper. The sea ice model uses two thickness categories and a zero-layer thermodynamics. It is coupled thermodynamically to a slab ocean model. An upstream scheme is used for the advection operation of \( h \) and \( A \). We use the latest model version described in Lemieux et al. [2014] with modifications for the landfast ice parameterization. The time integration scheme described in Lemieux et al. [2014] is used with operator splitting for the thermodynamic part. Details on thermodynamics are given in Tremblay and Mysak [1997].

The model domain covers the Arctic Ocean and the North Atlantic. Four spatial resolutions are available: 10, 20, 40 and 80 km (square cartesian grids). The simulations in this paper were done with a spatial resolution of 20 km. The land mask was created using the merged IBCAO/ETOPO5 bathymetry data of Holland [2000]. We use this data set for the water depth at each grid cell.

As opposed to what is usually done in the model, the mixed-layer depth of the slab ocean is not constant everywhere. For a specific grid cell, it is equal to the minimum value between the water depth at this location and 100 m. Due to the simplicity of this slab ocean model, the interpolated bathymetry on the 20 km grid is not allowed to be shallower than 5 m. The freezing point temperature is always assumed to be \(-1.8^\circ C\). The ocean currents are set to zero in the numerical experiments described here.

It is important to note that rheology parameters are set to the values used in most two-thickness category models [e.g., Zhang and Hibler, 1997; Losch et al., 2010]. Hence, \( e = 2, P^* = 27.5 \times 10^3 \text{ N m}^{-2} \) and there is no isotropic tensile strength. These values were not modified in order to improve ice arching [Dumont et al., 2009], a different landfast ice mechanism than the one investigated in this paper.
The wind stress is calculated using the geostrophic winds derived from the National Centers for Environmental Prediction and National Center for Atmospheric Research (NCEP/NCAR) 6 h reanalysis of sea level pressure [Kalnay et al., 1996]. Other atmospheric forcing fields also come from this reanalysis.

Table 1 lists the values of the physical parameters used for the simulations in this paper.

### 6. Estimation of Free Parameter Values

Our basal stress parameterization involves three free parameters. The parameter $u_0$ determines the small ‘residual velocity’ and provides a smooth transition between the basal stress in the static regime and the maximal basal stress. We have used $u_0=5\times10^{-3}$ m s$^{-1}$ in the experiments described below. The two important free parameters are $k_1$ and $k_2$. A sensitivity study for $k_1$ and $k_2$ is performed in section 7.1. Here we estimate what could be typical values for these parameters.

As mentioned before, $\gamma$ in equation (11) can be roughly estimated to 10 based on the data of Amundrud et al. [2004]. With $A=1$, $\gamma=10$ and $p=1/3$ (see Hayland [2002] for typical values of ridge porosity) in equation (13) we find that $k_1=8.54$ with $\beta=0.01$ while $k_1=7.74$ with a $\beta$ five times larger. If we do the same thing for $k_2$, assuming $\mu=0.5$, we find that it is equal to 286 Nm$^{-3}$ with $\beta=0.01$ while it is equal to 1297 Nm$^{-3}$ with a $\beta$ five times larger. Notice that $k_1$ is very sensitive to the value of $\beta$.

The fact that the maximum basal stress increases with $h-h_c$ (i.e., the weight above hydrostatic balance) is realistic. However, we suspect that the maximum basal stress might be overestimated when estimating $k_2$ as described above. First, our derivation of the maximum basal stress does not take into account the characteristics of the seabed. A low density and porous seabed would not develop a large normal force (and therefore friction force). Second, the maximum basal stress could also be limited by zones of unconsolidated rubble in the ice keel.

We therefore also consider the following approach to estimate $k_2$. We assume that detachment events could occur for strong wind conditions. We consider a landfast ice cover 50 km long with a single anchor point at the edge. Mahoney et al. [2014] have shown the evidence of these anchor points off the coast of Alaska at distances on the order of a few tens of km. For the landfast ice to be stable, the basal force has to oppose the wind force (the integral of the wind stress over the 50 km long ice cover). We assume that the 50 km long ice cover is stable if the wind stress is smaller than 1 Nm$^{-2}$ (this corresponds to very strong wind conditions (~25 m s$^{-1}$) as 0.1 Nm$^{-2}$ is a typical wind stress in the Arctic). With our parameterization, the basal stress is applied over the whole grid cell such that 50,000 $\tau_a = \Delta x \tau_{0x}^{\max} = \Delta x k_2(h-h_c)$. With $\Delta x =10$ km, we obtain

$$k_2 = \frac{5}{(h-h_c)}.$$

for the landfast ice to resist a wind stress of 1 Nm$^{-2}$.

Our estimate of $k_2$ depends on our estimate of $h-h_c$. As $h$ is $\mathcal{O}(1$ m), the largest values of $h-h_c$ are $\mathcal{O}(1$ m) which leads to a lower bound estimate of $k_2 = 5$ Nm$^{-3}$. With $h-h_c \sim 0.1$ m we find a $k_2$ 10 times larger. Note that these estimates of $k_1$ and $k_2$ are used for guidance in our sensitivity study in section 7. Ultimately, $k_1$ and $k_2$ are tunable parameters that should be optimized through numerical experiments. In the light of the simple analysis described above, values of $k_1$ close to 10 and values of $k_2$ larger than 5 Nm$^{-3}$ will be tested in our numerical simulations.

Our basal stress parameterization involves constant values of $k_1$ and $k_2$ in both space and time. This is an advantage as this leads to a simple approach that is easy to implement. However, the analysis above suggests that $k_1$ and

### Table 1. Physical Parameters for the Numerical Simulations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_s$</td>
<td>sea ice density</td>
<td>900 kg m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_a$</td>
<td>air density</td>
<td>1.3 kg m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_w$</td>
<td>water density</td>
<td>1026 kg m$^{-3}$</td>
</tr>
<tr>
<td>$C_{aw}$</td>
<td>air drag coefficient</td>
<td>$1.2 \times 10^{-3}$</td>
</tr>
<tr>
<td>$C_{aw}$</td>
<td>water drag coefficient</td>
<td>$5.5 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\theta_{a}$</td>
<td>air stress turning angle</td>
<td>25°</td>
</tr>
<tr>
<td>$\theta_{aw}$</td>
<td>water stress turning angle</td>
<td>25°</td>
</tr>
<tr>
<td>$f$</td>
<td>Coriolis parameter</td>
<td>$1.46 \times 10^{-4}$ s$^{-1}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>ice strength parameter</td>
<td>$27.5 \times 10^{3}$ N m$^{-2}$</td>
</tr>
<tr>
<td>$C$</td>
<td>ice strength concentration</td>
<td>20</td>
</tr>
<tr>
<td>$e$</td>
<td>ellipse ratio</td>
<td>2</td>
</tr>
</tbody>
</table>
especially $k_2$ could vary significantly depending on the characteristics of the ridge and on the composition of the seabed. A more sophisticated approach would be to calculate the basal stress, at a certain location and for a specific time, based on the shape of the ridge, the surface in contact with the seabed, the shear strength of the unconsolidated part of the ridge and the composition of the seabed. This is beyond the scope of the present work.

7. Results

7.1. Sensitivity Study and Simulated Landfast Ice Area in the East Siberian, Laptev, Kara, and Beaufort Seas

In this section, we first present the results of a sensitivity study of the simulated landfast ice cover to the parameters $k_1$ and $k_2$. A series of 6 year (September 2001 to September 2007) simulations are performed. A time step of 60 min is used. Initial conditions come from a long-term simulation with the standard model (i.e., without basal stress). The simulated LandFast (LF) ice area for the Laptev Sea is compared to the biweekly data from the National Ice Center (NIC) [2006].

The Laptev Sea was chosen for our sensitivity study for the following reasons. First, the NIC data reveal that, compared to the East Siberian, Kara, and Beaufort regions, it has a low interannual variability of LF area. Second, some authors [e.g., Haas et al., 2005] claim that grounded ice keels play a very important role in maintaining the Laptev Sea LF ice cover (this is supported by our own analysis of MODIS images, not shown). Finally, the other regions have drawbacks for such a basal stress sensitivity study: ice arching is thought to be the dominant process for the Kara Sea LF ice cover, the LF ice along the Alaskan coast is very narrow and might not be well captured with our 20 km model and little is known about the mechanisms responsible for the East Siberian Sea LF ice cover.

We then investigate the simulated LF ice for three other regions that roughly correspond to the East-Siberian, the Kara and the Beaufort Seas. These regions are shown on our 20 km model grid in Figure 2. Similar regions were defined for the NIC data. As the data are on a 25 km resolution grid, the NIC land mask has differences with our 20 km land mask. Hence, the regions defined on the model 20 km mask are slightly different than the ones in the NIC data. Parts of the NIC water cells were eliminated to match our 20 km grid (e.g., our 20 km land mask does not include the Gulf of Ob). The difference in area between a region on the model grid and the equivalent NIC region is below 2% for the four regions. These regions are similar to the ones defined by Yu et al. [2014].

The bathymetry interpolated on our 20 km grid, for the Russian shelves and the Beaufort Sea are respectively shown in Figures 3 and 4. Extensive shallow shelves can be observed in Figure 3, especially in the East Siberian and Laptev Seas.

The simulated biweekly LF area is calculated based on the mean magnitude of the velocity for each grid cell during the two week period. If for grid cell $(i, j)$ the mean magnitude of the velocity is smaller than $u_{\text{crit}}$, $\Delta x^2$ is added to the LF area. Note that $u_{\text{crit}}$ should be larger than the parameter $u_0$. $u_{\text{crit}}$ is set to $5 \times 10^{-4}$ ms$^{-1}$ (which corresponds to a displacement of $\sim 600$ m during the two week period). The parameters for the basal stress parameterization sensitivity study are given in Table 2.

Figure 5 displays the observed (in bold black) and simulated Laptev LF area for different values of the $k_1$ parameterization.
and $k_2$ parameters. Also shown in Figure 5 is the simulated LF area by the standard model (i.e., without basal stress). The standard model usually does not have any LF ice but can on occasion simulate a certain LF ice cover due to the rheology term. These episodes often correspond to thick ice and low wind conditions (not shown). Overall, however, the standard model clearly underestimates the area of LF ice.

Between $k_1$ and $k_2$, $k_1$ has the biggest impact. A larger $k_1$ parameter leads to higher LF area as well as a decreased monthly variability. For $k_1 = 6$, the area is underestimated (except for the winter of 2005/2006 which exhibit simulated thick ice conditions in the Laptev Sea, not shown). When doubling $k_1$ to 12, the area is always overestimated compared to the NIC data. It is found that $k_1 = 8$ provides a reasonable fit with the data.

With $k_1$ fixed to 8, the lower panel of Figure 5 shows that the simulated LF area varies only slightly for $k_2$ larger than 10 Nm$^{-3}$; only $k_2 = 5$ Nm$^{-3}$ leads to a notable difference. Note that while the results are insensitive to $k_2$ for values larger than 10 Nm$^{-3}$, this could be important in global warming simulations where the ice cover is thinner. The same conclusions about the effect of $k_1$ and $k_2$ on the simulated LF area can be drawn for the other regions (results not shown).

For the rest of the paper, all the results with the LF ice parameterization are for $k_1 = 8$ and $k_2 = 15$ Nm$^{-3}$. Figure 6 shows the simulated LF area for the East Siberian (a), the Kara (b) and the Beaufort (c) regions. For the three regions, the standard model simulates very small areas of LF ice.

In the East Siberian Sea, an analysis of the observations in April (maximum extent) of each year for the period of interest (2002–2007) indicates that the LF ice cover roughly exhibit two modes: a small extent mode (2003, 2004, and 2007) with the LF edge roughly following the deeper tongue east of the New Siberian Islands (Novosibirkiye Ostrova) and a large mode (2002, 2005, and 2006) with the LF edge roughly...
following a straight line parallel to the north coast of the New Siberian Islands up to Siberian coast (results not shown). Interestingly, the model with \( k_1 = 8 \) and \( k_2 = 15 \text{ N m}^{-3} \) also has these two modes. It correctly simulates the small mode in 2003 and 2007 and the large mode in 2002, 2005, and 2006. However, in 2004, the large mode is simulated instead of the small one. Even though it often simulates the right mode, the model tends to overestimate the LF area. This is due to an overestimation of the LF cover north of the New Siberian islands. The simulated amplitude of the interannual variability is similar to the observed one (slightly larger for the model).

In the Kara region, there is consistently not enough LF simulated. The model performs quite well east of the Yamal peninsula but it simulates very little LF ice north of the Taymyr peninsula (southeastern part of the Kara region). This will be discussed later.

Considering the narrow band of LF observed off the coast of Alaska, the 20 km resolution model performs quite well in this region. The last year is especially well simulated: the maximum extent is right, the onset is a bit too late but the breakup happens at the same time than the observed one. The observations for the Beaufort region show a larger monthly variability than the simulated one.

Overall, it is found that the simulated LF season is shorter than observed in all regions. The timing of the simulated onset sometimes matches the observed onset but usually happens a few weeks later. The fact that the LF cover rapidly breaks up is well simulated by the model but it often happens a few weeks earlier (see e.g., Figure 5).

### 7.2. Transect in the Laptev Sea

To illustrate how the basal stress parameterization stabilizes the simulated ice cover, Figure 7 displays the values of the basal stress for the \( v \) component (a), the \( v \) component of velocity (b), the ice thickness (c) and the concentration...
(d) along a ~800 km transect in the Laptev Sea (see Figure 3). Similar conclusions can be drawn with the basal stress $u$ component and $u$ component of velocity. The top of each panel coincides with the coast and the bottom to the most offshore grid point of the transect. Note that to better visualize the LF season in Figure 7b, the $v$ component of velocity is displayed even when there is very little ice or no ice at all (free drift velocity). For clarity, only 1 year (10 September 2002 to 10 September 2003) of the simulation is presented.

Figure 7a indicates that three anchor regions are found along this transect. The ice first reaches the bottom at the coast. Later during the growth season, a second strong anchor region forms 350 km from the coast. A less significant anchor point is seen in the middle of the LF cover at the end of the growth season. The offshore anchor region clearly gets thicker (and therefore stronger) due to ridging events (Figure 7c). Partial detachment events can be seen at the beginning or at the end of the season. However, once the growing season is sufficiently advanced (January), the LF cover is stable and the velocity is 0 m s$^{-1}$ from the coast up to the polynya. Compared to the standard model which simulates a polynya at the coast (not shown), the model with the basal stress parameterization exhibits a polynya ~350 km from the coast at the landfast ice edge (Figures 7c and 7d).

7.3. Comparison Between the Standard Model and the Model With the Basal Stress Parameterization

An example is given here for evaluating the effect of the basal stress parameterization on the pan-Arctic scale. Figures 8a, 9a, and 10a respectively show the simulated April 2002 monthly mean ice concentration, thickness and velocity for the standard model. These figures suggest that the simulated LF area is small. The ice velocity is non zero almost everywhere on the Siberian shelves. Moreover, there is evidence of coastal polynyas but no offshore polynyas (Figures 8a and 9a).
Figures 8b, 9b, and 10b respectively show the simulated April 2002 monthly mean concentration, thickness and ice velocity for the model with the LF parameterization. Compared to the standard model velocity field (Figure 10a), the simulated velocity field with the LF parameterization (Figure 10b) is near zero over large areas of the Laptev and East Siberian Seas. Impacts of the parameterization are also observed along the East coast of Greenland, close to Alaska and in the Kara Sea. 

A is very close to 1.0 in the regions with LF (as there is no deformation). Compared to the results with the standard model, the basal stress parameterization moves the coastal polynyas to offshore positions (mostly obvious in the East Siberian and Laptev Seas, see Figures 8b and 9b). Because of land confinement, both the standard simulation and the one with the basal stress parameterization exhibit LF ice in the Canadian Arctic Archipelago (Figures 10a and 10b).

8. Discussion and Concluding Remarks

We have introduced a simple LandFast (LF) ice parameterization for large-scale sea ice models. The parameterization calculates a critical mean sea ice thickness. When the simulated mean thickness is equal or larger than this critical thickness, the parameterization assumes that an ice keel is grounded. The maximum basal stress that can support the ice cover at this location then depends on the weight of the ridge above hydrostatic balance. This parameterization involves just a few free parameters, it is easy to implement and can be used for both two-thickness and multithickness category models. It leads to interannual variability of the simulated landfast area and of the timing of onset and breakup of the landfast ice cover.

To investigate this new parameterization, numerical experiments were performed with a two-thickness category sea ice model coupled to a slab ocean model. The simulated areas of LF ice were calculated for four
regions (roughly the Alaskan Coast, the East Siberian, the Laptev and the Kara Seas) and were compared to data from the National Ice Center [2006].

Compared to the standard model (without basal stress), the model with the basal stress parameterization leads to more realistic simulations. The standard model usually exhibit coastal polynyas while the one with the parameterization often positions the polynyas offshore as it is seen in the observations (e.g., in the Laptev Sea [Reimnitz et al., 1994]).

The model with the parameterization leads to a good simulation of the Laptev Sea LF area. As in the observations, the simulated maximum LF area has a small interannual variability. The model, however, tends to lead to an earlier breakup than what is seen in the observation (~4 weeks). In the East Siberian Sea, as in the observations, the simulations roughly exhibit two modes of LF extent: a small mode with a concave offshore LF edge and a large mode with a straight offshore edge. The model, however, tends to overestimate the LF area in the East Siberian Sea. In the Kara Sea, the simulated LF area is clearly lower than what is seen in the observations and the LF season is shorter. Compared to the East Siberian and Laptev Seas, shallow shelves and high shoals are less present in the Kara Sea (especially in the Eastern Kara Sea). This suggests that our parameterization alone cannot simulate adequately the LF cover in the Kara Sea. Various parameterizations are probably necessary in large-scale sea ice models to correctly simulate the LF ice cover. Modifications to our yield curve (ellipse ratio) [Dumont et al., 2009] as well as addition of isotropic tensile strength [Konig Beatty and Holland, 2010] are also probably required for simulating other mechanisms such as ice arching. Moreover, with a finer grid, additional small islands would be present in the land mask and would probably foster the simulation of LF ice in the Kara Sea [Divine et al., 2005]. In the Beaufort Sea, the model with the basal stress parameterization performed quite well even though it was run at a relatively low spatial resolution (20 km).

Figure 8. Monthly mean sea ice concentration field in April 2002 for the (a) standard model and (b) model with \( k_1 = 8 \) and \( k_2 = 15 \text{ Nm}^{-2} \). Note that \( A \) is limited below to 0.9. (c) Difference between the monthly mean concentration field in April 2002 obtained with \( k_1 = 8 \) and \( k_2 = 15 \text{ Nm}^{-2} \) and the one obtained with the standard model. The difference is limited below to 0.1 and capped to 0.1.
Despite some success in simulating the LF cover, our basal stress parameterization has some limitations and weaknesses. We suspect the grounding process to be overrepresented compared to what happens in reality. As the growth season advances, the simulated LF ice cover gets stronger. It is often solidified as offshore anchor points get stronger due to multiple ridging events. Ridging events can also occur inside the LF region at the beginning of the season and consolidate/create anchor points. This is realistic. Anchor points are also solidified by thermodynamic growth which mimics the consolidation of ice keels. However, in reality, once the ice keel is fully consolidated (i.e., the porosity equals zero), our model will continue to add mass to the parameterized keel. This is unrealistic. Furthermore, once the ice is LF, the ice between anchor points continues to grow thermodynamically. If the mean thickness then reaches the critical thickness, the parameterization leads to a new ice keel that reaches the bottom. This creates an additional anchor point. This is unrealistic. This could be improved by preventing grid points for which the ice is already at rest to create additional anchor points. Another approach would be to use a multithickness category model to determine if an ice keel touches the sea floor. Explicitly representing 20–30 m ice keels in a multithickness category model is probably too computationally expensive for most applications. Hence, it might still be required to parameterize the grounding of ice keels based on a crude ice thickness distribution.

Compared to observations, the simulated LF season is usually shorter. As an example, in the Laptev Sea, the onset of LF ice is well simulated but the breakup systematically occurs a few weeks too early. As in the observations, however, the model with the basal stress parameterization simulates a very rapid breakup of the LF ice cover. The premature LF breakup might be due to the fact that ice keels in the parameterization depend on the mean thickness. We suspect that our parameterized ice keels melt too quickly compared to real grounded ice keels as their melt

**Figure 9.** Monthly mean sea ice thickness field in April 2002 for the (a) standard model and (b) model with $k_1 = 8$ and $k_2 = 15$ Nm$^{-3}$. (c) Difference between the monthly mean thickness field in April 2002 obtained with $k_1 = 8$ and $k_2 = 15$ Nm$^{-3}$ and the one obtained with the standard model. The difference is limited below to $-1$ m and capped to 1 m.
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Improving the representation of the anchor points and the timing of the LF onset and breakup is the subject of future work. To do so, we plan to test and improve our basal stress parameterization at higher resolution and with a more sophisticated model. This will be done with a recently developed 1/12° coupled ice-ocean model which is based on the NEMO ocean model and the multithickness category CICE sea ice model.

References


