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AB8TRACT

Two explicit timc-integration schemes bascd on a finitc-volume apprnarh fnr

the solution of the Euler equations arc devcloped and used in the study of

compressible flows. The starting point is a comparison of the performanre of thrt't'

widely used methods (i.e., Jameson's, MacConnack's and Godunov's) in several

rather difficult test problems, characterized by the cxistencc of l10w diseontinuities

or strong nonIinearities. This indicates that the bcst solutions for such l10ws are

obtained when the numericalmethod is c10sely related to thc physil'al bchavioUl' of

the fluid, as is the case with Godunov's method, in contrast with thc other two

methods, which need a special treatmcnt of thc discontinuitics, and are very prone

to numerically induced oscillations. Therefore, a first schcmc, which improves the way

Jameson's method computes tlie flux-node variables in that it trcats in a marc

reaIistic manner the physics of signal propagation in both subsonic and supcrsonic

flow, is d~veloped. The numerical experiments with this schcmc suggcst that it

converges more rapidly and does not need the dissipation tcnns, thus Icading 10

computer efficiency and a gain in accuracy. The second method is a Iincar hyhrid, in

conservative form, between MacCormack's and Godunov's mcthods, which is shawn

to keep the best features of both the methods: second ordcr accuracy in sl1\ooth

regions of the flow and lack of oscillations near discontinllitics, where it hchaves

locally Iike a first-order monotone scheme.
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SOMMAIRE

Deux méthodes pour l'intégration numérique explicite en temps des équations

Euler, utilisant l'approche des volumes finis, sont développées et utilisées pour

"étude des écoulements des fluides compressibles. Le point de départ est une

comparaison des solutions obtenues avec trois méthodes classiques (Jameson,

MacConnack ct Godunov) pour des problèmes relativement difficiles, caractérisés

par l'existence des discontinuités ou des grandes nonlinéairités. Ceci indique que les

meilleures solutions pour ces écoulements sont obtenues quand la méthode

numérique reproduit les caractéristiques physiques de l'écoulement du fluide, comme

par exemple la méthode développée par Godunov, par contrast avec les deux autres

méthodes qui nécessitent un traitement spécial des discontinuités et sont susceptibles

d'engendrer des oscillations numériques. En conséquence, une première méthode qui

améliore la modalité dont le flux numérique est calculé dans la méthode de Jameson,

en traitant d'une manière plus réaliste la propagation physique des perturbations

dans les régimes subsonique et supersonique, est mise au point. Les expériments

numériques avec cette méthode prouvent sa convergence plus rapide sans avoir

besoin des ternIes de dissipation, ce qui apporte un temps de calcul diminué ainsi

qu'une plus grande précision. La deuxième méthode est une méthode hybride, en

forme conservative, entre les méthodes de MacConnack et Godunov, qui garde les

meilleures caractéristiques de ces deux méthodes: précison globale de deuxième ordre

et manque des oscillations auprès des discontinuités, où elle emprunte un

comportement monotone.

ii



•

•

•

ACKNOWLEDGEMENTS

The author would like to thank Pr0f. D. Mateescu for guiding his first stcps

in a fascinating field and making ail this possible.

During the course of the graduate studies at McGilI University. of a grcat

benefit have also been the discussions with Prof. G. G. Bach. which provided a grcat

stimulus and helped to c1arify many issues.

Many thanks also to my colleagaes Seyed Razavi and Pierre Nasrallah for

their suggestions regarding the numerical test cases.

iii



•

•

•

Table of Contents

Abstract i

Sommaire ii

Acknowledgements III

Table of contents iv

List of figures vii

List of tables xi

Nomenclature xii

1 Introduction 1

2 Uasic equations 8

2.1 Problem formulation 8

2.2 The Euler equations 9

2.3 Finite-vohnne discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Il

2.3.1 Quasi one-dimensional flows Il

2.3.2 Two-dimensional flows 13

2.4 Bounda')' conditions 15

2.5 Nondimesionalization 16

2.6 Convergence criterion 17

3 Classieal Ume integraUon methods 18

3.1 Godunov's method 18

3.1.1 The Riemann problem 18

3.1.2 One-dimensional flows 25

3.1.3 Two-dimensional flows 26

3.2 MacCormack's method 29

iv



•

•

•

3.2.1 Quasi one-dimensional Ilows .:'.9

3.2.2 Two-dilllensional schemes ~()

3 ?' A 'fi . l' . , 1._." rll cm VISCOSlty ....•....••....•••..••••.••••••...•'

3.3 Jallleson's Illethod . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .~2

3.3.1 Quasi one-dilllensional Ilows n
3.3.2 Two-dimensional Ilows 36

4 Numerical boundary conditions 39

4.1 Inllow and outllow boundaries ·10

4.1.1 Subsonic inllow boundary ·10

4.1.2 Subsonic outllow boundmy 42

4.1.3 Supersonic inllow boundary 43

4.1.4 Supersonic outllow boundmy 44

4.2 Solid wall boundaries 45

4.2.1 The image cell method 46

4.2.2 The predictor-corrector characteristics mcthod . 47

5 Newly developed methods 511

5.1 The biased flux method (~-method) 51

5.1.1 Theoretical considerations 51

5.1.2 Quasi one-dimensional Ilow . . . . . . . . . . . . . . .. . 53

5.1.3 Two-dimensional f10w 56

5.2 The hybrid method MacCormack-Godunov 57

5.2.1 One-dimensional f10w 58

5.2.2 Two-dimensional f10w 60

6 Numerlcal results 63

6.1 Quasi one-dimensional test cases 63

6.2 Two-dimensional test cases 68

6.3 Figures............................................... 74

7 Conclusion 96

Bibliography 98

A Characteristic form of the Euler equations A-I

A.l Quasi one-dimensional time-dependent Euler equations A-l

v



•

•

•

A.2 Two-dimensional time-dependent Euler equations A-7

A.3 Implications on boundary conditions treatment A-JO

A.3.1 Quasi one-dimensional case . . . . . . . . . . . . . . . . . . . . . . . .. A-lO

A.3.2 Two-dimensional case A-Il

n Continuity relations across planar waves n-l
B.I The Euler equations for a discontinuity B-l

B.2 Case of a planar shock wave B-3

B.3 Case of a planar rarefaction fan " B-S

B.4 General fonn of the mass flux B-lO

vi



•

•

•

List of Figures

2.1 Finite volume discretization for quasi onc-dimcnsional no\\' . . . . . . . . . .. Il

2.2 Finite volume discretization for two-dimcnsional no\\' ' 1·1

3.1 Solution to thc Riemann problcm for thc Eulcr cquations . . . . . . . . . . .. 19

4.1 Mirror-image cell for solid wall boundalY condition in Godunoy's ml'Ihod ·16

5.1 Convergence histOlY for subsonic quasi onc-dimcnsional duel now,

œ-method , 56

6.1 Subsonic quasi 1-0 channcl fIow. Jamcson's mcthod with k(~)= l, comparcd with

the exact solution 74

6.2 Subsonic quasi 1-0 channel fIow. Jamcson's mcthod with kP)=0.25, comparcd

with the exact solution ..... , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

6.3 Subsonic quasi 1-0 channel fIow. Thc œ-mcthod, comparcd with thc cxact

solution 75

6.4 Subsonic quasi 1-0 channel fIow. Jameson's method without dissipation aftcr 500

lime steps, compared with the exact solution 75

6.5 Subsonic quasi 1-0 channel fIow. MacCormack's mcthod without artificial

viscosity, compared with the exact solution 76

6.6 Subsonic quasi 1-0 channel fIow. Hybrid mcthod, comparcd with thc cxact

solution ."." , ,...................... 76

6.7 Ouct flow with shock. MacCormack's method with artificial viscosity vcrsus thc

exact solution , , 77

vii



•

•

•

6.8 Ouel flow wilh shoek. Hybrid melhod versus the exact solution 77

6.9 Oucl flow wilh shock. Jameson's method, k(2) = 1.0, k(41=0.0156, versus the exact

sol ution 78

6.10 Oucl flow with shock. Jameson's method, k(21=2.5, k(4)=0.039, versus the exact

solulion 78

6.11 Oucl flow with shock. The œ-method, k(2)=0.25, k(4)=0.0039, versus the exact

solulion 79

6.12 Shock-lube flow at 1=14. MacCormack's method with artificial viscosity, C=0.5,

compared with the exact solution 79

6.13 Shock-lube flow at 1=14. Jameson's method, k(2) = 1.0, compared with the exact

solution 80

6.14 Shock-tube flow at 1=14. Godunov's method compared with the exact

solution 80

6.15 Shock-tube flow at 1=14. Hybrid method (MacCormack-Godunov) compared

with the exact solution 81

6.16 Shock-tube flow at 1=14. The œ-method with dissipation, k(2)=0.5, compared

with the exact solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

6.17 Typical grid (size 33xll cells) used for 2-0 circular arc bump channel ... 82

6.18 Subsonic 2-0 bump channel flow. The Mach number distributions on the upper

and lower walls by Godunov's method 82

6.19 Subsonic 2-0 bump channel flow. The Mach number distributions on the upper

and lower walls by Jameson's method, compared with the results obtained by

Ni in [30) 83

6.20 Subsonic 2-0 bump channel flow. The Mach number distributions on the upper

and lower walls by the œ-method, compared with the results obtained by Ni

in [30) 83

6.21 Subsonic 2-0 bump channill flow. Iso-Mach Iines by Godunov's method . 84

6.22 Subsonic 2-0 bump channel flow. Iso-Mach Iines by Jameson's method .. 84

6.23 Subsonic 2-0 bump channel flow. Iso-Mach Iines by the œ-method ..... 85

6.24 Transonic 2-0 bump channel flow. The Mach number distributions on the upper

and lower walls by Godunov's method 85

viii



•

•

•

6.25 Transonic 2-D bump channel f1ow. The Mach number distributions on the upper

and lower walls by the hybrid method 86

6.26 Transonic 2-D bump channel f1ow. The Mach number distributions on the upper

and lower walls by the a-method 86

6.27 Supersonic 2-D bump channel f1ow. The Mach number distributions on the

upper and lower walls by Godunoy's method 87

6.28 Supersonic 2-D bump channel f1ow. The iso-Mach Hnes by Godunoy's

method 87

6.29 Supersonic 2-D bump channel f1ow. The Mach numbcr distributions on the

upper and lower walls by Jamcson's mcthod. kf21=0.75. compared with the

solution in [8] 88

6.30 Supersonic 2-D bump channel f1ow. The iso-Mach Hncs by Jamcson's

method 88

6.31 Supersonic 2-D bump channel f1ow. The Mad! number distributions on the

upper and lower walls by the a-method, compared with thc solution

in [8] 89

6.32 Supersonic 2-D bump channel f1ow. The iso-Mach Hnes by the a-method . 89

6.33 Supersonic 2-D bump channel f1ow. The Mach number distributions on the

upper and lower \Valls by the hybrid method, compared with the solution in

[8] 90

6.34 Supersonic 2-D bump channel f1ow. The iso-Mach Hnes by the hybrid

method 90

6.35 The isobar Hnes obtained with Godunoy's lIlethod for the f10w at M==1.2 past

the NACA 0012 airfoil 91

6.36 The isobar Hnes obtained with the hybrid method for the f10w at M==1.2 past

the NACA 0012 airfoil 91

6.37 The isobar Hnes obtained with MacCormack's lIlethod for the f10w at M== 1.2

past the NACA 0012 airfoil 92

6.38 The isobar Hnes abtained with the a-Illethad far the f1aw at M== 1.2 past the

NACA 0012 airfail 92

ix



•

•

•

6.39 Mach number distribution on the airfoiI and its symmetry axis by Godunov's

method 93

6.40 Mach number distribution on the airfoil and its symmetry axis by the hybrid

method 93

6.41 Mach number distribution on the airfoiI and its symmetry axis by MacCormack's

mcthod 94

6.42 Mach number distribution on the airfoil and its symmetry axis by the

œ-method 94

6.43 Partial representation (near the airfoil boundary) of the grid used for NACA

0012 airfoil calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

A.1 Characteristic lines for quasi 1-D time-dependent Euler equations '" A-ID

B.l Discontinuity s'.:rface and control volume for the Euler equations B-1

B.2 Planar unstationary shock wave " B-3

B.3 Planar unstationary rarefaction fan B-8

x



•

•

•

List of Tables

5.1 C01l1parison of results obtained using Jameson's mcthod with those ohtained

using the œ-method with various valucs for thc wcights: snpcrsonie quasi 1-))

f10w 5·1

5.2 Comparison of results obtained using Jamcson's mcthod with those ohtained

using the œ-method: subsonic quasi 1-0 flow 55

6.1 Comparison of results obtained using Jameson's mcthod with thosc ohtained

using the œ-method: subsonic quasi 1-0 circulaI' arc bump channcl .... 64

6.2 Comparison of results obtained using the œ-, MacCormack's, and hyhrid

methods: subsonic quasi 1-0 circulaI' arc bump channcl 65

6.3 Comparison of resu1ts obtained using MacCormack's, hybrid, Jamcson's and thc

œ-method: quasi 1-0 duct flow with shock 66

6.4 Comparison of resu1ts obtained using Jameson's mcthod with thosc obtaincd

using the œ-method: subsonic 2-0 circulaI' arc bump channcl 69

6.5 Comparison of results obtained using Godunov's, Jamcson's and the œ- and

hybrid methods: supersonic 2-0 circulaI' arc bump channcl 72

A.l Inflow/outflow boundary conditions for quasi 1-0 timc dcpcndcnt Eulcr

equations . . . . . . . . . . .. A-Il

A.2 Inflow/outflow boundary conditions for 2-0 time dependcnt

Euler equations A-13

xi



•
A

A

c

c

C

CFL

d

D

E

• f
F

.'7

g

G

Il

H

7
l/lltt~

l
lIilt/x

k(~)

k(')

ril

•

Nomenclature

cell area; area

flux/state vector Jacobian matrix

speed of sound

airroil chord

artificial viscosity constant, Lapidus formulation

Courant-Friederichs-Levy number (or Courant number)

adaptive dissipation term

adaptive dissipation operator

total specific energy

state vector

x-axis component of the flux vector

function relating the flux vector to the primitive variables

vector related to the pressure forces

y-nxis component of the flux vector

duct height

stagnation enthalpy

x-axis unit vector

total number of ceUs on the x-axis

y-axis unit vector

total number of ceUs on the y-axis

const.ant for second-order dissipation

constant for fourth-order dissipation

mass flux

xii



=; nomlal unit vector

p pressure

• P pressure-term vector in quasi onc-dilllcnsional llow

q normal velocity cOlllponent llux through a ccli sidc

Q flux tcrms algebraic opemtor

Q total flux vector with cOlllponcnts F and G

J position vector

s length along a cell boundmy

S cross-sectional area of the dnct

t time

t tangential unit vector

II x-axis component of the velocity

Us velocity of an unsteady shock wavc front

v y-axis component of the velocity

V velocity

v" normal velocity component

• V, tangential velocity component

IV characteristic variable

y specific heats ratio

é 2) coefficient for second-order adaptive dissipation

é 4) coefficient for fourth-order adaptive dissipation

Bill f10w angle at inflow boundary

9 numerical switch for hybrid method flux compntation

À eigenvalue for quasi-Iinear Euler equations

v numerical switch for adaptive dissipation

p density

u control volume

X numerical constant for hybrid method switch computation

ir specifie volume

• xiii



•
Subscripts

ex outflow/exit values

ij cell indices

i +'h cell interface index

in inflow values

L left state for the Riemann problem

pr predicted values

ref reference variables

R right state for the Riemann problem

o stagnation parameters

Superscripts

•

•

T

*

time step

intermediate time step in MacCormack's method

vector transpose

intermediate state in a Riemann problem solution

xiv



•

•

•

Chapter 1

INTRODUCTION

Over the last 35 years, a great emphasis !las been laid upon thc dcvclopmcnl

of numericalmethods for solving the equations of fluid flow, which can yicld rcalistic

simulations of f10ws about aircraft configurations and thus save much of the rosts

otherwise implied by tunnel testing and experiments. The Navier-Stokes equations.

which take into account the ful1 viscous behaviour of the fluid, are of course ahlc to

accurately represent the f10w phenomena. However, even with today's

supercomputers, their solution for real aircraft configurations is very difficult, and

various simpler models are used. One ofthese models is the boundillY layer conccpt

introduced by Prandtl, which takes into account the viscous effects only within a thin

layer in the vicinity of the body, while outside this layer the flow is considered

inviscid. For the large Reynolds numbers encountered in ail'craft flight, where the

viscous forces are very smal1 as compared to the inertial forces, this approximation

proves satisfaetory and provides a basis for a simpler approach to the prohlem.

In the inviscid f10w outside the boundary layer, the motion of the fluid is

described either by the potential f10w theory or by the Euler equations. The potcntial

f10w theory aIlowed the first usefuI predictions for tlows abont real aircrafts in the

transonic range, starting with the solutions to the transonic smal1-perturbations

equation of the potential (the pioneering work has been done by Murman and Cole

[29], followed by Bailey and BaIlhaus [2] in the U.S.A. and Albone, Hal1 and Joycc

[1] in Great Britain, who extended the method for three-dimensional flows) and

1



following with solutions to the full potential equation (methods of Garabedian and

Korn [9J and Jameson [15]). It proved however unreliable when the flow

discontinuities (shocks) are not weak, because it doesn't ensure the conservation of

the normal momentum. It is now generally agreed that potential flow assumption

may be used as far as the Mach number in front of the shock wave is lower than

1.25.

•
Chapter 1 Introduction

•

•

The Euler equations, as a Iimiting case of the Navier-Stokes equations in the

abscnce of viscosity, admit a correct representation of strong shocks, taking acconnt

of the rotational effects. Thus, outside the viscous layer, they provide a more realistic

solution for the flow, especially for the transonic and supersonic flows, when shocks

develop at various locations on the aircraft. The use of the Euler equations is made

casier by the fact that for unsteady f10ws they are hyperbolic partial differential

equations, although for steady f10ws they are of eIIiptic type for locally subsonic and

hyperbolic type for locally supersonic f1ow. This makes possible the use of the same

method, time integration, for any kind of f1ow, subsonic, transonic, or supersonic.

Furthermore, steady and unsteady f10ws allow the same basic tehnique to be applied:

in unsteady f10ws the equations are integrated in time starting from real initial

conditions, while in steady flows the initial conditions are assumed and the equations

are integrated in virtual time untH the steady state is attained.

Of course, Euler equations solutions are more demanding on computer time

than the potential f10w solution. Therefore, their use is justified only in the presence

of f10w discontinuities, and hence, a correct representation of these discontinuities

is a main issue for Euler methods. l'wo different approaches have been developed

towards this goal. The first one is shock fitting: the shock is explicitly accounted for

in the numerical scheme, its position is updated at every time step, and the correct

Rankine-Hugoniot relations are applied across it. The f10w is thus divided in smooth

regions, within which any numerical method can be applied, connected by correct

2



discontinuous jumps. The expIicit fitting of shocks results in compIicated computer

codes and increase in computer time. although the results obtained by this method

are relatively accurate. This approach has been \Videly used by several reSL'a1Thers.

in principal Moretti [7], [43], [28] and Zanetti and Colasurdo [421. They nse the

Euler equations in characteristic fonn and follow the position of the shOl'k hy

marking the grid Iines that it crosses. Il is to be emphasized here that these methmls

succeeded in solving very complicated flows, as those about ablated bodies (sec [431)

where shock-capturing methods Iike MacCormack or Lax-Wendroff tended to fail.

and which could be simulated up to that date only by Godunov's mcthod, which will

be presented further.

•
C/zapler 1 [/IImduclio"

•

•

The second approach, and the one used in this work, is shock capturing. This

was originally suggested by von Neuman and Richtmyer [411 and is based on a

eomparison with real fluid flows: in these, we may beIieve that thcre arc no

dicontinuities, but very thin regions of severe variation. Inclusion of tcnns modcIing

viscosity ("artificial viscosity") in the Euler equations makes the solution behave in

a similar manner, the discontinuity is smeared over a certain region which is

negIigible, but still resolvable on a practical computational mesh.

Considerable work in this area has been done by Lax. In a paper [201 that had

a great influence on the evolution of computational fluid dynamics, he shows that the

use of the Euler equations in conservative variables (or conservation) fonn lcads to

sufficiently accurate representations of discontinuities. In a subsequent paper 1211,

Lax and Wendroff define the conservative differencing schemes, and show that the

use of conservative variables and of a conservative differencing scheme consistent

with the equations can guarantee that the discontinuities are correctly solved for and

they move with the correct speed. The scheme devised by Lax and Wendroff has

been widely used afierwards, and various variations have appeared tater, many of

3



thcm gcncratcd by thc necd of a simpler method to treat the nonlinearity in the

Eulcr cquations.•
C/lapler 1 Introduction

•

•

MacCoTlnack's mcthod [22], [23], can be regarded as a particular variation of

thc Lax-Wendroff mcthod. It uses thc same shock-capturing approach, generally

trcating discontinuities by the means of artificial viscosity, although variants using

shock-fitting also cxist ([23]). It is more efficient and easier to program than the

original Lax-Wcndroff method because it does not need the explicit computation of

thc Jacobians in the Euler equations. It was extensively studied and many variants

havc bccn proposed, both implicit and explicit, with or without time splitting. The

variant used in this study is a finite-volume explicit method without time splitting,

and uses an artificial viscosity of the type introduced by Lapidus [l9] in order to

prcvcnt numerical instabilities and oscillations near discontinuities.

Jameson [18] introduced another numerical method which is equivalent to

central differencing in space, and uses a Runge-Kutta method for time integration.

Because central differencing is not stable, this method incorporates a carefully

designed dissipation operator which allows odd and even point coupling and

suppresses oscillations near shocks. TItis method has also been very weil developed,

and adapted to multiple grid techniques [16], triangular meshes [17], and unsteady

flows [40]. It has been effectively used for f10w simulation around real aircraft

configurations by several companies, being very efficient in terms of computer time,

and allowing vectorizable algorithms for parallel processing. It was chosen as the

second method for the comparison in the present study.

MacCormack's and Jameson's methods are different ways of using the Taylor

series expansions for ail the terms in the differential equations. This is based upon

the assumption that the distribution of the variables is continuous; at a discontinuity

the expansions are not valid, hence the solution is forcibly smoothed by the use of

4



additional means. Godunov [10), opened the \Vay to a morc rcalislic Ircalmcnt of thl'

problem: he builds the full solution to the hydrodynamic cquations by picdng

togdher a great numbcr of discontinuous, nonlincar solutions which arc valid cvcn

at discontinuities. His method belongs to the same c1ass of shock capturing Illcthods,

the discontinuous solutions being linked in a consclvative diffcrcncc schcmc. 'l'hl'

main element of Godunov's method is a Riemann-problcm study, for which hc

describes an iterative solver.

•
C/lapter 1 fil!rodl/ctit 1/1

•

•

Another aspect that Godunov [10) emphasized \Vas that of monotonidty. \-Ic

sho\Ved that a desirable quality of the solution obtained by a finite diffcrencc schcmc

would be that, given an initial solution \Vhich is a monotone function, thc solution

obtained by time integration is also monotone. Such algorithms arc ncccssarily first­

order accurate if they are expressed in simple linear-combination fonn, as shown in

[10] and [32], so being the case \Vith Godunov's initial mcthod also.

Following the same approach as Godunov's method, Le. the usc of Ricmann

solvers and of monotonicity preserving schemes, a great number of methods for nows

with strong discontinuities have been developed, sorne of the most succcssfui oncs

being the MUSCL schemes of Van Leer [39], the piecewise parabolic method (l'I'M)

of Woodward and Colella [6], and the later essentially non oscillatory (END)

schemes developed initially by Harten, Engquist, Dshcr and Chakravarthy 1131, with

recent extensions in finite-volume formulation for two dimensions by Casper and

Atkins [3], [4]. ResuIts obtained with these methods are c1early superior, for

complicated f1ows, to those obtained by ordinary methods. AlI these mcthods are

basically extensions to a higher degree of accuracy of Godunov's method.

A different way to obtain higher order accuracy was initiated by Harten and

Zwas [14], [12]. They used a special way to couple together a higher order method,

very accurate in smooth regions but oscillating ncar discontinuitics, with a first order

5



method which guarantees a monotone solution near discontinuities. The two methods

can he chosen from the wide range of existing ones, the result being known as a

hybrid method.•
C/zapler I Introduction

•

•

The first objective of the present work is the comparison of the performance

of the three methods developed by MacCormack ([22], [23]), Jameson ([18]) and

Godunov ([10]) presented above for a variety of fluid flow problems. For each

method, a quasi-one-dimensional and a bidimensional code have been created, on a

personal computer. Problems, which have been studied by otller authors aIso, have

been chosen in order to assess the accuracy of these methods. The results are

compared and the main conclusions drawn from this comparison represent the basis

for subsequent developments.

The second objective is to develop improved time integration schemes which

can be regarded as extensions of these methods, while still bringing about an

improvemcnt in the performance. A first one is similar to Jameson's method, but

uscs a weighted average of the cell node variables for the computation of fluxes. This

flux computation is so constructed that it takes into account, in a simple but effective

manner, the physics of signal propagation (in locally subsonic flows, two signaIs

propagate in the flow direction, while in locally supersonic f10ws information comes

only from upstream). This represents an extension of the two-stage method

developed by Mateescu and Lauzon [27], with a more efficient implementation for

multi-dimensional f1ows. The scheme so constructed is tested and shown to be less

prone to oscillations and to converge faster. It is also stable in the absence of

dissipation, as is shown in a quasi-one-dimensional case, aIthough for practical

computations in two dimensions a certain amount of dissipation may be needed in

order to avoid marginal stability.
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The second method is a hybrid between MacCol1nack's and (loduuo\"s

methods. The hybrid improves overall accuracy by raising to sl'cond onkr in snll'l,th

regions, hence the mesh to be used l'an be coarser, whidt l'an l'l'SUit in a hl'\ll'r

computer efficiency. For the great majority of mesh points, only thc sccoud onkr

method is applied; in the neighborhood of discontinuitÏl's, a matlll'matÏl'ally

constructed switch detects oscillations and tlll' fi l'st order Ilux computation hy

Godunov's method is activated. For these points, of course, tlll' computational timl'

grows; however, since the number of discontinuities in l'cal Iluid Ilow is Iimill'd, this

extra computer time is not exhaustive, and results in a more exact repl"l'sl'ntation of

shocks than \Vith the use of the artificial viscosity.

•

•

C/lllpler 1 llllro""(,( ;011
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•

•

Chapter 2

BASIC EQUATIONS

This chapter presents the numerical approach used in the analysis of

compressible flows. The Euler equations in differential and integral form, their finite­

volumc discretization, together with the physical boundal)' conditions, which

completely dcfine a flow problem, are discussed.

2.1 Problem formulation

For the numerical study of a flow problem, the region of interest of the flow

must bc delimited to form a finite computational domain. The boundaries of this

computational domain can be actual, solid-wall boundaries, associated with the bodies

around (or through) which the flow takes place, and artificial boundaries, introduced

bccausc thc domain can not be extended to infinity.

Once the computational domain has been established, the numerical solution

supposcs four main steps:

1) Spatial discretization of the computational domain in a finite number of

components (generation of a mesh).

2) Discretization of the partial differential equations of motion.

3) Numerical implementation of the boundal)' conditions.

8



4) Solution of the discretized equations, subjcctcd to thcsc boundmy

conditions.•
Chapler 2 Basic cqllatiolls

2,2 The Euler equations

The integral form of the Euler equations can bc dcrivcd by applying Reynold's

Transport Theorem to a control volume u bounded by the surface au for cadI of the

tluee equations of conservation of mass, momentum and energy (\25 D, and can bl'

expressed as

:Jitl"f) du +Jf(J',f)lïi(f)' V(ï"f))dA' Ig(ï',t)dA "0
u av au

(2.1 )

•
where the function f(f,t) is a vector of f10w variables describing thc f1uid state, lï(i")

is the local nonnal unit veetor to the surface au , JÏ(f,t) is the local f1uid velodty and

g(l,f) is a veetor related to the pressure forces. The other variables have been

denoted by the usual notation, t being the time and du and dA the clements of

volume and area, respeetively. In a veetorial formulation, f and g have three

eomponents eorresponding to the three eonserved variables: mass, momentum and

energy, i.e.

p(ï',t)

f{J',f) = P(ï',f) i{J',t)

P(J', t)EtJ', t)

l
0

cCJ',f) = p.,J',f)ïi(f)

J',t) lïi(J',t) , i{J',f)]

(2.2)

(2.3)

•
In equations (2.2), (2.3), p is the density, E is the total specifie energy, and p

is the pressure, related to the other variables through the equation of state,

9
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v2
p=(y-l)p(E--)

2

y being the specifie heats ratio.

Basic equa/io/lS

(2.4)

(2.5)

Using (2.1), (2.2) and (2.3), one can express the Euler equations for the two­

dimensional f10w case as:

.È.JfdA+ Jc7P+JG)·ïids=o
al A àA

the control volume being in this case replaced by the control area A, with aA the

frontier of this area and ds the element of length along the frontier. The function f
is the state vector, and P and G are the x- and the y-component flux vectors, which

are vector-valued functions of four components. T11ey are given by:

p pu pv

f=
pu

P=
pé+p

G=
puv (2.6),

pv2+ppv PI/V• pE (pE+p)u (pE+p)V

In equation (2.6), Il and V are the components of the velocity along the x- and y-axis

respectively.

For the case of a quasi one-dimensional flow in a duct of variable cross­

sectional area S(x), the Euler equations can be written in integral form as

.È. JfdA + J (iF) ·iids=JPdA (2.7)
al A àA A

in this case the variation of the control area being dA (x) = S(x)·dx. The new state

and flux vectors have three components:

pu 0
P

f= pu • P= pu2+p , P=
pdS (2.8)
Sdx

pE (pE+p)u
0

• 10



The differential, strong conservation law, fonn of the Euler equations can he

obtained directly from (2.5) and (2.7) by applying Gauss' theorems. The

corresponding form for two-dimensional flows is:•
Clzapter 2

al.l. aF+ Ba = 0
ar Bx By

Basic: CCflWtÜJ1I.\'

(2.9)

•

where J, F, and G are the same as in (2.6).

For quasi one-dimensional flows, the equations become:

aC/S) + a(FS) = PS
ar ax

J, F and P being the same as in (2.8).

2.3 Finite-volume discretization

2.3.1 Quasi one-dimensional Rows

"l-----I----..

X axis

Fig. 2.1

(2.10)

•
To obtain the discretized finite-volume formulation of the Euler equations for

a quasi one-dimensional flow, consider a duct with an axially variable area

S(x) =h(x)'1 =h(x) , where h(x) represents the height of the duct, which has an unitary

11



width. The computational domain is divided in a finite number [max of quadrilateral

ceIls of areaA i , i=l, [max, and the equation (2.7) is discretized for the control area

A i as can be seen in Fig. 2.1.•
C/zapter 2

The first integral in (2.7) can be written as

af a - al.- fdA=-(f,A.)=A.-'ar ar 1 l , ar
A,

Basic eqllatiotlS

(2.11)

where li is an average value for the ccII, assigned to the geometrical center of the

ccII, Xi'

The second integral becomes:

•
J(7F)·ïJd/=FwAw. -Fi-V/1i_V.
(lAi

while the third one can be written as:

(2.12)

(2.13)

the tilde over Pi denoting also an average value of the pressure for the cell i.

•

Equations (2.11), (2.12) and (2.13) give:

- [ 0 1al,. 1 1 -
ai = - A/F,·,v.hw. - Fi.,t/1i-v,) + Ai ~i (hw. - hi_V,)

Using fOl the tir.le derivative a discretization of the form

al. r'l-r
1 1 1

at Ât

and dropping the tilde for the average value, one obtains:

12
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(2.16)

where the superscript Il is used to denote /;(1.,), the time heing disCl'ctized as

III+l=III+~I, with 10 the initial time moment.

As a particular case, for the one-dimensional f1ows, when h(.,)=constant, the

Euler equations become:

f".l "n ~t
; =J; -.--(F,w. - F".\é.)

L.1 \" • •.;

2.3.2 Two-dimensional flows

(2.17)

•
The two-dimensional finite-volume discretized form ofthe Euler equatious can

be obtained directly from (2.5). Expressing again the first integral in tenlls of thc

average value for the cell,fij. following the notation in equation (2.6) and Fig. 2.2, the

equations l'an be written:

ai..
k.-Il: -Q..

y at y
(2.18)

where Qij is the sum of the fluxes corresponding to the four sides of the ccII (i,j):

(2.19)

in which the subscripts (i±%,j) and (i,j±1f2) are used to define the four sides of the

cell, of length /),si:'hj and /),sij:",' and:

•
is the total flux vector.

Q=7F+]O

13
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1

Fig. 2.2

A··IJ

4

Basic eqllatiolls

•
For example, for the side (i+ %,j) , the flux becomes:

(Ô'ns) "'" ,= (Fii rA ',,, ,- (Gâ lÀ"" ""I:J 'JJ" I:J .n.1I'7:J

or, in terms of flow variables:

(2.21)

•

pq

_ Pqu+PV3 -)4)
(Q 'nâs) '1/ ,= (2.22)

J'I:" pqv-p(~ -.\4)

(pE+p)q
where p, li, V, P and E are appropriate values for the corresponding variables on the

side (i+ V2;j) , which are approximated differently according to the method used, and

q= Vn 'lisj'll:f u·âYNI:J- JI'~w:J= uÙ'3 -)4) - Y(.\3 -.\4) (2.23)
represents the flux of the velocity component normal to the side (i+V2;j) , denoted by

I~I , through this side of length lisi+'hj'

14
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2.4 Boundary conditions

Bt/sic Cl/Ilt/lioIlS

In order for a given flow problem to be completely defined, thl~ systcm of thc

Euler equations has to be supplemented by the appropriate bouudmy conditions, as

weil as by the initial conditions for the flow variables. The problem to bc solvcd l',lIl

be fully described as an initial value problem, i.e. solving thc systcm of partial

differential equations:

al, aF, aG =0
at ax ay

within the computational domain, with initial conditions:

(2.2.\)

•

•

subjected to the corresponding boundary conditions at the infiow, outfiow and solid

wall boundaries.

The inflow and outflow boundaries are treated according to the thcolY of

characteristics, as described in Appendix A. A set of boundalY variables can bc

prescribed at each boundary, depending upon the local character of the fiow; thcse

variables are usually the ones that can be easily detemined by experiment (for

example, the pressure at a subsonic outflow boundary) and constitute physical

boundary conditions. The other variables are computed from the solution within thc

domain (numerical boundary conditions). The exact way in which inflow/outl1ow

boundary conditions are treated can be found in Chapter 4.

In two-dimensional flows, boundary conditions must also be specified on the

solid walls, The boundary condition which is suited for the Euler equations (inviscid

tluîd) is the impermeability (or tlow tangency) condition:

Von =0 (2.26)

which implies that there is no tlux of tluid f10w through the surface. For finite-volullle

discretizations with tlow variables defined at the center of the ccII, this I\lcans that

IS



one only needs a pressure evaluation at the solid boundary, as will be shown in

Section 4.2 on numerical boundary conditions.•
Chapeer 2 Basic eqllaliolls

2.5 Nondimensionalization

For numerical computations, in order to have ail variables at about the same

magnitude around unity, and thus minimize the rounding-off errors, the equations

are used in nondimensional form. The choice of the nondimensional parameters is

such that the resulting equations are formally identical to the dimensional ones. The

nondimensional time, space and f10w variables, denoted by the superscript ""', are

defined by:

• p*=L
Pr"

(2.27)

•

The sllbscript "ref' denotes reference variables which have to be chosen according to

the f10w character. For the present stlldy, the reference variables used are:

i) V"i = CIo (stagnation speed of sound).

ii) pu! =Po (stagnation density).

iii) Lu! =(Ax)a..mgf (average step on x).

The Euler equations written in nondimensional variables remain identical to

(2.5), (2.7) for the integral form, respectively (2.9), (2.10) for the differential form.

The discretized equations in nondimensional form are also identical to (2.16), (2.17),

(2.18). Therefore, ail subsequent analysis will be done in terms ofthe nondimensional

variables, disregarding the superscript "'''.
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2.6 Convergence criterion

Bllsil' <'I/l/llIioll.l'

In the case of steady statc flows, the integration in virtual timc musl bl'

stopped when the distribution of the flow variables becomes, within a ccrtain l!l'grcl'

of accuracy, stationary; this translates also into satisfying, to a certain precision. thl'

equations of motion. Different convergence criteria can therel'ore bc l'stablishcd to

this regard. According to the advice given by Roe (scc 1331, pagc 73), in this study.

convergence has been considered when the difference betwccn ail thc componcnts

of the state vector at two successive time steps satisfies:

1 fil') - fil 1 ::; € (2.28)

•

•

for ail the l'l'Ils of the diseretization. The quantity € was usually takcn as 10,,1 .
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Chapter 3

CLASSICAL TIME INTEGRATION METHODS

This chapter describes the explicit time integration methods developed by

Godunov. MacCormack and Jameson, based on a finite-volume discretization. The

basic conselvation forms of the discretized equations are (2.14) for one-dimensional

flows, respectively (2.18) for t:wo-dimensional flows, which are valid for aIl the

methods to be described in this study. The differences between the methorl: come

from the way the flux variables F and Gare computed at the cell interfaces, and

l'rom the discretization of the time derivative.

3.1 Godllnov's method

3.1.1 The Riemann problem

The Riemann problem is the initial value problem defined by the partial

differential eqllation

al aF-·'·-=0at ax
with the particlliar initial conditions:

(3.1)

•
{
~, x<O (32)

f{.\;to=O)= IR'X~O .

where the system of eqllations (3.1) is sllpposed to be hyperbolic, that is aIl the

eigenvailles of the Jacobian

18
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dFA(f) ,,-
t'V

Classical lime ùifl'gratùlII me/hl.cls

(J.3)

•

are real and distinct. The independent variables are the timc t. ilnd the Spilt'C

coordinate x; in the case of the Euler equations, the depcndent variables.r ami F ;\l'l'

the state and flux vectors for one-dimcnsional tlows, rcspcctivel)'. givcn by (2..~).

Beeause the state veetor is a funetion of the flow variablcs p. II, ilnd {'. the nux vcl~tor

is also a function of the same variables, émd hence a funetion of thc statc Vl't'tor. ilnd

it is convenient to denote it by:

F= 'P (1)

For the Euler equations of tluid dynamics, the Riemann problcm has a

solution which is known from the generalization of the now in il shock tube (see 1351
for example). The solution is represented by 3 waves moving l'rom the initial

diseontinuity atx=O with different speeds: il rarefaction wave, il contact discontinuity

(slip Une) and a shock Wélve, as represented in Fig. 3.1; the rarcfaction is not il simple

wave, but a fan of Wélves whose extension between the hcad and the tail wavcs

depends on the initial data (3.2).
.

dxldt=u
rarefaction

t /'
:"

....

/
rJ)/
~/

-Sii/
..

,/
..

------"'..-----.

•

x=o
Solution to a Riemann problem

Fig. 3.1
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If the initial data (3.2) is known, there is an analytical solution for this

Riemann problem, Le. we can findJ(x,l) for any 1>10 , This solution, which implies an

iterative process, is due to S. K. Codunov, and will be presented briefly in this

ehapter.

•
Cill/pler 3 Classical lime imegralio/l melhods

•

The shoek wave propagates with the speed Us from the initial discontinuity at

x=() into the region with lower pressure, supposed to lie at the right (x>O) in Fig.

3.1. Before the shoek, the fluid remains in the same initial state

fu'~ 1Pu' PIII/II' PIIEII1T while behind the shock the fluid is eompressed and

accelerated, such that the state behind the shock will be f; =[P~, P~II;, P~E~ r. The

expansion fan propagates into the region of higher pressure (to the left in Fig. 3.1)

such that after the tail expansion wave the state of the fluid will be

fi: "[ P~., P ~.I/;', P~.E;' f, while before the head expansion wave the fluid is not

perturbed, the state being the initial left state fI. = [ PI.' P1.11 1.' PI.EI•r, The fluid

initially at x<O is separated from the fluid initially at x>O by a contact discontinuity.

Across this discontinuity, the velocity of the fluid Il and the pressure pare

continuous, Il 1.' = Il; = Il and PI.' = fJ; =fJ' respectively, but the density can be

discontinuons, P;.;c P~,

To compute the solntion, one first evaluates the pressure at the contact

discontiuuity p', Using the momentum equation, the absolute value of the mass flux 1IIi R 1

swept across the right wave (which can be either a shock or a rarefaction) can be

expressed ( see Appendix B, eq. B.19) as:

(3.5)

•
This mass flux can be expressed as a function of the ratio of the two pressures

Ji' and Pu for either case of a shock or an expansion (eq. B.43 and B.44):
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I/illl [ JPIIP Il . <IllE.-)
Pli

where the unified expression for <Il is:

(3.Ci)

<I>( IV) ~

Y'l y-l
--IVI -- , IV;:: 1 (comprcssion)

2 2

y- 1 1. IV
--' , IV=:; 1 (expansion)
2fY f!-

I -- IV-Y

(3.7)

•

The same expression l'an be established for lhe Icfl wave:

[p -PI ( ')1Jil 1 ~ 1. ~ (ii;P; .<Il E-
l. l '1 \ 1. 1. PIII.-IJ 1.

with <P(IV) given by the same equation (3.7),

Once 1IIi 1.1 and [IIi R 1 are known, p' l'an he computed l'rom the following

relation established by eliminating li' between (3.5) and (3.8), with duc accounl paid

to the fact that across a rare faction the mass nUl' has a negative value:

Il -IJ.+~,~
1. " 1Jil 1 1Jil [p' = .:--~II.:--...:..-..::.I.c:..

1 1
--"--
1Jillli [/ill.1

(3.9)

•

Using these formulae, the following iterative procedll1'e duc mainly 10

Godunov (slight improvements have been brought by Chorin 151) l'an he delïned to

find p' if the left and right states (P /.,II I.,PI) and (P R ,II R ,PII ) respectively arc

known:

i) Construct a starting value for the pressure at the contact discontinuity, p',

for example:
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(3.10)
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. PJi' PI.
Pi li ~ 2

ii) Compute IIi /l' IIi 1. using the value pi for the pressure p' in (3.6) and

Cllt/pœ,. 3

•
(3.1')

iii) Compute a new value for the pressure p', fi;', i>O, with relation (3.9)

iv) Check for convergencc using a certain convergence criterion, for example:

(3.11 )

v) If convergence has not been obtained yet, repeat fl'Om step ii), with

Pi Pi'

•

This procedure does converge in practical computations unless one is in the

prcsence of a velY strong rarefaction, in which case negative values for the pressure

are lightly to be obtained, and the above iterative process is slightly modified. The

modification used in the present study is due to Chorin [5]; namely, if convergence

is not obtained al'ter L iterations, the value obtained at step iii) is replaced by:

(3.12)

with (\'=(\'1=%' and Ep an admissible truncation error for the pressure, taken for the

present work as El' = 10-6
• The value of Lis set to L=20, and the equation (3.12) is

modified if convergence has not been reaehed in kL iterations by setting:

(3.13)
a

k
_
1

(\'=ak=T

For the test cases used, this modification was not needed at any point; the process

i)-v) generally converged in 2-4 steps.

•
If the value of the pressure at the contact discontinuityp' has been found and

1rilJi l, III; 1. 1 determined accordingly l'rom (3.6), (3.8), the velocity li' can be readily

computed using:
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(3.1-1)

C/assica/ lilllc illlegralioll lIl"I/zOc/S

u' 0 p,--PR'lriIRlull,!rill.lu,­

1rilll l' 1ril,.1
relation obtained from (3.5) and (3.8) by eliminating this time the pressure l".

C/zapter 3

•
The complete solution f/' 0 [ P'" PIJI I" PI,E /' ( at a point 1'(.1'/,1,,) - x,, and I"

being the space and time coordinates of P in the time-spacc diagram in Fig. 3.1 ­

is determined by situating the point P in one of the l'ive regions of the diagram

according to the following possible cases:

• If P is situated to the right of the slip line (.tl ,>II·I/,) and the right wave is a shock.

the velocity of the shoek, lJ" is fonnd from the continuity equation (B.13):

u 0 PIIUI/- P~IU',
PI/-Pli

(3.15)

•
Then, if P is situated to the right of the shock (XI.>U,I/,):

i) (p/"II/"p/,) =(P R,IIR,flR)

If P is to the left of the shock, then

ii) (p",II/"fI/,)=(p~,II"fI')

where P~ l'an also he found using the continuity eqnation in the 1'01111 (B.17):

(3.16)

• If P is 5ituated to the left of the slip line (.1'/,</1\) and the left wave is a

rarefaction, one evaluates first the speeds of the head and tail waves of the

rarefaction. The head wave moveswith speed dx =II,-C, ,while the tail wave moves
dt . .

with speed : =Il' -c~ , where CI: l'an he computed by considering the Riemann

invariant 11'2 propagated from the left of the rarefaction along the right-running
1.

characteristic C2 (sel' Appendix A):

•
(3.17)
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Thcn, if P lics to thc Icft of thc rarefaction, xI' < (Ill. - CI) tp ' the solution is:

iii) (p p ,lI p ,pp) ~ (P/.,II I.,PI)

If P lics to thc right, XI' > (Il • - ci) t l" thcn:

iv) (PP,III"Pp)~(p;.,II·,p·)

whcrc P;. can be obtaincd from the isentropic law:

•
C/zupter 3

PL = p'
y • y

Pl.. (P/J

Classical time integration met/lOds

(3.18)

v) If P Iics between the head and the tail waves of the rarefaction,

( tli• - ct.> fp <:':1'< (u' - c2) fI" then the solution is found as follows:

- oblain P;. by the isentropic law (3.18);

- equate the sIope of the characteristic through P with that of the line through P and

the origin to get:

• CI' being the speed of sound at point P;

- use the Riemann invariant to obtain:

2cp 2cL
Iii, = II'? <=> --+up =y-1 +uL-l' -1. y-1

Solving for CI"

Inserting this expression into (3.19) and solving for IIp:

(3.19)

(3.20)

(3.21)

•

u=_2_(:':p+c+ y - 1u) (3.22)
l' y+1 fI' L 2 L

Equation (3.22) gives the velocity at point P in terros of known variables; then

one can find CI' from (3.21) and the density is obtained fiom the isentropic law and

the definition of the speed of sound:
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(3.23)

If, on the contrmy, the right wave is a rarcfaction and the left one a shock. the

five possible positions for point Pare minor images of the preceding ones. with the

Riemann invariant IV? replaced by:
-L

and the treatment is similar.

2eR
lV =---u,

3R y-I "
(3.24)

•

Because the solution of the Riemann problem at a certain point P depends

only on the left and right initial states fi. ~ l PI.' P1.111.' PI. E 1. rI' and

IR = [p R' PRUR' PRERV and on the coordinates of the point (.tl"II')' it can he denoted

by:

wltere lpRIIl is a vector-valued function of its variables. Titis solution reprcsents the

building stone of Godunov's metltod.

3.1.2 One·dimensional flows

For one-dimensional flows, Godunov's metltod for time intcgration can hc

expressed in tlte form given by equation 2.17, wltere tlte fluxes are computed from:

F - F"';' -'P( RI11(O Ât. "fi ffl))
AV:. - NI:. - q> 'T,Ji' jll (3.25)

•
Relation (3.25) states tltat tlte flux at tlte interfacexi+!h between tlte cells i and

i+1 is computed as tlte solution, at time tn.,/, =tn'Ât/2 , of tlte Riemann prohlcm
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"broken" at time Loo'

obtained by considering the two cells separated by an imaginary diaphragm whieh is•
Chapcer 3 Classical lime illteb~'atiOlI mec/lOds

For stability of the solution, the computation of a flux at a certain eell

interface should not be influenced by waves propagating from neighboring interfaces.

Since the wave speeds are lI±C, this stability condition translates into the eurrent

CFL condition:

CFL:s; 1

or, in terms of the time step:

A. t:s; __-,-A._X...,..-_
max( 1 uil+c)

i

3.1.3 Two·dimcnsional flows

(3.26 a)

(3.26 b)

•

•

For a Iwo-dimensional flow, there is no eorresponding equivalent to the

analytieal one·dimensional Riemann problem solver. Therefore, when treating Iwo­

dimensional flows, the problem is split into Iwo one-dimensional problems, treated

umler the basic assumption that waves pertaining to these Iwo "separate" one­

dimensional flows do not interaet.

For a given eell (i,j) the computation of the flux on each side is done using the

normal and tangential components of the velocity at that side. The Iwo cells

neighboring on the chosen side are supposed to interact giving birth to a one­

dimcnsional Riemann problem in the normal component of the velocity only, white

the tangential velocity component is preserved.

For example, referring to Fig. 2.2 and equation (2.22), for the side (1+ V2,j),

the initial conditions for the corresponding one·dimensional Riemann problem are:
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{

~_ = [ Pl' P I.l~", P I.EIJI' , x< 0
ftx, (0) =

fj~~ [Pu' PU1~'R'PREuIl', .r~O

where subsCl'ipt L refers to cell (i,j) , subscript R to ccli (i+ I.j), ilnd

respective velocity component normal ta sicle (i+ %.j) computcd l'rom:

.6.)' .6.xV =U--I'-
flR R.6.5 R.6.s

(3.27)

(3.2R)

and a similal' relation for the left side, .6.s bcing the Icngth of the sidc (i+ 1j~j):

.6.5 = J( .6.x) 2+(.6.)') 2 (3.29 a)

(3.29 h)

The values of the flow variables on the side (i+ %.j) arc obtaincd by solving

the Riemann problem:

•
p

P ~,
')

p(_l_p.,. ~;)
y-1 p 2

::: Rm( 0 Â t. l ,')
ql '2'vU (3.30)

To find the cartesian componcnts of the velocity ncedecl in (2.22), thc tangclltial

component on the sicle (i+ %,j), denoted by ~, is also necdcd. It is found élS follows:

first, the tangential components to the left (ccII (i,j) and to the right (ccII (i+ I,j)

are computed:

and similarly for the right cell. The solution V, at the interface is taken to he V, if
1.

the interface (i+%,j) is left of the slip tine, rcspectivcly V, if the interface is right
11

of the slip line. The Cartesian components il and v are then computcd by projection

of the velocity vector:

•

tu 6.,yV :::-u --v-
Il. L6.5 L6.5

V::: V .ïi+ V' t::: u'Tl v'J":n 1
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which yields:

!:ly !:lx
Il'' V --- V-

fi !:lI 1 !:lI

_ !:lx !:lyv--V--V--
fi !:lI 1 !:lI

Classical timc illlcgratio/! IIlct/lOds

(3.33)

•

Finally, the computed values: p, Vfi ,P, Il, v, together with the energy E obtained from

the equation of state arc used in (2.22), (2.23) to compute the fluxes on side (i+ %,j),

and the process is repeated for ail four sides of the ccII with corresponding initial

values for the Riemann problem.

For stability, the two-dimensional scheme requires that the time step !:lI satisfy

the Courant-Friederiehs-Levy condition:

!:ltr'!:l~,
!:lt s !:l; -1 !:lt (3.34)

.\0 }'

where !:l(, and !:lI)' are the time steps that would guarantee stability for the split one-

dimensional schemes:

!:ly,.
!:lt = min IJ

J' iJ (1 vi)' Ci)

(3.35 a)

(3.35 b)

(3.35 c)
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3.2 MacCormack's IlIcthod

3.2.1 Quasi one·dimcnsional nows

CI/lssiC/l1 ri/llL' illtc~rarit >II /II,'rllt Ids

MacCormack's method is a two-step. prcdictor-eorreetor ml,thl1ll, in whkh thl'

two steps use different directions for the computation of the dl'rivatives in the Eukr

equations. \n finite·volume formulation, it l'an be expressed as:

• predictor step (corresponding to backward differencing)

(3.36 a)

•
• corrector step (corresponding to forward differencing)

(3.36 b)

The order baekward·forward chosen above is not the only possible one. Other

variants use forward·backward schemes, or ev(:n schemes reversing the arder at eaeh

time step: forward·backward at, say, mld time steps, l'ollowcd by backward·l'Olward

at even time steps.

Relations (3.36) can formally be expressed in the conselvative l'onn (2.16)

using the notation:

P n:T pli
i~1 ... i

Fi"I, ~ 2
F.W1 + F. lI

P - l ,-1
PI, - 2

P
Wi

"i 1Pi
Pi = '--'----:2:-'-'- (3.37)

•
One may notice that the intermediate time step Il.1 does not appear explicitly in the

conservative differenee scheme (2.16) but only in the expressions of the nuxes (3.37).
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(3.26).

For stability, this scheme requires the same CFL number condition given by•
C/wpter 3 C/assÎca/ lÎme ÎntegralÎoll met/lOds

3.2.2 Two-dimensional schcmcs

The variant used in this study is a non-split backward-forward scheme for

which the two steps are defined by:

• predictor step (backwal'd)

•

•

ft 1 = f.~/- Âf O.~I
1J 1J A .. 1J

1J

• corrector step (fOJward)

t.~.1:: .![ f/"I.[:'I'1_ !J. t 0 :'" 1]
1J 2 1J IJ A .. IJ

1J

where the fluxes in the two steps are computed differently according ta:

01J·~1 = 0·,11.(li!J.s) 'IV. .... 0-,Ill ••(ii!J.s) 'II~ , ... 0 ..11
•(liAs) . 'Ill ... 0, ~' 1'(liAs) ,. 1"

IJ l' :J 1- .J l'':J lJ IJ": 1,)- IJ":

OWï 0- ii7f (-A) 0- ii7f -A) 0- ii7ï -A - n') -A
ù' = j'IJ' 11~S IW:/ ij '(n~s l-V:/' jJ'I'(n~s)'Jw:"'Ojj ·(n~s)lj.V:

For cxample, a typical term appearing in the computation of the fluxes is:

(j.,11 '(liAs) '1" ,=
IJ l' ':';
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where the velocity flux is dcfincd b)':

C/Cl.l'.I'iCll/lillll' illll'graIÙ)/1 1II<',h,,".I'

(.H3)

•

The maximum time step /::.1 ~ 1".\ -1" can bc evaluatcd 1251 frol11 the Courant nUl11bl'r

stability condition:

A • _--;---;---;--=;1=====u t~ 111111 •

iJ" _1u_ü\, _1_vy_·1 1 c.. 1 1 1 1
ax ay Y~ (axf (/::.y)!

3.2.3 Artificial viscosity

Although MacCormack's scheme Ims certain dissipativc propcrtics, when the

flow field contains discontinnities this implicit dissipation is gcncrally not enough to

maintain stability. Therefore, the scheme is augmcnted by thc addition of an explicit

artifical viscosity. Fol' the present study, the formulation introduccd by Lapidus 1191

has been used, in which tenus describing diffusion of mass, momcntum and cncrgy

are added to the respective equations. Only the modification rcquil'cd in thc two­

dimensional flows will be presented, fol' the qnasi one-dimcnsional Ilows thc

extension being straightforward.

The values ft l calculatcd l'rom (3.39) are replaced by thc ncw oncs fi;''''!
obtained by smoothing first in the x direction and then in thc y dircction according

to the following relations:

• for the x direction:

•
/"" =f,~"+ al c-a'[la'uf',·'.\.a'(f",·'.)jU uA.. /IJ IIJ

Y
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• fol' thc y dircction:

Classical lime illlegralioll met/lOds

•
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, '''11'1 .. f'/I" I:!.r C.A "II A" ,'/loi I. A"(f'/loi)·\
fi _. il 'I~. LJ. .u.' i,}1 U iJ'I,

lj

(3.46)

whcrc the diffcrencc opcrators arc defined as:

I:!.'u .. ou ..-u., ,
1} IJ 1- J

(3.47)

•

•

and C is a constant of order nnity. !ts vaIne must he adapted to each flow case,

thcrefOl'c it will be indicated in the section on numerical results.

Eqnations (3.45), (3.46) are equivalent to adding to the Euler equations a

diffusion tellu of the type:

C'{(I:!.X)3'~[1 allj a/]+(l:!.y)3'~[1 avl al]}ax ax ax ay ay ay

Being of the third order, this term does Ilot affect the truncation error of the

difference eqllation, as is underlined by Lapidus in [19].

3,3 .Jnmeson's method

This scheme uses a Runge-Kutta method for advancing the solution in time

and central differences for the estimation of the flux values. The Runge-Kutta

method can he chosen from the wide variety of existing ones; in this study, the most

frequelltly enco:mtered four-stage method is used.

The fundamental feature of Jameson's method is that it keeps the spatial

operator separate from the time-marching operator. TlIUS, if a steady state solution

is looked for, it does not depend on the value of the time step used for integration,
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whereas in MacCormack's mcthod, for cxamplc. it l'an be shown that thl' second,

order term a~ depends on thc spatial diffcrencing operations, This allows the USl'
al'

of a local time step based on the maximum valuc for thc local Courant number to

accelerate convergence without altering the steady statc solution (sec 11SI).

•
elU/pler 3 CllIssiclIl IÏlIlt' illfcgrali"l1 /IIclh,,"s

3.3.1 Quasi one·dimensional flows

For convenience, equation (2,14) is recast in the fOI1I1:

at; .
-=-Q.(f)at 1

(3.4R)

where Qj(f) is the total flux operator for quasi one-dimcnsional t1ows, dcfincd as:

•
(3.49)

The fluxes at an interface are obtained through an averaging process eqnivalent to

central differencing ifthe area ofthe duct is constant. ln this study, the average value

of the flow variables in the two l'l'Ils neighboring the interface has been used, as

defined by the equation:

where IV is either p, Il or p.

1
W'+l',::: -( W,,-I- w,,+,),-" 2 -

(3.50)

•

In (3.49), D i(f) is the artificial dissipation operator, introduced in order to

make the spatial operator stable by preventing odd and l'ven point decoupling which

is characteristic to central differencing, and to avoid oscillations near discontinuities.

These two goals are accomplished by the use of the second and fourth order

differences, with coefficients which depend on the local change in static pressure,
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being expressed in conselVation law fonn as:

Di (1) " (~'.o;, f - ~.,/, f

Classical lime integra/ion mc/hoc/s

(3.51 )

where the tenns on the right hand side have the fonn:

1 (2) (·1)
(~w, f = À f {EW, (t;, 1-/) - EW, (t;'2 - 3 t;, l' 3 t;- t;-I) }

TI ff' . (2) 1 (4) 1 f' d f
1C coe IClents Ei"I, ane E"'I, are ce Ille Tom:

EÇ!) = k(2)max(v. v.)
1·1j~ /'1' /

and:

(3.52)

(3.53)

(3.54)

wherc v, is a switch based on the normalized second order difference of pressure:

• V.=
/

IPi.,-2p/,Pi-1 1

IPi.I,2p/'Pi-t 1

(3.55)

•

and k (2) , k (.1) are arbitrary constants with lypical values of 114 and 11256

rcspcctivcly.

The fourth order difference terms, with coefficient é 4
), are important in

sl1\ooth regions of the llow, calculations made without them failing to converge to a

cOl1\pletely steady state; instead, afier having reached a state close to the steady one,

thcy oscillate indefinetely about it with a 10w amplitude. Near the shocks, however,

they have been found to introduce overshoots, therefore they are switched off by

subtracting é 2
) from k(4) in equation (3.54).
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Equation (3.4S) is integratcd in time using a four stcp Rungl'-Kutta schl'nll':•
Clzapler 3

I~ll) ., ll/
1 1

tf) 0 t~ll) - D.t 0.( {(Il)
J 1 2 1

C/assiCll/ lill/C illlcgrtlli"" III<'IIi,,"s

(.'.:'6 h)

(356 l')

(356 d)

t"" 1 ~ t~")
l ,

(3.:'fi 1)

•
The time-stepping method defined by (3.56) has the above-nwntioncd

advantage of being independent of the time step, because at the stcady statc

0i(1) ~ 0, so that [(1) ~ f(O) and so forth up ta /"" ~ (II.

However, the dissipative tel'lllS are relatively expensive in tcnns of computer

time. In order to avoid their evaluation for each of the four stages of the Runge­

Kutta process (3.56), Jameson suggests that their l'valuation be made only in the firsl

stage, afier which their value is frozen. Using the notation:

•

where Qj(!) is only the flux operator:

Qi(l)~ ~}FwAw,-F;.,/,!li"/,)- ~i ~il(!I;.y,-!li'/J
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the ahove simplification resllits in the following set of eqllations to be lIsed instead

of (3.56):•
Cilt/peer 3 Classical limc imcgratioll mCllzods

•

1/') ~ {fi (3.59 a)
1 1

Il) ~ 10) _ !::>.t Q.(I'0» + !:if D.(I'0» (3.59 b)
1 J 2 J 2 1

If) 0 I O)_!::>.t Q.(I'\»+ !:if D.(I'0» (3.59 c)
1 1 2 1 2 /

fP) " ft) - ~f[ Qi( 1'0» .2 Q;( 1'\» +2 Qi( [<2». Qi( f(3» 1+!:ifDi( [(0» (3.59 e)

ft 1 = r}4) (3.59 1)

If rclations (3.59) are used Înstead of (3.56), the steady state solution is no longer

indcpcndcnt of the time step.

When applied to the Iinear wave equation, this scheme is stable under the

Courant number condition:

3.3.2 Two-dimensonal l10ws

CFLs 2fï (3.60)

•

The two-dimensional discretization can be obtained if equation (2.18) is

supplemented by the dissipation terms and recast into the form:
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Thcn, the Runge-Kutta proeess kr thc two-dimcnsional version of the sehl'ml' l'an

be expressed by the following set of cquations:•
Chapter 3

~O)" tU
Y IJ

C!assica! tÎlIlt' illlcgrcuioll II/ct!wds

(3.62 a)

(3.62 h)

(3.62 d)

(3.62 e)

•
(3.62 1)

The flux term at the ccli interfaces, Qi//} , is givcn by (2.19), F and G bcing

computed using average values for the f10w variables betwecn thc valucs in the two

neighboring cells. For example, between cells (i+ l,j) and (i,j), Ilow variables arc

taken to be:

(3.63)

where IV is either p, Il, v, or p.

The dissipation opcrator contains tenns pertaining to the two coordinate

directions:

(3.64)
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given by:

Classical lime illlegratio/l melhods

(3.65)

where the right hanel side tenns have a form similar ta (3.52), for example:

(3.66)

•

•

the coefficients being computed in a manner similar ta the quasi one-dimensionaI

case (eqs. 3.53-3.55).

Finally, for steady state computations, one can a\so freeze the dissipation at

the first stage (3.62 b) of the Runge-Kutta process, resulting in equations similar ta

(3.59). This improves the computer efficiency, without impediments on the

convergence process. The stability condition, in tenns of the CFL number, can be

exprcssed in the same fonn (3.60).
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NUMERICAL BOUNDARY CONDITIONS

The finite-volume methods used to solve the Euler equations rcquin: thc

specification of ail the flux tenllS on the ccII interfaces which lie on thc bound;IIY of

the computational domain. This is in contrast with the physics of the problclll

because in reality a certain flow regime is established when only a certain

combination of flow parameters is specified on a bOllndmy, not ail of them. This l'an

best be illustrated for the c?se of a steady quasi one-dimensional now in a ducl.

Supposing the flow l'OIlleS from an infinite tank where two now parameters arc

known, for example the stagnation pressure flo and the stagnation speed of sound

CO, and the exit pressure from the duct, fi r.,' is given, then the now regime in the

duct is fully determined. However, the numerical scheme needs, for the computation

of the fluxes, t1l1"ee eombinations of independent flow variables at eaeh bonnd;IIY. For

the unknown variables (e.g. Pr.,' 1/rx)' the only possibility which OCCIll'S, in accord

with the theory of eharacteristics, is to use the information from the interior of the

computational domain to update their vaInes. The modality by which the boundmy

variables are updated is called a numerical boundary-condition procedure.

In the case of two-dimensional flows, a boundary-condition procednre must

also be applied for the solid wall boundaries. This chapter describes the c1assical

boundary procedures used in the present study as weil as the basie illlplelllentation

features for eaeh method. To simplify the presentation, only the t.wo-dilllensionai case

is àeveloped; the quasi one-dimensional ease results immediately, by discarding the
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y-axis equation and components.

4.1 Inllow and olltnow bOllndaries

Nlllllerical hOll/ulm)' cO/lditio/ls

•

•

The inllow and outllow boundaly-condition procedures must obey the rules

imposed by the theOlY of characteristics applied to the partial differential equations

of the Ilow (sec Appendix A). For the two-dimensional Euler equations, at a subsonie

inllow thcre arc three incoming eharacteristics, and one outgoing charaeteristie.

Thercforc thrce boundmy conditions must be specified at a subsonic inllow, and one

is dctermincd by the solution inside the domain. At a supersonic inflow, ail four

conditions must be specified from upstream.

At a subsonic outflow, tlnee characteristics leave the domain while only one

entcrs the domain, corresponding to the information supplied to the system from the

surrounding world. Therefore, only one bOllndalY condition can be imposed from

downstream (llsually the pressure) white three bOllndary vaInes are detennined from

inside. At a supersonie outflow, ail four characteristics leave the domain, hence the

four variables are detennined from the interior.

4.1.1 SlIbsonic innow boundary

For ail the methods used in this study, the inflow boundary-condition

procedure is identical, in order to have a meaningful comparison between the

methods. The tlnee quantities imposed from upstream are:

• stagnation pressure, fin'
v.

• flow direction, tanO. =...!!!..
ltI Il.

. 1 1 ln• stagnation ent la py, H.

The flow parameters on the boundary are updated according to the following

schemc:
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i) Evaluate pressure at inflow. P
ill

, using. an I:xtrapolatilHl 1'1'0111 thl' ill1L'rior of tlll'

domain.

ii) Compute PÙI \Ising the isentropic la\\':•
Clwpter 4

( ]

1

PÙI Y
Pju C Po ­

Po

Numcrh'Ill hnunc/IlIY ('IIIIC/ifÎr Ill.\'

(.1. 1)

iii) Compute velocity magnitude:

v. =
JIt

1 ., ~ ( y p,]lJ:" + l':" = ., H - I~I

/fi II/ - __ 1 p.y II/

(·"2)

iv) Compute velocity components,

•
li. = V. cast},

II/ II/ II/
(4.3)

The implementation was different only fOI" step i). For Godunov and Jamcson

methods, supposing the inflow boundary lies on a line x=constant and the tirst two

cells have the same length Llx, fJ i'l can he extrapolated as:

Pju, = 1.5 Pl}-0.5 P:.}
J

(4.4)

For MacCormack's method, at the predictor step (backward) the intlow pressure is

given by:

(4.5 a)

•
while at the corrector step (fo1Ward):
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4.1.2 Subsonic outfiow boundary

Nlimericu/ !JOtl/U/II1)' cOllditiolls

(4.5 b)

For Goduno'l's mcthod, the boundary procedure uses a fictitious cell denoted

hy thc indiccs (/max+ l, j) where the flow parameters are taken to be:

P ep u =u v =v p =p (46)Im:u" l.i Im;uv' , Im:Ll"I,i huou:j' Imm'·1 J' Im:Ll',;" Im:L\'o t,f (w .

Thc fluxes on the outflow interface are then computed using the solution to the

Riemann problem:

For the mcthods of MacCormack and Jameson, a nonrefleeting type boundary

condition developed by Rudy and Strikwerda [34] for steady state flows was used.

The incoming characteristic variable for the one-dimensional problem is p - Pëll, the

bar denoting linearized quantities. A boundary condition which would e\iminate the

incoming waves would therefore be:

•
F: -'1'( 111II(0I:::.t.f. f. ))1/l1.1.\"1V:v' - cp , 2 ' !fmL\" 1"1.'u'·t

ap au--pc-=O
al at

(4.7)

(4.8)

but this does not impose p = p •.,' To ensure that both conditions are satisfied, a \inear

combination of them gives:

•

ap élu
- - pc-+œ(p-p ) =0
at at ~,
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where œ is a numerical parameter without any physil'al mc.'lling (takl'n as O,~ in

actual computations). Eqnation (4.9) artifidally constlllcts a vainc for thl' l'xit

pressure p which attenuates the waves coming l'rom the extcrior of thl' domain. and

becomes eqnal ta (J,., when the steady state is reachcd.

•
Chapler 4 NIIlIIl'I'ica/ bOIlIl</ar)' Cc IIIdir iOlls

The following boundmy pl'Ocedlll'e can he constnll'ted starting fwm this

equation:

i) Extrapolate Il, v, E at the outllow boundmy. giving Il,:;, \',:;. E,:; ,
") U . 1 1 11-1 11-1 11-1 11-1 l' 1 . . 1n s1l1g t le va ues (J", ' p", , Il,,, ,c,x rom t le 11I'evlous Inne step, l'ompute t Il'

new value for the pressure l'rom the discretized form of cquation (4.9):

•
iii) Use the energy equation to compnte p:':,:

1/

Il Pt.~'·PCI' =------------.,..

(

1/ (u,~:/ 1 ( l',~:/ )
(y -1) Ecl'- 2

(4.10)

(4.11 )

•

iv) Compute the outflow fluxes using the values P:':" Il;;, v,~;, fi,.'; in equation (2.22).

The use of a nonreflecting boundary procedure of this kind resulls in a

decrease of the number of time iterations required to reach a steady state.

4.1.3 Supersonic inDow boundary

At a supersonic inflow, ail parameters are specified through the use of the

stagnation pressure Po' stagnation speed of sound co' f10w direction 0111 , and inflow

Maeh number Mill' The inflow pressure is given by:
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whcl'cas the dcnsity is:

Po
Plil' y

( 1·1 Ll.1v!~)y:J
2 JfI

Nwnerica! houlldal)' cOllditiollS

(4.12)

•

Po
P -------::: -------ill ::: 1 1

(
1+ y-l M~)0 (1+ Y-llvl~)y:ï

2 /1/ 2 /1/

The vclocity magnitude can be expressed as:

which givcs for the x- and y-components:

(4.13)

(4.14)

O M Plil
Uiii ::: cos iii' iiI. Y- ,

Piii
J'iii::: sin0iii •M,il (4.15)

•

The values obtained for Pill' Ili/l' ViII' Pi/l are used in (2.22) to compute the inflow

fluxes.

4.1.4 Sllpersonic olltnow boundary

Forthistypeofboundary,allflowvariables PI!X' ut'X' vI!X' PI!X areextrapolated

from within the computational domain. In the case of the Godunov and Jameson

Illethods, supposing the last two cells have the same length Ax Ima.~ = Axlma.~-l' the

extrapolation formula to obtain P I!X =PIrna.~'V:' for example, takes the form:
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1 - 0 -. ::: .. ,. ,). ." 'l' .P I~\;; P1/1101\"11;,, P1111;1.1.., •• P1111;"',1,, (-1.16)

and simîlarly for the ather variables.

ln MacCarmack's methad, taking inta consideration the dil'l'dions of

differentiatian in the two steps, autflow values fol' P,',\ arc obtaincd as follows:

• predictor step (backward):

•

Il Il

Pl'X/::: P IIII;lI'J"

• correcter step (fOlward):

Similar extrapolation formulae are used for the other variables.

4.2 Solid wall boundaries

(4.17 h)

At a soHel wall, the tangency condition Ji ·,r::: 0 (2.27), or thc equivalcnt

~I = 0 impHes that only the pressure is needed for the evaluation of the fluxes.

lndeed, one has (see 2.22):

(Q 'ns) =

pq
pqu·'pAy
p qv-pAx
(pE+p)q

(4.18)

•
where q = Vn 'As =O.

This impHes that, at a seHel boundary:
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(Q. ils) :=

o
pÂy
-pÂx

o

Numerical bOll1ldal)' conditions

(4.19)

•

•

J-Icncc, for nnite-volume Illcthods \Vith the state defined at the center of the ccII, only

the pressure is needed at a solid boundillY.

4.2.1 The inmge ccII mcthod

For Godunov's scheme, the flow tangency condition (2.27) can be

implcmented in a way which is consistent with the computation of the fluxes inside

the computational domain. Since a soHd wall is a streamline of the flow, it can be

artificially obtained by considering a mirror-image state on the other side of the wall,

with the smne values for the flow parameters, except for the normal velocity

component which changes sign.

Fig. 4.1

COllsider the lower boundary (j=I), and cell (i,l) with flow parameters

p ,;1' l~'ll' ~il' PI;! inside the computational domain. Ta compute fluxes on the

boundary (i, %), an image cell is created, in a position which is symmetric to that of

cell (i,1) relative ta the boundary (see Fig. 4.1). The flow parameters in this cell,

denoted by (i,O), are taken ta be:
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(.I.:!O)

The normal velocity components in the two neighboring l'clis being equal but of

opposite sign ensure that the normal velocity at the wall is V 0; thus, thl' wall"/,, ~

is a streamline as it was desired.

The fluxes on the boundmy are then computed using the value of the pressurl'

P,;v, calcnlated from the solution to the Riemann prohlem with initial states

fil = [ Pi,1' P,;1 ~"" Pi,l Bi,! rr and 1;,0 = [ Pj,O' Pj,O V",.o' Pi,(IEj,o] '1' :

•
f 11111(0 t:.t f f)

1;1j~ :: (P '2 ; 1;1' ,;0

A eompletely similar approach is used at the upper wall j =JIII/lX.

4.2.2 The predictor-correetOi' characterislies method

(4.:!I)

•

In the hasic paper describing his method [181, Jmlleson suggests either the use

of the normal momentum eqnation or the extrapolation from the interior of the

domain in order to compute the pressure at a solid wall boundmy.

For nonorthogonalmeshes, as those used in this study, the normal momcntulll

equation, which requires derivatives normal to the wall, is difficult to nse and l'an

lead to errors ( see again [18]). On the other hand, a simplc extrapohltion procedure

did not allow a sufficiently accurate evaluation of the pressure at the bouf1(hllY,

especially when relatively coarse grids were used. Therefore, a more accurate

boundary procedure based on the analysis of the characteristics of the Euler

equations in a reference frame normal to the boundary has been implemented with
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satisfactory results.

Nwnerical boumlal}' conditio/ls

•

The eigcnvalucs À and the corresponding characteristic variables w in this

rcfcrcncc framc arc (sec Appendix A, eq. A38):

~I p- ~) lIî
1.. 1

c-

~I 1..2
~ IIj

(4.22)À - 11';::
Vol..!!....

;;--
À~VIC /1 -- IV

Il
À.1

pc ~

V -c - Vol..!!.... IJ4Il Il --pc

wherc bar quantitics are Iinearized state quantities, taken as those at the previous

stcp.

Since at a solid wall V:r must vanish, 1..-1 should he a negative value, which

corresponds to a wave propagating from the boundalY inside the computational

domain. This means one is allowed to impose one boundary condition, corresponding

to w-I' while the information pertaining to the other three characteristic variables

must come From the interior. Let subscript "pr" denote predicted values for the f10w

variables, which are obtained by extrapolation from the interior of the domain; the

prcdictcd value for the normal ve!ocity Y:, at the wall will not be in general equal to

zero. Then the following relations can be written:

• for HI!:

(4.23 a)

•
• for w~:

(4.23 b)
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ca for IV,:

VIL
/1 --pc

NIII/II'I'i<'a/ bOlllldalY cOlldilioll.l'

(.1.2.~ ,.)

• for IV,_ the boundalY condition:

(.1.23 d)

These equations result in the following values for thc houndm)' paranll'tl'rs:

v ~O
/1 '

p = pl V P
l'r ",If ë (4.24)

•

•

and the only f10w variable needed to be computed from (4.24) is the pressure.

The resulting boundalY procedure can be summarized as follows:

i) Compute the predieted values for the pressure P,,, and the normal velocity JI
",./

using an extrapolation from inside the domain.

ii) Correct the value of the pressure aeeording to (4.24), whieh ensures that I~,=().

iii) Use the value obtained for the pressure, p, to compute the bouml<\IY lluxes in

equation (4.19).
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Chapter 5

NEWLY DEVELOPED METHODS

This chapter describes the basic ideas which have led to improvements of the

methods described in Chapter 3, as weil as their numerical implementation. For the

fi l'st method presented, the starting point was Jameson's Runge-Kutta time­

integration scheme. A two-stage method which updates separately the flux and the

ccll-node variables was developed by Mateescu and Lauzon [27]; this method takes

into account the physically permissible directions of perturbation propagation and

was shown to provide a better accuracy of the solution. However, it is rather difficult

to implement for multi-dimensional flows. Tberefore, an easier way to take account

of the physics of the problem has been looked for ([26)), resulting in the œ-method

to be described.

The second method that has been developed uses the concept of Iinear hybrid

methods, introduced by Harten and Zwas [12], [14]. In their work, the first-order

method used for hybridization is a general, strongly diffusive, finite-difference

scheme, which does not take into consideration the permissible directions of signal

propagation. Using a more physical method, such as that developed by Godunov, is

succeptible to give better results, especially for veJY complicated flow patterns.
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5.1 The biased flux method (œ-method)

5.1.1 Theoretical considerations

New/y del'elopecl lIIerilocis

In Jameson's metilod, fluxes at an interface are computed using an average

of the values corresponding to the two neighboring ceIls (see eqllations 3.50 aud

3.63). This repres.ents of course an approximation which would only be exact if the

flow variables valied Iinearly, a case which is not Iikcly to OCClII' in rcal !lows.

Furthermore, for the computation of the !lux vector, relation (3.50) uses on

an equal basis the information from the two cells. However, in supcrsonic !lows, no

information comes from downwind, while in subsonic flows the information should

come from both downwind and upwind, but on an unequal basis. Many !lux-splitling

schemes which take into consideration these effects arc already in use. The !lux­

splitting is however expensive in terms of computer time.

The present method suggests a different way to computc thc !luxcs, which can

easily be implemented in an existing computer code based on Jamcson's mcthod,

improving the performance. It is based on a more realistic approach to the physics

of the flow.

Consider a subsonic quasi one-dimensional flow in a nozzle. Thc !low is

supposed to come from an infinite tank with stagnation conditions; thc information

specified at the exit of the duct is usually the pressure, p",. This information is

"transmitted" to the whole flow in the duct, such that at the entrancc of the duct the

flow regime that oecurs depends on p",. Therefore, when working with primitive

variables, the pressure is a good ehoiee for the information which propagatcs

upstream (corresponding to the characteristic variable Wj in Appendix A).
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The same choice is suggested by the specifie form of the flux veetors, given by

cquations (2.6) and (2.8). According to the flux splitting techniques, the one­

dimensional flux vector can be written:

(5.1)

The first component, F'l, corresponds to a convection with the velocity Li. of the

respective scalar quantities. The second term, F P , represents the contribution of the

preSS\lJ'e to the flux, which can he considered separately.

The aspects diseussed above are takell into consideration by replacillg

equation (3.63), in the case of a two-dimensional flow, by:

• (5.2)

where the tlow variables at the cell interface are computed from a weighted average:

P·I!!. .;;:a!~·p ..+(l-a~)·p·I·' u'IL.=a:~·u ..+(1-a:~)·u·1·
l' ~v "j Jv ., j l' V J' '.v "i Jv "i /. v

l' (1 v p P
V' li .=a.. ·v..+ -a .. )·v· 1·, p." .=a 'fJ..+(l-a )'P'1'l'r:J "j IJ "j J. J /":,; .l·i J'; Xj /'';

(5.3)

•

The superscript notation implies that the weights a can be chosen differently

for different flow variables, while the subscript indicates that a different value can be

used for the x- and y-direction fluxes. Further, the values of the weights depend

maillly on the local character of the flow in the cell situated upstream (eell (~j) in eq.

5.3). ln particular, for subsonie flows, the weight for the pressure ci' is chosen to be
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smaller than 0.5, while for the other f10w variablcs et", et", (l''' arc grcatcr than 0.5,

In subsonic f1ows, this simulatcs an upwind propagation of thc outtlow prcsslll'c

signal, while ail other ir.formation propagatcs downwind, Thc optimal val\1l's fol' tlll'

weights have been determincd by numcrical cxpcrimcnts, as will bc disl'usscd furtill'I'.

5.1.2 Quasi one·dimensional f10w

In this case, the tlux vector is computcd with thc onc-dimcnsional

correspondent of formula (5,2):

where the Ilow variables are obtained by interpolations of thc form:

P '" =a!'·p ," (I-a!')·p,"n 1 1 1 1'1

and similarly for the other variables. The weights are chosen as:

(5..1)

(5.5)

fi /1 l' 05 for Ui > Ci (supersonÎC tlow)(~i=lV.i=œi=œl> . ,

(5.6)

af =a: =a2 > 0.5 ; a:' =a3 < 0.5 , for Ui < Ci (subsonic tlow)

In loeally supersonic Ilows, numerical experiments indicate that an optimal

value for the coefficient al exists, Iying between 0.75 and 0.8, depending on the tlow.

A value of 1 would correspond ta a first-order upwind scheme, with a resu1ting first­

arder accuracy. Results of several tests with various values for a, can be summarizcd

as follows:

i) For values of al between 0.5 and the optimal value, the iterations converge in Icss

time steps, as the value of al increases, with practically the same accuracy.
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ii) After the optimal value, a further increase in the value of (':, brings about a loss

in the accuracy of the computed results, as compared to the analytical isentropic f10w

solution.•
Clzapler 5 Newly developed mellzods

•

•

These effects can be followed in Table 5.1, for the case of a supersonic flow

in a quasi one-dimensional duet of area A (x) =0.2·,0.1x, xE [0,1] and entrancc

Mach number Mj,,= 1.4, discretized in 60 ccIls. The initial distribution of flow

variables has been chosen ta be the same over the whole length of the duct, equal

to that in the entrancc section; the RMS error in the Mach number distribution is

calculatcd using the exact analytic solution. As suggested by these results, the value

a,=0.775 has been used in ail quasi one-dimensional locally supersonic flows

reported subsequently in this study, unless otherwise specified.

Table 5.1/

al 0.6 0.7 0.775 0.8 0.9 0.5

(Jameson)

Number

of time 112 107 99 99 96 127

steps•

RMS

errar in 1.12-10001 1.13'10.4 1.13.10001 1.13'10001 1.20'10-1 1.12-10001

Mach no.

* for convergence ta 10001 in ail three equations.

For a locally subsonic flow, the appropriate values for œz' œ3 have also been

determined by numerical experiment. While the optimal choicc is dependent of the

flow, it has been found through a large number of tests that the best range lies

between 0.23+0.3 for œ3 and 0.7+0.775 for œz• The great majority of the

computations failed ta converge if œz were increased more than 0.78, or if œ3 were
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decreased more than 0.2. However. the optimal values were always WI)' l'Iost' to

these limits. A good choice, which workcd for aH the nows trcatcd in this work. was:

l\'2=0.75; l\'J=0.25

Examples of the variation of the accuracy and requircd number of ikrations for tht'

case of a steady subsonic flo\\' in a duct of area A (x) , 0.3 - D.lx. xE [0.11. and l~xit

pressure pt'.~=0.658poare given in Table ).2. Agaitl, the RMS cnor is cakulatcd using

the exact analytic solution.

Table 5.2

Flux œ.,=0.6 (\'2=0.75 Jamcson Jamcson

averagmg a'3= 0.3 (\')=0.25

method No No No With

dissipation dissipation dissipation dissipiltion

Number of 327 303 Did nol 323

time steps • converge

RMS error in 6.95 ·10-1 5.04.10.4 7.24,10,,1-
Mach number

* for convergence to 10'" in ail three equations.

A very important advalltage of this Illethod can be seen (rom Tahle 5.2:

convergence is obtained without the use of the artificial dissipation, if the now field

does not contain shocks. This leads to a greater computational efficiency, since the

dissipation terms are about as expensive to compute as the flux terms: as will he

shown, it also improves the accuracy of the results.

A typical convergence bistol)' for this method, displaying the evolution of the

RMS variation in density between two successive time steps, is shown in Fig. 5.1.
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oJ .-(' ( .......

~ 0 t "v."'..".." ,,; .

{: 0 03 ~•.,\.-...'I

'L.,. 1}lt\h
o 00' P.

t::: ~ ".\\~ ~.
0003 . ~'1"

~ 0 001 _ "1,/,,\.

00003
____l---! . .......J__---'

00001 0 ~o 100 150 200

tlme lternllon

Fig. 5.1 - Convcrgence histOlY for subsonic quasi one-dimensional duct flow,

œ-mcthod.

5.1.3 Twowdimensional now

•

•

ln this case, the x- and y-direction fluxes are computed from:

F. 'I .= .'T( P 'ltl "' U'\tI " V' ltI "P'IV, .),. ':';' J' ':J ,. ':,; "':J J':J

The interpolation formulae take the (orm:

P 'V, ,= œ\l~.p ..+(l-œ\~)·p·1 .
J' :J . i IJ • ; J' ,;

and similarly for the other variables.

The weights are chosen according to the local character of the flow:

56

(5.7)

(5.8)



•
Chl/pter 5 N<'I\'~\' d<'I'c/"I'<'d 11I<'lh"d.\'

fi _. ,11 _. ,\' (\.1' (t > 0.5 for IliJ' > (" ..(\',\'j ~. a ,li .. a '\'1 x, 1 ,
lj

Il Il " > 0.5 (\.1' < 0.5 for IliJ' < ("{;Cl\·'::::a'\·.:::l\'r.:::(\" . {\'J ,
• 1 • 1 • 1 - x,

Il li
" (\," > 0.5 for \',.>l\' l'. ::: l\' l'. .C cry,. . (t . "i)

" 1 !I• 1 • 1 . ,

(t','" -:: (\""" -: l\' \"" " al' . 0 S for l' < C
• , • , ·1 Yi .., {i' 'ù"

•

ln the above relations the direction of the llow has bCl'n assimilatcd 10 thl' .l'-axis.

since in aerodynamic llows the velocities along the y-axis are relatively smal\. Hcncc.

the entire upwinding effect has been related to 1/, A slipersonÏl' Ilow along Ihl' y-axis

is not Iikely to occur, hence on this axis the ccntered differenl'Cs are genera\ly IISl·(\.

5,2 The hybrid mcthod MacCormack·Godllllov

The hybrid ll1ethod is built according to the principles set out in 1121, Il,1\.
Consider ar-th order accu rate schemc, r ~ 2, for thc solution of a nonlinear system

of conservation laws:

al, aF =0
at ax (5.10)

ln conservation form, the scheme can be exprcsscd in the fonn of an oJlcrator, L, ,

acting on /; ,as (see also eq. 2.17):

(L f) "II' l "II (1:',,11 F.,.II)
r j= li ::: Ji -U J"',-.v: -- j.V: (5.11)

•
lit

Here, a stands for -, and F '.11 is the numcrical llux compntcd with the r-th arder
tu

scheme at time step n.
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f) rll'l fil (FI,II FI'I')(LI j= Jj ::: i -a jolf~ - PI:

New/y deve/oped met/lOds

(5.12)

A first-order monotone scheme will ensllre a nonoscillatOlY behavior near

discontin lIities.

A hybrid scheme is defined in the same conselvation fOl'ln as:

(5.13)

where the numerical flux is computed as a blending of the first- and l'-th order

accurate fluxes:

•
F il 011 FI,II (1 0" ) F r•11

bl/:::::: bV: j.v: -1- - /.1/: jlV: (5.14)

The parameter 0 is a scalar quantity (a switch) which satisfies 0:;; 0;:,/,:;;1, and it is

constructed such that at discontinuities 0 '" 1 ; therefore, close to discontinuities, the

hybrid scheme (5.13) behaves basically as the nonoscillatOlY first-order scheme (5.12).

ln the sl1100th regions of the tlow, 0 '" 0«~X)'-I) , such that l'-th order accuracy is

obtained via the (L,) operator in s\lch regions.

5.2.1 One·dhnenslonal Dow

The first step is to write MacCormack's method in conservation form as:

•

(L f) f "'l fil (FMC,II F MC,II)
Afe i:: i :: j - CI bV: - 1'-1/:

where (see also eq. 3.37):
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The hybrid method l'an be therefore expressed as:

( Li) [ II'! [" Fil Fil)i= j ;:: i -a( i,I/~- i-'I:

where:

F il 0" F G," (1 0" )FMCII
i:tv: = i±Y: f.tY:" - h:Y: ..fJ:Y~

Nell'Iy (/<'1'<'101'<'(/ I//<'Iho(/.I'

(5,16)

(5.17)

(5.1 S)

In (5.18), F G.II denotes the flux computed by Godunov's mcthod, given hy (3.25).

The switch 0 must detect the discontinuities. Since the density is the only

primitive flow variable which is discontinuous both at shocks and at contact

discontinuities, it l'an be used to constl'llct an appropriate expression for /1. In the

present study !wo forms have been used for this switch. The first one is:

(5.19)

(see also [14]). Here X is a positive constant (taken as 1 in the actual computations)

and m is an exponent which must salis!)' III ~ 1 because /1 is supposed to he of

order 0 (~x) in the smooth regions of the flow.

The second form used for 0 is suggested in P2]:

(5.20)
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with the qllantity 0 i defined from:

NelV/Y deve/oped methods

(5.21)

•

ln (5.21), El' is a sllitably chosenmeasllre of insignificant variation in P, m satisfies

III <!: 1 , slleh that the solution behaves like the second-arder scheme in smooth

regions (m=4 has been taken in aptual computations), and Âi.y, P = PH - Pi'

The switeh defined by (5.20), (5.21) is a very sensible way ta detect

diseontinllities. It is more expensive eomputationally than the form (5.19), but offers

the advantage that when its value becomes 0=0, the first arder fluxes need not be

compllted. For most flows, the results obtained with the two forms are identical. The

fonn that has been used will be indicated for each numerieal example.

For stability, the hybrid scheme must satisfy the most restrictive of the stability

conditions of the constitutive schemes. Since bath MacCormack's and Godunov's

schemes have the CFL number at the stability bound equal ta 1, this results in:

CFL~1

as the stability condition for the present hybrid method.

5.2.2 Two-dhnenslonal Dow

(5.22)

•

For a two-dimensional f1ow, a switch must be used for each direction. For

example, for the side (H1h,j), the flux becomes (see eq. 2.21):
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while for the side (i,j+ '12), the flux is:

( (j'ns) .. ={l 0'" F(;., ( 1- 0.") FMI'] (Ii v) 1·· ..
V·~ . v·~

- {I oYOG., (1-0.") OMC] (Ii r) \ ... IIJIII:

(5.24)

The two switches 0'< and 0)' take into consideration the variation of the 110\1'

parameters on the respective axes. For example, using the f0I111 dclïncd hy (5.19).

they are given by:

(5.25)

for the x-variation of the flow parameters, and:

(5.26)

for the y-axis variation. Similarly, the second fonn for 0 becomes for the x-axIs:

(5.27)

•

where the quantity (j~ is defined as:
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for 1tl.,v. .p 1',1 tl. 'v. .p 1> E/' .J 1- 'J fi (5.28)

•

•

l-Ience, for a two-dimensional f1ow, the fluxes are computed separately for

cach ccII interface by the two methods (fO, GG \Vith Godunov's method, respectively

1",\1(', G'w' with MacCormack's method). The switches are then computed for each

interface using the values of p at the previous time step in (5.26); the resulting hybrid

fluxes are thcll givcn by (5.23) and (5.24), and the state vector can be lIpdated fol' the

next time stcp.

The stability condition for the hybrid scheme can be evalliated llsillg the same

cquatioll (3.44) given for MacCormé\ck's method.
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NUMERICAL RESULTS

The time integration methods presented in Chapler 5 arc validatcd thl'Ough

a series of test cases for internai quasi one-dil"ensional and two-dimcnsional Ilows.

as weil 'lS an external l.wo-dimensional Ilow about a synullelrical aerofoil. Thc rcsults

are compared with those obtained by the well-eslablished mcthods in Chaplcr 3.

6.1 Quasi one·dimensional test cases

Test case J. The fi l'st test has been performed for a subsonie iseutropk Ilow.

with an entranee Mach number Mill =0.6, in a channel with a circulaI' arc hump on Ihc

lower wall. The channel length is L=3e, where e is the lenglh of the hump, this onc

being situated between x/e= 1 and x/e=2. The height of the channel is e and thal of

the bump ish=O.le.

A solution obtained by Jameson's method is displayed in Fig. 6.1; it requircd

that the coefficients of the adaptive dissipation be set to k(2) = 1 and k(;) = 1/64.

Although the adaptive dissipation is relatively large, some oscillations in thc

numerical solution still appear near the trailing edge of the bump. Another solulion,

with k(2)=1/4 and M;) = 1/256, is presented in Fig. 6.2. As can be expected, the

maximum Mach number on the bump is closer to the real value, but the smaller

amount of dissipation allowed odd/even point decoupling. As weil as the first

solution, it is still unaceeptable from the point of view of the accllracy.
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Results obtained by the œ-method developed in Chapter 5 are displayed in

Fig. 6.3. The coefficients used for the weighted average were set ta œ2=0.75, œ3=0.25.

The treatment of the boundary conditions and the Courant number were the same

as in the first two cases. Dissipation terms were not needed ta obtain this solution.

The improvement over the precedent solutions is remarkable; the Mach number

distribution on the bump is correct and the solution is almost free from oscillations.

Duc ta the drop of dissipation terms, a greater computational efficiency is obtained

(sec Table 6.1). For comparison, Fig. 6.4 shows resuIts obtained with Jameson's

method afier the same number of time steps, if dissipation terms are neglected (the

solution fails ta converge in this case).

Table 6.1

Jallleson's method, with œ-method, without

dissipation terms, M2) = 1 dissipation terms

Time per iteration 100% 76.3%

NUlllber of iteraticns 512 521

until convergence to 10-1

RMS error in Mach no.

(w.r.t. the exact solution) 0.009423 0.002621

after 500 time steps

Figure 6.5 shows the results obtained by MacCormack's lIlethod. As can be

seen, the solution exhibits a much less pronounced oscillatory character than that

obtained with Jameson's lIlethod; only very slight oscillations exist near the trailing

edge. The hybrid lIlethod (Fig. 6.6) elilllinates these oscillations; the behavior of the

solution becoll'es monotonie. The switch 0 has been used in the forrn given by (5.21).

However, for this flow, the cast of the hybridization is probably not justified (Table

6.2).
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Table 6.2

NI/lllerica! r"sl/!fs

a-method MacCormack I-1yhrid

mcthod

Relative computer

time to 100% 102.3';;, 121.5%

convergence

RMS error in

Mach no. (w.r.t. 0.002621 0.008551 0.00·1498

the exact solution)

Test case 2. The second test, used to verify the shock capturing propcrtics of

the methods, was the flow suggested in [36]; a flow with a stationm)' shock in a dUl't

of variable cross-section S (x) = 1.398. 0.347tanh (0.8x - 4) , wherc xE [O. 10 1. Thc

inflow conditions are supersonic, with P;II = 0.502, 1/;11 = 1.299. fI;lI" 0.3809 aud

Mi,,=1.26 at x=O; at the outflowx=10, the pressure is specified, fi,.< = 0.7475. Vndcr

these flow conditions, a shock appears in the duct atx,=4.8198. The initial conditions

for the numerical computation have been chosen, in this case, identical to thc exact

solution; due to numerical errors, the converged solution will be diffcrcnl. As in 1361,

the figures show the variation of the density with the axial position.

Fig. 6.7 represents the results obtained by MacCormack's method, with

artificial viscosity terms included; the constant in the artificial viscosity tcrm (cqs. 3.45

and 3.46) has been set to C=0.5. The numerically induced oscillations near the shock

can be clearly seen. The number of time steps required for convergence to the

accuracy 10-1 in aIl equations, with a Courant number of 0.9, was 1093.

The hybrid method developed in Chapter 5 (using the switch defined in 5.21)

brings a sensible improvement in the results (Fig. 6.8). The shock is much beller
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solved for, and for the same precision, the number of time steps required was only

573 (see also Table 6.3). This is largely due to the dissipation contained implicitly in

the fluxes computed by Godunov's method, and to the correct account for the physics

of the problem.

The solution obtained by Jameson's method is shown in Fig. 6.9; the constants

for the adaptive dissipation were taken to be k(2) = 1.0, k!4J=0.0156; the oscillations,

this timc stronger behind the shock, are associated with a certain odd/even points

decoupling before the shock. An increase of the amount of dissipation (k!1J=2.5,

k(4) =0.039) eliminates the oscillations, but the shock is not weil situated in the duct

(Fig. 6.10).

1 he œ-method offers a better solution for the shock position, with less

oscillations (Fig. 6.11). A certain amount of dissipation has been added (k!1)=0.25,

k(4) =1/256).

Table 6.3 compares the performance of the methods for this particular flow.

Table 6.3

MacCormack Hybrid Jameson œ-method

Iterations to
• 1093 573 375 423convergence

Relative

computer cost 141.8% 100% 171.3% 193.22%

RMS error in

density (w.r.t. the 0.076 0.0241 0.0943 0.0512

exact solution)

• for convergence to 10-1 in ail three equations.
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Tesl case 3. The iast one-dimensional flow used for testing was the shork-lube

flow suggested by Sod [37]. The f10wfield contains the two kinds of possible

discontinuities: a shock and a contact discontinuity, ~lnd also a rarcfartion region.

Resu1ts on this case have been reported by many authors (for example.139J). At e=O.

a diaphragm situated atx=0.5 separates the two regions with p,= 1.0.1/,=0.0.1',= 1.0.

respectively p,=0.125, u,=O.O, 1',=0.1. A discretization of the shork tube 0 :5 x:5 1

in 100 points is considered, and the results are printed when the shock wave rearhes

x=0.75, corresponding to the non-dimensional time 1= 14. The numerical procedure

is exactly the same as for steady-state f1ows, except that the values of the boundalY

variables are held constant at the ends of the duct (l'quai to the left- and right-state

values respectively) and instead of testing for convergence, the position of the shock

is tracked, in order to stop the calculations when it l'l'aches x=0.75. The following

figures show the density distribution, since it is discontinuous botl1 at the contart

discontinuity and at the shock. MacCormack's and Jameson's methods produced an

oscillatory distribution, with overshoots near the discontinuities, as l'an be seen in Fig.

6.12 and 6.13.

Godunov's method offers a mueh better l'l'suit for this flow, beeause of its

nonoscillatory ehal'acter, as seen in Fig. 6.14. The contact discontinllity is however

smeared over a large number of points, which was to be expected, since it is smeared

at the rate n'" (see [12]) for this first-order method, n being the number of time steps

(n=45). Aiso the head region of the rarefaction is less accurately compllted (the

corner is rounded).

Because a second-order method smears tho contact discontinuity at the rate

n'" (see again [12]), the hybrid method offers the best lesu1ts in this case (Fig. 6.15).

The switch was computed using (5.19).
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Thc Œ-mcthod, as wcll as MacCormack's and Jameson's method, had to be

startcd with a vcry smail valuc for thc Courant number (0.2 in the casc of

MacCormack's mcthod, 0.6 for Jamcson's and Œ-method); this is due to the strong

nonlincaritics which appcar in thc diaphragm region, untilthe waves separate. After

scvcral timc stcps, the Courant numbcr has been set to a convenient larger value.

Godullov's mcthod allowed a Courant number of 0.9 since the beginning, while for

thc hybrid mcthod a valuc of 0.6 could bc used. The results obtained with the Œ­

mcthod, using dissipation tcrms, are shown in Fig. 6.16.

6.2 Two-dimcnsional tcst cascs

Tesl case 4. Thc subsonic flow in a circulaI' arc bump channel, with an

clltrallcc Mach numbcr M;u=O.S. The geometry is the same as for the test case 1; the

grid used was uniform in the x-direction, while y-spacing varied with x, although it

was kept constant for each x (see Fig. 6.17). Results for this flow have also been

reported in [8] and [30].

Fig. 6.13 shows the distribution of the Mach number over the bottom and the

top walls (first row of cells near the walls) obtained with Godunov's method; the grid

size is 99 x33. As can be seen, there is a great lack of symmetry in the results. As

pointed out in [8], this is largely due to the lower accuracy ofthe numerical boundary

conditions at the wall (in the region of the bump), as weil as to the first-order

accuracy of the method.

The second order methods ofJameson and MacCormack give almost identical

resuIts; a solution is shown in Fig. 6.19. Il is c10ser to symrnetly, but oscillations

appear near the trailing and leading edges of the burnp. The solution has been

obtained on a relatively coarse grid (33xI3). For MacCorrnack's rnethod, the

coefficient of the artificial viscosity was set to C=O.S; for Jarneson's rnethod, the
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coefficients of the adaptive dissipation wcrc kl"= 1 and kI4l =0.0156.

As in the one·dimcnsional case, thc solution with thc t\'·mcthod l'ould hl'

obtained without the use of dissipation tCrIns for thc x-axis: dissipation is howc\'l'r

computed for the y-axis, where central diffcrcnl'Cs arc uscd (sel' Cl(. 5.9). The

solution, represented in Fig. 6.20, shows an improvcmcnt ovcr thc resu\ts oblainl'd

with Jameson's method - the oscillations ncar thc leading and trailing l'dgl'S ha\'l'

disappeared. The maximum value of the Mach numbcr ovcr thc bUlllp is 0.67~5,

which agrees better (taking into account the coarsc grid) with thc valuc of 0.6~

obtained by Ni in [30] than the value 0.6735, obtained by Jamcson's Illclhod. Also tl\l'

value near the leading edge of the bump is bctter (0.381 for thc (v·mcthod, 0.4317 for

Jameson's method on the same grid, whitc the value obtaincd by Ni using a fine grid

in this region is 0.262). The drop of the dissipation tCrIns for thc x·axis resu\ts again

in an increased computer efficiency, as can be scen from Tablc 6.4 (resu\ts for a

33x13 grid and convergence to 10-4 in ail fom equ<1tions).

Table 6.4

Jameson lI'-lllcthod
.'-

Iterations to convergence 3127 3319

Relative time/iteration 100% 92.4%

Relative computer l'ost 100% 98.1 '}f,

The results obtained with the hybrid method arc simital' in quatity to thosc in

Fig. 6.20, but for this flow without discontinuities the use of hybridization is not

justified.

A very c1ear picture of the performance of thc methods can bc built using the

isoparameler diagrams. Fig. 6.21 represents the iso-Mach tines obt:,illcd with

Godunov's method. The pattern is free from oscillations, but the asynllnctry is c1early
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visible.

Nwnerical resullS

Fig. 6.22 is obtained with Jameson's method. Comparing it with Fig. 6.21, one

can notice the better symmetl)', but also the oscillations introdueed in the pattern of

the tines. Finally, Fig. 6.23 represents the solution obtained by the œ-method. It is

clearly the best; its symmetl)' is remarkable, and it also Jacks the oseillatol)' character.

Test case 5. The flow in the same channel is computed, this time \Vith a Mach

number M;,,=0.675 at the entrance. For these flow conditions, a shock appears on the

bump. A relatively precise computation with a second-order nonoscillatol)' method

(18]) situates the shock at O.72%c of the bump chord-Iength Ç,/L=0.573), the

maximum Mach number attained being around 1.32.

Fig. 6.24 shows a solution obtained with Godunov's method on a 99x33 grid;

duc to the first-order accuracy, the maximum Mach number is 1.163, the shock

position being 0.65%c, not in good agreement with th; more exact value in [8).

The hybrid method, using the switch (5.21), brings an improvement in the

solution which can be seen in Fig. 6.25; the shoek location is exact, and the maximum

Mach number is 1.24. It required an average of about 25% more time per iteration

than Godunov's method, which is completely justified for this f1ow.

The a-method (using dissipation on the x-axis), gave for this case the solution

in Fig. 6.26, perfeetly similar to Jameson's and MaeCormaek's methods. This method

predicts a maximum Mach number of 1.322 before the shoek, at the axial location

x/L=0.570, which is in vel)' good agreement with the previous results obtained by

Eidelman, Colella and Shreeve [8).

Test case 6. Tlle supersonic f10w in a eircular arc bump channel; the height of
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the bump is /z=O.04c in this case, such that the shock at the leading edge of the

bump is an oblique shock, and the flow remains supersonic. The entranl'e tvlal'h

number is Mi" =1.65. This test case very c1early shows the accuracy and tlll' shol'k

capturing properties of the methods.

Fig. 6.27 shows the solution for the Mach number distribution lwer the walls

obtained with Godunov's method. The shocks are completely l'l'ce l'rom oSl'ilIations.

However, the iso-Mach diagram, Fig. 6.28, c1early demonstrates the dissipativl'

character of this first-order method: the shocks are smeared, especially the trailing

edge oblique shock, which is weaker. The interactions and reflections of the different

waves are almost indistinguishable.

The solution obtained using Jameson's method is shown in Fig. 6.29 and 6.30.

The oscillatory behavior of the numerical solution can be c1early noticed in these

figures. However, the shock structure in Fig. 6.30 is c1early superior to that in Fig

6.28, due to the second-order accuracy. The same quality of solution is obtained with

both the MacCormack's and the œ-method, this one having however less oscillations.

Il is shown in Fig. 6.31 and 6.32.

T1lis flow, due to its more complicated shock pattern, demonstrates the

advantages of using the hybrid method. T1le Mach number distribution over the walls,

Fig. 6.33, is free l'rom oscillations and the shocks arc sharper than in the case of

Godunov's method. However, the shock on the upper wall is too smeared, as can be

seen from the comparison with the results in 18]; this is probably duc to a too small

value for Ep in (5.21). The iso-Mach diagram in Fig.6.34 is better than that obtained

by Godunov's method: there are no more recirculating zones before the first oblique

shock as in Fig. 6.30, the Hnes are smooth, without oscillations, and the shock

structure is c1early represented.
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Table 6.5 shows the relative computational costs required by the three

methods; the Courant numbers used have been 0.9 for Godunov's and hybrid

methods, and 2.1 for Jameson's method. Convergence was considered to be reached

when the residues in ail the four equations were below 10-'. The œ-method was

similar in tenns of computer efficiency to Jameson's method for this case, since

dissipation tenns have been used for both directions.

Table 6.5

Godunov Jameson œ-method Hybrid

Time steps to

convergence 514 217 215 539

Relative time per

iteration 105.3% 100% 100% 145%

Relative CPU time to

convergencc 249% 100% 99.1% 361%

Test case 7. To further test the accuracy of the methods, the external f10w over

a NACA 0012 airfoil at zero degrees incidence was also computed, for a free stream

Mach number M~=1.2.

The first order Godunov's method produces a very smooth isobar pattern, but

the fish-tail shock is almost indistinguishable (Fig. 6.35).

The hybrid method, as weil as the second-order methods developed by

MacCormack and Jameson and the œ-method developed in Chapter 5 lead to a c1ear

shock representation, as can be seen in Fig. 6.36, 6.37 and 6.38.
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A vel)' interesting companson can be donc nSlllg the l\'lach nnmber

distribution in the bottom raw of cells (next to the airfoil and its s)'mmetlY axis).

Godunov's method produces the result in Fig. 6.39 (the airfoil is sitnated betwl'l'n

x= 1/3 and x=2/3); the hybrid method (Fig. 6.40) givcs an almost similar l'l'suit in this

respect. It can easHy be noticed that the behavior of the solution is bettel' than in the

case of the second-order methods, as seen in Fig. 6.41 and Fig. 6..12, fram this point

of view, although the shocks are slightly sharpel' for the case of second-ol'dl'l'

methods. However, this l'an prabably be fUl'ther contralled by the value of the

threshold Ep in eq. (5.21); the value, used for this case has been 0.003.

Th~ algebraically generated grid used for these ait'foil computations is partially

shown in Fig. 6.43.
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6.3 Figures
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C=O.5, compared with the exact solution (solid line).

79



C/wpter 6 NWHainll res/tirs

'- --L.... -L L L._ . ... _. _

o0 0.2 0.4 0.6 0.8

•

x
Fig. 6.13 - Shock-tube flow at 1=14. Jameson's method, k(:2) = 1.0, comparcd \Vith the

exact solution (solid line).

rho
1.2 r---------------------.-- -- .._._--_.. -_ -

0.8

0.6

0.4

0.2

•

'-- --' -'- '-- 1 _

o0 0.2 0.4 0.6 0.8

X
Fig. 6.14 - Shock-tube tlow at t=14. Godunov's method comparcd with the exact

solution (soHd Hne).

80



1

0.8

rho
------ -------~--------~~--------~-

1.2 l

C/wpter (j

0.6

DA

0.2

NWllerical rc!illlt.~

~:t:;:t:t:<I:f..:t:+:O:+:O_.:f.+:+:t!r.+:t)'~t:+~,

:.-
'".,.,

;1,
.~

il"
~
)t'.,.

:+'
li<
~

:\'
~tc.~''''-~'___.~~

,..~,..
;"'~"f.+;+."'*,,>

"li

~~"""-':+~~l(+.\I:-+:+*+~'li+Y. -

0.8

•

•

, l, --'- -L- ,I -'

00 0.2 004 0.6 0.8

X
Fig. 6.i5 - Shock-tllbe flo\V at 1=14. Hybrid method (MacCormack-Godllnov)

comparcd \Vith the exact solution (solid Hne).

rho
1.2 r-------------------------

'-- .L -<I -'---I '-- ----'

00 0.2 0.4 0.6

X
Fig. 6.16 - Shock-tube flow at 1=14. The a-method with dissipation, k(2) =0.5,

compared \Vith the exact solution (solid line).

81



•
C/zaplcr 6 NI 111 It '1 kal 1"csults

•

Fig. 6.17 - Typical grid (size 33xll ccUs) used for 2-D circulaI' arc bump channel.
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upper ilnd lower walls by Jameson's method, compared with the results obtained by

Ni in [30] (x).
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Fig. 6.20 - Subsonic 2-D bump channel flow. 'TIle Mach number distributions on the

upper and lower walls by the a-method, compared with the results obtained by Ni in

[30] (x).
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Fig. 6.21 - Subsonic 2-D bump channel flow. Iso-Mach tines by Godunov's mcthod.

Fig. 6.22 - Subsonic 2-D bump channel flow. Iso-Mach lines by Jamcson's Illcthod.
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Fig. 6.23 - Subsonic 2-D bump channel tlow. Iso-Mach Hnes by the œ-method.
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Fig. 6.24 - Transonic 2-D bump channel tlow. The Mach number distributions on the

upper and lower walls by Godunov's method.
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Fig. 6.25 - Transonic 2-D bump channel flow. The Mach number distributions on the

upper and lower walls by the hybrid method.
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Fig. 6.26 • Transonic 2-D bump channel flow. The Mach nllmber distributions on the

upper and lower walls by the a-method.
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Fig. 6.27 - Supcrsonic 2-D bump channel flow. The Mach number distributions on

the upper (circles) and lower (asterisks) walls by Godunov's method.

Fig. 6.28 - Supersonic 2-D bump channel tlow. The iso-Mach Hnes by Godunov's

method.

• 87



•
C/wpter 6

M
2.2 r--------··-··-- ......

2

1.6

1.4

0.2 0.4

.l ..._.._ . _ ...1. _

0.6 0.8

•

•

xJL
Fig. 6.29 - Supersonic 2-D bump channel tlow. The Mach numhcr distrihutions on

the upper (circles) and lower (asterisks) walls by J.ullcson's mcthod, kr':)=O.75,

compared with the solution in [8] (x) .

Fig. 6.30 • Supersonic 2-D bump channel flow. The iso-Mach lines by Jamcson's

method.
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Fig. 6.31 - Supcrsonic 2-D bump channel flow. The Mach number distributions on

the upper (circlcs) and lowcr (asterisks) walls by the a-method, compared with the

solution in [81 (x).

Fig. 6.32 - Supersonic 2-D bump channel flow. The iso-Mach tines by the œ-method.
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Fig. 6.33 - Supersonic 2-D bump channel llow. The Mach number distributions (ln
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the solution in [8] (x).

Fig. 6.34 - Supersonic 2-D bump channel llow. The iso-Mach Hnes by the hybrid

method.
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Fig. 6.37 - The isobar lines obtained \Vith MaCC0l1n3Ck's Illethod for the llow at

M",=1.2 past the NACA 0012 ait·foil.

Fig. 6.38 - The isobar lines obtained with the a-method for the flow at M",=1.2 past

the NACA 0012 airfoil .
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Fig. 6.39 - Mach number distribution on the airfoil and its symmetry axis by

Godunov's method.
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Chaptcr 7

Conclusions

The resuIts presented in Chapter 6 lead to a set of conclusions about the use

of the finite-volume shock capturing schemes studied herein.

First, it has been shown that the use of numericalmeans (artificial viscosity.

adaptive dissipation) in order to control the stability and the oscillatOlY behavior of

the second-order methods may result in a depreciation of the aecuracy of the solution

(e.g. Fig. 6.1). AIthough this effect can only be verified for quasi one-dimensional

f1ows, where an analytical solution exists, it is to be expected that the same situatiou

will be encountered in two-dimensional f1ows. The solutions in Fig. 6.19 and 6.20

show this to be the case: the a-method, which does not use dissipation on the x-axis,

produces a higher (even if only slightly) maximum Mach number on the bump than

Jameson's method. The use of the artificial dissipation is made more complicated by

the fact that the coefficients involved must be tuned IIp for every l10w case.

In this sense, the a-method developed in Chapter 5 can be considered an

improvement over Jameson's method. It introduces a very simple and efficient bias

in the estimation of the fluxes, with a more realistic model for the physics of the

f1ow. This can be c1early seen especially for subsonic l1ows, where its lise does not

require dissipation terms. It leads to correct f10w solutions in less computer time in

this case. For supersonic f10ws without shocks, the method generally requires less

time steps than Jameson's method (Table 5.1). When shocks are present, the use of
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needed is always smail, such that the diseontinuities are more exacly eomputed.•
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Second, the results indieate that a nonoseillatol)' behavior is a vel)' desirable

feature for a numeriea! method applied ta the Euler equations, whieh admit

discontinuous solutions. This is especially valid when pressure/velocity distributions

arc needed along a certain surface in the flow: overshoots specifie ta second-arder

methods (e.g. Fig. 6.29) arc eliminated.

Third, it is shawn that the first-order accuracy of Godunov's method is not

able ta provide a c1ear representation of the flowfield; when wave interactions are

involved, it only gives a vague pieture of them (Fig. 6.28).

for these reasons, the hybrid method MacCormaek-Godunov becomes a

valuable tool for the analysis of flowfields containing discontinuities. It offers a c1ear

representation of these diseontinuities, void of oscillations, and the second-arder

aceuracy in smooth regions enables the method ta represent weil enough the wave

structures involved. Although the CPU time pel' iteration is greater for this method

than for a cammon second-arder method, it proves out (e.g. Table 6.3) that the total

time needed for convergence ta a steady state may be in some cases reduced, due ta

the more correct treatment of the physics of the flow.

The a-method developed in Chapter 5 can possibly be improved if the

adaptive dissipation necessal)' in the presence of shoeks will be reduced only ta the

second-arder term; the fourth-order teTll1, necessal)' in the smooth regions only, and

whieh is in fact the most expensive, can probably be eliminated. This would bring an

even higher efficiency for ail f10w regimes; numerical experiments are further

necessal)' for the implementation of this feature.
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Appendix A

ChamcteI'Ïstic 101'111 01' the Euler el)UatiOl\s

Several algebraical fonns of the system of con~ervatinn laws known as the

Euler equations are possible, depending on the choice of dcpcndcnt now variahles.

The density, momentum and total energy, obeying the conservation form of the

equations, are called conselvative variables. The variables whidl can he directly

determined by experiment, such as density, speed and pressure. arc called tlw

primitive variables. Quantities that propagate along specifie direl'tions in a wavl'-likl,

manner, known as characteristic variables, l'an also be dcfined. This appendix

presents the form of the time-dependent Euler equations nsing these different

variables, as weil as the implications on the treatment of bonndmy l'onditions.

A.t Quasi one-dimensional time-dependent Euler equatïons

The Euler equations in eonselvative variables (2.10) can be transfonned by

expanding the derivatives:

al as aF ass-+(.-+s-, F-=PS
al al ax ax

(A.I)

Since the area of the duet depends only on x,

obtains:

as = 0, as = dS , and hence one
at ax dx

•
sai, saF = ps- FdS

al ax dx

A-1

(A.2)



Appcndix A Charactc17:fitic form of the Euler equatio/ls

which, aftcr dividing hy Sand replacing F and P with their expressions in (2.8),

bccolllcs:

al aF
-1-'"at ax

_pudS
S di

_ pu 2 dS
S di

_ puHdS
S dr

(A.3)

nows.

Hcre fi =El J!... ;: _Y_J!... is the stagnation enthalpy, which is constant for adiabatic
p y -1 P

Equation (A.3) can also be written in the forOl:

•
all. A al;: Q
at dx

where Q denotes the source terms in the right hand side of (A.3), and

(A.4)

0 1 0
'1u-

(3-y)u y -1aF -(3-y)-
(A.5)A;:-= 2

al
(y -1) u 3 - yuE yE-3 y - 1 u 2 yu

2

is the Jacobian matrix in terms of the conservative variables.

Introducing the state vector in terms of primitive variables,

• A-2

(A.6)



and defining the Jacobian maU'ix T which connects the two state vectors:•
Appel/db: A C/IlI/ïlctcristic /01'11I of t1le Ell/er <'l/l/(/tÙ>llS

0 0

al u P 0
T~-=

a~,
,

u-
- pu
2 y- 1

the equations can be written:

al al
T---l!. + A T---l!. ~ Q

at ax

(A.7)

(AS)

By multiplication to the hft by TI results the final fonn of the Eulcr cquations in

primitive variables:

where Apis the Jacobian matrix in tenns of primitive variablcs, and Q" is a source

term. They are given by:•
a~, a0'-IA-=Qat P êlx P

(A9)

pu dS u p 0
S dr

1
Q =T-1Q= 0 A =T-1AT= 0 1/ - (1\.10)

p P P-pucz dS
S dr 0

,
pc· u

The characteristic form of the Euler equations is obtained considcrillg WllVC­

like solutions of (A9) of the form:

•

.t;,(x, t) = ~)(x- À t)

A-3

(Ali )



which, inserted into (A.9), leads to the eigenvalue problem:

detIA,,-ÀII=O (A.12)

Hcocc, the eigcnval ucs Â of the Jacobian are the speeds of propagation of the waves.•
Appendix A Characteristic form of the Ellier equations

!he Jacobian matrix Al' turns out to have the eigenvalues Â1 ;; il, À2 = il + c: ,

and Îl. J '" lt - C , which can be obtained by the simiInrity transformation:

u 0 0

(A.13)

o 0 u-c

the matrix M being formed with the right eigenvectors of Al':

1 ..E... -..E... 1 0 1
2e 2e ')e-

• Mo;; 0 1 1 M-1o;; 0 1 1 (A.14)- -
2 2 pc

0 .EE -pc
0 1

1--
2 2 pc

Multiplying eq. (A.9) from the left by M·I gives:

(A.15)

or:

(A.l6)

•
Assuming that the coefficient matrices are locally constant, (A.l6) can be written:

A-4



•
Appcndù: A CIUl1ïu.:tcri.,'ric jèmll of the EllIer Cl/lwtù ms

(A. t7)

where the overbar is used for locally constant values.

Denoting by:

w=
IJî

- -\
w2 = Nf f =

l'

W
l :\

U 1 ~-
pc

-Ji.-u __
pc

(AIS)

one obtains From (A.1?) the characteristic form of the Euler equations:

lVy u 0 0 wi 0

• a
lYz 0 0

a lJ2 1 dS (A. 19)- + u+c - --- - ueat ax Sdr
ll'J 0 0 u-c J~, ue

The scalar equations obtained From (A.19) are aIl of the rOfln:

(A.20)

where ÂI=ll, À2=u +C, and Â3=u-c are the eigenvalues of A, and the source tenus CJj

are easily identified From (A.19). These equations can be writtcn:

•
( Dwl) =ql' j= 1,2,3

Dt CI

A-S

(A.21)



where (DIV;! Dt )e, is the total time derivative of the quantity IV; along the curve Ci

which is defined by the equation:•
AppC/ldix A Charaetcristie form of thc Eulcr cquatio/ls

(A.22)

•

Equations (A.2]) describe the wave-like propagation of the quantities lVi along

these cu Ives with speeds Àj • Hence, IVI = P - ~, prol'agates along the characteristic

curve CI' defined by (dx /dt le = Il • The quantft; IV, = Il 1 1:_ l'l'Opagates with velocity
1 - pc

u+e along the characteristic C2, defined by (dx / dt le = ule. FinalIy, IV) = 1/ - 1:_
, pc

prol'agates with velocity I/-e along CJ , defined by (dx /cft)e = 1/- e .
3

The charaetel'istic curve CI is the l'article path, and the C2 and CJ

characteristics are also calIed Mach lines. The variables lVi are the so-calIed Riemann

variables.

Since for an isentropic flow the pressure and the density are related by:

dp 2-=--de
pc y-]

the Riemann variables 1V2 and IVJ can also be expressed in the form:

(A.23)

2e,v, =UI-- ,
- y-l

2e''1 = u--­
y -1

(A.24)

For the l'articulaI' case of a one-dimensional flow, when S(x)=constant, and

hence in equation (A.21) qj=O, i=I,2,3, the characteristie relations beeome:

•
(

DIV,)Dr' c.= 0 <=> lVi = constant along 0
,

A·6

(A.25)



In this case the Riemann variables lI'i are also ealled Riemann invariants.•
Appendi1: A Clltllïlctcristic' forlll of thc El/1er Cifl/l/tÙ'"s

A.2 Two·dimensional time·dependent Euler equatious

The two-dimensional Euler equalions in conscl"alivc variables (2.9) l'an also

be wrilten:

al, Aal, Bar 0 0
at ax ay

where A and B are the two (eonservative) Jaeobiaus:

A= aF B= ao
ar' ar

(1\.26)

(A.n)

Defining the Jaeobian matrix:

• 1 0 0 0

u p 0 0

al (A.28)T=-= v 0 P 0
a~}

? ?
1u·'· v- pu pv --

2 Y-1

wherefis the state veetor in terms of eonservative variables, given by (2,6), andf;, is

the state veetor in terms of primitive variables:

•

p
u

~}= v
p

the Euler equatiolls cali suceessively be written as:

A·7

(A.29)



CharacterL'itic form of the Euler equatiolls

•
Appcndix A

ai ai al
T-.J!. 1 A T-.J!. 1 B T--l!. :;; 0

al ax ay

l ai 1 ai -1 ai" _ai" ai" al" _T T-.l!., T AT-.J!.. T BT--- 1 A -lB --0al ax ay at fi ax fi ay

(A.30)

•

The new Jacobians in terms of primitive variables are:

u p 0 0 v 0 p 0

0 0 1 0 v 0 0
u -

A ::: T 1AT=
p B =T-IET= (A.3I), 1l' l' 0 0 V -

0 0 u 0 p

0
')

0 0 0
')

pe- u pe- v

The problcm of finding the characteristic form of the equations reduces ta

looking for wave~like solutions of eq. (A.30) of the form:

(A.32)

whcre f = k lI. k ] is a unit vectar in the direction of propagation of the wave. After
.f J

substitution in (A.30), this leads ta the eigenvalue problem:

•

where 1 is the fourth arder identity matrix, and Â ::: A k +Bk.
P px pj'

The eigenvalues have a simple fonn; they are:

A-S

(A.33)
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Appelldb: A C1111mcICfislic pmll I~" Ihe El/la "lll/llIioIlS

Â 0 Â 0 uk , vk ' Vol1 ! or y

Â ouk' vk , Cc ji.!:, C
:.1 .\'Y /\

Â =uk 1 vk -C" ji'kc·1 .r y

(A.:I.I)

Simî1ar to the one-dimensional case, thc charactcristic variablcs for a givcn valuc of

(k,,,k.,.) can be obtained by multiplying the primitive variables \Vith Û 1. \Vlwrc Û is

the matrix formed with the right eigenvectol's of ÀI" Thc ovcl'bar denotcs that thc

matrix is considered locally constant. Il is given by:

1 0 .2.- .2.-
2ë ?- 1 0 0_c -,'c·

0 Is·
k", k",

0 ~" -kl' 0
2 2 -1 (A.35)M= M =
k _ ky 0 kl' ky --0 -k", --1: pc• 2 2

0 -k,. ·k
0 0

pc .E.E y pc
2 2

and the coresponding form of the characteristic variables is:

III

W= M- I f = IYz
l' 1'3

1'4

P-..l!...
-?c·

k u- k l'Y .1'

= ku'kv,L
.1' y f.i ë

-ku-kv' L
.1 Y f.ië

(A.36)

•
The two-dimensional case is thus much more complex than the onc­

dimensional case because the wave-Iike solutions can travcl along an infinity of

A·9



directions detcrmined by the vector f, the characteristic variables themselves being

also a fUllction of k-.•
Appelldix A Characteristic JOl'm of the Euler equafions

The compatibility relations along the characteristic surfaces are of the forlll:

wherc Â "' A k ri B k )7".JI /..r Il)

A.3 Implications on boundary conditions tl'eatment

A.3.1 Quasi one-dimensional case

(A.37)

•
Consider a quasi one-dimensional flow, with the inflow boundary at X=X;'I and

oul1ow at X=X".I' and P;/I and Pr•r two points on these boundaries, al a given time (Fig.

A.t).

t

t

~n

supersonic xex
~~

flow ~ ~x

directi; //
C1{

•

'----'-- ~>-I-. X

subsonic

Fig. A.l
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At the inflow, the characteristics C} and C, havc slopcs Il and 11+<', whÏl'h arl'

positive if the flow is in the positivc x dircction. \-Icncc, thcsc two characteristÏl's will

always cany information l'rom the inlct boundmy towards the interior of thl' domain:

this means that the values of thc transportcd quantities must he known at /';". l'hl'

third characteristic C, has the slopc II-C, which is ncgative for suhsonÏl' inllow

conditions, and positive if the inllow is snpersonic. TherefOl'e, in the suhsonil' caSl"

information comes l'rom the interior towards the boundalY along C,. and no

boundary condition associated with C, l'an be fixed. In the sUIJl'rsonÏl' case. thl'

information enters the domain along C." and hence a corresponding houndalY

condition has to be imposed.

•
Appelldix A Cill/l'lIclerislic .ftJl'lIl I~( 1111' EII/a CI/Ill/Ii< 'ilS

•

•

Similar considerations at the outflow lead to the following table:

Table A.l

Subsonic Supersonic

Inflow -two conditions specified -tluee conditions speeified

(corresponding to II'} and 11',) (corresponding to Il'/, 11', and IV,)

-one information l'rom the

interior (IV])

Outflow -one condition imposed -ail information comes l'rom the

(corresponding to IV,I) interior (IV/' 11', and 11',)

-information l'rom the interior

corresponding to IV1 and IV,

A.3.2 Two·dlmensional case

The treatment of the two-dimensional case l'an be done untler the assumptioll

that waves travel in a direction normal to the boundary. Then, the numbcr of

A-lI



boundary conditions to be imposed will correspond to the number of characteristic

dircctions associated with f = IÎ (the unit vector normal to the boundary surface) that

enter the computational domain.•
AppendixA Charaeteristic form of the Euler equatiollS

•

•

If f = IÎ is introduced in (A.34) and (A.36), the eigenvalues and the

charactcristic variables become:

, =' = v."= V ' VIC ' V C11. 1 11.2 JI /J' 11.3 = /J' , 11.4 = /J-

p -..!!....
-0

Il'j c-
JI; (A.38)

.~
W= = VILIIJ Il --

114
pc

- V +L
Il --pc

Hence, for a locally supersonic f\ow on the direction normal to the boundary,

ail information cornes from upstream, while for a locally subsonic f\ow, three

characteristics propagate from upstream, and one from downstream.

The following table summarizes the appropriate treatment of the boundary

conditions:

A-12
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Appcndir A C!wrt/c!Clùric fmm of rlzc Ellier cqllt/rio"s

Tablc A,2

•

•

Subsonic Supcrsonic

Inflow -tluee conditions specified -four conditions spedlïed

(corresponding to \11/, \II~, and \II,.) (corrcsponding to Il'/. \II~. \1'.1 and

-one information from the \II.)

interior (corresponding to \II.)

Outflow -one condition imposed -ail information comes from the

(corresponding to IV.) interior (IVH W~, lVJ and w-I)

-information from the interior

corresponding to IV/. IV~. and IV..

A-13
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•

Appendix B

CONTINUITY RELATIONS ACROSS PLANAR WAVES

ln this appendix the basic relations required for the implementation of

Godunov's mcthod are developed.

lU Thc Euler equations for a discontinuity

Consider a discontinuity surface ~ defined by the equation ~ (.r, y, z, t) =0,

moving with the velocity Ül: •

u

Fig. B.l

The integral form of the Euler equations (2.1) applied to the infinitesimally smail

volume u attached to it, as seen in Fig. B.1, ean be written ([25]) as:

•
:Jfdu + !F'iidA=O

li au

B-l

(B.1)



where r is the total flux term, r'lÎc f(F,I)IÎ,)ï 1 g(F,I),•
Appcmlir B COI/lil//lily rdilliol/s ,/lT,',\'S 1'111/1"1' 1\',/1',',1'

The time derivative must account for the motion of tlll' surface ~,and h"Ill'"

of the control volume Il:

aJ' 'ai J' a- fdu ~J-dui [-(du)at at at
" " "

( IL~,)

Integrating over an infinitesimally small element of the discontinuity surfaœ and

taking into account the different values of the flux and state vectors on the two sides

of the discontinuity, the Euler equations hecome:

•

The second integral in (8.1) l'an he written, in the Iimit U-i>O, as:

.fr'ildA ~ .fr'iJdA
ail ~

Inserting equations (B,2) and (B,3) into (B,I), one ohtains, for U-i>O, that:

.f(r'iJ-fÜ~'iJ)dA ~ 0
~

[rJ'iJ -[ fi Ü" '/7 ~ 0

where the notation:

denotes the jump in the variable A across the discontinuity,

(lU)

(BA)

(B.5)

(IHi)

Because the total lime derivative expressing the change of the sn l'face l: is:

•
dr. ar.

- ~ - 1 Ü~''ï1r.
dt at

B-2
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APPClUlLt B COI llÙW ÎtY l'dations aemss planaI' waves

lIsing also the dcfinition of the norlllal unit vcetor:

cquatioll (B.S) takcs the forlll:

- à:ErF ]'V':E + - [ fi = 0al

(RS)

(B.9)

•

Equation (R5), or its equivalent (B.9), expressed for eaeh component of the

vcctorsf and F, leads ta a system of scalar equalities. These relations, in the case the

discontinuity is a shock, are kno\Vn as the Rankine-Hugoniot relations.

H.2 Case of Cl phmar shock wavc

Illltlll1l1ltllllll1l11l1llllll111lllUl1l11IlII

1lIIIllIl1I1Il1llIlllllllll1I11111111l11l111lI1L--.

X mds

Fig. B.2

Consider the one~dimensionalunsteady shock moving \Vith a constant positive

vclocity Us along the x axis, as shawn in Fig. B.2. The position of the shock is

dcscribed by the equation:

:E (x, t) =x- lf.l= 0 (B.I0)

•
Because in this case the total flux veetor is F= iF, using the form (B.9), the Euler

cquations ean be written:
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COllfillllily l'daliolls across l'/allal' Il''/I'''S

•
Appelle/il: B

. a~ l~~
(f.J,-l,)- '(FJ,-F,)- 0, - Jr ,- lh

(13.11 )

where J and F are the one-dimensional state and Ilux veetors giwn h)' (2.~).

From (RII) one ean obtain the jump relation eonnecting the variahks on the

two sides of the shoek:

(B.12)

Expressing the jUl11p relation (13.12) for eaeh of the three compollents of the

state and flux vectors resu1ts in:

• the continuity equation:

• • the 1110l11entul11 equation:
, ,

U.,(p l/ul/- p'YL) ~ (p lIu ,i' Pli) - (p ,yi.' Pl)

• the energy equation:

The continuity equation l'an be written

(13.13)

(13.14)

(13.15)

(13.16)

•
Define the mass flux which is swept over by the shock in unit time pel' unit area:

(13.17)

13-4



Appendix B Continuily relations across planaI' waves

The same mass flux can be obtained from the momentum equation written as:

(B.IS)

which Icads to:

(B.19)

Similarly, the energy equation can he written as:

An useful set of relations can he obtained by combining equations (B.17),

(B.19) and (B.20). From (B.17), eliminating Us between the two equalities, the mass

flux can he expresse~,%ls:

• . (UR-UL)PRP Lm=-----
PU-PL

which, comhined to (B.19), gives:

(B.20)

(B.21)

(PL - pu) PLP R
=

PL-PR

where {t:;; 1. is the specifie volume.
P

(8.22)

•

Inserting this expression in equation (B.19), the difference in veloeities across

the shoek results to he:

(B.23)
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Colltil/llÎ(l' l'ciCllio/ls IIcm,I'S 1'111/1111' "'<1\','.1'

•
Appclldb: B

If the internaI specifie energy, c, defined by:

,
e o _1_ Po _1_pi'J' E Ir

y-lp y-l 2
(B.2·1)

is used instead of the total specifie energy E, its diseontinuity at the shock rcsults

from (B.20):

(13,25)

•

Equations (13.22), (13.23) and (B.25) are one of the fonns of thc Rankinc-Hugoniot

relations.

In tenns of the specifie volume, the eontinuity equation ean be written:

(13.26)

or, expressing the shoek speed:

(13.27)

This leads to:

(13.28)

•

whieh, inserted into (13.25), allows one to write:
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AppemJix B COlltimlity relatioJls acro.u plana,. waves

This expression can he inserted into (8.22) in order to express the mass flux in a

fon11 easy to use in Godunov's method:•

p,,(rhi}j(1 Uj(--ri1l'J /J--Pj(uj( 1 2. . 2
CI. - CR -.-------.-----;;-------.--------1 2-1Uj(- (mi} RI UR - ml'J L) 1

-, J (l'J -{1 )--~n12({] -0 )2+ U [PL-PI!.._PL-PR]
l " N 1. 2 R" R ri1 nl

_. _y!_~_f~!~_ ({] _i} )

2 N"

Writing equation (B.29) as:

gives for the specifie volume fi 1. the expression:

( y+l)p tt +(y-l)p i}.'\._ RR LL
U l -

. (y+l)p +(y-l)pL R

~
(y 'I-l)p +( y -1 )p_ L R

- 2it R

(6.29)

(6.30)

(8.31)

(B.32)

•
Since the mass flux has a positive value in the case of a shock, it can be written in

the more concise fOTm:
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Appcmlb: B Comillllj,y t'dations alTOSS pltlllat' \l'ln'l'S

where for the shock c<lse p 1. ~ PR • <lnd the funclion (1) has the fonn:

(ILH)

cl> ( 11') =
Y-Il y-l
--11'-1 --

2 2'
if W~ 1 (B.3·' )

•

8.3 Case of a planai' rarefaction fan

1ll11111111l11l1~1II111111l11l11111111l1ll1ll~ 11111111111

:> III
tl! Rarefaction ::

fL i lan m fR

1Itl1I11I1ll1l1111ll1l1ll111111111l111l111111 Il: 1I111111111---- ..
xaxls

Fig. 8.3

Unlike flow across shock waves, across the rarcfaction fan the tlow is

isentropic. The sudden increase in density across <In infinitcsimally small clement cl\"

in the rarefaction fan (Fig. 8.3) can be related ta the variation of the vclocity (sec

[24]) through the equation:

dp du
-=--

p c
(B.35)

Because the flow is isentropic, the local spced of sound is givcn by the isentropic law:

• B-8
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The velocity differential becol11es:

Cominuily relations (leross plana,. waves

•
Appendix B

By integration:

(

y,]
(~ -.,- d

duc : 0 -CII :J -: (B.37)

(B.38)

one can obtain the difference between the velocities on the two sides of the

rarefaction:

The mass flux swept over in unit time pel' unit area by the rarefaction fan, expressed

t'rom the mOlllcntulll equation in a fonn similar ta (8.19), will therefore be:•
( ]

Y-I l ( jV-I_ 2cu Pl T _. 2cu PL 2y
U -u '---1- - ---1--

l U y -1 puy-1 Pu

~
- ( lV-12 y PR 1- PL 2y

PH PR

(B.39)

(B.40)

•
Taking into account the fact that for an expansion the mass flux is negative, its

absolutc value can be written in the same condensed form as (B.33):
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Appel/dir B Cr/lltilll/if." rdations ll('/"OSS plallar Il'cll'l',\'

(BAI)

where for this case of an expansion P,. < P/~ and:

_y-I. 1-1\'
(1) ( 11')

2/y .r,:..!.
I··II'-Y

BA Geneml r01'1ll of the Illass flux

if 11'< 1 (B,·12)

The function (1) defined by (B.34) and (B.42) is continuons Olt 11'= 1 and tak~s

the value cI> (1) = /'Y , corresponding to the case of a sonie \VOlve, IIi pc fYrlP'
Combining the two expressions for this function givcs a gencral relation for the milss

flux, vaHd for both cases of a shock and an expansion,

•
where:

1Jill ~ Jpupu'<I)( P" ]
Pu

(13.43)

•

(P ( 11') =
y-l, 1-11' • II'S 1
2/Y ~-I

l-II'-Y

B-10
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