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ABSTRACT

Near-net-shape casting technology is an important
research area in the iron and steel industry today. Various
processes for near-net-shape casting of steel are currently
being developed around the world. Of these processes, twin-
rcll casting represents a major area of concentration. The
main issues concerning design and operation of twin-roll
casters are the metal-mould heat transfer, the metal delivery
system and their possible effects in the homogeneity of solid
shell formation and characteristics of the strips.

In the present work, interfacial heat fluxes between the
roll and the solidifying metal have been evaluated in a pilot
twin-roll caster used in the production of strips of low-
carbon steel. This evaluation was based on an inverse heat
transfer analysis and on readings of thermocouples inserted at
different positions of the roll sleeve.

The variation of the roll-melt interfacial heat fluxes
with time exhibited two different patterns, with single and
double peaks, depending on the casting conditions. These
interfacial heat fluxes were not uniform across the roll
width. This result was consistent with predictions of a fluid

flow, heat transfer and solidification model.

Computational £fluid dynamics has been used to study
different metal delivery systems for twin-roll casting. The
in-house METFLO code has been adapted to simulate three-
dimensional turbulent fluid flow, heat transfer and
solidification in this type of process. The enthalpy-porosity
technique was used to couple fluid flow and solidification
phenomena. Different configurations for metal delivery systems
have been studied.
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This study has been applied to a pilot caster with a roll
radius of 0.30 m, producing steel strips with thicknesses
ranging from 4 to 7 mm, at relatively low casting speeds in
the range of 4 to 12 m/min. The numerical predictions
indicated that an extended nozzle, covering the full width of
the caster and with horizontal inlets in the direction of the
rolls surfaces, seems to be the best alternative for

delivering liquid steel into twin-roll casters.

The solidification structures of strips produced in the
pilot caster have also> been studied. Their characteristics
were analysed in terms of fluid flow and heat transfer inside

the caster.



iii

RESUME

La coulée continue de tdles minces est 1’un des domaines
de recherche le plus actifs dans la sidérurgie mondiale.
Actuellement, plusieurs procédés de coulée continue de tdles
minces, particuliérement la coulée entre deux rouleaux, sont
1l’objet d’étude en différents pays. Les questions principales
relatives a la conception et opération du procédé de coulée
continue entre deux rouleaux sont le transfert de chaleur
entre le produit coule et la surface des rouleaux, le mode
d’alimentation en métal liquide et ses possibles effets sur
l'homogénéité de formation de la peau solide et sur les

caractéristiques des tbles.

Dans l'investigation présentée, les variations de la
densité de flux de chaleur & l’'interface entre l'acier solide
et les rouleaux ont été mesurées en une machine pilote de
coulée entre deux rouleaux. Ces mesures ont été effectuées en
placant plusieurs thermocouples dans l’'épaisseur d’'un rouleau

et en résolvant un probléme inverse de transfert de chaleur.

La variation de la densité de flux de chaleur en fonction
du temps de contact entre le rouleau et l’acier a présenté
deux différents comportements, avec un et deux pics, selon
les conditions de coulée. La densité de flux de chaleur a
changé au long de la largeur de rouleau. Ces résultats sont
compatibles avec les prévisions d’un modéle mathématique pour
l’écoulement de fluide, transfert de chaleur et solidification

en machines & deux rouleaux.

Différents modes d'alimentation de métal ligquide pour la
coulée entre deux rouleaux ont été aussi analysés au moyen

d’un modéle mathématique & trois dimensions pour l’écoulement
turbulent de fluide, transfert de chaleur et solidification.
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La technique enthalpie-porosité a été employée pour coupler
les phénoménes d’'écoulement de fluide et de solidification.

Le modéle mathématique a été appliqué & une machine
pilote pour la coulée de tdles minces en acier au carbone.
Différentes conditions de coulée, différentes épaisseurs de
tdles (de 4 a 7 mm) et vitesse de coulée de 4 a 12 m/min, ont
été simulées. Les prévisions numériques ont indiqué qu’un
systéme d’alimentation qui permet introduire le métal liquide
horizontalement en la direction des rouleaux et en travers de
toute leur largeur représente la meilleure alternative pour

les machines de coulée entre deux rouleaux.

Finalement, la microstructure des tdles et leur structure
de solidification ont également été déterminées. Ces
structures ont été analysées en termes de la densité de flux
thermique a 1l’'interface entre l’acier solide et les rouleaux
et d’écoulement de fluide dans la machine de coulée.
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Chapter 1

INTRODUCTION

Near-net-shape casting, 1.e., thin slab and strip

casting, 1s an important area of research in the iron and

steel industry of today. Driving forces for the development of

this technology include

reduction of steps in the conventional processing route,
especially in rolling, leading to labour and energy
savings. Figure 1.1'! shows the shortening of the
casting/rolling production 1line when near-net-shape
casting technologies are adopted. A comparison between
the energy requirements of the conventional continuous
casting (with different reheating practices) and those of
thin slab and strip casting is shown in Figure 1.2'%;
reduction of investment cost when considering new
industrial facilities. Figure 1.3% ©presents the
investment cost as a function of the thickness of the
semi-finished product entering the hot strip mill, for
two sizes of steel plant. This figure also shows the
possible reduction of solidification, reheating and
rolling times. These numbers would be even smaller if the
hot rolling stage could be eliminated.

For the benefits mentioned above to be really effective,

the quality of the product of the near-net-shape casting

process is one important issue that has to be considered. This

is particularly true in strip-cast material, which requires

little size reduction before reaching the final thickness.

Here, it is more difficult to correct problems originating in
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the casting process and to obtain the desired properties by
rolling. Therefore, the requirements for a commercial near-
net-shape casting process are more stringent than those for a
conventional slab caster. In terms of quality, the strips
produced by near-net-shape casting processes should be
comparable to those produced by the conventional route, when
they reach the same thickness. Moreover, this quality has to
be obtained with high casting wvelocities, to compensate for
the smaller cross-sectional area of the strips, as compared to
slabs and billets. If good quality is not attained, the cost
of finishing processes required to reach the desired
characteristics of the material will increase.

Flame Roughing stand Cold mill

Continuous \J d““""' l Fhlahlng stands
casting
"=-,“ @-mn o il
7 Copinucus
Thin slab casting ti I »
w== il e o1l
g induction
fuﬂaco
Strip casting Ssiio—(-o oMl
\|J
% :
“—o ol
Figure 1.1 - Shortening of the casting/rolling production

line when applying near-net-shape casting

processes .
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Figure 1.4/ schematically illustrates the potential cost
reductions/increases with near-net-shape casting technologies
and the possible impact of finishing processes on the
manufacturing cost. If the surface condition of the as-cast
strip is better than that of the hot-rolled one, the cost
variation follows line two. The cost reduction is associated
with the decrease of energy consumption (line one) and in the
number cf finishing steps. When the surface condition of the
casting product is comparable to that of large cast slabs, the
finishing cost increases rapidly with decreasing thicknesses
(line three) . This occurs because it is necessary to condition
and inspect increasingly large areas for the same weignt of
material. Depending on the level of finishing that is
required, 1its cost can become more significant than the
benefits of lower energy requirements. Then, the final cost of

the product increases.

(] Etectric power
B Fue
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Thn slab CC
CC-HDR
CC-HCR
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d L 1 d
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Energy consumption (x 103kcai/t)
Figure 1.2 - Comparison of energy requirements for different

casting-reheating practices®’.
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With the aim of attaining good surface quality and high
productivity, different processes for near-net-shape casting
are being developed around the world. Single-roll methods are
largely studied in the United States, while different
configurations of belt processes have been investigated both
in Europe*” and Japan. However, twin-roll casting is the
process that has received the most attention, especially in

Japan. This process is the focus of the present investigation.

The twin-roll casting process (TRC) has become a standard
practice in the aluminum industry. TRC is also very close to
an industrial application for production of wide (0.8 to 1.3
m) strips of stainless steel'®. The characteristics of cthis
process that make it so attractive are

- friction free casting: the mould and the solidified metal
move at approximately the same velocity;

- as a consequence of friction free casting, a lubricating
slag is not necessary. This increases the heat flux at
the metal-mould interface and can lead to higher rates of
solidification;

- the possible combination of casting and a certain degree
of rolling in a single operation.

However, one serious drawback of twin-roll casting, when
applied to steel, is associated with its productivity. The
caster would require working roll diameters in the order of
2.6 meters to produce 10 mm'®° thick strips, if it were designed
to match current slab caster operations. This will certainly
limit the number of steel grades that can be economically
produced by the twin-roll process.

Although extensive research work applied to twin-roll
casting of steel has been conducted over the last decade,
there are still some important areas that deserve further

investigation. Some of these areas are discussed next.
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The importance of the metal delivery system, in affecting
strip quality and performance of twin-roll casters, has been
generally'’-# recognized. Nevertheless, to date, no general
mathematical model, coupling turbulent fluid flow, heat
transfer and solidification, has been presented. This model
would enable an evaluation of different configurations of
metal delivery systems and of their possible effects on the
formation of the solidified shell and ievels of turbulence
inside the caster. For an appropriate assessment of these
effects, a three-dimensional model fully coupling turbulent

fluid flow, heat transfer and solidification is required.

During twin-roll casting, molten metal solidifies by
losing heat through its interface with the rolls. The heat
extraction along this interface has an effect on the quality
of the strips and should be affected by different parameters
such as:

- material used in the rolls;

- surface texture of the rolls and characteristics of the
coating applied on their surface;

- thermal expansion of the rolls;

- metallostatic pressure;

- formation of an air gap.

Generally, a single value for the heat ctransfer
coefficient has been assumed throughout the roll-strip
interface. This heat transfer coefficient is chosen to match
surface temperatures of the strips after the roll bite or
temperatures inside the rolls® . Another approach consists in
choosing a value that generates cooling rates compatible with
the secondary dendrite arm spacings measured in the stript®.
It has also been suggested that two different values of heat
transfer coefficients would reproduce the heat exchange

process in a better way *?.
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However, it is unlikely that the variation of heat
exchange rates could be accurately reproduced by one, or even
two, heat transfer coefficients. Moreover, the estimate of
these coefficients, based on surface temperatures of the strip
measured after the roll nip or on secondary dendrite arm
spacings, 1is a trial-and-error procedure, prone ¢to a
significant amount of uncertainty. A continuous evaluation of
the heat fluxes between the rolls and the solidifying strip,
based on sensors installed close to the rolls surfaces, would
be far more appropriate. This information could also be used
for process control and to determine 1f hot deformation 1is

occurring inside the caster.

In conventional continuous casting, the as-cast
microstructure 1s completely or almost completely changed
during reheating operations. In strip casting processes, the
as-cast structure can be of major significance if the
reheating stage is avoided and direct rolling is applied. It
would be interesting to be able to predict microstructural
characteristics of the strips, i.e., austenite grain size,
dendrite arm spacings and microsegregation, based on the
chemical composition of the steel being cast and on the heat

extraction rates inside the caster.

Considering the points discussed above, the present
investigation on the twin-roll casting process has the

following objectives:

i - to evaluate heat fluxes at the metal-mould interface.

For any simulation model to be successful in predicting
the solidification rate, it is important that the fluxes
at the 1roll-solidifying metal interface are known
accurately. This heat flux can also affect the quality
of the strips and limit the productivity of the caster.

Despite its importance, a detailed investigation on this
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metal-mould interaction, aiming at the evaluation of the
heat flux between the two surfaces and its variation
along the roll surface, has not been carried out to date.
The approach adopted in this part of the work consisted
in inserting thermocouples at different positions close
to the roll surface and scolving an inverse heat transfer
problem, taking the heat flux to be the unknown variable.
Through this, wvariations in heat f£lux during the contact
time between the roll and the melt and across the roll
width have been determined. Data from a pilot caster,
producing low-carbon steel strips, were used in this part
of the work;

to develop a three-dimensional model for fluid-flow, heat

transfer and solidification and analyse different metal

delivery systems.
In this area, an important effort has already been made

by Murakami‘'*’ who developed a two-dimensional model,
including boundary-fitted coordinates and coupling
turbulent fluid flow, heat transfer and solidification.
However, the effect of nozzle design and position can
only be properly simulated in a two-dimensional model,
provided the nozzle is an extended one (i.e., a slot type
nozzle) .

In this work, a three-dimensional model for turbulent
fluid flow, heat transfer and solidification has been
developed, using the in-house METFLO code. Different
configurations of metal delivery systems have been
considered and their effect on solidification analysed.
The fluid flow calculations have been validated using a
full-scale water model.
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iii- to characterize the microstructure of the strips and to

agssociate their characterigtics with fluid flow, heat

trangfer and solidification in the caster.

Solidification microstructure becomes more important the
closer the cast material is to the final product. For
strip casting processes, analysis of the solidification
microstructure has been very limited and mostly
restricted to the evaluation of dendrite arm spacings,
usually using empirical correlations'®: .

In the present work, a heat transfer model, including
solidification and microsegregation in multi-component
steels, has been developed. The predictions of this model
have then been used in an empirical model for austenite
grain growth to estimate austenite grain sizes. Samples
from steel strips produced by a twin-roll caster have
also been studied. Their characteristics have been
compared to the predictions above and associated with the
fluid flow, heat transfer and solidification in cthe
caster. This kind of study can be important if the strip
is directly rolled.

1.1 - THESIS OUTLINE

Chapter Two includes a brief description of the twin-roll
casting process and a review of the literature on modelling of
fluid flow, heat transfer and solidification in this process.
Previous works on the evaluation of the heat transfer
coefficient between the rolls and the solidifying strip are
also discussed. The limitations of these investigations are
highlighted.

Chapter Three presents the evaluation of heat fluxes at
the roll-strip interface. Since this evaluation was performed

by solving an inverse heat transfer problem, the main
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characteristics of this procedure are discussed and the
algorithms that can be used to solve this kind of problem are
briefly analysed. The experimental set-up using a pilot caster
is described. The viability of the method that was proposed to
approach this part of the work is proved through mathematical
simulations. The procedure used for processing cthe
experimental data is then presented, followed by results and

discussion.

Chapter Four comprises the mathematical modelling for
turbulent fluid flow, heat transfer and solidification applied
to twin-roll casters. Initially, the different strategies that
are being used to model fluid flow and heat transfer coupled
with solidification are discussed. The mathematical model is
described, including the numerical procedure adopted in its
solution. The results of simulations for different metal
delivery configurations applied to a pilot caster are then
presented and analysed. Comparison with previous works
available in the literature 1is established. Finally, the
mathematical model 1is validated using flow visualization
experiments performed in a full-scale water model and data

from a pilot caster.

In Chapter Five, the approaches that are usually adopted
in modelling microstructure and microsegregation during
solidification are briefly reviewed, with emphasis on the
solidification of steel. The heat transfer model, coupled with
microsegregation, is then formulated. The empirical model for
austenite grain growth is presented and austenite grain sizes
are predicted using the heat fluxes determined in the pilot
caster. The experimental technique adopted in the
characterization of the steel strips is described. The results
of this ‘characterization are compared to the predictions above
and analysed considering the fluid flow, heat transfer and

solidification conditions in the caster.



11

In Chapter Six, the general conclusions that can be drawn

from the present research work are presented. Contributions to

knowledge are stated and suggestions for future work

formulated.

1 -
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Chapter 2

TWIN-ROLL CASTING PROCESS

2.1 - DESCRIPTION OF THE PROCESS

The twin-roll process is based con a concept originally
proposed by Sir Henry Bessemer. Different arrangements of roll
and pouring systems are under development , but the most
typical configuration used in steel casting is the so-called

vertical twin-roll caster, shown in Fig. 2.1'1.

The vertical twin-roll caster is composed of two equal-
diameter counter-rotating rolls, bounded laterally by two
containment plates (side dams) made of refractory material.
The rolls are water-cooled and normally made of high thermal
conductivity copper alloys. Their axis of rotation are located

in the same horizontal plane.

Molten metal is poured into the space enclosed by the
rolls and the dams. Solidified shells are formed on the
surfaces of the rolls. They grow in thickness and eventually
merge. The location of this confluence is called the "kissing
point". A more detailed schematic view of a twin-roll caster
is presented 1in Fig. 2.2. Some of the geometric
characteristics of the caster are also shown.

According to the position of the kissing point 1in
relation to the roll bite or nip (minimum distance between the
rolls), -three different operating conditions can occur. They
are schematically illustrated in Fig. 2.3, When the kissing
point is located before the roll bite, the strip is rolled
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before it leaves the rolls. As shown in the figure, this
condition 1is usually associated with high roll separating
forces. This rolling at high temperatures can cause surface
cracks and also affect segregation patterns. However, an
adequate rolling force can lead to improvement of the strip
surface condition and mechanical properties'd. If the kissing

point 1is after the roll bite, shrinkage and positive

segregaticn can cccur

Temperature

Bath level

Casting speed control

Separetion force
Roll gap control

Cooling water control

Temperature control ——aG>

4

Figure 2.1 - Typical arrangement of a vertical twin-roll

caster facility used in the steel industry‘' .
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. The operating condition in which the kissing point and
the roll bite coincide is usually considered as the best one.
In order to maintain this condition, the solidification
process should be under very strict control, which implies
that the heat transfer rate between the rolls and the
solidifying shells should be known. One important aspect that
is rarely mentioned is that the three operating conditions
shown in Fig. 2.2 can cccur simultanecusly in a caster, when
the solidification across the roll width is not uniform (due
to the metal delivery system, for example) or when there is a
variation of the roll gap in the axial direction (caused by

misalignment or thermal deformation of the rolls), as shown in

Fig. 2.4.
. METAL DELI\'IERY SYSTEM
| |
MENISCUs Y. LlQuID POOL
, S
- \ / .
ool T B
g N\ /. soup POOL
N\ ﬁ/ SHELL HEIGHT
KISSING POINT \\:\/’ P
ROLL BITE—}; ' ——
CONTACT
ROLL ANGLE ROLL
WATER COOLING

- & -
1
$
&

| ¢~——— MEASUREMENT OF
; SURFACE TEMPERATURE

. Figure 2.2 - Schematic view of a vertical twin-roll caster.
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Both, uneven solidification and variation of the roll gap
in the axial direction, are undesirable, since they can lead
to a strip with heterogeneous structure and properties and a
non-uniform thickness along the width. Rolling of this product
in the as-cast form may be seriously impaired if any of the

above mentioned problems occur.

2.2 - LITERATURE REVIEW

This literature review is divided in three parts, namely:

- heat transfer at the roll-strip interface. This part
concentrates on previous work aimed at determining the
heat transfer coefficients, or heat fluxes, during the
contact time between the rolls and the solidifying steel
strip. The effect of different variables is also
reviewed;

- fluid flow , heat transfer and solidification in twin-
roll casters. The focus of this part is on mathematical
modelling of coupled fluid flow (laminar and turbulent),
heat transfer and sclidification, applied to casting of
steels and also non-ferrous alloys ;

- quality of the strips. This part includes investigations
of the solidification structure, dendrite arm spacings
and their relation to the cooling rate, grain sizes ,
macrosegregation and also defect generation, especially

surface cracks.

2.2.1 - Heat transfer at the roll-strip interface

2.2.1.1 - Introduction

It has been generally recognized that the interfacial
heat transfer between the rolls and the solidifying metal
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plays an important role in determining the strip quality and
also the productivity of twin-roll casters.

Since the beginning of the development of twin-roll
casting of steel, different correlations for evaluation of
heat transfer coefficients between the rolls and the
solidifying strip have been proposed and the effect of
variables, such as casting speed and strip thickness, has been
investigated. In some cases, an average heat flux during the
contact time between the roll and the strip is determined, but
the heat transfer coefficient gives more intrinsic information
about the nature of the contact at the roll-strip interface.
Before reviewing these previous results, it is important to
distinguish the two different heat transfer coefficients that
have been commonly used in the case of twin-roll casters, and
to analyse the methods adopted in their evaluation.

In a twin-roll caster, heat flows from the solidifying
metal to the surface of the roll. After passing through the
roll sleeve, this heat is finally extracted by the water that
is used as a coolant for the rolls. During each of these
stages, a thermal resistance to heat transfer can be defined.
This is shown schematically in Fig. 2.5

The thermal resistance between the strip and the roll
surface, r; , 1s given by

r = (2.1)

1
s h_'
S
where hg; is the heat transfer coefficient between the strip
and the roll surface.

If- the cylindrical geometry is not considered, the
thermal resistance inside the roll sleeve, r; , can be simply

estimated by
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L

R
r = — r (2.2)
R kR

where L, is the thickness of the roll sleeve and k; is
thermal conductivity of the roll sleeve.

F ™.

ROLL SURFACE

N MENISCUS
N N \\ '
Q; N ; ROLL
Q LN SLEEVE
N
WATER
<—— CHANNELS

SOLIDIFIED

STRIP ROLL WATER WATER
SURFACE SURFACE CHANNELS

Figure 2.5 - Schematic view of the thermal resistances to

heat flow in a twin-roll caster.
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Finally, the thermal resistance between the internal

surface of the roll sleeve and the water, r, , is

r. = (2.3}

1
W -~ 7
hW
where h, is the heat transfer coefficient between the roll

sleeve and the water.

These three resistances can be combined , 1like in an
electric circuit, and a global resistance , r; , can be
defined as

L

. +.i., (2.4)
h_ h,

r = —
kR

1
S hg

where h; is the overall heat transfer coefficient between the

strip and the cooling water.

If a coating is applied on the surface of the roll, an
additional thermal resistance should be included in equation
(2.4).

Although hs and h; are equally common in the literature,
it should be mentioned that hg characterizes more adequately
the nature of the contact between the roll and the strip. The
value of the overall heat transfer coefficient depends also on
the material and thickness of the roll sleeve, on the geometry

of the water channels and on the water flow rate.

When h; is used, the heat that is extracted from the
strip is calculated according to the following equation

=h5.(T5 - TS5 ) (2.5)

qSTRIP STRIP ROLL
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where : Qsmpp = heat flux at the surface of the strip;
Tsmrs® = surface temperature of the strip;

Tror:® = surface temperature of the roll.

If the overall heat transfer coefficient is adopted , the

heat flux at the strip surface is given by

(2.6)

where T, is the water temperature.

In modelling the heat transfer process in twin-roll
casters, the use of equation (2.6) is simpler, since it does
not require any knowledge of the surface temperature of the
roll. Thus, the model can deal only with temperatures inside
the solidifying strip. The water temperature can be easily
determined. If equation (2.5) is used, the heat transfer
inside the roll must also be modelled or 1its surface

temperature must be measured.

2.2.1.2- Methods for the evaluation of heat transfer rates

at the roll-strip interface

Several methods have been proposed for the evaluation of
heat transfer coefficients and/or heat fluxes between the
strip and the rolls. Most of these methods consist of
developing one-dimensional heat transfer models which only
include heat conduction and scolidification taking place in a
zone bounded by the liguidus and solidus temperatures (this
region is called "mushy zone"). Convection in the liquid pool
is considered in an indirect way by ad-hoc increases in the
heat conductivity of the metal in this region. In these
models, the boundary condition applied at the roll-strip

interface involves the use of a single average value for the
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interfacial heat transfer coefficient (in this case, the heat
transfer inside the roll must also be modelled) or for the
overall heat transfer coefficient between the strip and the
cooling water. Differences among these methods are associated
with the criteria adopted for choosing the value for the heat

transfer coefficient.

The most common criterion consists of selecting a heat
transfer coefficient that leads to a good matching between the
calculated and measured strip surface temperatures in a
certain position after the roll nip*¢. The accuracy of this
procedure is impaired by the following factors :

- the measurement of surface temperature of steel is
affected by the formation of scale, especially in the
case of low-carbon steels ;

- since the temperature of the strip is measured after the
roll nip, values for the heat transfer coefficient from
the strip to the surrounding air and the emissivity of
steel should be known. Incorrect values for these
parameters will affect the evaluation of the heat
transfer coefficient during the contact time between the
strip and the roll. This effect will be the more
significant, the more distant 1is the position of

measurement from the roll nip.

Another «criterion for choosing the heat transfer
coefficient is based on matching calculated and measured
temperatures inside the rolls'” or on their surface at a
certain angular position after the roll bite!®. In both cases,
the heat transfer coefficient between the roll and the cooling
water must be known accurately , otherwise an incorrect value
for the interfacial heat transfer coefficient between the roll
and the-strip will be obtained. It has been observed!” that a
single value for the interfacial heat transfer coefficient
cannot reproduce the exact variation in the internal
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temperatures of the roll during its contact with the strip and
only an approximate match has been obtained.

Measurement of secondary dendrite arm spacings can also
be used in the evaluation of the interfacial or overall heat
transfer coefficient. In this case, the heat transfer
coefficient is adjusted to make the secondary dendrite arm
spacings calculated by the model (based on correlations of
dendrite spacings and cooling rates) match those measured in
the strip‘®® . The limitations of this technique are associated
with the following factors

- there is a significant scatter in the results of the
different correlations that have been proposed to express
the variation of secondary dendrite arm spacings with the
cooling rate in the case of steels't?

- these correlations are usually expressed as‘‘™

3 - -bB
A, = A.T. (2.7)
where A, = secondary dendrite arm spacing (um) ;
T. = cooling rate (K/s)

A, b = empirical constants.

One of these correlations givesi®

A, = 1oz:.z'c"’-38 (2.8)

Considering that the cooling rates in the twin-roll
casting of steel are in the range of 50 to 10! K/s, the
values of secondary dendrite arm spacings should lie
between 18 and 5 um. In this range, variations of
dendrite arm spacings within the experimental error can
lead to significant changes in the cocling rate, and
different values of heat transfer coefficient would fit
the experimental data ;

- measurements of dendrite arm spacing are time consuming,
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and consequently, they cannot be used for process
control.

It has been pointed out® that a single value of heat
transfer coefficient could not fit the variation of the

secondary dendrite arm spacing across the strip thickness.

Variations in the temperature of the cooling water
between the inlet and outlet of the rolls have also been used

for an the estimate of an overall heat transfer coefficient ® .

2.2.1.3- Heat transfer coefficients and the effect of

process parameters

Wang and Macthys ** presented a very comprehensive review
on values of heat transfer coefficients in twin-roll casting.
The results of this review are summarized in Figs. 2.6 and
2.7.

Figure 2.6 shows the estimated average interfacial heat
transfer coefficient as a function of casting speed for
different near-net-shape casting processes, including the
twin-roll. All data can be approximately expressed by a simple
relationship

h = 173oo.v§-"’5 (2.9)

where : hg = interfacial heat transfer coefficient (W/m?.K);
Vs = casting speed (m/s)
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The observed increase in the heat transfer coefficient

with increasing casting speed increases can be explained in

different ways

according to Mizoguchi et al¥, an entrapped gas film
forms between the roll and the solidifying metal and the
heat transfer occurs by conduction through this gas film.
The interfacial heat transfer coefficient can then be

defined bw}r

[ S R

k
h, = = (2.10)
6C-.'
where : ks = thermal conductivity of the gas in the
gas film (W/m.K) ;
8; = thickness of the gas f£ilm (m).

An increase of the casting speed decreases the gas film
thickness (reduction in the gas boundary layer thickness)
and would, consequently, result in a higher heat transfer
coefficient ;

an increase in the roll speed leads to higher velocities
inside the 1liquid metal pool. This causes a more
pronounced rate of dissipation of superheat and would
then enhance the heat transfer process, especially in the
initial period of contact between the liquid metal and
the rolls ;

higher casting speeds usually lead to thinner strips and,
therefore, to less solidification shrinkage. The air gap
that forms between the roll and the strip , as a
consequence of this shrinkage, would then be thinner. The
thinner solidified shell is also weaker and tends to
remain closer to the rolls, due to the pressure exerted
by the 1liquid metal. This 1is another factor which
contributes to the decrease of the thickness of the air
gap and thus to the increase of the heat transfer
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coefficient.

Figure 2.7 shows the variation of the interfacial heat
transfer coefficient with the strip thickness. Again data from
different processes for near-net-shape casting are reasonably
represented by a power-law expression :

h_ = 18900.p "% (2.11)

where b 1is the thickness of the strip (mm). A possible
explanation for this dependence was given above.

Roll surface characteristics also affect the heat
transfer between the roll and the solidifying metal.
Litterscheidt et al * determined the average heat flux
between the roll and the strip as a function of the roll
surface roughness. Despite the scatter in their data, a clear
tendency of reduction in the heat £flux with increasing
roughness can be observed. When the roughness becomes very
large, this effect tends to be less significant. Based on
casting experiments with nickel alloys, Yukumoto and Yamane''®
estimated an increase in the average interfacial heat transfer
coefficient from 16.7 to 24.3 kW/m K , when flat rolls were
replaced by grooved rolls. This increase was held responsible
for the elimination of internal cavities in the strips. These
cavities were usually associated with incomplete
solidification at the roll nip.

Due to difficulties 1in reproducing experimental
information using only one constant value for the heat
transfer coefficient, the use of two''® and three'®'”
different heat transfer coefficients during the roll-strip
contact time has been proposed.

Hirano et al measured roll temperatures in a twin-roll
caster placing a thermocouple 1 mm below the outer surface of
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one of the rolls. An abnormal increase in the temperature was
detected after a certain time of the initial contact between
the roll and the solidifying metal. This increase was
attributed to hot rolling inside the caster. To simulate this
behaviour of the roll temperature, a step-wise variation in
the interfacial heat transfer coefficient was suggested : one
value, h,, for the region between the meniscus and the kissing
point and another, h,, usually two to four times bigger , from
the kissing point on. Values of h, in the range of 2.5 to 4.2
kW/m’° K and h, between 10 and 16.7 kW/m’ K were determined for
different casting conditions. Even with two different heat
transfer coefficients , it was not possible to exactly
simulate the changes in roll temperature during the contact

time.

After examining the variation in dendrite arm spacings
across the thickness of stainless steel strips produced by
twin-roll casting, Thiem et al'®’ also postulated the use of
two heat transfer coefficients, but suggested starting with a
high value until the surface of the strip reaches the solidus
temperature. After that, a sudden reduction in this
coefficient was assumed. With this step variation, the authors
were able to approximately reproduce the variation in
secondary arm spacings as a function of distance from the
surface of the strip. The values that best fit the
experimental results were 15 and 5 kW/m K.

In what seems to be a combination of the two previous
works mentioned above, Yasuda et al''® and Qi et al'"”
suggested that three heat transfer coefficients would simulate
more accurately the heat exchange between the strip and the
roll. The caster was divided in three regions according to the
temperatures inside the strip :

- region 1 : surface temperatures of the strip are greater
than the solidus temperatures of the metal. Good contact
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between the melt and the rolls was assumed. In this
region, a high value for the heat transfer coefficient
was adopted ;

- region 2 : this region extends from the end of region 1
until the position where the solidus temperature reaches
the centre of the strip. Considering the shrinkage of the
solidifying metal and the formation of an air gap between
the strip and the roll, a smaller value for the heat
transfer coefficient was used ;

- region 3 : this is the region of hot deformation inside
the caster. The temperatures throughout the strip are all
below the solidus temperature. Again, good contact
between the strip and the rolls was assumed and,
accordingly, a high heat transfer coefficient was
adopted.

Yasuda et al*® produced 80 um thick strips of a nickel-
base superalloy and obtained 20.9 x 10* , 2.09 x 10* and 209
x 10* W/m?.K respectively, for the heat transfer coefficients

in the three regions.

For stainless steel strips, 1 to 5 mm thick, Qi et al "
determined the following heat transfer coefficients for the
three regions: 4500, 1800 and 3500 W/m?.K.

In all the works where the use of two or three values of
heat transfer coefficient is proposed, a cumbersome trial-and-

error procedure to fit experimental data is usually applied.

A compilation of values of heat transfer coefficients
obtained in twin-roll casting of iron alloys is presented in
Table 2.1. This table, based on the review given by Wang and
Matthys®? , includes works in which an estimate for a single
average or multiple values for the interfacial heat transfer

coefficient has been made.
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Values
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for interfacial heat transfer

coefficient in

al loys (7.12,18)

twin-roll

casting of

iron

—_— —— —— ——
Cast material Substrate Speed (nvs) Thickness (mm) Heat ranster coefficient (kW/m?)
material h, h. h,
Fe- 6% Si - 0.1-03 0.5-2 10
Steel Copper 0.5 1 12.5
Steel Capper 042 5 4.7
Steel Copper 0.74 1 13.5
04-1.5 0.6-2 §8-15
Stainless steel Copper 0.07-236 0.5- 4.21
Stainless steel Caopper 0.042 T 22
0.125 4 4
0.417 2 73

Fe . St ailoy Copper 3 0.1 63
Steel 4.5%Si Copper alloy 21 0.45 33.5

5 0.28 46
Stainless steel Steel 1.3 0.73 15

1.0 1.0 12-20

8 0.1 40- 60
Starnless steel Copper alloy 0.78 L5 23
Steel Steel Qs 2.8 10-15
Stainless steed Steel 3 i

1 15

. 1 15 b
Staniess steel Steel 0.11-0.13 24 15.42 10-16.7
Stainless steel Capper < 0.5 1-$ 45 1.8 35

Variations in heat transfer coefficient across the width
of the rolls has rarely been considered. The effect of this
non-uniformity in heat extraction has been studied by Takeuchi
et alf®,
assumed: one for the central region of the rolls, and another,

Two values of heat transfer coefficient were
30 % smaller , close to their edges. It was shown that uneven
solidification shrinkage can trigger crack formation by the
resultant tensile strain, but no real evaluation of a proper

heat transfer coefficient has been performed.

Instead of simply evaluating single or multiple values of
heat transfer coefficients during the roll-strip contact time,
Schmitz and Buchner'!? expressed the instantaneous interfacial
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heat transfer coefficient as a function of the pressure
exerted by the solidifying metal on the rolls' surfaces. The
following correlation was proposed

i Py
hS = Cl + Cz.—o_h (2.12)
where : h¢ = instantaneous interfacial heat transfer

coefficient (W/m?.K) ;
P, = pressure exerted by the metal on the roll
surface (MPa) ;
G = vyield strength of the strip (MPa) ;
C, ., C, = constants.

It is considered that the pressure, P,, is equal to zero
until the solidification front (liquidus temperature) reaches
the centre of the caster. Up to this time, the heat transfer
coefficient is given by the constant C,. For later times, the
pressure is evaluated in terms of the solidified fraction and
yield strength of the metal in that region. Constants C, and
C, were estimated by an optimization technique, using
experimental information on roll separating force and surface
temperature of the strip, and the values that were obtained

are 5 x 10® and 3 x 10¢ , respectively.

This approach leads to a continuous variation in hg* after
the solidification front has reached the centre of the caster.
This represents a significant improvement in comparison with
the use of a single value or a step-wise variation of the heat
transfer coefficient. However, the assumption of a constant h.*
in the initial stages of solidification is still simplified
since, during this time, the nature of the contact between the
roll and the strip should change and so should the heat
transfer coefficient. The evaluation of the pressure Py
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without considering the solidification shrinkage and the

thermal expansion of the rolls is also only an approximation.

In another attempt to obtain a relationship that could be
used for the estimate of an instantaneous value of the
interfacial heat transfer coefficient, Burgo et al?® used an
equation similar to that given by relation (2.11), expressing
the variation of the average 1interfacial heat transfer

coefficient , h, , with strip thickness. Their equation gives

h_ = 11727 (W/m®K) (2.13)

S bo‘s-n

where b i1is the strip thickness (mm).

Assuming that x 1s the instantaneous value of solidified
shell thickness and that 2X is equivalent to the final strip
thickness, b, equation (2.13) was rewritten in the following
form

L . 11727 __[ hi.ax - 8026:4 2. 14)
s (ZX)O 54/ X054

And by differentiation

At = 3638 (2.15)
5 x0.547

This expression would then be used for the evaluation of the

instantaneous heat transfer coefficient.

Obviously, this kind of mathematical manipulation
represents an over-simplification of the problem, without any
physical meaning, since equation (2.13) does not carry any
information on the dynamic variation of the heat transfer
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coefficient during the casting process, only representing a
numerical correlation between two global quantities, the final
strip thickness and the average heat transfer coefficient.

Based on this literature review, it can be observed that,
despite the significant effort that has been made on the
evaluation of heat transfer rates between the rolls and the
solidifying metal in twin-roll casting of steels, to dacte,
none of the previous studies has adequately addressed the
dynamic feature of this interfacial heat transfer. The use of
a single value or a step-wise variation of the interfacial

heat transfer coefficient is rather limited.

During the contact time, the heat transfer rate between
the rolls and the solidifying metal should change
continuously, not only due to the variations of the
temperatures of their surfaces , but also as a result of the
changes in the morphology of the contact between them. Several
factors can affect this morphology :

- the temperature of the rolls increases; consequently,
thermal expansion occurs. This expansion 1is not
necessarily uniform across the roll width! ;

- the liquid metal solidifies and the solid cools down.
Both changes lead to shrinkage of the metal ;

- the pressure of the solidifying metal on the roll surface
changes continuously along the arc of contact:?* ;

- depending on the casting conditions, hot rolling can

occur inside the caster.

Basic studies of metal solidification on a substratei??-?%
have analysed the effects of some of the factors mentioned
above. However, they usually end up providing empirical values
or correlations for the continuous evaluation of the
interfacial heat flux or proposing time consuming methods to
estimate the variation of the thickness of the air gap that
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forms between the metal and the substrate. The empirical
correlations are specific to the configurations used in the
experiments and would not be useful in the case of twin-roll
casting. The methods to estimate the air gap seem to be more
general, but still rely on experimental data and, being time
consuming, would not be able to match the dynamic

characteristics of a fast process such as twin-roll casting.

Considering the limitations of all the previous works and
the possible effects of heat transfer rates on strip quality,
it becomes important to evaluate the continuous variation of
the interfacial heat transfer coefficient between the roll and
the solidifying metal in a twin-roll caster. Also, it is
highly recommended that the method of evaluation be fast , so
that 1t can be used in process control. The variation of the
heat transfer coefficient across the roll width should be
determined as well, since it can provide useful information
for diagnosis of uneven solidification in the caster and of
the possible effects of the metal delivery system on the heat
extraction by the rolls.

2.2.2 - Pluid flow, heat transfer and solidification in

twin-roll casters

2.2.2.1 - Introduction

One of the more critical aspects in the development of
the twin-roll casting process has been the design of the inlet
system for introducing liquid metal into the region between
the rolls®¢??” . This metal delivery system can affect the
formation of the solidified shell and , in doing so, influence
the quality of the product. For this aspect, physical water
models are of limited usefulness, since they cannot provide

information on the solidification patterns inside the caster.
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The interaction of solidification with fluid flow and heat
transfer can be simulated by mathematical models, but to be
reliable , such models must be validated using data obtained

in a pilot plant or in an industrial caster.

Recently, Li?®* provided a compilation of different
models that have been reported in the literature. This
cempilation is presented in Table 2.2, which also includes
more recent works. It can be observed that, to date, a three-
dimensional model has not yet been developed, although it is
absolutely necessary to correctly analyse the effect of the
metal delivery configuration on the performance of the caster.

In the next item, a review on the previous models 1is

presented and their limitations are outlined.

2.2.2.2- Mathematical models for fluid flow, heat transfer

and solidification in twin-roll casting

The first attempt to model heat transfer and fluid flow
of liquid and solid in a twin-roll caster was made by Miyazawa
and Szekely®¥. The caster was divided in three regions;
region I containing only liquid metal, region II with solid
and liquid and region III having only solid material. The
extension of each of these regions was determined throughout
the solution of the model. Since the model was applied to
casting of pure aluminum, the existence of a mushy zone was
not considered. Laminar flow was considered in the liquid pool
and plastic flow was assumed in the solid shell, when the
kissing point occurred before the roll bite. In this case, the
velocities of the rolls and of the solid shell were considered
to be different. The heat transfer coefficient was considered
as a function of the ratio between these two velocities;

however, no actual measurements of heat transfer coefficients
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were made. Based on these assumptions, steady-state two-
dimensional velocity and temperature profiles in the solid and
ligquid regions were obtained. In terms of fluid flow, the
results showed a recirculating flow in the liquid region. The
extent of this recirculation increased with the increase of
the flow rate of metal. In conformity with what is
schematically shown in Fig. 2.3, it was observed that there is
a narrow range of roll spacing, angular velocity of the rolils
and feed rate of liquid metal that gives stable operation. The
limiting cases giving unstable operation corresponded to too
rapid solidification in the upper part of the caster and

incomplete solidification at its exit.

Saitoh et al?® also developed a steady-state two-
dimensional fluid flow and heat transfer model for a twin-roll
caster. In terms of the governing equations for momentum and
heat balances, their formulation is similar to that proposed
by Miyazawa and Szekely'?® . The main differences are
associated with

- the boundary condition at the roll surface. Saitoh et
al?® assumed a constant uniform temperature, while
Miyazawa and Szekely®® considered a heat transfer
coefficient that could change with position, if hot
deformation of the strip occurred ;

- the existence of the mushy zone. Saitoh et al®¥
introduced the effect of a mushy zone in the heat balance
by assuming an equivalent specific heat, that
incorporates the latent heat release between the liquidus
and solidus temperatures. It was not clear how the
presence of a mushy 2zone was accounted for in the
momentum balance. Miyazawa and Szekely'*® studied the
solidification of pure aluminum ;

- the strategy adopted in the solution of the governing
equations. Miyazawa and Szekely®® used an implicit
method that did not require the guess of an 1initial
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solidified shell profile. The procedure used by Saitoh et
al<303

initial position of the solid region. This position was

is explicit and requires the assumption of an

solution of the
that the
convergence of the method was strongly dependent on the

iteratively corrected during the

governing equations. It was pointed out

initial guess for the solidified shell profile.

Table 2.2 - Mathematical models for twin-roll casting of
thin strips.
= ﬁ.r——_— — ey
Model type Cast matenal Boundary condition Expenimental Reference
on roll surf.;_\ce verificanon
Heat flow
1-D Numencal Steel Step-wise vanauon of h Yes 28
Al Step-wise vanauon of h Yes 28
Al Step-wise vanation of h Yes 28
Steel - 28
Steel Uniform and constant h . 28
2.D Numencal Al Step-wise vanation of h Yes 28
Al Step-wise vanation of h Yes 28
Al Yes 28
Pb Consiant and uniform hear flux - 28
Isothermal fluid flow
2-D Numencal Water - Yes 18
3.D Numencal Steel - 28
ThermaUFluid flow
2-D Numencal Al Step-wise vanation of h . 29
Steel/Sn- 15Pb Fixed and uniform temperature Yes 30
Steel - . 28
Stee! Uniform and constant h Yes K}
Pb-Sn - - 28
Stainless steel Uniform and constant h - 2
Bi-Sn Uniform and constant h Yes 33
Stainless steel Uniform and constant h - 34
Stainless sieel Uniform and constant h Yes k3]
Stainless steel/Sn- 15Pb Uniform and constant h - Ll
Stanless steel Uniform and constant h - 36
Stainless sieel Uniform and constant h - 37
Stainless sicel Uniform and constant h - 38 |
Thermomechanical
1-D Numencal Al - Yes 28
2-D Numenical Al - Yes 28
Sn-Bi - Yes 23
I 3-D Numerical Steel - - 28
Steel - - 36
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Despite the simplifications adopted in their formulation,
especially in terms of boundary conditions at the roll
surface, Saitoh et al‘l” obtained good agreement of their
results with temperature and solidified shell profiles
measured in a small caster producing strips of Pb-Sn alloy.

In another study, Takuda et al®'' developed a simplified
model for thermal calculation in a twin-rell strip caster. In
their formulation, very simple equations were adopted to
determine the two-dimensional velocity profile in the
solidifying metal. This profile was considered independent of
the temperature and was used to calculate the thermal field in
the caster. In spite of the limiting approximations applied in
the evaluation of the velocities, the final solidified shell
thicknesses predicted by the model were in reasonable
agreement with the results of experiments performed with
stainless steel.

All the works presented above simulated casting
conditions that are commonly found in twin-roll casting of
aluminum

- very small contact angle ;

- significant degree of hot deformation inside the caster;

- feeding of liquid metal using a nozzle that fits very
closely to the gap between the rolls and delivers metal

throughout their entire width.

The configurations of metal delivery systems and casting
conditions that are being investigated for the production of
steel strips differ significantly from those listed above.
This invalidates most of the assumptions adopted in the above
mentioned works, especially those associated with fluid flow
and the-role of feeding system, which is usually neglected.
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Ju and Inoue®? developed a steady-state two-dimensional
model for a twin-rcll caster coupling the laminar momentum and
energy transport equations with solidificaticon. The heat due
to mechanical work was also introduced in the energy
conservation equation. A finite element scheme was formulated,
which allowed the evaluation of temperature, velocity and
stress/deformation fields. The temperatures inside the casting
rolls were alsc determined. A submerged nozzle with the inlet
jet in the direction of the rolls was considered and its
effect on fluid flow analysed. With this formulation, the
variations in temperatures measured in the centre of a small
caster, producing Sn-Bi strips, could be reproduced

approximately.

The only mathematical model of coupled two-dimensional
steady-state turbulent fluid flow, heat transfer and
solidification for a vertical twin-roll caster has been
developed by Murakami et al? . In their formulation, both
natural and forced convection were considered and turbulent
flow was taken into account by using a low-Reynolds-number
version of the k-€ model. A body-fitted curvilinear coordinate
system was used to model the arbitrary wedge-shaped region
between the rolls. The mushy zone was modelled by means of the
enthalpy-porosity technique. The flow inside the nozzle and
heat transfer through its walls were also included. Different
casting conditions and parameters associated with the slot
nozzle configuration (i.e. penetration inside the liquid pool,
opening and wall thickness) were investigated. With this
approach, the authors analysed the effect of the inlet jet on
the formation of the solid shell in a stainless steel caster.
Their predictions were in good agreement with water model
experiments and also experimental work on Pb-Sn alloy.

Following the same guidelines of the study presented by
Murakami et al ¥ , Seyedein and Hasan'® also applied boundary
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fitted coordinates to model two-dimensional steady-state
turbulent fluid flow and heat transfer in a twin-roll caster.
They improved the numerical scheme adopted in the solution of
the governing equations and simulated the use of very thin
roll gaps (Murakami et al®®? could not obtain converging
solutions in these conditions); however, they did not include
solidification in their model and only investigated the

dissipation of superheat.

Hwang and Kang®®* presented a finite element approach for
the analysis of the twin-roll strip casting of stainless steel
and Pb-Sn alloy. The simulations were conducted assuming
steady state two-dimensional heat transfer and £fluid flow.
Heat transfer inside the roll sleeve, heat generation due to
viscous work and plastic flow of the solid were all taken into
account. They observed that the viscous work had a minor
effect on the temperature profiles. The results of their
simulations showed only qualitative agreement with the

experimental work developed by Saitoh et al®?.

Kang et al ¢ used a combination of a finite difference
method to solve for two-dimensional fluid flow and heat
transfer, and a finite element analysis to study roll
deformation in twin-roll casting of stainless steel. They
adopted a nozzle configuration that was similar to that
considered by Murakami et al??' . The most interesting aspect
of their work is that the thermal and the stress/strain fields
in the rolls were modelled in detail, including not only the
roll sleeve, but alsc the water channels and the roll axis.
Based on the analysis of the strain distribution, a criterion
to predict roll 1life was proposed. No comparison with
experimental information has been established.

The unsteady state behaviour of a twin-roll caster has

been studied by Ha et al‘**’ and Hwang et al®s%37”, considering
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two-dimensional laminar flow. Hwang et al’®*s’ used a finite
element package, "ProCast", to solve the governing equations.
The interesting aspect of their work is the simulation of the
start-up of the caster, including the modelling of the free
surface position. In their simulations, it was assumed that
the feeding consisted simply of pouring liquid steel in a
certain region of the top free surface of the caster. In a
more recent work?”, the effect of the pouring positicn in an
inclined caster was investigated and the results were
associated with the general aspect of the surface of the

strips.

One limitation inherent to all these two-dimensional
models is that they cannot simulate the use of different metzal
delivery systems, unless they extend across the entire width
of the rolls. Also, these models cannot account for the
presence of the side dams. To investigate the effects of the
configuration of the feeding system on the fluid flow and on
the formation of the solidified shell in a twin-roll caster,
three-dimensional models are absolutely necessary. Another
aspect that has been neglected by most of the previous works
is turbulence modelling. Twin-roll casters producing steel
strips usually operate in conditions in which turbulent flow
is predominant 38 and this makes turbulence modelling
essential. It has also been shown that the levels of
turbulence on the free surface of the caster can have a major

effect on strip quality%4°% .

2.2.3 - Quality of the strips

2.2.3.1 - Introduction

The gquality of the as-cast strips is an extremely
important issue in twin-roll casting of steel. This quality
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can be defined in terms of
- solidification structure : columnar and/or equiaxed ;
- dendrite arm spacings ;
- grain sizes ;
- segregation ;
- surface quality and presenée of cracks.

Several works have studied the items above. In the next

section, these works are reviewed.

2.2.3.2 - Solidification structure

Steel strips produced by twin-roll casting are usually
composed of columnar and equiaxed zones. The columnar
dendrites grow from the surface of the strip towards its
centre. At the centre, there is usually a fine equiaxed
region. The absolute and relative thickness of these two

regions are affected by various factors.

Mizoguchi and Miyazawa ‘' studied the formation of the
solidification structure in stainless steel strips produced by
twin-roll casting. They proposed two possible mechanisms to
explain the formation of the equiaxed zone

I - sedimentation and accumulation of free crystals floating
in the molten pool onto the columnar front and the growth
of the accumulated crystals ;

II - suppression of the growth of the columnar front and
preferential growth of fine £free c¢rystals in an
non-solidified layer near the strip centre by the abrupt
decrease in cooling rate after the strip leaves the roll
nip.

Based on previous results of fluid flow modelling'®’, it
seems unlikely that the first mechanism can prevail, since
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there is a strong upward flow in the centre of the caster.
This flow would certainly carry the free crystals to regions
of higher temperatures , where they would eventually remelt.

Mizoguchi and Miyazawa'! also investigated the
parameters that affect the thickness of the columnar and
equiaxed zones. They observed that

- an increase cf the contact time between the roll and the
solidifying metal leads to an increase of the thickness
of the strip and of the columnar =zone, while the
thickness of the equiaxed zone remains almost constant.
This agrees with the experimental data obtained by Kasama
et al"“? , presented in Fig. 2.8 ;

- an increase of the superheat leads to a decrease of the
thicknesses of the strip and of the columnar and equiaxed
zones. However, as the decrease in the equiaxed zone is
marginal, the ratio of the thickness of the equiaxed and

columnar zones increases ;
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as a function of contact time®?.
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- an increase in the roll separating force usually causes

a slight decrease of the thickness of the equiaxed zone.

It was also reported's that in the regions of the strip
where the solidification is delayed by a locally lower heat
transfer coefficient between the roll and the metal, the
columnar zone is thinner and, on the other hand, the equiaxed
zone 1is thicker. This suggests that the formation of che
equiaxed zone is related to the presence of a non-solidified
region in the centre of the strip and supports mechanism II

proposed by Mizoguchi and Miyazawa‘il'.

All these results show that in twin-roll casting of
steel, the solidification structure is predominantly columnar,

especially for strips thicker than 3 mm.

2.2.3.3 - Dendrite arm spacings

Dendrite arm spacings depend on the cooling rate during
solidification'*! . For this reason, they have been extensively
used in the evaluation of cooling rates in solidification
processes !, and particularly in twin-roll castingf® .
Secondary dendrite arm spacings also determine the length
scale of microsegregation and, as such, are connected to crack

susceptibility ¢33 |

Tsukigahora et al ** studied variations in secondary arm
spacings across the thickness of stainless steel strips
produced by twin-roll casting. As expected, they observed an
increase in these spacings from the surface towards the centre
of the strip, reflecting a decrease in the cooling rate in the
central regions. Close to the surface, the secondary spacings
varied from 4 to S um, while in the centre, they were in the

range of 8 to 12 um. Perhaps due to the limited range of
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casting speeds adopted in that study (0.5 to 0.65 m/s), no
effect of this variable on the secondary dendrite arm spacing
was identified.

For casting of low carbon steels, Hamel et al i

obtained secondary dendrite arm spacings in the range of 11 to

)

6 pum , for 6 mm thick strips. These higher values are
certainly due to the lower casting speeds (and, consequentcly,

lower cooling rates) adopted in their casting trials.

2.2.3.4 - Grain sizes

Grain size is one of the parameters that characterizes
microstructure and it also affects mechanical properties
(Hall-Petch relation) and the surface roughness of the strips.
Due to its importance, several investigationss:i5:47-53 have
focused on the evaluation of as-cast grain size of stainless
steels and low-carbon steels produced by twin-roll casting. In
some of these works:=®5:-%, the response of the as-cast
structure to heat treatment and deformation has also been
examined.

For 3 mm thick austenitic stainless steels strips
produced by twin-roll casting, Takuda et al“” obtained grain
sizes for the as-cast material in the range of 60 um to 170
um, at the surface and central regions of the strip,
respectively. This variation in grain size with distance from
the surface was considered to be caused by a decrease in the
cooling rate during solidification. Nonetheless, all these
grain sizes are much smaller than those observed in
continuously cast slabs and billets. The main reason for this
difference is the higher cooling rate obtained in twin-roll
casting. The presence of small amounts of delta ferrite, which

has been detected in as-cast strips®“®, also prevents grain
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growth due to its pinning effect.

In terms of post-processing of the as-cast stainless
steel strips, Shin et al® and Takuda et al%” showed that with
adequate adjustments in the procedures for cold rolling and
heat treatment, it was possible to obtain cold rolled strips
with an overall quality superior, or at least comparable, to
conventicnally processed strips. The grain size of the twin-
roll strip after cold rcolling was in the range of 12 to 20 um,
while that of conventionally processed strips was found to be
in between 23 and 27 um.

Higher cooling rates during solidification have also been
held responsible for the fine grain sizes of as-cast strips of
low-carbon steels produced by twin-roll casting, as compared
to those of slabs and billets®!’. However, the grain sizes of
the as-cast strips were remarkably larger than those of
conventional cold rolled and annealed products, when they
reach the same thickness of the strips.

Shiang and Wray's? analysed the microstructure of as-cast
strips of low-carbon steels and observed that basically two
different morphologies of ferrite were present : a thin layer
of polygonal ferrite appeared near the surface, while
Widmanstédtten ferrite predominated in all the other regions of
the strip. The occurrence of Widmanstatten ferrite was
associated with large austenite grains (estimated as greater
than 250 um) and with high cooling rates. The presence of
polygonal ferrite near the surface was attributed to the
higher cooling rate that prevented the austenite grains from
growing and reaching the critical size for formation of
Widmanstatten ferrite. This result corroborates the study of
Ueshima- et al‘?, which indicated that the main factor
determining the austenite grain size in twin-roll casting of
low-carbon steels is grain growth in the single phase region.
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Kawakami et al‘s¥ and Shiang and Wray®? investigated the
response of as-cast strips of low-carbon steels to
austenitization and cold rolling. They cobserved that it was
possible to achieve refinement of the microstructure using the
vy-o phase transformation during cooling and reheating after
solidification, and to obtain fine and uniform microstructure

similar to that of conventional cold rolled products.

Although the evaluation of the effects of post-cast
treatments are important, the full advantage of strip casting
would only be exploited if all these treatments could be
avolided, so that the strips could be directly rolled after
solidification. To analyse this possibility, it is essential
that the microstructure of the strips (i.e. austenite grain
size and presence of precipitates) at high temperatures after

solidification be determined.

2.2.3.5 - Segregation

Segregation can be a major quality problem in any product

of casting processes, since it can lead to materials with non-
uniform physical and mechanical properties. The scale of

segregation can range from a few micrometers
(microsegregation) to the size of the casting
(macrosegregation).

Microsegregation is normally associated with different
solubilities of the solutes in the solid and liquid phases of
a certain alloy. Macrosegregation is caused by the flow of
liquid through the interdendritic channels in the solid-liquid

zone during solidification'®*.

Investigations on macrosegregation in twin-roll casting

of different kinds of steels wusually distinguish two
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. situations(5.42,52.55.56)

I - the two solidification fronts forming on the surfaces of
the rolls meet approximately at the roll bite. This
situation occurs especially when low roll separating
forces are applied. In this case, no significant
macrosegregation is reported;

II - the solidification fronts meet before the roll bite and
rolling cf the strip occurs. High roll separating forces
are usually being applied in this circumstance.
Considering the case in which the solutes have a higher
solubility in the liquid phase, a negative segregated
zone appears in the centre of the strip, as a consequence
of the squeezing of enriched 1liquid out of the
interdendritic spaces.

Both situations are shown in Fig. 2.9, for the segregation of

carbon and sulphur in low carbon steels.

. The fact that macrosegregation is not significant, unless
hot rolling of the strip occurs, is consistent with the high
cooling rates of the twin-roll process. High cooling rates
lead to small dendrite spacings and low permeability of the
mushy zone'® . This low permeability inhibits liquid flow
through the interdendritic channels and prevents

macrosegregation.

Macrosegregation can also occur as a consequence of
uneven formation of the solidified shell'®®. In the thicker
solidified shell, squeezing of the liquid of the mushy zone
generates a negative segregated region. The squeezed liquid
can then flow to the areas of the thinner solidified shell,

producing a positive segregation zone.
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Figure 2.9 - Carbon and sulphur segregation in twin-roll
casting for different roll separating
forcesss .

In terms of microsegregation in twin-roll casting, the
only study reported in the literature was developed by Ueshima
et al®¥. In their work, a constant cooling rate was assumed
during solidification and Fick's diffusion equation coupled
with a mass balance was solved in the dendritic spacing. The
formation of MnS during solidification of low carbon steels
with different sulphur contents was investigated and its
effect on the ferrite grain size evaluatedf?’ .

Microsegregation has also Dbeen associated with
longitudinal crack formation in twin-roll casting(¢’.
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2.2.3.6 - Crack formation and surface quality

The main defects in twin-roll cast strips are

longitudinal and transverse cracks and small depressions‘® .

The formation of longitudinal cracks in steel strips
produced by twin-roll casting has been analysed by several
groups of researchers'® %% . Their works were unanimous in
associating this kind of crack with a delay in solidificaticn.
The delay was indicated by a local increase in the secondary
dendrite arm spacing or by a decrease in the thickness of the
columnar zone in the region around the crack. Arai et al*®
observed that longitudinal cracks occurred in areas where the
columnar zone thickness was less than 70 % of its average

thickness, as shown in Fig. 2.10.

Based on the evidences mentioned above, the following
mechanism for longitudinal crack formation has Dbeen
proposed .37

- stage I: uneven heat transfer occurs across the strip
width, with the cooling rate being 10 to 30 % lower in
the area where the crack will form;

- stage II: uneven contraction strain is generated due to
uneven cooling;

- stage III: crack is formed, resulting from the build-up
of heavy localized tensile strain.

Arai et al 7 developed a two-dimensional analysis of the
distribution of strain and temperature in a strip having a
region where solidification was delayed. The results of this
analysis are presented in Fig. 2.11. In the normal area
(indicated by heat transfer coefficient h; in the figure), the
interior of the strip is subjected to a tensile strain, while
a compressive strain appears at the surface. An almost equal
tensile strain is observed in the surface region of the area
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. with delayed solidification (indicated by heat transfer

coefficient h,). This tensile strain is responsible for the

formation of the crack.
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Arai et al®” also simulated different combinations of
heat transfer coefficients in the normal and delayed
solidification areas. They observed that the greater the
discrepancy between the heat transfer coefficients, the higher
the maximum tensile strain at higher temperatures. This
facilitates the generation of cracks.

Different causes for uneven heat transfer have been
pointed out(6-36.57

- meniscus fluctuation due to the feeding of liquid steel;

- temperature non-uniformity inside the melt pool ;

- variation of heat extraction capacity along the roll
surface (due to uneven thickness of the protective
coating layer, for example)

The first two causes above are related to the configuration of
the metal delivery system adopted in the caster.

Transverse cracks have been usually related to hot
rolling of the strip before it leaves the roll gap‘®’. This
occurs when the two solidification fronts, forming on the
surface of the rolls, meet before the roll nip. In this case,
an adequate combination of casting speed and roll separating
force for a certain strip thickness normally eliminates the

cracks.

Figure 2.12 shows the effect of the casting speed on an
index of transverse cracks. For a given roll gap, an increase
in the casting speed causes a downward shift in the position
where the two solidification fronts meet. At a certain speed,
these two fronts meet exactly at the roll bite. From this
speed on, the fronts meet after the roll bite and no more
rolling occurs inside the caster and the transverse cracks are
avoided. In Fig. 2.12 this speed is around 37 m/min.
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Besides longitudinal and transverse cracks, another
defect that can appear in twin-roll cast strips of steel is
the occurrence of small depressions or wrinkles on the
surface'é?®. The formation of these depressions has been
associated with meniscus fluctuations, and uneven
solidification across the strip width. The mechanism is
similar to that proposed for the formation of longitudinal
cracks. In the vicinity of a depression, the dendrite arm
spacing is about 10 % larger than in the other regions,
suggesting a delay in solidification'®. This delay occurs in
a certain region in the periods when the meniscus moves
downwards and, consequently, the contact time of the
solidifying metal with the roll decreases.

Mizoguchi et al'® observed that meniscus fluctuations
depend on the casting speed. An increase in the casting speed
decreases the meniscus fluctuations and reduces the depth of
the surface depressions, as shown in Fig. 2.13. These authors
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also noticed that, for a given casting speed, the meniscus
fluctuations vary according to the configuration of the system
adopted for feeding liquid steel into the caster. This is
clear evidence of the importance of the metal delivery system
in affecting the quality of steel strips produced by twin-roll

casting.

2.3 - CONCLUSIONS

In twin-roll casting of steel, the interfacial heat
transfer between the rolls and the solidifying metal and also
fluid flow in the liquid pool play an important role in
determining the product quality and also in 1limiting the
productivity of the casters.

The literature review presented in this chapter clearly
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. shows that :

- heat transfer between the rolls and the solidifying metal
have been evaluated using time consuming trial-and-error
procedures to fit experimental data. These techniques are
of questionable accuracy and cannot reproduce the dynamic
aspect of the heat transfer between the surfaces
involved;

- the two-dimensional £fluid flow models that have been
developed, most of them assuming laminar flow, are
limited. They cannot properly simulate the different
kinds of metal delivery systems that can be used in twin-
roll casters and cannot account for the presence of the
side dams. The assumption of laminar flow in twin-roll
casting is also incorrect ;

- no previous work attempted to predict microstructural
aspects of the strips at high temperatures. This
information can be very important if post-processing of

. the strips is considered, especially if direct rolling is
applied.

The present work is focused on the three areas mentioned
above. These areas certainly deserve further investigations
and previous approaches adopted in their study need to be

improved.
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Chapter 3

HEAT TRANSFER AT THE ROLL-STRIP INTERFACE

3.1 - INTRODUCTION

Interfacial heat transfer between the roclls and the
solidifying metal can affect strip quality and limit the

productivity of twin-roll casters.

The methods that have been proposed for the evaluation of
heat transfer coefficients and/or heat fluxes between the
strip and the rolls usually consist of developing one-
dimensional heat conduction models, including scolidification,
and choosing a single value for the heat transfer coefficient
that leads to good matching between calculated and measured
strip surface temperatures. Values of the secondary dendrite
arm spacings across the strip thickness have also been used to
deduce a two or three stepwise variation in the heat transfer
coefficient during the contact time between the roll and the
strip. Besides being time consuming, since they normally adopt
a trial-and-error procedure to estimate the heat transfer
coefficients, these methods are inaccurate and cannot
adequately address the dynamic feature of the interfacial heat
transfer between the rolls and the solidifying metal.

In the present study, an inverse heat transfer analysis
was performed. Readings of thermocouples inserted in one of
the rolls of a pilot twin-roll caster were used to determine
a semi-continuous variation of heat fluxes and heat transfer
coefficients between the roll and the strip. The heat transfer
coefficients were then used to predict surface temperatures of
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. the strip, variation of dendrite arm spacings across the strip
thickness, and global heat extraction rates by the roll.

This chapter comprises the following parts:

literature review on inverse heat analysis;

description of the methodology adopted in the
investigation, including the experimental set-up and the
treatment of the experimental data to obtain the

interfacial heat fluxes and heat transfer coefficients;

results and discussion. In this part, the viability of
the proposed method is proved. The values of heat fluxes
and heat transfer coefficients obtained in the pilot
caster are presented and possible mechanisms to explain
the results are suggested. Finally, the results are

validated using additional experimental data;

conclusions.

3.2 - LITERATURE REVIEW

In this review, the main characteristics of the inverse
heat transfer problem are presented and algorithms to solve
this kind of problem are analysed. Some of these algorithms
were adopted in the evaluation of heat fluxes on the roll
surface, based on temperatures obtained by the thermocouples
inserted in one of the rolls of the pilot caster. Previous

applications of inverse heat transfer analysis are also shown.
3.2.1 - Inverse heat transfer analysis

The direct problem in heat transfer consists of
determining the interior temperature distribution of a body
using data given on its boundaries (usually at the surfaces).
However, there are circumstances in which data are not

. available at the surface, but only at internal points. In this
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case, which 1is usually referred to as the inverse heat
transfer problem, the surface temperatures and/or heat fluxes
have to be calculated on the basis of temperatures given at

these internal points.

The inverse heat transfer problem is classified as ill-
posed. A well-posed problem is one for which i)a solution
exists, 1ii)is unigue and iii)depends continuously on given
data. This third condition, known as stability, guarantees
that small variations of the input data produce only small
changes in the solution. The inverse heat conduction problem
does not satisfy this last condition and small errors in the
temperature data can result in large oscillations of the
values of heat flux. To handle this problem, different
algorichms have been proposed.

A comprehensive study of inverse heat conduction problems
and of the algorithms proposed to solve them has been
presented by Beck et al - . Before discussing some of these
algorithms, it is convenient to introduce the concept of

sensitivity coefficients.

3.2.1.1 - Sensitivity coefficients

The sensitivity coefficient is defined as the first
derivative of the temperature (dependent variable) with
respect to the heat flux (the unknown) and is given by

aT(x,,tL)

x (xlt) = ﬂJ 14 (3°l)
LS B oqk

where X,u(x,,t,) is the sensitivity coefficient at a location
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X; and time t;, with respect to a heat flux g,. The subscript
M of the heat flux denotes the time when it was applied. The
sensitivity coefficients are zero whenever M > I since the
temperature at time t, at any point does not depend on a
future heat flux.

The sensitivity coefficients can be determined based on
temperature distributions for two different values of heat
flux, q" and q'(l+e), where € is a small number. In this case,
they are estimated by

T(x,q (1+€)]-T[x,,q’]
X(X.t) = - . (3.2)
€q

This approach is not convenient, since it requires the
evaluation of two different temperature profiles. It is more
efficient to calculate the sensitivity coefficient using its
own differential equation, which can be obtained from the
transient heat conduction problem.

If the heat conduction equation for one of the rolls of
the TRC and its initial and boundary conditions are expressed

by:

of 9T =k 19 o7 (3.3)
ST 7= (T '
oT
-k§?|pR‘ =h(T-T) ¢t {3.4)
aT
-kEElna_: q, e>e, (3.5)
T(r, t=t ) = Fl(r)} (3.6)
M-1

where = density;

¢
C, = specific heat;
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thermal conductivity;

k
r radial position;

R;, R, = internal and external radius, respectively;
h = heat transfer coefficient roll-cooling water;
Ty = temperature of the cooling water;

F(r) = temperature profile at time = &,.,;

then the corresponding differential equation and boundary

conditions for the sensitivity coefficients are:

c X |1af o 34
BRI -y oy (3.7
ax
-k —=| =hX t>t (3.8)
or er‘ M-1
ax
-k —| =1 t>¢c (3.9)
or R M-1
X(r,c=c,) =0 (3.10)

Equations (3.7)-(3.10) were obtained by differentiating
equations (3.3)-(3.6) with respect to gy. Since these two sets
of equations are similar, the same procedure can be used to

solve them.

If for a particular experimental design (i.e., sensor
location), the sensitivity coefficients are small, the
evaluation of heat fluxes by an inverse heat conduction
algorithm becomes difficult and extremely sensitive to
measurement errors. Considering that these coefficients are
higher at locations close to the surface where the unknown
heat flux is applied, it is important to have the temperature

sensors -as close as possible to this surface.
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3.2.1.2 - Algorithms for inverse heat conduction analysis

The methods to solve inverse heat conduction problems can
be grouped in three main categories'!:
- function specification methods;
- regularization methods;

- space marching techniques.
Function specification methods

Among the function specification methods, those that use
"future" temperatures give the best results. One important
concept that supports the development of these methods is the
fact that the surface heat flux at time t depends on interior
temperatures at time t and times beyond t. This observation
may appear gquestionable, since in direct problems the
temperatures at a given time do not depend on future boundary
values. However, it should be remembered that any change in
surface conditions will take some time to produce its effects
on interior points, especially on those that are far from the

surface.

In these methods, the value of the heat flux at the
surface at instant M, q. , is determined by minimization of
the square sum of the differences between the calculated
temperatures and the temperatures measured by the sensor. The

square sum is given by

L
2
SRD M CLENT MR JE LT 93 (3.11)
where : r = number of "future" times adopted;
X, = the position of the sensor;

Y(X., tm.,.;) = measured temperature;
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T(Xx, ty.:.1 » Gu) = calculated temperature, using
the heat flux qu.

The algorithm to evaluate the heat flux consists in
correcting an 1initial guess q, , based on the difference

between calculated and measured temperatures.
Regularization methods

The regularizaticn methods are procedures that change the
square sum shown in the function specification method, by
adding factors that tend to reduce the fluctuations in the
heat flux at the surface. These fluctuations are associated
with the 1ll-posed nature of the inverse heat conduction
problem.

In the regularization technique, the new function S that
has to be minimized is given by

S = i [¥(x,,t

iel

r
2
T, z (i) W

2 -
mes-r) TR Eyi0 Q)]

-

r =2

2

z] T

(A, " Tyesy)” W, Z (qn‘pl-zqu—i'qn-i-x)z (3.12)
L L BEDS i1
where : a = regularization parameter;
We , W, and W, = zerxroth, first and second-order

regularization terms, respectively.

The first term on the right side of equation (3.12) 1is
exactly the same as in the function specification method
(equation (3.11)). When o is set equal to zero, both
techniques yield identical results.

The summations inside the brackets are the regularization
terms, labelled, from left to right, zeroth-order, first-order
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and second-order regularization terms. Different kinds of
regularization can be obtained by changing the values of W, ,
W, and W,.

When W, = 1 and W, = W, = 0, the procedure is called
zeroth-order regularization. The effect of regularization in
this case is to decrease the magnitude of the heat fluxes. The
first order regularization is established by setcting W, and W.
equal to zero and W, equal to 1. The differences between
successive values of heat flux are then reduced. This usually

improves stability.

The second-order regularization procedure is implemented
by setting Wy, = W, = 0 and W, = 1. In this method, the effect
of different values of o is to reduce the rate of change of
the heat fluxes. This tends to render a linear variation of
the heat fluxes.

One important point when regularization is applied is the
choice of the regularization parameter. If o is made too
large, it can completely change the values of the heat fluxes.
According to Beck et al!, the regularization parameter should
be of the same order of the square of the sensitivity

coefficient for a particular setup.

The function specification and the regularization methods
can be considered as time marching techniques, since the
values of temperature and heat fluxes in a given time are used

to evaluate these parameters in the next time step.
. Space marching techniques
In' any one-dimensional inverse heat conduction problem,

two boundary conditions are known or can be evaluated at the
sensor location for all time steps: the temperature and the
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heat flux. This fact suggests that the inverse heat transfer
problem can be approached in a different way. In this new
approach, the heat transfer equations, given by finite element
or finite difference schemes, are written in such a way that
the values of temperatures and/or heat flux at a given
position, for all time steps, are used to evaluate the
temperature and heat flux in the next position. In this case,
instead of marching in time, the solution marches in space, up

to the surface.

The methods of D'Souza'*’, Raynaud and Bransier'!, Hills
and Hensel'?’ and Weber ' are all space marching techniques.
The difference between them is associated with the way in
which the finite difference or finite element equation is

written.

Usually, the space marching techniques use future
temperatures to estimate the heat fluxes. As mentioned before,
this can decrease the sensitivity of the method to measurement
errors. However, in these techniques, exact matching between
calculated and measured temperatures is established and this
has an opposite effect on the stability.

Although all the methods mentioned above were developed
for one-dimensional situations, they can be extended to multi-
dimensional problems. In this case, an initial solution is
obtained assuming space independence. Space dependence is then
determined iteratively by correcting the initial space
independent solution for all the locations. The iterative
process continues until the solution converges at all points.
An iterative procedure is also adopted when the physical
properties of the material depend on the temperature.
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Other techniques

Besides the methods mentioned above, other techniques to

solve inverse heat conduction problems have been proposed.

More recently, the conjugate gradient method has been
applied to the solution of inverse heat conduction problems.
In this technique, a function similar tc that given by
equation (3.11) is defined. The conjugate gradient method is
then used in the procedure for minimization of this
functionii-i' . Like the function specification and
regularization methods, the conjugate gradient is also a time
marching technique that uses an iterative procedure to
evaluate the heat fluxes at each time step.

3.2.2 - Applications of inverse heat transfer analysis

Inverse heat transfer analysis has been applied in the
evaluation of interfacial heat fluxes between substrates and
solidifying metals in different configurations.

Ho and Pehike®’ used the function specification method to
determine heat transfer coefficients in the casting of
aluminum in a copper <c¢hill. They also measured the
displacements of the cast metal and of the chill and analysed
the variation of the heat transfer coefficient in terms of the
change in thickness of the air gap formed between the chill
and the cast metal.

Recently, Krishnan and Sharma‘¢’ evaluated heat transfer
coefficients during unidirectional solidification of aluminum
alloys -against a smooth iron chill. Thermocouples were
inserted in the chill and in the cast metal. The temperatures
inside the chill were used in the evaluation of interfacial
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heat fluxes. A regularization method was adopted in the
solution of the inverse heat transfer problem. Again, the
values of heat transfer coefficients thus obtained were
compared to those determined by measurements of the air gap
between the chill and the cast metal and satisfactory
agreement was found.

Mucjekwu et al” alsc used a regularization method to
estimate interfacial heat fluxes during solidification of Al-
Si alloys in contact with a water-cooled chill. In their
experiments, the water-cooled chills, instrumented with
thermocouples, were dipped into the melts. The variation of
the interfacial heat flux with time was divided in three
stages

- first stage: linear relationship between heat flux and
time. This stage extends from time zero to the time at
which a maximum heat flux is obtained. The heat flux at
the onset of contact was approximately 25 % of the
maximum heat flux;

- second stage: heat fluxes decreasing linearly with time;

- third stage: heat fluxes decreasing with time, but

showing an exponential decay.

The heat fluxes obtained in this study were then used as
boundary condition in a solidification model to predict
solidified shell thickness and secondary arm spacings.

The only study that determined interfacial heat fluxes
during solidification on a moving substrate was developed by
Chen et al‘®". In their experiments, a low melting point alloy
was poured on a horizontal plate made of low-carbon steel,
containing three thermocouples on its surface. This plate was
then moved at a controlled speed. To evaluate the interfacial
heat fluxes, a Lagrangian coordinate system (moving at the
same speed of the substrate surface) was adopted. The heat
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transfer through the substrate was assumed to be one-
dimensional, in the direction perpendicular to the substrate
surface. Heat conduction in the direction of the movement was
neglected due toc the high Peclet number. To solve the inverse
heat conduction problem, a function specification method with
four future times was adopted. The variation of heat flux with
time showed a pattern similar to that determined by Muojekwu

et a2l .

3.3 - METHODOLOGY

In this section, the methodology followed in the
evaluation of interfacial heat fluxes and heat transfer
coefficients in a pilot twin-roll caster 1is described,
including the experimental set-up and the treatment of the

experimental data.

3.3.1 - Experimental set-up and procedures

3.3.1.1 - Pilot twin-roll caster

The experimental part of the present work was conducted
in a pilot twin-roll caster. The main characteristics of this
caster and the casting conditions during the experiments are

given in Table 3.1.

In all the experiments, the roll separating force was
kept approximately constant at 20 KkN.

Three different 1low-carbon steels were cast. Their

chemical analysis are given in Table 3.2
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Table 3.1 - Characteristics of the pilot caster and

casting conditions adopted in the experiments.

Characteristics of the caster Value
Roll diameter [m] 0.60
Roll width [m] 0.20
Thickness of the roll sleeve [m] 0.020

Casting conditions -

Casting speed [m/s] 0.067-0.133
Strip thickness [mm] 4-7
Contact angle [degrees] 40

Table 3.2 - Chemical analysis of the low-carbon steels

used in the experiments.

Element C Mn Si P S Al N
Steel

0.11 0.42 0.087 [0.009 0.009 |0.0004 |0.0056

0.127 |0.42 0.120 0.012 0.012 0.0030 |0.0065

0.146 0.38 0.1¢ 0.008 0.005 0.002 0.010

3.3.1.2 - Measurements of roll temperatures

Three pairs of thermocouples were inserted in the sleeve
of one of the rolls of the pilot caster, as is schematically

shown in Fig. 3.1.

The thermocouples were inserted through 0.5 mm diameter
holes that were drilled in the copper-alloy sleeve.
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Figure 3.1 - Schematic representation of the experimental
set-up in the pilot caster.

The locations of the thermococuples are important and
affect the accuracy of the heat flux evaluation. It 1is
absolutely essential that the thermocouples be located as
closely as possible to the external surface of the roll that
is 1in contact with the steel melt. This increases the
sensitivity coefficients and, consequently, decreases the
sensitivity of the heat flux calculation to errors in the
temperature measurements. Obviously, safety and durability
aspects have to be taken into account, since the roll suffers
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some wear during its use. Considering these aspects, it was
decided to locate the thermocouples 3 mm below the surface. In
order to avoid the use of pre-assigned values for the heat
transfer coefficient between the cooling water and the roll
sleeve, it 1s necessary to have other thermocouples located at
more internal positions, but on the same radial line of those
close to the surface. Such a methodology is superior to the
use of pre-assigned heat transfer coefficients, since they are
usually estimated based on correlations given in the
literature and they may be incorrect for the specific
configuration of the cooling system of the pilot caster under
study. Considering results of previous simulations that
calculated the temperatures inside the roll sleeve®, the
second thermocouple was placed 12 mm below the surface. This
guaranteed that it was in a region that is not affected by the
cooling channels, which 1introduce perturbations in the

temperature profile in the zones around them.

Each pair of thermocouples was located at a different
position along the roll width. They were all inserted in one
half of the roll, at 3 , 6.5 and 10 cm to the side.

The exact positions of the thermocouples inside the roll
sleeve were determined by a laser ultrasonic inspection
system, whose resolution 1s estimated to be 0.1 mm. These

positions are given in Table 3.3.

All thermocouples were CHROMEGA-ALUMEGA™ (type K),
ungrounded and had a diameter of 0.25 mm.

Two different systems for data acquisition were used. In
one of them, a portable datalogger was attached to the roll
and connected to the thermocouples. With this system, only
four thermocouples could be used simultaneously and the
maximum frequency of data acquisition was 5 Hz. In the other
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system, an interface card connected to a personal computer was

used and data acquisition was performed at 2 and 10 Hz.

Temperature data was acquired during the entire casting
trial, which corresponded to approximately 250 s, or 9 to 14
turns of the roll, depending on the casting speed.

Table 3.3 - Positions of the thermocouples inside the roll
sleeve.
—_ __ e _
Thermocouples Distance to the
external surface
(mm)
Pair A-A External 04.5
30 mm from the side Internal 11.6
Pair B-B External 03.2
€65 mm from the side Internal 12.7
Pair C-C External 03.0
100 mm from the side
‘ Internal 12.0

3.3.1.3 - Response time of the thermocouples

When thermocouples are used in the evaluation of
transient heat fluxes by means of inverse methodologies, the
response time of the thermocouple may, according to
Woodbury?, corrupt the temperature history, affecting both
magnitude and timing of the heat flux variation, especially if
the heat fluxes change rapidly (which is usually the case in
twin-roll casters for steels). In this situation, it is
important to characterize the response of the thermocouples to
make thé necessary adjustments in the temperature data for an
accurate estimate of the heat fluxes.
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Since it was not possible to determine the response time
in situ as suggested by Hashemian et al‘'¥, a simple apparatus
was set up to perform this measurement. This apparatus is

shown schematically in Fig. 3.2

COPPER BLOCK
(TO DATA ACQUISITION)

COPPER
BLOCK GUIDING SYSTEM
7, ——— CERAMIC BOARD
HOT PLATE —— T |
F-
00T
[
200 — — 1 CONTROLLER
|
100°%c

Figure 3.2 - Apparatus to determine the response time of
the thermocouples.

In this apparatus, a 0.8 mm diameter hole was drilled
into a small block of copper. This block of copper was then
put inside a ceramic board and placed on the top of a hot
plate, so that the bottom of the block touched the surface of
the hot-plate. The copper block was heated up to a steady
temperature of approximately 300 °C. When this temperature was
reached, a thermocouple, identical to those used in the
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pilot caster, was rapidly plunged into the hole of the copper
block. A guiding system was used to guarantee that the
thermocouple would go straight to the bottom of the hole,
without touching its sides.

The output signal of the thermocouple during its heating
was recorded at a frequency of 60 Hz, using an interface card
connected to a computer, and was then prccessed to

characterize the response time in this type of set-up.

3.3.2 - Response time of the thermocouples and correction
of temperature data

According to Hashemian et al*¥, the response time of a
thermocouple to a step change in ambient temperature can be
expressed by the following function

E(t) =A +Ae ' +Ae * ~ade ¥ + ... (3.13)

where : E(t) = thermocouple output signal ;

A, = constants ;

T, = modal time constant for mode 1i.
These modal time constants characterize the response time of
the thermocouple.

Hashemian et al'’ have also pointed out that only two
modal time constants can usually be identified from the kind
of experiment developed in this work. The higher order time
constants are often difficult to determine, but their
contributions to the overall response of the thermocouple are
often insignificant.
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To evaluate the modal time constants 1, and 1,, the
thermocouple output, obtained in the experiments described in

section 3.3.1.3, was written in a dimensionless form

E(t) AL (3.14)
T.-T,
where : T(t) = the temperature variation given by the
thermocouple ;
T, = initial temperature of the thermocouple ;
T, = final temperature of the thermocouple (after

reaching steady-state).

The dimensionless temperature, E(t), was then fitted to
equation (3.13) and the values of 1, and 1, were determined.
Once these two modal time constants are known, they can be
used to correct the temperatures measured by the thermocouples
inserted in the roll of the pilot caster.

The correction of the thermocouple output was made by the
use of the so-called transfer function G(s), which relates the
thermocouple output to process temperature variations. It has
been shown'?’ that G(s) has the following form:

E(s) 1

G(s) = = 3.15
(s) T(s) (l*tls)(l*Tzs)(l+I35).. ( )
where : E(s) = Laplace transform of the thermocouple
output;
T(s) = the Laplace transform of the process
temperature.

Again in this equation, only the first two modal time
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constants were considered.

The method adopted for the correction of the temperatures
given by the thermocouples involved the following steps
i- evaluation of the Laplace transform of the thermocouples
signals, E(s) ;
ii- calculation of the Laplace transform of the corrected
temperatures, T{s), using equation (3.15) ;
iii- inversion of the Laplace transform T(s) to obtain the

corrected temperatures T(t).

The output signals of the thermocouples inserted in the
caster cannot be described by an analytical function. They are
rather a group of discrete values that can be considered as
representing the temperature over a certain time interval,
whose length depends on the frequency at which the temperature
readings are stored. The steps above were then carried out
assuming each value of temperature as a step function
prevailing over a period of time equivalent to the interval
used in the data acquisition system. This consideration
significantly simplified the correction procedure.

The temperatures determined with the application of this
procedure were then used in the evaluation of the interfacial
heat fluxes, as described in the next section.

3.3.3 - Interfacial heat fluxes

In the evaluation of the interfacial heat fluxes, a
Lagrangian coordinate system, moving at the same speed of the
rolls and thermocouples, was used. In this system, the heat
transfer inside the roll can be expressed in terms of
Fourier's heat conduction equation. Heat conduction in the
angular and axial directions of the roll was neglected. This
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hypothesis will be verified later on. Considering these
assumptions, the heat conduction equation is reduced to the

following one-dimensional form for radial flow of heat

1l ¢ aT
Torl Tar

This equation was adcpted in the formulation of all the

oT

pC — =k (3.16)

algorithms adopted in the solution of the inverse heat
transfer problem.

Since a pair of thermocouples having different radial
positions was used for each of the three distances from the
side of the roll, two different heat fluxes could be
evaluated:

1 - heat fluxes at the interface between the roll and the
steel melt ;
2 - heat fluxes at the interface between the roll and the

cooling water channels.

When the heat fluxes at the roll-steel interface were
evaluated, equation (3.16) was subject to the following
initial and boundary conditions

(1) £t =0 T = Ti(r)
(1) £>0 = r = R, T = Tnn (t)
T
(iii) £> 0 r=R LTS
or R
where : T, = initial temperature profile of the roll sleeve;
R, = radial position of the internal thermocouple;
T = temperature measured by the internal

thermocouple (after correction);
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R = external radius of the roll sleeve;
dr(t) = heat flux at the roll-steel melt interface.

In this case, the temperatures measured by the internal
thermocouple were used as a boundary condition and the
temperatures determined by the external thermocouple were the
fitting parameter adopted in the evaluation of the heat
fluxes, gz. The heat transfer equation was solved in the
region between the position of the internal thermocouple and
the external surface of the roll.

For the evaluation of the heat fluxes at the interface
between the roll and the water channels, the initial and
boundary conditions for equation (3.16) were

(1) £€=0 :+ T=T/(r)
(ii) £€>0 : r = Re T = Tny(t)
s _ oT _
(iii) £>0: r = RW -kEE = qw(t)
where : R. = radial position of the external thermocouple;
R, = radial position of the interface between the
roll sleeve and the water channels;
Ty = temperature measured by the external

thermocouple (after correction);

gu(t) = roll-water heat flux.

In this evaluation, the temperatures given by the
external thermocouple supplied the boundary condition and
those of the internal thermocouple were used as the fitting
parameter. The domain of solution of equation (3.16) was the
region between the location of the external thermocouple and
the intérface of the roll sleeve with the water channels.

Considering that the thermocouples were located more
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closely to the external radius of the roll, one can expect to
have obtained more accurate values for the heat fluxes at the

roll-steel interface, than at the roll-water interface.

The heat fluxes were calculated using the following
algorithms for solving the inverse heat conduction problem
- function specification method, with different number of
future times'! ;
- second order regularization'V
- space marching techniques: methods of Hills and Hensel ?,

Weber !, D'Souza* and Raynaud and Bransier'® .

Simulations using temperatures generated by direct heat
transfer models were also performed in order to analyse the
accuracy of the heat fluxes wvalues obtained by each of the
above methods.

3.3.4 - Interfacial heat transfer coefficients

In addition to the heat fluxes, it is also interesting to
evaluate the interfacial heat transfer coefficients, since
they do not depend on the temperature difference between the
two surfaces and in some cases give more information about the

nature of the contact.

3.3.4.1 - Heat transfer coefficient between the roll and the
solidifying metal

According to the definitions given in the previous
chapter, the interfacial heat transfer coefficient between the
roll surface and the solidifying metal, hg, was evaluated
using the following equation
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q
h, = R (3.17)
TM* TR
where : gz = heat flux at the roll-melt interface ;
Ty = temperature of the solidifying metal in

contact with the roll surface ;
T = temperature of the roll surface.

The values of the temperature at the roll surface were
obtained during the solution of the inverse heat conduction
problem, but to calculate the temperature of the steel in
contact with the roll surface, it was also necessary to model
the heat transfer process in the melt and to include

solidification.

To model the heat transfer inside the melt, an approach
similar to that suggested by Kawakami et al®? was adopted.
This approach is shown schematically in Fig. 3.3.

Due to symmetry, it is sufficient to analyse only half of
the caster.

In this formulation, written for a Lagrangian coordinate
system, heat transfer through a slice of the melt moving with
the speed of the 1roll was studied. In Kawakami's
formulation®3, the thickness of the slice was constant and
equal to 5 mm (no reason for this choice was given). In the
present approach, a slice with variable thickness was assumed.
The initial thickness was considered to be equal to half the
thickness of the final strip, but it was gradually increased
to have the same thickness as the thermal boundary layer
surrounding the roll. The thickness of this thermal boundary
layer was estimated without any detailed consideration of the
fluid flow pattern inside the melt nor of the effects of
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interaction between the rolls. In a certain angular position
(or after a certain time, in Lagrangian coordinates), the
thermal boundary layer reaches the centre of the caster. From
this point on, the thickness of the slice was decreased, so
that its external radius followed the symmetry line of the
caster. At the external radius of the slice, adiabatic

conditions were assumed.

SUBMERGED NOZZLE

SYMMETRY LINE

| LIMIT OF DOMAIN

N

ADIABATIC

N

/._. HEAT FLUX : g {t)

V=L
\\ \\ W SLICE OF THE STRIP

“v‘ \ ‘, /= SOLID SHELL
Y /
ROLL SURFACE : \\ v
| —

v f—e—————— ROLL BITE
/ ——
‘i l
/ |

Figure 3.3 - Heat transfer model to calculate temperatures

in the steel melt.

In  the liquid and in the partially solidified region
(mushy zone) of the slice, heat is transported not only by
thermal diffusion, but also by convection. This convection is
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driven by the inlet stream, by buoyancy and mainly by the
movement of the rolls. Basically, there are two ways of
introducing the effect of convection into the heat transfer
process

- solving the fluid flow problem and calculating all the
velocities in the liquid and mushy zones ;

- artificially increasing the value of the thermal
cenductivity of the liguid and partially solidified
regions.

In this part of the work, the second alternative was adopted,
since modelling of fluid flow would dramatically increase the
computation time to solve the heat transfer problem, and would
impair the use of the present formulation as a tool in future

process control applications.

To account for convection, an effective thermal
conductivity was then defined by

k =k k(7 , (3.18)

where k. is a multiplying factor that accounts for convection
and k(T) is the thermal conductivity of the material, as a
function of temperature. For the liquid region, it has been
suggested that k. should have a value between 5 and 10‘%. In
the solid, k. is set equal to 1.

For temperatures between the solidus and liquidus, k.
should vary according to the liquid fraction. It has been
reported‘’*’ that a linear variation of k. with the liquid
fraction overestimates the effective thermal conductivity. A
quadratic approximation has then been formulated!¢

k =1+ (m -1)f? (3.19)
[od L

[

where m. is a number between S and 10 and £, is the liquid
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fraction. This relation was adopted in the present work.

Finally, it was also assumed that the heat transfer
inside the slice under study occurs only in the radial

direction.

Considering the approximations and assumptions mentioned
above, the heat transfer in the slice can be expressed by the
one-dimensional transient heat conduction equation, written in

terms of the enthalpy '

E; 1 46| k. H 1 9| ke 9F
Com = |28 Deer (O p |2 90 Tere Tii ) (320,
ot ror| ¢, ¢r ror|l c or
where : L = latent heat of fusion ;

H = enthalpy of the melt.

The enthalpy, H, is defined as
T
H=Tf c,dr - £,L , (3.21)

re!

where T, is an arbitrary reference temperature.

In the conventional formulation using temperature instead
of enthalpy, the heat conduction equation can be written as

1i k rg_I.'
rér\ et or

In this case, the effect of the latent heat release can be
introduced via the equivalent specific heat approach**’.

d
—(pCT) = 3.22
at(pp) ( )

Both formulations were used in this work.
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. The boundary and initial conditions used in the numerical

solution of equations (3.20) and (3.22) were

(1) £ =0 : T = TiLr) , H =fﬂ(r)
(1) £>0 r =R : heat flux = q_ (t)
(iii) £t>0 r =R+ & : heat flux = 0 (adiabatic) ,

where & is the variable thickness of the slice and H, is the

initial enthalpy of the slice.

Equations (3.20) and (3.22), subjected to the boundary
and initial conditions above, were solved using an explicit
method with a finite volume formulation''®’. In this solution,
a constant density of the melt was assumed, but the specific
heat and thermal conductivity were both considered functions
cf the temperature. The values of the physical properties used

. in the numerical solution are given in Table 3.4.

The solid fraction was determined using the lever
rule?” . This rule was also applied in the evaluation of the
term &f,/8T, used in the calculation of the equivalent
specific heat in the mushy region.

The thickness of the slice was adjusted according to the
following procedures:

- to increase the thickness : nodes with the same
temperature (or enthalpy) of the outer node were added.
This is consistent with the adiabatic boundary condition
assumed for this region ;

- to decrease the thickness : nodes from the outer region
of the slice were gradually removed.

With the solution of equation (3.20) or (3.22), values of
. temperature of the solidifying metal in contact with the roll
were obtained and then used in equation (3.17) to calculate
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the interfacial heat transfer coefficient between the roll and
the steel melt.

Table 3.4 - Physical properties used in the heat transfer

model for solidification of low-carbon steel.

—
Properties Temperature range Value
()
densicy - 7200
(kg/m*]
specific heat " T 2T, 679.0
(J/kg K]
Ts < T « T, 679.0 £, + 680.0 £5 - L 3£4/8T
(for temperature)
680.0 (for enthalpy)
1200 « T s T 519.987 + 0.0942 T
. 1033 <« T s 1200 7802.0 - 5.278 T - 3.676 x 10! T?
+ 1.388 x 10 T + 1.031 x 10°% T*
T s 1033 2368.0 - 14.92 T + 4.107 x 10°* T2
- 4.696 x 105 T! + 1.953 x 10" T*
thermal T »>T, 238.0
conductivicyit
(W/m K] Ts <« T s T, 34 (1 + 6 £.2)
1143 <« T s T 16.995 + 0.0G11iS (T - 273)
T < 1143 64.135 - 0.0427 (T - 273)
. latent heat of - 2.6 x 108
fusion®!
{I/kg]
l;——
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Average cooling rates during solidification were also
determined for different regions of the slice, using the
following expression

|=—1 = (3.23)

where : T. = liquidus temperature ;
T; = solidus temperature ;
t: = solidification time.

The liquidus temperature was estimated by an empirical
correlation’®, using the chemical composition of the steel.
The solidus temperature was evaluated by a microsegregation
model that will be described in Chapter 5.

The average cooling rates were used to estimate secondary
dendrite arm spacings and these values were compared to
measurements performed at different positions across the
thickness of the strips produced in the pilot caster.

In the pilot caster, the surface temperature of the
strip, in a point approximately 0.4 m (16") below the rolls,
is continuously measured. To enable a comparison between
measured and calculated surface temperatures, the domain of
solution of the heat transfer model above was extended to
include the region after the roll bite until that point. For
this region, equations (3.20) and (3.22) were re-written in
rectangular coordinates
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a (oC T) = d B aT
3t ‘P p - dy| efr Oy

3E r (3.25)

where y is the distance to the centre of the strip.

The boundary conditions were changed to

(1) £>0

(ii) £> 0

where

3.3.4.2-

ha

W m a 43

y =0 : heat flux = 0 (adiabatic)

y=s : heat flux = h (T-T) +ge (T* - T}
heat transfer coefficient between the surface
of the strip and the air ;

ambient temperature ;

Stefan-Boltzmann constant ;

emissivity of steel (0.8) ;

half of the thickness of the strip.

Heat transfer coefficient between the roll and the

cooling water

Heat transfer coefficients between the roll and the

cooling water were evaluated using the equation

where

h = —— (3.26)

h, = heat transfer coefficient between the roll and

Qu

the water ;
heat flux at the roll-water interface ;

Tec = temperature of the roll at the interface with

the water;

Ty = water temperature.

The values of q, and Ty were obtained from the solution
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of the inverse heat transfer problem. The water temperature
was measured at the inlet and outlet of the roll and an

average value was used in equation (3.26).

3.4 - RESULTS AND DISCUSSION

This part describes and analyses the tests that were
carried out to evaluate the different algorithms for inverse
heat transfer analysis and to validate the one-dimensional
transient approach proposed in this work. The results obtained
in the evaluation of interfacial heat fluxes in the pilot
caster are then presented and discussed. Mechanisms to explain
the variation of these heat fluxes during the contact time
between the roll and the melt are also proposed.

3.4.1 - Evaluation of the algorithms for inverse heat
transfer analysis

Before using the temperature data from the pilot caster
to determine the interfacial heat fluxes, it is important to
evaluate the accuracy of the different algorithms for inverse
heat transfer analysis and also to verify if the one-
dimensional transient approach proposed here is a reasonable
approximation to the actual three-dimensional transient heat
transfer inside the roll sleeve. Since the correct values of
heat fluxes in the pilot caster were not known a priori, these
two tasks were performed according to the following steps

i- temperatures inside the roll sleeve were generated by
mathematical models, using known heat fluxes as boundary
conditions ;

ii- temperatures at the same positions where the
thermocouples were located were used in the inverse heat
transfer algorithms to calculate the interfacial heat
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fluxes ;
iii- values of heat fluxes calculated by the inverse heat
transfer algorithms were compared to those used in the

temperature generation (step "i").

Two different kinds of mathematical models were used in
the generation of temperatures inside the roll sleeve. To
evaluate the accuracy of the algorithms, a one-dimensional

transient model was used

+ _]L_(E,) , (3_27)
r or

where a is the thermal diffusivity of the copper alloy used in

the roll sleeve.

Equation (3.27) 1is essentially the same differential
equation that is solved by the inverse heat transfer

algorithms.

The initial and boundary conditions were

oT
£>0 r=R, ke = B, (T-T,)

(interface roll sleeve-cooling water)

t>0 r=R kéz =qg(t)
or

(external surface of the roll sleeve)

In this model, the following function for the interfacial

heat fluxes was used
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g(t) =A + Bt + C sin (Dt) , (3.28)

where A, B, C and D are constants. Different combinations of
these constants were tested.

To verify the viability of the one-dimensional approach,
temperatures inside the roll sleeve were also generated by a

three-dimensicnal mcdel expressed by

ol 3t~ “ 36 or\ "~ 3r) = 7z de| 6
o ar
—| k=— 3.29
az( az) ( )
where : 8 and z = angular and axial directions,

respectively ;

w = angular velocity of the roll ;

P, k and C, = density, thermal conductivity and
specific heat of the roll sleeve, respectively.

Equation (3.29) was written considering an Eulerian
reference frame. Convection associated with the roll movement

is introduced by the second term on the left hand side.

The initial and boundary conditions were

t=0 T{(r,8,2z) = Ti

oT
t>0 r=R, ké} = h (T-T,)
t>0 r =R k92=q(e,z,t)

or
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£>0 z=0 $3T - o
0z
oT

t)O ZZW k_:o
R oz

t>0 86 =0, 2n T(r,9,z,t) = T(r,2m,2z,t)
here W; is the width cf the roll sleeve.

The interfacial heat fluxes were chosen so as to
reproduce as closely as possible the expected variation in the
pilot caster, i.e., high values for angles corresponding to
the region where the roll sleeve is in contact with the
solidifying metal and low ones (corresponding to heat losses
by convection and radiation) for all the remaining angles.
Different variations of heat fluxes in the contact region were
tested.

Equations (3.27) and (3.29) were solved using an explicit
method . A hybrid scheme®® was adopted in the discretization
of the convection term in equation (3.29).

The values of physical properties of the roll sleeve and
the parameters used in the temperature generation are given in
Table 3.5.

The dimensions of the roll sleeve given in Table 3.5
correspond to those of the pilot caster.

To simulate measurement errors and noise 1in the
temperature data, random numbers were added to the
temperatures generated by the mathematical models. The
temperatures were changed according to the following

expression



100

Y=T+¢e€s (3.30)
where : Y = temperature with random error ;
T = temperature generated by the mathematical
models ;
€ = random number with normal distribution with
mean zerc and a standard deviation of one ;
S = constant.
Table 3.5 - Physical properties of the roll sleeve and
parameters adopted in temperature generation.
Physical properties / Parameters Value

Physical properties and dimensions of the

roll sleeve

- density [kg/m?] 8820.0

- specific heat [J/kg K] 410.03

- thermal conductivity [W/m K] 367.26

- external radius [m] 0.3

- internal radius [m] 0.28

- width [m] 0.20
Heat transfer coefficient between the roll 24,000.0

and the cooling water, h,'® [W/m? K]
Angular velocity of the roll [rad/s] 0.21-0.63

(2-6 rpm)

An increase of "s" represents higher levels of error and

noise in the temperature data. The random numbers with normal

distribution were generated using an algorithm proposed by

Knuthto,
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In Figs. 3.4 and 3.5, the heat fluxes calculated by the
inverse heat conduction algorithms are compared with those
adopted in the temperature generation using equation (3.27).
In this case, the values of A, B, C and D in equation (3.28)

were
A =20
B =20
C =1.5x 10°% W/m?
D = 0.6283 s't.

In Fig. 3.4, no error was added to the temperatures
calculated by the mathematical model. It can be observed that
when these "exact" temperatures are used, all the six
algorithms give values of heat fluxes that are very close to
the correct ones. Only the algorithm proposed by Raynaud and
Bransier!” tends to deviate from the correct values in the
times when the heat flux reaches its maximum and minimum.

In Fig. 3.5, an error corresponding to s=1 in equation
{3.30) was added to the temperatures calculated by the
mathematical model. This affected the results yielded by all
the algorithms, the space-marching techniques (Hills and
Hensel®', D'Souza'!, Weber * and Raynaud and Bransier''’) being
more sensitive. As mentioned before, these techniques all aim
at exact matching between calculated and '"measured”
temperatures and this is why the errors affect so seriously
their performances. The least squares techniques, function
specification and especially the second order regularization,

were much less sensitive to errors in the data.
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Based on these results, only the second order
regularization method was used in the verification of the one-

dimensional transient approach proposed in this work.

Figures 3.6 to 3.10 show the results of heat flux
calculation when the temperatures were generated by the
solution of -equation (3.29). In these figures, time
corresponds tc angular positicn. Different variaticns cof heat
fluxes during the contact time (or contact angles) between the
roll sleeve and the solidifying metal were tested. Across the
width of the roll sleeve (z-direction), similar variations
with the contact time were imposed, but the values at the
centre (z=0.10 m) were 25 % smaller than those close to the
edges (z=0 and z=0.2 m). A linear variation was assumed for
the regions in between the centre and the edges. The effects
of measurement errors or noise in the data and time interval
for temperature generation (simulating different frequencies

of data acquisition in the caster) were also investigated.

In general, the heat fluxes calculated by the one-
dimensional transient approach were in good agreement with the
values wused as boundary conditions in the temperature
generation. All different shapes of variations of heat fluxes
were well reproduced, even in cases of very sharp changes.

The effect of the level of noise in the temperature data
can be observed by comparing Figs. 3.6 and 3.7. This effect is
more significant when the heat fluxes are low. During the
contact time, the influence of noise becomes less important.
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Figures 3.8 and 3.9 show the results for two different
time intervals used in temperature generation : 0.5 and 0.1 s,
respectively. This simulates the range of frequency used in
temperature acquisition in the pilot caster (2 to 10 Hz). In
both cases, the calculated heat fluxes were very close to
those used in the temperature generation, especially during
the contact time. It can also be observed that, with a
decrease of the time interval, the sensitivity of the inverse
heat transfer algorithm to noise or error in the temperature
data 1increased. This 1is indicated by the more pronounced
fluctuations in the heat fluxes during the non-contact times.
During the contact time, the difference is less evident.

In all the results shown in Figs. 3.6 to 3.9, the
calculated heat fluxes differ from those used in temperature
generation by less than 15 %, during the contact times. In the
non-contact times, the difference is much higher. However,
since the objective of this investigation is to evaluate the
heat fluxes between the roll and the solidifying metal, only
the contact region is really important.

Figure 3.10 shows the result of heat flux calculation in
the most difficult situation : small time interval (0.1 s),
high level of noise or error in the temperature data (s=2) and
several abrupt changes in the values of the heat fluxes. Even
in this case, the difference between calculated and exact
values is always inferior to 23 %, during the contact time.

These tests clearly prove that the one-dimensional
transient approach proposed here, considering a reference
frame moving at the same speed of the thermocouples, is a
viable way to evaluate of interfacial heat fluxes in the pilot
caster. The effects of heat conduction in the z-direction
(across the width of the rolls) and in the 6-direction are
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negligible. It is important to mention that this approach
should also work in the case of industrial casters, with 1.2
m diameter and 1.3 m wide rolls®¥. In this case, the casting
speed is usually between 0.3 and 2 m/s?" , which gives higher
Peclet numbers and even less significant effects of heat
conduction in the 6-direction, as compared to the pilot
caster.

3.4.2 - Evaluation of the response time of the
thermocouples and correction in the temperature
data

In the evaluation of the response time of the
thermocouples used in the pilot caster, 30 experiments, as
described in section 3.3.1.3, were carried out. Figure 3.11
presents the results of one of these experiments. This figure
shows the output of the thermocouple (given in the
dimensionless form - equation (3.14)) and the fitting of this
output to a curve expressed by equation (3.13).

The values of 1, and 1, determined in the experiments were
averaged and these averages were used for the correction of
the temperatures measured in the pilot caster. The following
values were obtained

T, = 1.17

T, = 0.33.

The standard deviation for t; was 0.23 and for 1, was 0.17.
Considering these two numbers, two extreme situations of
temperature correction were also analysed

- upper limit of correction : t; = 1.4 and 1, = 0.50 ;

- lower limit of correction : 1, = 0.94 and 1, = 0.16.
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Before proceeding to the evaluation of heat fluxes in the
pilot caster, one final test was performed to verify if the
scheme proposed for temperature correction, considering each
value of temperature as a step function, is correct. To carry
out this test, the temperature was expressed by a sine
function and the output of the thermocouple was determined
using equation (3.15), with 1, and 1, having the average values
given above. With this choice for the temperature function, it
was simple to obtain the Laplace transform of the temperature,
T(s), and to find the inverse transform of E(s) to determine
the thermocouple output, E(t). In both cases, analytical
functions were obtained. Function E(t) was then used to
generate a group of values expressing the thermocouple output
at different times. Each of these values was treated as a step
function and used to reconstitute the original temperatures.
The result of these operations is shown in Fig. 3.12. The
temperatures obtained by the correction of the thermocouple
output reproduced very well the original sine function used to
generate the temperatures. Other simple functions for the
temperature were also tested with similar results. This
indicates that the scheme proposed for the correction of the
thermocouple readings (considering them as step functions)
works and can be reliably used to process the data from the
pilot caster.

3.4.3 - Heat fluxes and heat transfer coefficients at the
roll-solidifying metal interface.

The heat fluxes and heat transfer coefficients at the
roll-solidifying metal interface were evaluated according to

the following steps
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i- correction of the readings of the thermocouples, based on
the response time ;

ii- calculation of interfacial heat fluxes using the
corrected temperatures in the algorithms for inverse heat
conduction ;

iii- evaluation of heat transfer coefficients using the heat
fluxes above and the model for solidification of the

strips.

The experiments were grouped according to the casting
speed and thickness of the strips. Two groups were formed

.group 1l: low casting speed , 0.067 m/s (4 m/min), and thick
strips, 6 to 7.5 mm. Steels A and B of Table 3.2

were cast in these conditions;

.group 2: high casting speed, 0.12 to 0.13 m/s (7 to 8 m/min)
and thin strips, 4 mm. Steel C was cast in this

group of experiments.

In all the experiments, a tubular submerged entry nozzle
(SEN), with two horizontal ports in the direction of the side
dams, was used to deliver liquid steel into the caster. In all
the runs, the superheat was approximately 25 °C.

Table 3.6 shows the data used in the solution of the
inverse heat conduction problem. It includes the physical
properties of the roll sleeve and of the coating that was
applied on its surface. In all the results presented below,
the thermocouples outputs were corrected using modal time
constants 1, and 1, equal to 1.17 and 0.33, respectively.
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. Table 3.6 - Data used in the solution of the inverse heat

conduction problem.

[—— — —_— —
Data T_- Value
Roll sleeve (copper alloy)‘®
- density [kg/m?] 8820.0
- specific heat [J/kg K] 410.03
- thermal conductivity [W/m K} 367.26
- thermal diffusivity [m?/s] 1.02 x 10
Coating
- thermal diffusivicy # [m?/s] 1.26 x 10°®
- thickness [um] 100.0
—— — —  — —  — —  —  —— ]
. 3.4.3.1 - Variation of heat fluxes/heat transfer coefficient

with time

Figures 3.13 and 3.14 show the variation of the corrected
temperatures and of the heat fluxes during one of the
experiments of group 1. The peaks in the temperatures and in
the heat fluxes correspond to the periods of contact between
the roll and the solidifying metal. The value of heat flux at
the peak changes from turn to turn. This variation is probably
due to small variations in the casting conditions and also to
the fact that, at each turn, the temperatures are sampled at
different locations along the contact region. Since the heat
fluxes change continuously during the contact, different
positions for sampling the temperatures, naturally lead to

different heat fluxes.
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Figure 3.15 shows in more detail the variation of heat
fluxes during the contact time. This kind of variation is
typical for all the experiments of group 1. Considering the
geometry of the meniscus‘?® and that the temperatures were
measured every 0.5 s (or every 0.033 m, at the casting speed
used in these experiments), the last point before the
beginning of contact should give heat fluxes between 2 x 10°
and 1 x 10° W/m?. These numbers were obtained assuming
conduction and radiation through a layer of air between the
roll and the melt. After the beginning of contact, there is a
sharp increase in the heat flux. A maximum is reached, usually
after % to 2/3 of the contact time. The heat fluxes then
decrease and for the first point after the roll nip values in
the range of 1.3 x 10°® and 1.6 x 10° W/m? are expected,
depending on its distance to the roll bite. Again, these
values were obtained considering conduction and radiation

through the air layer between the roll surface and the strip.

The variation in the heat transfer coefficient during the
contact time follows the same trend as the heat flux, as can
be seen in Fig. 3.16.

This kind of behaviour of the heat fluxes and heat
transfer <coefficients during solidification has Dbeen
determined in other investigations(’-8.2¢-28)  and different
mechanisms have been proposed to explain it.

In the case of the pilot twin-roll caster, the variation
of heat flux during the contact time 1is certainly a
consequence of the interplay of different factors, such as the
presence of an entrapped air film between the roll and the
thin solidified shell, thermal expansion of the rolls,
metallostatic pressure and solidification shrinkage. The
following mechanism is proposed to account for the observed
variation of heat flux or heat transfer coefficient:
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liquid steel is injected through the submerged entry
nozzle and loses most of its superheat before reaching
the meniscus region. As a consequence, solidification
starts right at the beginning of the contact with the
roll surface;

heat transfer occurs between the surface of the roll and
the surface of a very thin solidified shell. Since these
two surfaces are rough (at macro- and microscopic
scales), at certain points they are in contact while in
other regions, they are separated by an entrapped air
film*” . In the contact points, heat is transferred by
conduction between the two solid surfaces. In the non-
contact regions, conduction and radiation through the air
film are the main mechanisms of heat transfer;

the initial contact between the two surfaces is very
loose, which leads to a relatively small heat flux ;

as the contact progresses, the roll expands due to a rise
of its temperature®?® . At the same time, the
metallostatic pressure over the thin solidified shell
increases, as a result of the increasing height of liquid
metal above it. Consequently, the contact pressure tends
to augment causing the thickness of the air film to
diminish and more direct points of contact to be made
between the shell and the roll. Both factors lead to
higher interfacial heat fluxes;

as heat is extracted from the metal, the solidified shell
becomes thicker and strong enough to support the
metallostatic pressure. Solidification shrinkage also
becomes significant, and the shell gradually uncouples
from the roll surface. These two factors cause a decrease
in the heat flux.

It-seems that, before reaching the maximum heat flux, the

factors mentioned in item iv are more important and determine

the variation in the heat flux. After the maximum, the effects
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listed in item v take over and are responsible for the
decrease in the heat fluxes.

Evidence to support this mechanism can be found in the
investigations of Nishida et alf®*, Mizoguchi et al‘?” and
Rapier et alf?® .

Mizoguchi et al’?” provided convincing evidence of the
presence of an entrapped air film between the roll and the
solidifying metal. In their experiments, they had different
gas atmospheres on the top free surface of a laboratory-scale
twin-roll caster. Depending on the gas used, different values
of an overall heat transfer coefficient were obtained. They
explained this variation in terms of the boundary layer theory
and of the physical properties of the gases. Their results not
only indicate the presence of this gas £film, but also
demonstrate its importance in the heat transfer process. They
also pointed out the tendency of the thickness of the gas film
to decrease with an increase in the casting speed.

Rapier et al®® studied heat transfer between two solid
surfaces and proposed the following relationship to evaluate
the heat transfer coefficient between the contact points of

the two surfaces

h. =G Km{ P % (3.31)
s cl| H )
where : k., = harmonic average of the thermal conductivities

of the contacting surfaces ;

¢ = wavelength of surface roughness for the rougher
surface ;
- P = 1interfacial contact pressure ;
H = hardness of the softer solid in the contact

interface;
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G = proportionality constant that depends on the
geometry of the system.

This expression shows the effect of the contact pressure
on the heat transfer coefficient. In the twin-roll caster,
this contact pressure is certainly a function of the
metallostatic pressure, the thermal expansion of the rolls and

the sclidification shrinkage.

In their investigation, Nishida et al'?¥ measured the
relative movements of the mould and <casting during
solidification of aluminum alloys. They detected a
displacement of the mould towards the casting during the early
stages of solidification, leading to an increase in the heat
transfer coefficient between the two surfaces. After a certain
time, the distance between the surfaces became larger and the
heat transfer coefficient dropped very rapidly.

Figure 3.17 illustrates the variation in the heat fluxes
during one of the experiments of group 2 corresponding to
higher roll speeds and thinner strips. In general, the peak
heat fluxes are higher than those obtained in the group 1
experiments. This is probably due to the different casting
speeds and also different compositions of the steel being
cast. These points will be discussed later.

Figure 3.18 presents the variation of heat fluxes during
one of the periods of contact. Until approximately 2/3 of the
contact time, the heat flux variation is similar to that shown
in Fig. 3.15 : a sharp increase until a maximum is reached,
followed by a period of decrease. Most likely, the same
mechanism that was proposed for the experiments of group 1
applies-also here. The difference appears in the last 1/3 of
the contact time. For most of the experiments, a second peak
in the heat flux occurs in this final period of contact.



125

6.5
At = 0.1 s

5.5
S
45

35

(Millions)

25

Heat flux (W/m?)

1.5

05
0 - _ -

A o

'0.5 T T T T T B T A T
0 20 40 60 80 100 120 140 160 180 200

Time (s)

Figure 3.17 - Variation of the heat fluxes at the roll-melt
interface, during one of the experiments in

group 2.



126

6.5

5.5

4.5

3.5

2.5

Heat flux (W/m?)
(Millions)

1.5

0.5

-0.5

Figure 3.18 -

165 169

Heat fluxes during the contact time for one

experiment in group 2.



127

The second peak in the heat flux is probably associated
with hot deformation inside the caster. According to the one-
dimensional solidification model, in the group 2 experiments,
the solidification front reaches the centre of the caster at
angles of contact close to 15° . From this point on, the
dendritic mushy zones formed around each roll start to
interact and the solid fraction at the centre of the caster
continuously increases. At some critical solid fraction, the
dendrites form a cohesive network that begins to develop some
strength?® and to exert pressure against the thin solidified
shell, as the distance between the surfaces of the rolls
diminishes. The thin solid shell is not able to stand this
pressure and is pushed against the surface of the roll,
increasing the contact pressure and the heat flux between
them. Similar to what happens in rolling, the contact pressure
reduces after reaching a maximum'*!, which explains the
decrease in the heat flux close to the roll nip (end of
contact) . This "rolling" of a partially, or eventually totally
solidified material, would then be responsible for the second
peak in the heat flux.

The question that may arise is why this second peak did
not occur in the experiments of group 1. For these
experiments, the solidification model predicts that the
solidification front reaches the centre of the caster at
angles of contact of approximately 8°. A second peak would
then be expected at smaller angles. Two possible reasons to
explain why this peak was not observed are

i- the cooling rate during solidification is smaller. In
this case, the dendrite arm spacings are bigger and, as
pointed out by Flemings®?, the development of strength
by the dendritic network would happen at a higher solid
fraction, perhaps after the strip had already left the

caster ;
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ii- at the point where the dendritic network develops
strength, the solidified shell is thicker (thicker strips)
and can stand the pressure exerted by the dendrites
without increasing the contact pressure against the roll
in that region.

Although none of the experiments of group 1 showed a
second peak, in twoc cases, a noticeable change in the slope of
the heat flux curve was observed close to the exit of the
rolls. This might be a sign of an incipient second peak. It
should also be mentioned that, in these two cases, the strip
being produced was thinner than the average for this group.
Figure 3.19 shows the variation of heat flux with time for one
of these occasions.

Figures 3.20 and 3.21 give an schematic representation of
the mechanisms now proposed to explain the two different
variations of heat flux with time, as identified in the
present work.

3.4.3.2 - Variation of heat fluxes across the roll width

Since each of the three pairs of thermocouples was
inserted with different penetrations across the roll width, it
was also possible to analyse the variation of heat flux/heat
transfer coefficient in this direction. Unfortunately, in all
the experiments, only the output of two pairs was recorded
simultaneocusly. Initially, this was due to a limitation of the
datalogger used for data acquisition. When this datalogger was
replaced, one of the thermocouples for the central position
(pair C-C, penetration of 0.1 m) was damaged inside the hole
and it was not possible to remove it, since its diameter was
very close ¢to the diameter of the hole. All the
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remaining thermocouples were then replaced by ones with
smaller diameter, but only pairs A-A and B-B were used after

that. Most of the experiments were run in this condition.

Figure 3.22 shows the variation of heat flux with time
for the only experiment in which the output of the central
pair of thermocouples was recorded. The casting conditions
used in this trial belong to group 1. This figure compares the
heat fluxes at the central position (pair C-C) with those
close to the edge of the rolls (pair A-A). These results were
obtained without correcting the output of the thermocouples
based on their response time and should be considered as only
qualitative. Nevertheless, it is interesting to observe that
the two different types of variation of heat flux with time,
identified before, can occur simultaneously, but at different
locations across the roll width. The heat flux at the centre
of the caster shows a double peak variation, while close to
the edge of the roll only one peak appears.

Figure 3.23 compares the heat fluxes calculated using the
readings of thermocouples A-A and B-B. Although only one peak
was detected in both cases, there is a tendency for the heat
fluxes at the position close to the side of the roll (pair A-
A) to be higher. At the very beginning of the experiment, an
opposite trend was observed. This is probably associated with
the initial period of filling up the caster, before reaching

the final liquid pool height.

The variation of heat fluxes with the position across the
roll width can be analysed considering fluid flow, heat
transfer and solidification phenomena inside the caster.
Figure 3.24 and 3.25 show the calculated velocity and

temperature profiles inside the pilot caster®? .
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The nozzle used to deliver liquid metal into the caster
generates a complex flow pattern, in which the inlet jet first
moves towards the side dams and then in the direction of the
centre of the caster and of the rolls. On its way to these
regions, the liquid metal loses heat and, consequently, its
temperature decreases. Figure 3.25 shows that the metal that
flows towards the central part of the rolls loses more heat
and reaches that region at a lower temperature, as compared to
the metal whose flow is concentrated in the peripheral areas
(close to the side dams). As shown in the £figure,
thermocouples A-A were located 1in a region that 1is
significantly affected by the 1inlet jet and that has
temperatures higher than in the other two positions. This
leads to a more intense dissipation of superheat and certainly
explains the higher heat fluxes obtained close to the edge of
the roll.

Figure 3.26 presents the variation of the calculated
solid fraction in a horizontal plane 0.10 m below the top
surface of the ligquid pool ¥ . It is observed that the tubular
nozzle used 1in the caster 1s predicted to lead to the
formation of a non-uniform shell, with faster advance of the
solidification front in the central region, due to the lower
temperatures there. In this case, the mushy zones forming on
the surface of each roll meet at different pool depths,
depending on their position across the roll width. As shown in
Fig. 3.26, in the central part, the mushy zones join at lower
pocl depths. This premature joining and consequent increase in
the pressure exerted against the solid shell and possibly
against the roll surface would then lead to the increase in
the heat flux and to the appearance of the second peak. Close
to the edges of the roll, the joining of the solidification
fronts occurs later, certainly not in time to develop enough
strength to provoke the second peak.
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This result is very important, since it not only
validates the predictions of the fluid flow, heat transfer and
solidification model®?, but also demonstrates that the
tubular submerged nozzle is not a good option for delivering
liquid metal into twin-roll casters, due to uneven solid shell

formation and probably non-uniform strip quality.

3.4.3.3 - Variation of heat transfer coefficient with casting
speed.

The range of casting speed adopted in the experiments was
rather limited. Basically, only two different speeds were
used: 0.067 m/s (4 m/min) and 0.12-0.13 m/s (7-8 m/min).
Nevertheless, it is interesting to evaluate the effect of the
speed on the heat transfer coefficients and to compare the
results with previous work on near-net-shape casting. Since
none of these works have determined variations in heat flux
during the contact time between the substrate and the
solidifying metal, the comparison was established in terms of
an average interfacial heat transfer coefficient. This average
was calculated according to the following equation

tC
fh dt
s
A, = °—t— (3.32)

where t. is the contact time. The integration was performed

using Simpson's rule®?.

The results are shown in Fig. 3.27, together with values
determined in previous investigations. As seen in the figure,
the average heat transfer coefficients determined in this
study fit reasonably well to the correlation proposed by Wang
and Matthys®¥
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H‘=17.3v‘"~65 (kW/m? K) , (3.33)

where V; is the casting speed (m/s).
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Most of the values obtained in the present investigation
are situated below the line expressed by equation (3.33). Two
factors can be pointed out as possible causes for the
difference

i- type of steel being cast. In the present experiments,
low-carbon steel with a carbon content between 0.12 and

0.15 % was used. Most of the data used to obtain equation

{(3.33) are for casting of stainless steel. According to

Singh and Blazek **', low-carbon steels with this range of

carbon content usually give heat transfer coefficients 10

to 15 % smaller, as compared to other kinds of steels;

1i- characteristics of the coating applied on the surface of
the rolls. Roughness of the substrate surface can
significantly affect the heat transfer coefficient : an
increase of two orders of magnitude in the surface
roughness causes a decrease of approximately 10 % in the
heat transfer coefficient’. In the present work, the
roughness of the coating applied on the rolls was not
determined.

The smaller values for the average heat transfer
coefficient are consistent with the solidification coefficient
estimated for the pilot caster, 11.2 to 13 mm/min!/?, as
compared to 12 to 16 mm/min®/? , determined for other casters

of similar dimensions *? .

The present results, as well as the data reported in the
literature'** , show that an increase in the casting speed
leads to an increase in the average heat transfer coefficient.
According to the mechanisms proposed before, the possible
reasons for this effect are

- with an increase in the casting speed, the thickness of
the entrapped zair film decreases‘®”. Part of the heat
transfer between the strip and the roll occurs through
this layer of gas. A thinner layer means less resistance
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to heat transport and leads to an increase in the heat
transfer coefficient ;

- at higher casting speeds, thinner strips are produced. A
thinner solidified shell has less strength to support the
metallostatic pressure and also presents less shrinkage.
These factors lead to an increase in the contact pressure
and to a reduction in the thickness of the air film
between the roll and the strip. The heat transfer

coefficient then increases.

The hot deformation of the partially solidified strip,
detected in the experiments at higher casting speeds, also
helped to increase the heat transfer coefficient.

The results reported here confirm that equation (3.33) 3%
can give an adequate engineering estimate of the average heat
transfer coefficient in twin-roll casting. However, to have an
accurate evaluation of cooling rates and temperatures across
the strip thickness, it is absolutely essential to know the
instantaneous values of interfacial heat flux/heat transfer
cocefficient during the time of contact.

3.4.3.4 - Effect of the correction in the thermocouple output

As mentioned previously, the response time of the
thermocouples was used to correct their output, before the
temperatures were used in the evaluation of the interfacial
heat fluxes. It is obvious that the most accurate estimate of
heat fluxes is obtained when the thermocouples have virtually
instantaneous response and no correction is necessary. This
occurs with very thin thermocouples welded to the surface
whose temperatures are being measured. When a correction is
necessary, it is better to determine the response time by
testing the thermocouples in situ, because of the effects of
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installation and process operating conditions!. None of
these alternatives were feasible in the present investigation,
and the response time had to be evaluated in an apparatus that
approximately reproduced the conditions in the pilot caster.

The results of the evaluation of the response time
presented a certain scatter, probably related to variations in
the contact between the thermocouple and the surface whose
temperature was being measured. Based on this scatter, it was
then decided to calculate the heat fluxes not only with the
average values of 1, and 1,, but also with upper and lower
limits for these numbers, established according to the
standard deviation obtained in the experiments. The following
values were used :

- average : 1, = 1.17 , 1, = 0.33 ;

- lower limit : =, 0.94 , 1, 0.16 ;

1.40 , 1, = 0.50.

For comparison, interfacial heat fluxes were also evaluated

- upper limit : 1,

using the output of the thermocouples without any correction.
Predictions of global heat extraction rates by the rolls,
obtained by using the different heat fluxes estimated above,
were then compared to experimental values, determined using
the inlet and outlet temperatures of the cooling water in the
roll. The purpose of this comparison was to verify whether the
values of 1, and 1, used in this work were really a good
representation of the actual response times in the pilot

caster.

Figures 3.28 and 3.29 show the heat fluxes obtained with
different levels of temperature correction.

Figure 3.28 shows the results for one experiment of group
1. To facilitate the comparison, only one region close to the
contact period is presented. The correction procedure shifts
the heat fluxes in time and makes their variations sharper.
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The value of peak heat flux also increases. The speed of the
decay after the contact, predicted when no correction is
applied, is not reasonable. Values between 0.5 and 1 MW/m? are
predicted even when the strip is 0.2 to 0.4 m away from the
rolls. However, at this distance, the heat flux by radiation
(main mechanism of heat transfer in this situation) is
approximately 0.1 to 0.2 MW/m?. These inconsistencies are

resolved following corrections to the data.

The different heat fluxes for one experiment in group 2
are shown in Fig. 3.29. The effect of the correction is much
more accentuated in this case. This is reasocnable, since in
group 2 the casting speed and the heat fluxes are higher, as
compared to experiment of group 1. The rate of variation of
the thermocouple output increases, and a more pronounced
correction has to be introduced to compensate for the damping
and lagging effects of the thermocouple response. The double
peak behaviour appears only once a correction is made. Again,
when no correction is applied, the decay of the heat fluxes
after the contact is too slow to be correct.

Until now, the only evidence that the correction improved
the estimate of heat flux is associated with its slow decay
following roll contact time, observed when no correction is
applied. As mentioned before, this decay is unrealistic when
compared to heat fluxes estimated by radiation between the
roll and the strip.

It is important to look for more evidence to validate the
results with the applied correction and to also prove that the
level of correction was adequate to the actual response times
of the thermocouples in the pilot caster. Considering the
other experimental information available, it was decided to
compare the global heat extraction rates by the rolls,
predicted using the heat fluxes above and calculated using the
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flow rate of cooling water and its temperature variation
between the inlet and outlet of the roll. Since the values
based on water temperatures represent an average over the
entire surface of the roll, and the heat fluxes were specific
to the regions were the thermocouples were installed, the
numbers obtained from the thermocouples A-A and B-B were

averaged before the comparison was established.

Figures 3.30 and 3.31 show the results of the comparison
of the heat extraction rates, for experiments of groups 1 and
2, respectively. It 1is seen that the correction of the
thermocouples readings greatly improved predictions. When no
correction was applied, the values are well below the
experimental data. Most of the experimental values lie in
between the predictions using the upper and lower limits of
correction. In the experiment of group 1, for times smaller
than 100 s, the experimental data are very close to the
results obtained with the upper limit of correction. From this
point on, they match very well the predictions with the
average correction. In the experiment of group 2, most of the
values based on water temperatures are between those with

average and lower limit corrections.

Considering the results of both groups of experiments, it
seems reasonable to assume that the average values of 1, and
1, used in this work are a good representation of the response
time of the thermocouples in the pilot caster. The
introduction of the correction in the temperature data
certainly improved the evaluation of the interfacial heat
fluxes and lead to predictions of global heat extraction rates
that are close to experimental values based on water

temperatures.
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Comparison of measured and calculated secondary dendrite
arm spacings and surface temperatures of the strips can also
provide evidence for verification of the values of interfacial

heat fluxes. This comparison is established next.

3.4.3.5 - Secondary dendrite arm spacings and surface
temperatures.

As explained previously, the interfacial heat fluxes were
used in a scolidification model to estimate temperatures and
cooling rates in the strips produced by the pilot twin-roll
caster. The cooling rates were then employed in the
calculation of secondary dendrite arm spacings across the
strip thickness. These values were compared to measurements
made in the strips. Predictions of surface temperatures of the
strip, 0.4 m after the roll nip, were also compared to
experimental values. However, it should be mentioned that this
comparison is just approximate, since the surface temperatures
were measured at 0.0127 m (%") from the edge of the strip and
the heat fluxes were evaluated at positions corresponding to
0.03 m (thermocouples A-A) and 0.065 m (thermocouples B-B)
from the edge of the roll (and, consequently, cf the strip).

The variation in secondary dendrite arm spacings as a
function of the distance to the surface of the strip,
correspeonding to a particular peak in one experiment of group
1, is shown in Fig. 3.32. Interfacial heat fluxes with the
different levels of correction were used in this evaluation.
It is seen that calculated and measured values are close,
although in the central region of the strip, there is no
noticeable variation in the dendrite spacings. The predictions
without- correction are far above the measured values,
especially in the centre. The sudden increase in the spacings
observed in this case is associated with a significant amount



151

. of liquid that solidifies after the roll nip, and,

consequently, at lower cooling rates.
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Figure 3.32 - Secondary dendrite arm spacings as a function
of distance to the strip surface. Experiment

. in group 1.
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Figure 3.33 shows the same results, but for one
experiment of group 2. Again, the correction improved the
predictions. Most of the measurements lie in between the
curves for upper and lower limits of correction. The variation
of dendrite spacings across the thickness 1is also well

reproduced.

In Figs. 3.32 and 3.33, the secondary dendrite arm

spacings were calculated using the following correlation‘¥

A, = 104 (CR) %38 | (3.34)

2

where A; is the secondary dendrite arm spacing (um) and CR is
the cooling rate during solidification (°C/s).

There are several other correlations proposed in the
literature. If another one had been chosen, the results would
probably have changed. This point might raise questions about
the use of dendrite spacings in the validation of predictions
of cooling rates during solidification. The main difficulty is
the lack of other more reliable options, especially when
variations in cooling rates across the thickness of the strips

is concerned.

Surface temperatures of the strip measured during one
experiment of group 1 are shown in Fig. 3.34. Values
calculated using the heat fluxes determined above (applying
the average correction) are also plotted in the same figure.
It 1is seen that the measured temperatures fluctuate
significantly during the experiment. Two factors may be
responsible for these fluctuations

- formation of scale, which affects the emissivity of the
surface, and, consequently, the temperature indicated by
the pyrometer used in the measurements. This would
account for the high frequency, low amplitude



153

fluctuations;
30
No correction

£
325
£
&
& Lower limit
g A
5 20 Average
.‘g / A - /
[
g A Upper limit
-
)
515 /
E /
3 a 4 Mesured

10

o o025 05 075 1 125 15 175 2
Distance to the surface of strip (mm)

Figure 3.33 - Secondary dendrite arm spacings as a function
of distance to the strip surface. Experiment

in group 2.



154

- variations in heat extraction rates by the roll. This
would lead to the 1low frequency, high amplitude
fluctuations.

The second factor can also explain the discrepancy
between calculated and measured surface temperatures. The
variations in heat extraction rates are normally localized,
i.e., they do not occur in phase across the entire surface of
the roll. Since the temperatures are not measured and
calculated exactly at the same positions along the width of
the strip, any localized variation in heat flux occurring in
one of these positions would lead to the differences shown in
Fig. 3.34. The very low temperature indicated by point A is
associated with the abnormally high heat fluxes shown in
Figure 3.23, at approximately 80 s. Apparently, these high
fluxes were specific to the location where the thermocouples
were installed, and do not have a counterpart at the position
of measurement of surface temperatures. According to Takeuchi
et al?, this non-uniform heat extraction is a possible cause
of surface cracking. Unfortunately, samples of the strip at
this particular location were not available to verify this
assertion.

In general, the agreement between calculated and measured
temperatures was better during the periods of smoother
operation of the caster. Two of these periods are presented in
Figs. 3.35 and 3.36, for experiments of groups 1 and 2,
respectively. These figures show the calculated temperatures
at three locations across the strip thickness as a function of
distance below the meniscus. For comparison, the corresponding
measured surface temperatures are also shown.
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It 1is seen that measured and calculated surface
temperatures are very close, especially for temperatures
predicted using heat fluxes based on readings of thermocouples
A-A. This is reasonable since these heat fluxes are valid for
a region along the strip (and roll) width that is close to the
location where surface temperatures are measured. Heat fluxes
based on thermocouples B-B give surface temperatures smaller
than those measured. As explained previously, the nozzle used
in the caster causes variations in the temperatures across the
strip width, with lower temperatures in the central regions
(closer to thermocouples B-B) and higher at the edges (near to
where the temperatures are measured) and this is probably the

reason for the difference.

3.4.3.6 - Effect of frequency of data acquisition and

thermocouple location.

The effects of frequency of data acquisition and
thermocouple location on the evaluation of interfacial heat
fluxes are two important questions that should also be

addressed in this study.

As shown previously, two different behaviours of heat
flux with time were identified; the single and the double
peak. The double peak variation occurred only in the
experiments with higher casting speed (group 2).
Coincidentally, in all these experiments, a higher frequency
of data acquisition (10 Hz) was used, while a lower frequency
(2 Hz) was used in the experiments with lower casting speed
(group 1), in which only a single peak variation was
determined. It is then possible to argue that the double peak
behaviour might have occurred in all the experiments, but it
might not have been detected in the experiments of group 1,
simply because the rate of data acquisition was not high
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enough. To verify this possibility, there are two
alternatives:
i- run an experiment of group 1 with higher frequency of
data acquisition to see if the second peak appears ;
ii- run an experiment of group 2 with lower frequency of data
acquisition to find out if the second peak is still
detected.

The second alternative is much easier to be implemented,
since the temperature data already available can be used. In
the experiments of group 2, temperatures were acquired at
intervals of 0.1 s. At a casting speed of 0.117 m/s (7 m/min),
this corresponds to sampling temperatures at each 0.0117 m
(1.17 cm), considering the movement of the roll. In the
experiments of group 1, this interval was 0.033 m (3.3 cm). To
have equivalent distances between temperature measurements in
both groups, data should be acquired at 0.3 s intervals (3.3
Hz), in the experiments of group 2. To simulate this interval,
one experiment of group 2 was selected, and instead of using
all the temperatures to calculate the interfacial heat fluxes,
only temperatures determined at each 0.3 s were used. For
comparison, heat fluxes were also determined using intervals
of 0.2 s. Figures 3.37 and 3.38 depict the results for two
regions where a double peak was detected. It is seen that,
although the individual values of heat £flux changed, the
double peak was observed in all the three frequencies tested.
This clearly demonstrates that if a second peak with the same
characteristics as those obtained in the experiments of group
2 had occurred in the trials of group 1, it would have been
detected, even with the lower acguisition rates used. As
mentioned before, a second peak occurring in the last time
interval during the contact period would cause a change in the
slope of the curve of heat flux as a function of time (Fig.
3.19).
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The knowledge of the exact locations of the thermocouples
is also important in evaluation of heat fluxes by the solution
of an inverse heat conduction problem.

The positions of the holes for the thermocouples were
determined with a resolution of 0.1 mm; however, the holes had
a diameter of 0.5 mm and the thermocouples only 0.25 mm. This
introduces an additional uncertainty as to the precise
locations of the thermocouples, since they can be at different
positions inside the holes. The thermal expansion of the rolls
can also affect these positions.

In all these calculations, it was assumed that the
thermocouples were exactly at the centre of the holes and the
effect of thermal expansion was neglected.

To analyse the possible effects of these assumptions and
approximations, heat fluxes were calculated considering
different positions for all thermocouples. In addition, an
increase in the external radius of the roll was intrcduced,
according to its thermal expansion. This expansion was
estimated using an approximate relation proposed by Yamauchi
et al‘®, which yielded a value of 0.2 mm. To account for the
variation in the thermocouple location, a maximum limit of
error was established based on a) the resolution of the method
for determining the positions of the holes, b) the difference
of diameters of holes and thermocouples and c) the thermal
expansion of the roll. The limit adopted in the calculations
was 0.3 mm (0.05 mm for the position of the hole, 0.125 mm for
difference of diameters and 0.125 for roll expansion). To set
upper and lower limits for the heat fluxes, two conditions

were used
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i - inner and outer thermocouples moving 3 x 10* m inwards
and outwards, respectively. This conditions sets the
lower limit ;

ii - same displacements above, but in opposite directions.
This sets the upper limit.

The results of these simulations are presented in Figs.
3.39 and 3.40, for experiments of groups 1 and 2. The effect
of thermocouple location, within the limits of error that
could occur in the present investigation, is relatively small,
especially if it is considered that the limits above represent

extreme situations.

3.4.4 - Heat transfer coefficient between the roll and the

cooling water

Heat fluxes and heat transfer coefficients between the
roll and the cooling water were also evaluated. However, as
discussed before, these values are less accurate than the heat
fluxes between the roll and the melt, since the thermocouples
were located close to the external surface of the roll and not
exactly over the water channels.

The heat transfer coefficient was determined using
equation (3.26). The value of this coefficient depends on the
difference between the temperatures of the cooling water and
of the roll sleeve at the interface with the water. Most of
the time, this difference is very small and the slightest
variation in temperature of the roll leads to a significant
change in the heat transfer coefficient. However, following
the periods of contact between the roll and the melt (for a
reference moving with the thermocouples), there is a tendency
for the temperatures of the roll to rise, increasing



164

A Upper limit

3': Average//i/? \l:\\\ =gt
#f

2.5 / // ]\\
/AR

2 / ’
15 ,.-v" Lower limit

(Millions)

Heat flux (W/m?)

0.5 / \

-0.5 J ¥ T |4
10 1 12 13 14 15 16 17

Time (s)

Figure 3.39 - Effect of thermocouple location on the
interfacial heat fluxes.Experiment of group 1.



165

7.5

6.5+—Average- 7 /\,/

s /A
4
> / T
< — ——
1.5 4 {
|

Heat flux (W/m?)
(Millions)

05 7 =

'0-5 Lf ¥ ¥ L]
163 164 165 166 167 168

Figure 3.40 - Effect of thermocouple location on the
interfacial heat fluxes.Experiment of group 2.



166

its difference to the water temperature. During these periods,
more stable values for the heat transfer coefficient were
obtained. Two typical examples of these periods are shown in
Figs. 3.41 and 3.42, for experiments of groups 1 and 2,

respectively.

Considering all periods following contact between the
roll and the melt, average values of the heat transfer
coefficient ranging from 37.3 kW/m?* K (standard deviation =
5.1 kW/m?® K) to 44 kW/m? K (standard deviation = 6.8 kW/m? K)
were obtained. Although the water flow rate changed during the
experiments, it was not possible to correlate these changes to
variations in the heat transfer coefficient. Most likely, the
scatter in the calculation of this coefficient was superior to
the effect of changes in the water flow rate and prevented the

determination of such correlation.

The heat transfer coefficient can also be estimated by
empirical correlations for forced convection. Ozawa et al®”
proposed the following correlation

h,= 6.276 u®?  (kw/m* K) ,  (3.35)

where u is the velocity of the cooling water (m/s).

Using the dimensions of the 8 cooling channels and the
usual range of water flow rate, 5.8 x 10! to 6.3 x 103 m’/s
(350 to 380 1l/min), velocities between 9.1 to 9.8 m/s are
obtained. For these velocities, the heat transfer coefficients
are 36.7 to 39 kW/m? K, respectively. These values are
relatively close to those determined by the inverse heat
transfer analysis and to some extent validate the results

above.



167

< 60
E
g 55
3
g 50
=9’ =
53 v e "
2 5 T -
§ 3 40 - - =
8 2 .
-
2L g - =
: - .
% 30
Q
T Avarage = 40,160 w/m’ K
25 -
Standard deviation = 4,087 W/m K
20 T L] 13 1 T L T 1
151 152 153 154 185 156 157 158 159 160

Figure 3.41 -

Time (s)

Heat transfer coefficient between the roll and

the cooling water. Experiment in group 1.



168

2 60
E
2 55
g
s 50 -
? [ ]
- 45
s 3 “ " -
L c
T 2 40 - -
8 3
g LB =
g - .
T 30
Q
T Average = 38,515 W/m’ K

25

standard deviation = 5,193 w/m’ X
20 L 1 v T Lf I L 1
95 96 97 98 99 100 101 102 103 104
Time (s)
Figure 3.42 - Heat transfer coefficient between the roll and

the cooling water. Experiment in group 2.



169

3.5 - CONCLUSIONS

Interfacial heat fluxes between the roll and the
solidifying metal have been evaluated in a pilot twin-roll
caster used in the production of strips of low-carbon steel.
This evaluation was based on an inverse heat transfer analysis
and on readings of thermocouples inserted at different

positicons within the roll sleeve.

The proposed method was tested extensively using
temperatures generated by different mathematical models and
proved to be a reliable technique for obtaining accurate
predictions of heat fluxes, even when the raw temperature data

presented significant measurement errors.

A scheme for correcting the temperatures given by the
thermocouples, considering their response time, was proposed
and verified. The correction considerably improved the
accuracy of the heat flux calculation. This improvement was
demonstrated by comparing predictions using these heat fluxes,
with other experimental information available.

From the results of the present investigation, the
following conclusions can be drawn
- wvariations in the roll-melt interfacial heat fluxes with
time exhibited two different patterns

- single peak : usually at low casting speeds and
when thicker strips are produced. Incomplete
solidification at the roll nip normally occurs in
these conditions ;

- double peak : predominantly at higher casting
speeds and for thinner strips. The "kissing" point
is generally before the roll nip ;

- the interfacial heat fluxes were not uniform across the
roll width. This result was consistent with predictions



170

of a fluid flow, heat transfer and solidification model
for twin-roll casters. It was shown that this unevenness
was associated with the nozzle design used to feed liquid
steel into the caster;

predicted values of surface temperatures of the strip,
secondary dendrite arm spacings and the amounts of heat
extracted by the roll, all agreed reasonably well with
experimental data and values derived £from changes in
cooling water temperatures.

As opposed to other heat flux measurement techniques that

have been commonly adopted, the method presented in this

investigation 1is fast, and can capture the "continuous"

variation (limited only by the frequency of data acquisition)

in heat flux during the time of contact between the rolls and

the solidifying metal.

1
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Chapter 4
L. ___________________

FLUID FLOW, HEAT TRANSFER AND SOLIDIFICATION
MODEL

4.1 - INTRODUCTION

The appropriate design of the metal delivery system is of
crucial importance in the development of near-net-shape
casting processes, particularly for twin-roll casting‘*'. In
this process, the jet(s) issuing from the inlet nozzle(s)
affects the flow pattern in the melt and, consequently, the
formation of the solidified shell and the quality of the
product?. The interactions of fluid flow, heat transfer and
solidification can be analysed by mathematical models.
However, to simulate the myriad of possibilities for metal
delivery systems that can be conceived for use in twin-roll
casters, these models must be three-dimensional. This feature
is also needed for incorporating the effect of side dams.
Prior to this thesis, such models had not been presented.

During the course of the present investigation, a three-
dimensional turbulent fluid flow, heat transfer model, fully
coupled with solidification, was developed. Turbulence was
accounted for by means of the k-€ model, with a low-Reynolds-
number formulation. Coupling of fluid flow and heat transfer
with solidification was effected using the enthalpy-porosity
approach. This model was applied to a pilot caster in order to
analyse various metal delivery systems. Their effects on the
flow pattern, formation of the solidified shell and levels of
turbulence in the caster were also predicted. The predictions
were validated by flow visualization experiments in a full-
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scale water model. Other evidence to support the model were
obtained through measurements of heat extraction rates at the
roll-solidifying metal interface and through observations of
corresponding microstructures of steel strips produced by the

pilot caster.

The present chapter includes the following:

|
fu

literature review con the different strategies that have
been proposed to model fluid flow and heat transfer
coupled with solidification;

- a mathematical formulation of the model, including the
numerical algorithm employed in its solution;

- the experimental methodology, with a description of the
water model and of the flow visualization experiments;

- results and discussion, comprising the predictions of the
mathematical model and a comparison of the different
metal delivery systems. Evidence supporting these
predictions are also presented;

- conclusions.

4.2 - LITERATURE REVIEW

4.2.1 - Introduction

Solidification is a very complex field that involves
different phenomena occurring on length scales that range from
the atomic size to the dimensions of the system being
analysed. Figure 4.1 shows in schematic form these different
length scales for the case of dendritic solidification. At the
scale of the system (macroscopic), the main phenomena are
heat, momentum and mass transport. Cooling rates, latent heat
evolution and macrosegregation are defined at this level. At
the grain size level, the local heat and chemical species
transport determine the dendrites spacings and
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microsegregation patterns. Phenomena such as capillarity and
dendrite tip undercooling are important at the solid-liquid
interface scale, while nucleation and atomic attachment occur
at the atomic level.
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Figure 4.1 - Physical scales involved in dendritic
solidification®.
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The development of a comprehensive mathematical model
that is capable of incorporating all these phenomena as well
as their complex interactions is one of the major challenges
in solidification studies at the moment. A model with all
these capabilities and characteristics would be very useful,
since it would allow one to predict the solid’s structure and
properties at the microscopic scale, based on fluid flow and
heat extraction rates occurring at the macro-scale of the
system. Some progress towards such a model has been made in
the last ten years’®; however, many basic issues remain

unresolved.

Due to the complexities mentioned above, the tendency in
solidification modelling has been to separate the different
phenomena and to develop models for a specific length scale.
The effects of phenomena taking place at other scales are
usually neglected or introduced via simplifying assumptions.

The focus of this review is on the modelling of £luid
flow and heat transfer occurring at the macro-scale during

solidification processes.

4.2.2 - Mathematical models for £fluid flow and heat
transfer during solidification.

In solidification processes, the liquid, and sometimes
the solid (e.g., continuous casting), is moving. This movement
can affect heat transfer and, in consequence, solidification

rates.

For many vyears, the effect of <convection 1in
solidification models has been introduced by means of an
artificially increased thermal conductivity in the liquid and
mushy (in case of alloys) regions® . The basis for this
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approach has been the assumption that convection increases the
rate of heat transfer, in a manner equivalent to an
augmentation of thermal conductivity. Clearly, this represents
an oversimplification of the problem for convecting liquids,
since it is unlikely that the movements of the liquid and the
effects of convection would be uniform throughout an entire
flow system. Nevertheless, this kind of approach has proved
useful®, particularly when cne’'s objective has been to
predict a mean thickness of solidified shell. Another
significant advantage to this ad-hoc approach is that it is
easy to incorporate into a fast numerical solution. This is
the main reason why this approach has been in general use for
process control for continuous casting operations in

steelmaking .

Although the ad-hoc increase in thermal conductivity can
be a useful strategy 1n certain circumstances, the effects of
fluid flow convection patterns can only be appropriately
introduced by modelling the fluid flow and coupling this with
heat transfer and solidification.

The main difficulty that arises in modelling fluid flow
and heat transfer during solidification 1is to establish
adequate governing equations for the different phenomena that
take place. It should be kept in mind that the flow involves
two phases and that the solid will assume various
morphologies, depending on the conditions of solidification.
The morphology of the solid certainly affects its interactions
with the liquid phase, and the governing equations should take

this aspect into account.

Considering only single phase formulations, two different
approaches have been adopted in the derivation of the
governing equations for fluid flow, heat and mass transfer

during solidification:
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- the continuum approach's:”;

- the volume-averaging method‘.

In the <continuum approach, general conservation
principles are applied to a macroscopically small control
volume, and an integral conservation equation is obtained for
each individual phase, with integrands expressed in terms of
macroscopic parameters (area and volume) of the control
volume. The integral equations are then transformed into
differential equations by assuming that the macroscopic
parameters are continuously differentiable functions of scale
and time. Source terms are then added to the individual phase
conservation equations to take into account interactions with
other phases. These interactions occur along the interfaces
between the phases.

In the volume-averaging technique, the conservation
equations are assumed to be valid within a given phase at the
microscopic level. The scale of the problem is changed by
integrating the microscopic relations over a control volume
with appropriate size (small at the macroscopic scale, but
large at the microscopic level). Macroscopic parameters are
then defined in terms of microscopic quantities. The final
conservation equations are written in terms of macroscopic
variables. In these equations, phase interactions appear in
the form of surface integrals, evaluated along interfacial

surfaces.

In both approaches, the individual conservation equations
can be added to obtain mixture (solid-liquid) conservation
equations. As shown by Prescott et al'”’, the two approaches
yield similar macroscopic equaticns. However, because it deals
more systematically with the relationship between microscopic
and macroscopic quantities, the volume-averaging formulation
seems to be more convenient. In this approach, the phase
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interaction terms appear naturally during the development of
the equations and are expressed in terms of surface integrals
along the microscopic interfaces between solid and liquid.
This approach 1leads to a better understanding of how
microscopic events affect macroscopic behaviour. The problem
that arises is that the evaluation of the surface integrals
presents some difficulties, since it requires a detailed
description of the morphology of the solid-liquid interface at
a microscopic level, and this is not necessarily known. This
leads to the introduction of simplifying assumptions that
eventually makes the continuum and volume-averaging approaches
equivalent in terms of implementation for macroscopic
calculations. In both cases, the mixture conservation
equations (momentum, energy and chemical species) are all
expressed in the same form, including an accumulation term,
terms associlated to transport by convection and diffusion and

a source term:

d
%(D‘D) + V-(pug) =V (I Vo) + S8 (4.1)
[

accumuiauon convection diffusion source

where: p = mixture density;
¢ = mixture dependent variables (velocities,
temperature and concentration of species);
t = time;
u = mixture velocity vector;
I' = mixture diffusion coefficient;
S. = source term.

The source term includes all the terms that cannot be cast in
the form of accumulation, convection or diffusion. The solid-
liquid interactions are part of §,.

The mixture quantities are generally evaluated by an
average between the values for the solid and liquid phases,
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considering the mass or volume fraction of each phase as a
weighting factor.

When the mixture conservation equations are solved, some
a priori assumptions must be made about the relationships
between solid and 1liquid quantities (e.g., velocities,
temperatures and concentrations). These relationships depend
on the morphology of the solid-liquid interface.

Considering only dendritic solidification, two limiting
cases of mushy zone morphology can be identified‘® :
- the mushy fluid, associated with the equiaxed zone in
metal castings;

- the columnar mushy zone.

In the mushy fluid, the solid is assumed to be fully
dispersed within the liquid. The following assumptions are
made, concerning the solid’s and 1liquid’'s velocities,

temperatures and solute concentrations:

(1) ug, = u, (4.2)
(11) T,=1T, (4.3)
(111) C_ = kC, (4.4)
where : u, T, C = velocity, temperature and solute

concentration, respectively;
S, L = solid and liquid phases;
k = partition coefficient of the solute (obtained
from the phase diagram).

The first assumption is based on the consideration that
very small solid particles must move at the same velocity of
the liquid. The second assumption, thermal equilibrium between
solid and liquid, is justified by the high thermal diffusivity
of metal alloys. In the third supposition, it 1is considered
that all parts of the solid are in chemical equilibrium with
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the surrounding fluid. This again implies very small particles
to eliminate any effect of diffusion in the solid phase, which
is usually very slow.

In the mushy fluid morphology, the effect of a solid
presence on the flow is usually introduced by specifying a
large viscosity for the solid. The mixture viscosity is then
gradually increased with fraction of solid such that the
mixture velocity tends to zero in the full solid region. The
limitation of this formulation is that the choice of the value
for the viscosity of the solid is arbitrary and it has been
shown'*’ that it significantly affects the shape of the mushy
zone. Measurements of mixture viscosity have been reported!?,
but they cover solid fractions up to only 0.5 to 0.6. These
measurements also show that the mixture viscosity depends on
the cooling rate. This effect is probably associated with the
morphology and size of the solid particles. One point that is
rarely mentioned concerning the mushy fluid is whether this
fine dispersion of solid particles in a liquid still behaves
as a Newtonian fluid. This 1s an important issue, since the
momentum conservation equations are usually developed on the

basis on this assumption.

For the columnar zone, the solid quantities are commonly

assumed to be given by

(1) u, = 0 or u, = u (4.5)
(i) T =T, (4.6)
(iii) C, = kC, (4.7)

In the first assumption, it is considered that the solid
in the columnar mushy zone is attached to the surface of the
mould used in the solidification process, and has the same
velocity as this mould. If the mould is fixed, us = 0. When
the mould moves at velocity u., ug = u.. This would be the case



185

. of conventional continuous casting or near-net-shape casting.

The thermal equilibrium between solid and liquid
(assumption ii) 1is still a reasonable assumption for the
columnar mushy zone, due to the high thermal diffusivity of
metals.

Chemical equilibrium (assumption iii) is correct only in
the case of infinite diffusion in the solid. In all other
situations, equation (4.7) 1is wvalid only at the interface
between the solid and liquid, but not over a certain volume,
even in the microscopic scale. When infinite diffusion cannot
be assumed, more complex formulations have to be introduced.
Voller et al‘® presented one alternative approach considering
infinite diffusion in the liquid and no diffusion in the
solid. Recently, Schneider and Beckermann'!! proposed a more
general formulation in which finite diffusion in the solid is

. analysed by means of the diffusion length concept.

The effect of a solid phase on the flow is intrcduced by
prescription of a phase interaction force, that is added to
the momentum conservation equation. To specify this force, an
analogy to flows through porous media 1is made, and the
additional term is determined by assuming that the flow is
governed by Darcy's law. This 1leads to the following

expression
R
F --?? (u - us) , (4.8)
where: F = phase interaction force per unit volume (N/m?);
K = permeability (m?).

This equation can be written for all three orthogonal
directions, with different values for the permeability, if the
. system is anisotropic (which is probably the case for a
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columnar mushy zone). The use of Darcy's equation for columnar

{12}

mushy zones in alloys has been verified experimentally'™~’'.

The permeability is usually expressed as a function of
the liquid fraction, in such a way that the additional force
vanishes in the totally liquid region but becomes the dominant
term in the momentum conservation equations when the liquid
fraction diminishes to zero.

The effect of equation (4.8), with the permeability
expressed in the appropriate wav, is to guarantee that the
velocity in the mushy region will vary between two limits:

- the velocity of the 1liquid, for points located at the
isotherm corresponding to the 1liquidus temperature
(ligquid fraction = 1);

- the velocity of the solid layer, for points that are at
the solidus temperature (liquid fraction = 0).

Considering the Blake-Kozeny equation'*’’, Voller and
Prakash'!*’ proposed the following expression for the
evaluation of the permeability :

H. £

K= — —=——, (4.9
K1 -£)°

where: K. = permeability constant (kg/m’ s);
f, = liquid fraction.
This expression was used for all orthogonal directions
(isotropic behaviour of permeability).

When £, is equal to 1 (totally 1liquid region), the
permeability becomes infinite while the phase interaction
force becomes null. When f. approaches zero (solid layer), the
permeability gradually approaches 2zero. Thus, the phase
interaction force dominates the momentum equations, setting
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the velocity inside the mushy zone equal to the velocity of
the solid phase. This promotes a smooth transition of the
velocities between the liquid and solid regions. In this case,
K, controls how fast the permeability changes inside the mushy
zone. Values of K, in the range of 1.6 x 10® ' to 107 %
kg/m?*.s have been suggested in the 1literature. In these
investigations, the choice of K, seems to be rather arbitrary.

Working with fluids that behave similarly to 1liquid
alloys, Murakami et al''* have shown that the permeability of
the columnar zone depends on the direction of the flow and on
the primary and secondary dendrite arm spacings. Along these
lines, Schneider and Beckermann'' proposed expressions for
the evaluation of permeability during the solidification of
metal alloys. The expressions show that the permeability of
the columnar zone decreases with the dendrite spacings.
Although their formulation represents an important improvement
as compared to the expression suggested by Voller and
Prakash''*), there 1is still significant uncertainty in the
evaluation of the permeability , particularly at high liquid
fractions. Most of the measurements have been performed for
liquid fractions below 0.6 !? . This is a serious limitation,
because the flow in the dendrite tip region should have an
important influence on the growth of microstructures and on
the transport of heat and mass by convection‘. Recently, Bhat
et al” used a very interesting technique in an effort to
extend permeability data to very high volume fractions of
liquid. An alloy was quenched during solidification in order
to reveal the solid-liquid interface morphology. Using an
image-analysis system, pixel data were retrieved and digitized
so that the complex dendritic interface could be represented
in a computer program. A mesh generator was used to subdivide
the quenched liquid into quadrilateral finite elements, which
were used to solve for velocity and pressure at the
microstructural level. These calculations were used to deduce
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permeabilities up to liquid fractions of 0.98. The variation
of the permeability with the liquid fraction showed the same
trends set by empirical relations obtained at low liquid
fractions. This indicates that these relations can also be
used at higher liquid fractions.

Another aspect that was pointed out by Ganesan and
Poirier® is that Darcy's law is valid only for creeping
flows. This limits the application of equation (4.8) to very
low velocities, for which the inertial term (proportional to
the square of the velocity) can be neglected. When this is not
the case, a velocity square term should introduced. However,
there is insufficient experimental data to support the
inclusion of this additional term.

In actual solidification processes, the two morphologies
discussed above, columnar and mushy fluid (equiaxed), usually
occur together. The problem of combined morphology was
initially addressed by the use of certain arbitrary
functions, that switch from one kind of morphology to the
other* . Ni and Incropera‘? and Ni and Beckermann'?® proposed
more appropriate formulations that enable one to study of
columnar-equiaxed transition, using the continuum and the
volume-averaging approaches, respectively. In both cases, a
two-phase model was developed, considering solutal
undercooling, nucleation, characteristics of the solid-liquid
interface, solid movement in the form of floating or settling
crystals, and shrinkage. In this kind of model, twice as many
equations have to be solved. Wang and Beckermann'?’’ used this
approach to predict columnar to equiaxed transition in alloy
castings, but they did not solve the momentum equations.

In-the development of the models presented above, it has
been assumed that the solid phase is non-deforming and that
the flow i1is 1laminar. Although the first assumption is
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reasonable in most of the situations, the second is not
necessarily true, especially when actual solidification
processes (e.g.,continuous casting) are considered. In these
processes, turbulent conditions normally prevail and changes
have to be introduced in the general conservation equations

(expression (4.1)).

In turbulent flow, the motion of the fluid is accompanied
by fluctuations in its velocity, temperature, concentrations,
etc. To solve the conservation equations in this situation,
the instantaneous values of these variables are considered as
being composed of two parts: a time averaged value and its
fluctuation. For one of the velocity components, this can be

written as

!

u=u-+u , (4.10)

where : u instantaneous velocity;

U = time-averaged velocity;
u'= fluctuation in the velocity.

Similar expressions are written for all the other variables
and substituted in equation (4.1). Averaging over a short time
interval is then performed to obtain time-smoothed
conservation equations. The difficulty that arises is that the
time-smoothed equations contain additional turbulent fluxes
that involve the product of fluctuations. In the momentum
equations, these turbulent fluxes are generally referred to as

Reynolds stresses.

Different formulations have been suggested to estimate
the turbulent fluxes, giving rise to different turbulence
models. One of them is the so-called two-equation or k-€

model {22},

In the x-e model, the Reynolds stresses are evaluated via

a turbulent viscosity, i.e :
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~-pvu =p — 4.11
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where : 4. = turbulent viscosity;

v = velocity compcnent in the y-direction.

Turbulent fluxes in the energy and chemical species

conservation eguaticns are defined by analogous expressions:

— T
SeviT =T = (4.12)
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-pv C = Fct 5} ’ (4.13)
where : T = temperature;

C = concentration of a certain chemical species;

turbulent heat diffusion coefficient;

=
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turbulent mass diffusion coefficient.

The turbulent viscosity is not a property of the fluid
and varies from point to point inside the system, according to
the levels of turbulence. It is evaluated by:

.2

-coX (4.14)
o €

He

where = constant;
turbulence kinetic energy (m?/s?);
dissipation rate of turbulence kinetic energy

(m2/s?) .

c
K
€

The values of k and € are determined by the solution of
their own differential equations, which can also be written in

the form of expression (4.1).

The turbulent viscosity is used in the evaluation of the



191

turbulent heat and mass diffusion coefficients:

B

r =_= 4.15

ne ™ Pr ( )
ut

L., = = (4.16)

where DPr. and Sc, are the turbulent Prandtl and Schmidt
numbers, usually assumed to be unity‘®¥.

Effective viscosity and diffusion coefficients are then
defined as

peffzu +ut ’ (4‘17)
Fneff= Pr * rnc ’ (4.18)
raea =FC+-FQC . (4.19)

With these definitions, the time-smoocthed conservation
equations can be written exactly in the same form shown in
expression (4.1), by just replacing the laminar diffusion
coefficients, I', by their effective counterparts above (the
effective viscosity is used as the diffusion coefficient in

the momentum equations).

One point of concern when turbulence models are used is
related to the boundary conditions adopted for the velocities
and temperature. A popular approach to computing convective
transfer rates in turbulent flows has been to assume that
close to the solid-liquid interface, but sufficiently far away
from it for the effects of molecular transport to be
negligible, the velocity and temperature profiles are given by
the so-called "universal" logarithmic laws®*. In this case,
instead -0of applying boundary conditions at the solid-liquid
interface, the values of velocity and temperature are simply
matched to those given by the logarithmic laws in a point
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away from the interface. This approach is called the wall-

function method.

The limitation of this method is that not all boundary
layers possesses a turbulence structure near the solid-liquid
interface which conforms to the patterns associated with the
logarithmic laws. This is particularly true in problems that
involve solidification, in which the solid-liquid interface
normally has a complex morphology. This practically precludes
the possibility of applying wall-function in solidification

problems.

Another approach that can be used in modelling turbulent
flows, and that circumvents some of the shortcomings of the
wall-function method, are the so-called low-Reynolds-number
models. In this method, the momentum and energy equations,
coupled with the expressions for x and €, are solved up to the
solid-liquid interface. Other terms, related to the boundary
conditions at this interface, are added to the k and €
equations. A new function, f,, is introduced in the equation

for evaluation of the turbulent viscosity;

2

K
H = fucup—e'— . (4'20)

¢

This function tends to unity as the turbulent Reynolds number
and the distance to the solid-liquid interface increase and
becomes much smaller than unity with a decrease in these
parameters. This consistently increases the importance of the
laminar transport at points close to the solid.

Several low-Reynolds-number models have been proposed.
The differences among them are mainly due to the boundary
conditions adopted for kx and € at the solid-liquid interface
and to the form of the function £,. Patel et al‘®*® and Nagano
and Hishida‘®® have made a very comprehensive study of these
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models.

Patel et al®®! compared the performance of these models
in different standard situations, for which there are some
experimental results available. It was concluded that the
models of Launder and Sharma, Chien, Lam and Bremhorst yield
comparable results and perform considerably better than the
others. However, it was also shown that even these models need
improvement, 1f they are to be used with confidence to
calculate flows near solid-liquid interfaces and low Reynolds
number flows.

When low-Reynolds-number models are applied in
solidification problems, the additional question of dealing
with turbulence inside the mushy zone arises. It seems that
there is a general agreement that modifications have to be
introduced to damp turbulence and to account for the
interaction between solid and liquid in this region. The
controversy is related to how, and in which way changes to
these equations should be made. Shyy et al®” have suggested
that the function f,, used in the calculation of the turbulent
viscosity, should be multiplied by the square root of the
liquid fraction. This change damps the turbulent viscosity
inside the mushy 2zone and has no effect on the totally liquid
region. The authors have also mentioned that there was no firm
theoretical basis to prove the correctness of their
suggestion, but they claimed that this modification would

yield solutions consistent with experimental information.

Instead of changing the equation for the turbulent
viscosity, Prescott and Incropera‘®® added a term in the
differential equation for the turbulence kinetic energy. They
assumed- that within the mushy zone, turbulence is damped by
shear having a characteristic length on the order of dendrite
arm spacings (i.e., Darcyan damping). Based on this
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assumption, the additional term, F., had the same form as that

introduced in the momentum equations (equation (4.8)):

B
F = = 4.21
% K , ( )

with the permeability, K, defined by equation (4.9). In the
all-liquid region, the permeability tends to infinity and no
effective change occurs. However, in the mushy zone, the
permeability gradually approaches zero and F, becomes the
dominant term in the differential equation for kx, driving it

to negligible values.

Aboutalebi et al'?® applied the same kind of damping
suggested by Prescott and Incropera‘'?®, but an additional
term, similar to equation (4.21), was also incorporated into
the differential equation for the rate of dissipation of
turbulence kinetic energy, €.

It is interesting to note that, no matter which model is
used for turbulence or how turbulence is damped within the
mushy zone, all the investigations above claim reasonable
agreement between their predictions of solidified shell
thickness and their corresponding experimental data. This fact
indicates that the solidified shell thickness alone might not
be a sufficiently good or sensitive criterion to validate
turbulence modelling in solidification processes. Models
considering just heat conduction also show agreement with
experimental measurements of thickness of solid shell’®’, most
of the time even better than the agreement presented by
complex turbulence modelling. Further investigation into
appropriate criteria is still required before these models can

be verified.
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4.2.3 - Applications of coupled fluid flow, heat transfer
and solidification modelling

The initial applications of coupled fluid flow, heat
transfer and solidification modelling have focused mostly on
the investigation of solidification of binary solutions in
thermal cavitiesg(.13.29.3  The aim of these studies was mainly
te verify the soundness cf the approach used tc quantify the
interactions of solid and liquid in the mushy zone and of the
numerical schemes adopted in the solution of the differential
equations.

Although most of these studies considered idealized
situations, viz., laminar £flow and simplified boundary
conditions for the energy conservation equation, they were
successful in predicting important solidification
characteristics, such as liquidus interface irregularities,
channelling and macrosegregation. However, the quantitative
agreement between predicted and measured results was much less

satisfactory.

Still assuming laminar conditions, several models for
fluid flow, heat transfer and solidification have been
developed to study actual processes, especially near-net-shape
casting'!-3® . Predictions of the effects of casting conditions
on fluid flow and temperatures have been made, usually in
agreement with observed experimental trends. Quantitative
agreement with temperatures measured inside the caster has

been very poori?.
Various models for coupled turbulent £fluid flow and
solidification in continuous casting processes have also been

presented(lﬁ,IJ.l'l,ZB,36,37Z

Flint®% has proposed a three-dimensional model for a



196

slab caster, using the k- model with the wall-function
method; however, there was no mention of the manner in which
the effect of the mushy zone was introduced into turbulence
modelling. The effects of the molten steel delivery into the
caster on the fluid flow pattern and on the formation of

solidified shell were analysed.

Prescott and Incropera‘?* |, Shyy et al?”, Aboutalebi et
al®®®, Farouk et al'® and Seyedein and Hasan’”’ have all used
low-Reynolds-number formulations of the x-e& model to couple
turbulent flow with solidification in continuous casting
processes. Different methods for damping turbulence inside the
mushy zone have been applied. In general, the calculated
solidified shell thicknesses reproduced reasonably well the
measured values7-28.36.37 however, the predictions of
segregation levels did not match the experimental data'®®.
None of these investigations provided conclusive evidence to
validate the methods employed in turbulence damping in the
solid-liquid region.

The limited quantitative agreement between experimental
and calculated results, particularly for variables other than
solidified shell thickness, clearly indicates the difficulties
of modelling fluid flow, laminar or turbulent, coupled with
solidification. However, these difficulties and limitations
should not preclude the heroic use of these models as an
important tool to improve our understanding of the basic
aspects of solidification processes. Herbertson et al®®
provided several examples of successful applications of
modelling of fluid flow and solidification in analysis and
prevention of defects in continuous casting products.
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4.3 - METHODOLOGY

In this section, the mathematical model for turbulent
fluid flow and heat transfer coupled with solidification is
formulated. The numerical technique used in its solution is
also described. The design of the water model is then
described as well as the experiments used in the validation of
the fluid flow part of the model.

4.3.1 - Mathematical model

4.3.1.1 - Assumptions

It 1is seldom possible to incorporate all physical
mechanisms into a mathematical model of a real process,
particularly if solidification is involved. Therefore, the
first task in proposing a model is to select those mechanisms
that exert a dominant effect on the system’s behaviour.
Another aspect that has to be taken intc account is the
purpcse of developing the model and the type of information
expected.

In the present work, modelling of turbulent fluid flow
and heat transfer coupled with solidification is used to
investigate different metal delivery systems for twin-roll
casters and their possible effects on the formation of the
solidified shell and on the levels of turbulence within the
caster. As such, a three-dimensional model is required, so
that any kind of feeding system can be realistically

represented.

Comsidering these objectives, in the formulation of the
conservation equations that constitute the present model, the

following assumptions were made:
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steady-state conditions;
fluid flow and heat transfer within the caster are
dominated by forced convection associated with the

inlet jet and movement of the rolls. Flows driven

- natural convection due to temperature and
composition gradients;

- surface tension gradients at the free surface
arising from temperature and/or concentration
gradients (thermo-diffuso capillarity);

- shrinkage of the metal during solidification;

can all be neglected;

liquid steel behaves as an incompressible Newtonian
fluid;

solid phase is rigid and moves with a prescribed
velocity (velocity of the rolls);

mushy zone has columnar dendritic morphology and
behaves as a porous media. The solid-liquid
interaction in this region can be quantified using
Darcy's law;

solid and liquid are in thermal equilibrium within
any small volumes where they coexist;
concentrations of chemical species are uniform and
constant within the caster. Liquid and solid are
well mixed, and macro and microsegregation can be
neglected;

undercooling (thermal, constitutional, etc.) 1is
negligible. The tip of the columnar dendrites are
located at the 1liquidus isotherm. The liquidus
temperature is estimated wusing the chemical
composition of the steel being cast;

heat generated by viscous dissipation is
negligible;

the free surface of the steel is flat and kept at a

constant level.
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The suitability of these assumptions is discussed next.
I - Steady-state conditions.

Steady-state implies that none of the variables change
with time. This requires absolutely constant casting
conditions, which is a situation rarely, if ever, attained in
actual processes, particularly in a pilot caster, with
experiments lasting less than five minutes. Nevertheless, for
comparison of metal delivery systems, the steady-state
assumption gives a good representation of the main tendencies

of the process.

ii - Fluid flow and heat transfer are dominated by forced

convection.

The relative magnitudes of natural and forced convection
can be estimated by the following dimensionless parameter **':

Gr _ gBLAT

= ' (4.22)
Re-~ u-
where : Gr = Grashof number;
Re = Reynclds number;
g = acceleration due to gravity;

™
]

temperature coefficient of volume expansion;

L = characteristic length (liquid pool height);

AT = characteristic temperature difference
(considered as the superheat);

u = characteristic velocity (inlet velocity of

molten steel or roll speed).

Considering the dimensions and casting conditions of the
pilot caster, Gr/Re  between 0.06 and 0.18 are obtained. This
certainily guarantees that forced convection, due to the inlet
jet of liquid steel and rotation of the rolls, is much more
important than natural convection.
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Surface tension gradients in a slab continuous caster
have been determined by Aboutalebi#®, who showed that they
have a negligible effect on fluid flow. There is no reason to
think that they would be more significant in a twin-roll
caster.

Shrinkage during solidification causes an increase of
approximately 2 % in the density of steels'. This variation
is expected to have a minor effect on fluid flow in twin-roll

casters.

iii - Liquid steel behaves as an incompressible Newtonian
fluid

Liquid metals usually behave as incompressible Newtonian
fluids?¥. However, if solid particles are fully dispersed in
the liquid, as in the mushy fluid morphology, this behaviour
may change, particularly at high solid fractions®. According
to Beckermann and Viskanta®’’, this phenomenon is not too
important in common casting processes. In twin-roll casting,
there is another reason to think that it can be neglected. The
mushy fluid morphology is usually associated with an equiaxed
structure in the final casting product, and it has been
shown! that the structure of strips produced in twin-roll

casters is predominantly columnar.

iv - Solid phase is rigid and moves with a prescribed

velocity.

As shown in Chapter 3 (see Figs. 3.20 and 3.21), it is
likely that hot deformation of a partially or fully solidified
strip occurs before it leaves the caster. To properly take
this deformation into account, it would be necessary to model
the plastic flow of this material at high temperatures,
obviously coupled to the other phenomena occurring in the
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caster.

The inclusion of plastic flow requires a knowledge of
appropriate constitutive equations to describe the behaviour
of the mushy and solid regions, at high temperatures. The
recent efforts?-#3 to determine these equations are limited,
since they adopted low cooling rates (0.17 to 1.7 K/s), which
are smaller than those fcund in twin-roll casting. Besides
this limitation, consideration of plastic flow would also
introduce an extra difficulty in obtaining converged solutions

of the three-dimensional conservation equations.

Taking these factors into account, it was decided to
neglect the effects of hot deformation in the present
formulation and to assume that the solid is rigid and moves
with the speed of the rolls.

Hot deformation should be incorporated in future studies,
as adequate constitutive eqguations become available,
particularly for investigations concerning crack formation.

v - Columnar mushy zone.

As mentioned previously, the predominance of a columnar
structure in the steel strips produced by the twin-roll caster
has already been demonstrated!’ and this justifies the
modelling of a mushy zone that assumes columnar morphology.

The validity of Darcy's law in evaluating the solid-
liquid interactions in the columnar mushy zone of metal alloys
has also been proved?, for the case of slow flows. This law
is invoked in the present model. Inertia terms and high order
terms of these interactions are omitted due to lack of
experimental data to support their inclusion®®’.
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vi - Local thermal equilibrium between solid and liquid.

This assumption 1is justified by the high thermal
diffusivity of steel®’.

vii - Uniform concentration of chemical species within the

caster.

Previous studies on twin-roll casting'#**% have shown that
macrosegregation becomes negligible at lower roll-separating
forces. Considering that macrosegregation is a consequence of
liquid flow through the interdendritic channels®$, this
result is consistent with the small dendrite spacings and low
permeability of the mushy zone in twin-roll casting''. When
the roll separating force increases, squeezing of the mushy
zone may occur and lead to negative segregation in the centre
of the strip.

In the present formulation, it was assumed that this
squeezing is not significant and that macrosegregation can be
neglected (this might not be totally true for some casting

conditions - see Chapter 3).

The inclusion of macrosegregation would also represent an
additional difficulty in the solution of the conservation
equations, due to its effects on the solidus and liquidus

temperatures.

Another factor that can make modelling of
macrosegregation not so important is that, apparently, it can
be qualitatively analysed by examining the variation of the
solid fraction in the central region of the caster®“’”. This
would give an approximate picture of the extent of squeezing.

Microsegregation can be important in determining the
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solidus temperature and in affecting the microstructure of the
strips™“® . In the present model, its effects are neglected and
the solidus temperature is estimated based on the iron-carbon
phase diagram. Also, it 1is not expected that the metal
delivery systems will cause major changes to microsegregation

patterns.
viii - Negligible undercooling

Undercooling 1is related to nucleation and has a
significant role in modelling microstructure, particularly
equiaxed structures, and in the prediction of the columnar-

equiaxed transitionf?t .

In the context of the present investigation, considering
that the microstructure of the strip is predominantly
columnar, incorporation of a model for nucleation and
undercooling would add more uncertainties than benefits to the
predictions. It should also be pointed out that Miyazawa et
al'? have reported that undercooling is fairly small in twin-
roll casting of steel.

ix - Negligible heat generated by viscous dissipation.

Hwang and Kang'?? evaluated the amount of heat generated
by viscous dissipation in twin-roll casting of stainless
steel. In their simulations, this dissipation was responsible
for less than 3 % of the heat generated in the caster, even in
cases of significant hot deformation of the strip. These
results justify the present assumption.

X - Flat free surface.

Based on a previous study of continuous slab casting®®?,
it seems unlikely that a perfectly flat free surface exists in



204

twin-roll caster operations. Moreover, each metal delivery
system would certainly lead to a different vertical shape
profile of this surface. However, it is expected that the
magnitude of flatness irregularities are minor and will not
influence velocity and temperature profiles within the caster.
As such, the assumption of a flat free surface will not

invalidate the results of the present model.

According to Hwang and Thomas'®®, fluctuations in the
level of the free surface can be analysed by considering their
correlation with local values of the turbulence kinetic

energy.

Finally, it should be pointed out that Murakamis®
incorporated the meniscus shape in fluid flow and
solidification simulations for twin-roll casters and showed
that its effects are negligible for steady state, non-
oscillating, menisci. In practice, it is known that meniscus
oscillations can lead to wrinkles on the surface of the
strips‘®, and that these can be minimized by using high roll
speeds, as previously noted in Chapter 2.

4.3.1.2 - Mathematical formulation

In the development of the conservation equations, the
continuum model suggested by Bennon and Incropera'®’ was
adopted. This continuum formulation has been shown to provide
realistic predictions for phase change problems‘® and to
yield equations that have the same form as those appearing in
single phase flows. This certainly facilitates their solution
using relatively well established proceduress?'.

Considering the assumptions that were enunciated in the
previous section, and the additional approximation of equal
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and constant densities of solid and liquid phases, the time-
smoothed conservation equations for three-dimensional
turbulent flows can all be given by (for rectangular

coordinates, and using the Cartesian-tensor notation's?):

5%;(Duj¢) = Egg[reé%%) *5, (4.23)
where : X, = Cartesian coordinate (denotes x, y or z);
u; = mean velocity (denotes U, V or W - velocities
in the x, y and z-directions, respectively);
® = dependent variable;
[, = effective diffusion coefficient for o¢;
S, = source term for ¢.

The global conservation of mass (continuity equation) can
be expressed by equation (4.23), using ¢= 1, I',= 0 and S,= 0,
as shown in Table 4.1.

In the three equations for conservation of momentum, o
stands for the velocity components U, V and W, in the x, y and
z-directions, respectively. The diffusion coefficient is the
effective viscosity, u. (equation (4.17)). The definitions of
S. are given in Table 4.1. In these expressions, the second
term represents the interaction between solid and 1liquid
phases, evaluated according to Darcy's law.

In the equation for conservation of energy, the diffusion
coefficient is given by expression (4.18). Enthalpy, H, was
chosen as the dependent variable and the following definition
was adopted:

T
H= [ car «£,L , (4.24)
rf!

’4
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Table 4.1 - Definitions of I' and S, in the equations for

conservation of mass, momentum and energy.

e e ——————

Conservation Dependent Diffusion Source term . S,
equanon vanable coefficient (Cartesian-tensor reprzsentation)
) Ty
- Mass (continuity)
1 0 0
3 du_ B cr
- Momentum : —r 2 - = (U-U0)
dx | » dx K s
x-direction U Hefr i x
g (P ) ol
- + — 0K -
ax 3° g
5 du
o j 44
- Momentum : -—| T J - > {(v-v)
dx | ¢+ dy K s
y-direction Vv ety b Y
d 2
- T ( P+ -3- DK) - g
8 [ O] | Per
- Momentum . -—| T 3| - (W - W)
ox | ¢ oz K s
z-direction W Her i z
a[P 2 )
- o K +*
oz 3P P9,
é d
-Ene 5 r 3 (H_- H)
134 H F X | & dx, s
T.eff 1 J
il £ (H H) (u )
- - -u
Exj e s L s b js
. K., K.. K, = x, vy and z-components of the permeability of the mushy zone ;
.Uy Vo Wy = x. v and z-components of the solid velocity ;
. P = pressure;
- Bar e & = %,y and 2-components of the acceleration due to gravity ;
. H,. Hy = enthalpies of the liquid and solid phases ;
. [y = solid fraction.
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where = specific heat;

CP
T.ese = arbitrary reference temperature;
f. = liquid fraction;

L

= latent heat of fusion.

Using this definition, the source term, Sy, has the form
shown in Table 4.1. The first term that appears on this
equation results from expressing the conservaticn of energy
using the enthalpy, as defined above. The sum of this term and
the similar term on equation (4.23) gives the net Fourier
diffusion flux.

The second term in the expression for Sy represents the

energy flux associated with relative phase motion.
Turbulence modelling

Turbulence was taken into account by means of the two-
equation K-€ model. Considering previous  successful
applications in solidification‘?3.27.28.36.37.40.510) 3 ]ow-Reynolds-
number formulation of the k-e model was adopted. Using this
formulation, the conservation equations for the turbulence
kinetic energy and for its rate of dissipation can also be
written in the form of expression (4.23); however, the
definitions of the source terms depend on the specific low-

Reynolds-number model used.

Based on the studies of Patel et al®®’, Seyedein and
Hasan®” and Aboutalebi'‘®, the low-Reynolds-number model
proposed by Launder and Sharma‘® was used in the present
investigation. The source terms, as well as the auxiliary
functions and constants used in this model, are given in Table
4.2. Again, Cartesian-tensor notation was employed.

In the source term for the turbulence kinetic energy, S,
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Gx represents the generation of turbulence energy. The term D
was introduced for computational rather than physical reasons.
It is equal to the dissipation rate in the immediate vicinity
of a solid boundary and is negligible in regions where the
Reynolds number is high®?. With this term, the boundary
condition for the dissipation rate at the solid walls is e=0,
and this has decisive advantages in the solution of the
equations.

The term E in Table 4.2 was included so that the
distribution of kinetic energy within the viscosity-affected
region be 1in reasonable agreement with experiments. The
function f, was introduced to incorporate low Reynolds number
effects in the dissipation term of the € equation. The basis
for this is provided again by experiments of boundary lavyer
flows.

The function £, in Table 4.2 factors the original
relation for the turbulent viscosity. It was included to mimic
the direct effect of molecular or laminar viscosity on the

shear stress.

In general, the turbulence models rely on experimental
information, mainly obtained in the study of boundary layer
problems. None of these models considers the morphology of the
solid surface and this morphology may be significant in
solidification problems. Recently, Zhang et al'** proposed a
modification in the functions f, and £, of a low-Reynolds-
number model to account for the effects of the roughness of
the solid surface. If this model is used in solidification
studies, the problem will be the evaluation of the roughness
of the solid, at different stages of solidification. Moreover,
in solidification it may be important to determine the decay
of turbulence in the region where solid and liquid coexist. In
this area, there is an absolute 1lack of experimental
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- Definitions of I',, S, and auxiliary functions
and constants for the low-Reynolds-number
model for turbulence.

I EEEES————
Conservation Dependent Diffusion Source term, S,
equation variable Coeficient
¢ Ty
- Turbulence kinenc G -pe ~D
energy K I‘l:.cﬂ' )
- Rate of dissipation F . c 2
of turbulence € cefl f1 C:1 GK = Cz fzo - - E
kineuc energy
du du | du
G =n L J : fl =1
x g dx ox | Ox.
J 1 ]
Cl=l.44 C2=1.92
é/c|*?
D= '2“[ a{;J
i £,=1-0.3exp(-R%)
2 4
2unp d u. pxz
E = c i R = 2
< Exj 3xk ¢ ne
B 2
r = - _C -
‘x,eff H P:’ Llc = fucup—
u C’u = 0.09
r = p - ¢
e, eft Pr
€ £ - -3.4
B exp R 12
Pr =1.0 Pr =1.3 1+ =
€ 0
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information to support adjustments in the current turbulence
models. At the moment, these adjustments are being made

basically according to subjective criteria(?3.27.28

Despite the qualitative nature of turbulence modelling in
solidification and the need for experimental research in this
area, these models certainly represent an imprcvement
compared to arbitrary increases in viscosity and thermal

conductivity in accounting for turbulence.

4.3.1.3 - Boundary conditions

Before solving the conservation equations, boundary
conditions for the different dependent variables have to be
specified. In the specification of these conditions, symmetry
was considered and the solution domain corresponded to only

one quarter of the caster.

The Dboundary conditions adopted for the present

investigation were:
Inlet of liquid metal

The inlet conditions <changed according to the
configuration of the metal delivery system. In general, the
three velocity components and temperature were prescribed. The
velocities were calculated so as to be compatible with the
roll speed and thickness of the strip being cast (to satisfy
a global mass balance). The temperature was chosen according

to the superheat to be simulated.

The values of k and € were determined based on
correlations found in the literature(?$-3%,  These correlations
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are usually expressed in terms of the dimensions of the nozzle
used to feed liquid metal into the caster and on the inlet
velocity.

Nozzle wall

At the nozzle wall, all wvelocities and turbulence

variables, x and €, were set tc zero.

Heat transfer within the nozzle walls was not analysed,
assuming this to be of secondary importance. The walls were
kept at a constant temperature and at all their interfaces

with molten steel, an adiabatic condition was assumed.

Free surface

The velocity component normal to the free surface was set
equal to zero. At this surface, the normal gradients of the
remaining velocity components and of the turbulence kinetic
energy and its rate of dissipation were also assumed to be

zZero.

In terms of heat transfer, heat losses due to convection

and radiation were considered.
Symmetry planes
The boundary conditions at the symmetry planes are
similar to those for the free surface, except for heat

transfer. Here, the normal gradient of temperature was assumed

to be zero (adiabatic condition).

. Side dam

The velocity components and the values of x and e were



212

all set to zero.

Heat conduction within the side dam was not taken into
account. However, for the steel in its immediate vicinity, a
value of heat loss was pre-assigned. This simulates heat

transfer from the steel to the usually colder side dams.

Qutlet

The outlet corresponds to the region of the roll gap. At
the exit from the rolls, fully developed flow was assumed.
This implies that the all normal gradients of all dependent

variables are zero on exit from the rolls.

Roll surface

Along this surface, velocities were set equal to
velocity components of the corresponding roll speed.
Consistent with the low-Reynolds-number model employed in this
study, values of k and € were set equal to zero.

For the steel in the nearest vicinity of the roll, values
of heat losses were determined during the solution of the
conservation equations. An overall uniform heat transfer
coefficient (steel to cooling water) was used in the
evaluation of these heat losses.

With this approach €for the heat transfer boundary
condition, it was not necessary to solve the equation for
conservation of energy in the roll sleeve.

4.3.1.4 -- Numerical procedure

The mathematical model consists of a system of partial
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differential equations, expressing principles of conservation.
Due to its complexity, particularly for three-dimensional
turbulent flows, this system rarely presents analytical
solutions and numerical methods have to be applied.

In numerical methods, the computatiocnal domain (one
quarter of the caster, in this case) is subdivided in a finite
number of contrcl ~wclumes, using a grid system. Wich
appropriate techniques, the differential equations are
transformed into a system of algebraic equations
(discretization), whose unknowns are the values of the
dependent variables in each of the control volumes. An initial
guess for the fields of the dependent variables is formulated
and the algebraic equations are used to obtain improved
fields. Successive corrections (iterations) on the initial
guess eventually (and hopefully !) lead to a solution that is
sufficiently close to the correct solution of all the
algebraic equations simultaneously (convergence). During this
iterative process, it is usually interesting to slow down the
corrections in the values of the dependent variables. This is

called under-relaxation.

As mentioned above, when numerical methods are used, the
solution of the differential equations are obtained for a
finite number of control volumes in the computational domain.
To determine accurate solutions, it is usually required to
have a large number of fine control volumes, especially in
regions of steep variation of the dependent variables and
close to solid-liquid interfaces. This is particularly true if
low-Reynolds-number models are used‘*®’. However, more control
volumes imply more computer time to solve the equations.
Fortunately, a point 1is reached, beyond which further
increases of the number of control volumes do not cause
significant changes in the values of the variables (grid
independence). It is important tc determine this point, so as
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to obtain an adequate solution with the least expenditure of

computer time.

In the present study, the in-house METFLO code was
adapted to simulate three-dimensional turbulent fluid flow,
heat transfer and solidification in twin-roll casters. The
geometry  considered in these simulations is shown

schematically in Fig. 4.2.

Top (free) surface Top (free) surface

L

™~

Sidedam

Symmetry pilane

Symmetry Roll surface
plane

Roll gap

Figure 4.2 - Schematic representation of the geometry of
the domain considered in the simulations.
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The METFLO code uses a control-volume formulation‘®? to
discretize the partial differential equations. For each
dependent variable, three different options of discretization

schemes are available: upwind, hybrid and power-law schemes:? .

In each direction, three different spacings between the
grid lines can be adopted. This allows the use of finer

control volumes close to the solid-liquid interfaces.

To cope with the complex geometry of the caster, the
blocking-off technique's* was used.

As can be observed in Table 4.1, pressure appears in the
source terms of the equations for conservation of momentum.
However, there is no explicit equation for the evaluation of
the pressure. In the METFLO code, the pressure is estimated
using the SIMPLER algorithm proposed by Patankar'*?. In this
algorithm, the pressure 1is obtained from the continuity

equation.

As suggested by Warzif®®’, in the numerical procedure, a
modified pressure, P, defined by

P" =P+ —pK , (4.25)
was used instead of the original pressure, P.

The permeability of the mushy zone was estimated based on
the Blake-Kozeny equation*®. The following expression was
employed:

£3

u
K = eff L = (4.26)
k, (1 -f)
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The same permeability was assumed in all the three directions.
Different values of the permeability constant, K,, were used
and their effects on the fluid flow and heat transfer
analysed.

In damping turbulence in the mushy zone, the approaches
adopted by Prescott and Incropera®’, and a combination of
Aboutalebi et al?® and Shyy et al®?” were tested and the
results compared.

Another important issue in solidification modelling is
the release of latent heat and the evaluation of solid and
liquid fractions. A simple relationship to estimate the liquid
fraction as a function of the enthalpy was used:

H -fg

£, = — (4.27)
L H, - H,

where H, and Hs are the enthalpies of the liquid and of the
solid, at the liquidus and solidus temperatures, respectively.

This relation was also used by Flintf'®’, Formulations
based on the lever rule® and parabolic functions of
temperature‘3? have also been proposed.

A more correct evaluation of the liquid fraction would
involve modelling of micro and macrosegregation in multi-
component steels!!. However, the introduction of segregation
in the present model would certainly increase, even more,
computer times, without changing the basic characteristics of
the results.

The discretized equations were solved wusing an
alternating-direction 1line-by-line method. To guarantee
convergence, under-relaxation was applied to all dependent
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variables and in the enthalpy convection source term.

Before the numerical procedure was terminated, and a
converged solution assumed, it was required that the summation
of the absolute values of the residuals of all the equations
for each dependent variable be smaller than 0.25 %, 1in
relation to the corresponding inlet quantity.

4.3.2 - Water model

To validate the results of the fluid flow part of the
numerical simulations, a physical model of the pilot twin-roll
caster was built.

In constructing a physical model, certain criteria had to
be satisfied to guarantee the equivalence with the actual
system. In the present case, this equivalence could be
adequately described via geometric and dynamic

similarities's?,

The geometric similarity requires that all the comparable
dimensions have identical ratios. The dynamic similarity
entails correspondence among the various forces acting on both
systems. In flows dominated by forced convection (as in twin-
roll casters), the dynamic similarity is obtained by having
equal ratios of inertial, gravitational and viscous forces.
These ratios of forces can be written in terms of

dimensionless numbers‘s” :

force of inertia
viscous force

Reynolds number =

force of inertia

Froude number = -
gravity force

If both the Reynolds and Froude numbers in the model and in
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the actual caster are simultaneously equal, dynamic similarity
is attained.

In the present work, a full-scale model was constructed
and water was used to simulate steel (both fluids have
approximately the same kinematic viscosity) . This
automatically ensures equality of Froude and Reynolds

numbers 8! |

In the actual caster, the velocity of the solid or
partially solidified steel at the roll gap is approximately
equal to the roll speed. The amount of steel that is delivered
into the caster is then adjusted accordingly, considering the
strip thickness, so as to keep a constant height of the liquid
pool. Since solidification did not occur within the physical
model, if water was fed into the space between the rolls,
gravity force would make it flow out through the roll gap at
speeds well above the velocity of the rolls. To reproduce the
conditions found in the caster, it was essential to control
the velocity of the water at the roll gap at levels similar to
the speed of the rolls. To achieve this control, the water
model had the configuration shown schematically in Fig. 4.3.

The model consisted of a Plexiglas’ box containing the
two rolls, also made of Plexiglas’. The sides of the rolls
were in contact with the lateral walls of the box. To decrease
friction and to prevent the flow of water between these
surfaces, grooves were machined on the sides of the rolls and
Teflon® rings were placed inside these grooves, as shown in
Fig. 4.3b.

The water inside the box was kept at a level compatible
with the contact angle used in the pilot caster (40°).
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b - Vertical cut along plane A-A‘.
Figure 4.3 - Schematic diagram of the water model of the
twin-roll caster.
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The main feature of the model is the flow controlling

device, shown in Fig. 4.4, that was placed immediately below
the roll gap.

A ’ ‘A SEALANT

Br ‘B SEALANT
1

PQROUS MEDIA

OUTLETS 1-2 @ 22/
VALVE FCOWMETER

Figure 4.4 - Flow controlling device used in the water
model .

This device has two outlets connected to valves and flow
meters. It was then possible to control the flow rate of water
in the region between the rolls. To obtain a uniform flow
across the roll width, a porous media was placed just before
the outlets. Regions A-A and B-B were covered with GORE-TEX®
joint sealant and were pressed against the surface of the
rolls. The contact pressure was adjusted by the two screws
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placed underneath the device.

With this device, the flow rate at the outlet was
controlled so as to match the value used in the inlet, which
was adjusted by moving the stopper rod of the tundish to keep
a constant level of water. The flow rate was chosen according
to the roll speed. The gap between the rolls was constant and
equal to 2 mm.

To verify if the device was working properly, after
filling the box with water, dye was injected through the inlet
nozzle. Its path was traced and it was observed that the flow
was concentrated 1in the region between the rolls.
Insignificant amounts of dye passed between the rolls and the
box walls and between the rolls and the flow controlling

device.

After the point where the rolls lose contact with the
water (point C in Fig. 4.3), a certain amount of this fluid
remained attached to their surface. To prevent this water from
reaching the region between the rolls and interfering with the
flow being analysed, two squeegees were placed above the
rolls, right after the point where they lose contact with the
water (see Fig. 4.3). To provide better drying, plastic
nozzles were used to blow compressed air against the rolls

surfaces.

Two different submerged entry nozzles were employed, one
with double horizontal ports, and another with a single
vertical port. In both cases, they were located exactly at the
centre of the region between the rolls and between the box
walls (side dams).

Several conventional flow visualization methods were
used, including the laser sheet technique, tufts and dye
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injection®® . Due to the three-dimensional nature of the flow,
the best results were obtained with dye injection. The laser
sheet technique, together with polystyrene particles, was used
to identify the flow patterns close to the side dams (where

the flow is essentially two-dimensional).

The same mathematical model developed in section 4.3.1
was used here to predict the flow patterns in the water model.

The equation for conservation of energy was not solved.

A mass conservation equation for tracer or dye injection
was included to enable its concentration at different
positions and at different times after the injection to be
evaluated. This equation is similar to expression (4.23), but
includes a transient term

5 dx .| Ceff gx

S ooy + L oue = Sir | (4.28)
ot ox, b] ; J

where C is the dimensionless dye concentration. It was assumed
that the dye did not significantly affect the density of the

water.

Equation (4.28) was solved only after converged solutions
for the wvelocities and turbulence quantities had been
obtained. The same numerical procedure presented in section
4.3.1.4 was used here. To establish the boundary conditions,
it was considered that the gradients of concentration normal
to all solid surfaces, to the free surface and to the outlet
were zero. At the point of injection, the dimensionless
concentration was set to unity.

The predictions of the model were compared to the results

of the flow visualization experiments.
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4.4 - RESULTS AND DISCUSSION

In this section, the effects of the configuration of the
metal delivery system on fluid flow, solidification and
turbulence patterns in the pilot twin-roll caster are analysed
based on the simulations with the mathematical model. The
results of the experiments with the water model are then
presented and compared with the predictions of the dye
injection model. Finally, additional evidence to support the
results obtained are provided.

4.4.1 - Grid independence

Before using the mathematical model to analyse different
metal delivery systems for twin-roll casters, preliminary
tests were run to determine the appropriate size of the grid
to obtain grid independent solutions.

These tests were performed considering a tubular
submerged entry nozzle fitted with two horizontal ports. The
roll speed was 0.188 m/s and strip thickness was 4 mm. The
results are shown in Figs. 4.5, 4.6 and 4.7.

Figures 4.5 and 4.6 depict variations in the u-velocity
(x-direction) and of the solid fraction as a function of the
distance to the symmetry plane between the rolls. A horizontal
line 0.1 m below the top surface and located at the symmetry
plane between the side dams was chosen for this analysis. A
significant change in the values of these variables was
observed when the grid number was increased from 46 x 46 x 20
to 58 x 51 x 20, in the x, y and z-directions, respectively.
Further -increase in the grid number did not cause important
alterations in the results. As shown in Fig. 4.7, the same
behaviour is obtained when the variation in the turbulence
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kinetic energy at the top free surface is analysed. In this

case, a horizontal line 0.01 m distant of the side dam was

considered. Similar results were also obtained for the other

dependent variables and when other locations were studied.
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between the side dams and 0.1 m below the top
surface.
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Based on these tests and also considering computer times,
it was decided to run all the simulations using a grid number
of 58 x 51 x 20. Small variations around these numbers were
introduced to suit the different configurations of the metal
delivery systems investigated in this study.

4.4.2 - Pluid flow, heat transfer and solidification

simulations.

The physical properties and casting parameters adopted in

the model runs are given in Table 4.3.

The dimensions and casting conditions shown in this table
correspond approximately to those of a pilot caster operated
in Canada. The same caster as used in the study developed in
Chapter 3.

In this particular caster, the roll sleeve has a slight
variation of thickness across its width (thinner in the
centre), so as to compensate for the uneven thermal expansion
during the contact with the steel melt. This makes the
assumption of a flat roll sleeve surface (implicit in the
present formulation) reasonable and enables the production of
strips with uniform thickness across the width.

A uniform overall heat transfer coefficient was used in
all the simulations. As seen in Table 4.3, the values adopted
for this coefficient were smaller than those determined in
Chapter 3. The reason for this was to avoid the two solid
shells joining before the roll nip. Since the present model
does not take plastic deformation of the solid into account,
the occurrence of the "kissing point" before the roll nip
affects the convergence of the numerical procedure. It should
also be considered that, in this part of the work, it was more
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important to determine how the metal delivery system
influences the evenness of the solidification across the roll
width than to exactly reproduce the actual values of solid
fraction in the pilot caster. Therefore, the use of smaller
heat transfer coefficient does not represent a serious

limitation in the present formulation.

Table 4.3 - Physical properties and casting parameters for

model runs.

— ]

Physical properties of low carbon steel

- density: 7000 kg/m?

- specific heat: 680 J/kg K

- thermal conductivity: 36 W/m K

- viscosity: 6.2 x 10 kg/m s

- emissivity of the liquid steel: 0.28
- liquidus temperature: 1524 °C

- solidus temperature: 1495 °C

- latent heat of fusion: 2.6 x 10° J/kg

Casting parameters

- roll diameter: 0.6 m

- roll width: 0.2 m

- pool depth: 0.192 m (40° contact angle)

- casting speed: 0.066 - 0.188 m/s (4-11 m/min)

- strip thickness: 4-7 mm

- overall heat transfer coefficient: 2000-3000 W/m?K
- superheat : 26 °C

— e
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In most of the simulations, a permeability constant, K,
equal to 107 was adopted. This value is at the upper limit of
those usually found in the literature but is consistent with
the higher cooling rates (and, consequently, smaller dendrite
spacings) obtained in twin-roll casting. Values of 10% and 10°
were also used to evaluate the effect of this parameter on

solidification patterns.

A hybrid scheme's? was used in the discretization of the
momentum and turbulence equations. The energy equation,
including its convective source term, was discretized with an

upwind scheme.

To guarantee convergence, under-relaxation was applied to
all dependent variables and to the convection source term for
enthalpy (see Table 4.1). Under-relaxation factors of 0.2 were
used for the three velocity components and for the enthalpy
(including its source term). For the turbulence variables, a

value of 0.3 was used.

For an initial guess assuming all velocities equal to
zero, kK and € equivalent to 1 % of the correspondent inlet
values and temperatures equal to that of the inlet, converged
solutions were obtained after 15000 to 25000 iterations of the
numerical procedure. This number was reduced when a pre-
converged solution, determined for similar conditions, was
used as an initial guess. Each iteration took approximately 40
seconds on a 100 MHz Silicon Graphics Challenge workstation.

Three different metal delivery systems were analysed:

- a tubular nozzle with two horizontal ports in the
direction of the side dams;

- a =lot nozzle with vertical inlet. Different extensions
of the nozzle along the roll width were considered;
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- an extended nozzle with horizontal inlet in the direction
of the rolls.

For comparison with other published works, an industrial
caster'®®” with 1.2 m diameter rolls and casting speed of 1 m/s

was also simulated.

Before presenting and discussing the results of the
simulations, it is important to establish appropriate criteria

for the comparison of the different metal delivery systems.

Changes in the configurations of these systems naturally
bring about variations in the values of all the dependent
variables throughout the entire caster. In three-dimensional
simulations, it 1is wvirtually impossibie to analyse the
variations of all the variables in the different positions of
the domain. Therefore, it 1is essential to select those
variables and positions that characterize in a better and more
concise way the effects of the delivery system on the
performance of the caster and on the quality of the strips
being produced.

Herbertson et al?® identified important aspects related
to metal delivery that can affect the quality of the product
of conventional continuous casters. Some of the aspects
pointed out in this work are applicable to twin-roll casters
and will be used as <criteria for comparison of the
configurations of metal delivery studied 1in the present
investigation. They are:

- shell growth uniformity;
- surface turbulence;
- meniscus freezing.

Shell growth uniformity across the roll width is
absolutelv essential. An uneven shell formation can lead to a
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strip having non-uniform microstructure and, in more severe
situations, cracks. Since the delivery system is placed in the
upper part of the caster, it was considered that the
solidified fraction profile in a horizontal plane 0.1 m below
the top surface (approximately the centre of the caster in the
vertical direction) would be adequate to characterize the
effect of the nozzle on shell growth uniformity. Although the
sclid fractions at this plane are relatively small, the
differences in shell growth across the roll width (if any)
have already developed. These differences remained in the
lower parts of the caster, and in the actual system they tend
to be accentuated due to their effects on heat extraction
rates (Chapter 3).

The importance of surface turbulence is associated with
its influence on the levels of meniscus fluctuations and also
on air entrapment. Both factors can have deleterious effects
on the surface quality of the strips. Meniscus fluctuations
are not uniform across the roll width and lead to different
contact times between the solidifying metal and the roll. It
has been shown'¢*:%2) that these different contact times may
cause surface wrinkles and uneven solidification structure in
the strips. Due to its relation to level fluctuations®®?, the
turbulence kinetic energy at the surface was used to quantify

the turbulence in that region.

Meniscus freezing designates the formation of a partially
solidified layer of steel in the meniscus region. Takeuchi and
Brimacombe‘®¥ have shown that, in continuous slab casters,
meniscus freezing combined with mould oscillation leads to the
formation of depressions on the surface of the product. These
depressions are usually called oscillation marks and represent
a quality problem. A similar mechanism to that proposed by
these authors may be valid for twin-roll casters. Here, the
fluctuations of the meniscus level have the same role of the
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mould oscillations in slab casters. However, since these
fluctuations do not occur in phase across the roll width, the
depressions have irregular shapes, as opposed to the
approximate linear shape observed in slabs.

Temperatures at the free surface, close to the meniscus
region, can be used to analyse the possibility of meniscus
freezing. In this part cf the study, a constant heat transfer
coefficient was assumed. This assumption tends to overestimate
the risk of meniscus freezing. As shown in Chapter 3, in the
initial contact between the roll and the melt, this
coefficient is smaller than at higher depths. However, the
objective 1s to compare the metal delivery systems, and, in
this case, this overestimation is not an important limitation,

since its effects are analogous in all the cases studied.

Considering the points discussed above, the metal
delivery systems will then be compared in terms of:
- solidified fraction profiles in a horizontal plane 0.1 m
below the top surface;
- turbulence kinetic energy values at the free surface;
- temperatures at the free surface.
The computed velocity fields are alsc useful to understand the
changes caused by each kind of nozzle.

Finally, it must be emphasized that it was not a concern
of this part of the work to calculate accurate values of
temperature and solid fraction at the roll gap. It was shown
in Chapter Three that, when appropriate boundary conditions
for heat flux at the roll surface are applied, relatively good
predictions for these variables can be obtained from a simple
heat conduction model.
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4.4.2.1 - Tubular nozzle with double horizontal ports.

A tubular nozzle with double horizontal ports, similar to
those used in conventional slab casters, is currently being
used in the pilot caster. For this reason, most of the

simulations were run for this type of feeding system.

The configuraticn considered here is schematically shown
in Fig. 4.8, which also includes the dimensions used to

specify the size and position of the nozzle.

/ Side dam
Nozzle :
- 1 : penetration
- 2 :width
- 3 : thickness

- 4 : height of bottom

- 5 : height
- 6 : width

Symmetry plane - 7 : thickness

Figure 4.8 - Configuration of the tubular nozzle with
double horizontal ports.
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The following nozzle dimensions were assumed for model
runs:
- width: 0.0288 (2.88 cm);
- thickness: 0.017 m (1.7 cm);
- thickness and width of the port: 8 x 103 m (8 mm);
- height of the port: 0.016 m (16 mm);
- height of the bottom: 0.01 m (1 cm).

Figures 4.9 to 4.11 present the predicted flow field for
a casting speed of 0.188 m/s (11 m/min) and strip thickness of
4 x 10°m (4 mm). In this simulation, a nozzle penetration of
0.05 m (5 cm) was considered. The overall heat transfer
coefficient was 3000 W/m? K.

The velocity profiles at the symmetry plane between the
rolls, at the top free surface and at a vertical plane close
to the side dam are shown in Fig. 4.9. Velocity vectors at the
symmetry plane and at the top surface are also depicted in
Fig. 4.10; however, to facilitate visualization, less vectors
are presented. Figure 4.11 shows the velocities in four
vertical planes, at different distances to the side dam.

A complex flow pattern is generated. The inlet jet moves
towards the side dams and then in the direction of the centre
of the caster and of the rolls. A recirculation zone appears
above the inlet. In the bottom half of the caster, the flow is
almost two-dimensional and mainly determined by the movement
of the rolls. Near the roll surface, the velocities gradually
approach the casting speed. This is particularly true in the
regions of higher solidified fraction. The solid and partially
solidified metal that move adjacent to the roll surface form
the strip that leaves the roll gap. The fluid that is dragged
by this solidified shell and that is not incorporated into the
strip generates the upward flow, observed in the symmetry
plane.
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. Figure 4.12 shows the predicted temperature profile. As
seen, the inlet jet is constantly losing heat on its way to
the side dams and then in the direction of the centre of the
caster. The metal that flows towards the central part of the
rolls loses more heat and reaches that region at lower
temperatures, as compared to the metal whose flow is mainly in

the peripheral areas (close to the side dams) .

1540

1535

1530

1524

1495

below

Figure 4.12 - Predicted temperature profile with tubular
. nozzle. Same conditions as for Fig. 4.9.
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The formation of the solid shell is determined by the
flow and temperature fields. Figure 4.13 presents the
calculated variation of the solid fraction across the width of
the rolls in a horizontal plane 0.1 m below the top free

surface.

A non-uniform shell formation, with more intense
sclidificaticn in the <central region of the rolls, 1is
predicted. The solid shell is also thicker in the area
adjacent to the side dams, due to the low velocities of the
fluid there. In this simulation, the side dams were considered
adiabatic. If a heat flux had been assumed, this tendency

would have been even more pronounced.

Roll surface

Solid fraction
above

0.1

£ £
S <
o o 005H
= = E
n N z
0.03 |-
below L.
Roll surface
Figure 4.13 - Solid fraction profile in a horizontal plane

0.1 m below the top surface. Same conditions

as for Fig. 4.9.
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Figure 4.14 illustrates in detail the velocity field in
a horizontal plane at the level of the inlet jet. It should be
mentioned that not all the vectors are fully contained in the
plane shown. Especially close to the roll surface, the
velocity vectors are pointing downwards (penetrating into the
page) . A recirculating flow is observed. The hot jet from the
nozzle retards the solidification in the region of the rolls
that is clcse tc the side dam. In the centre, the velocities
are small and towards the nozzle. The cold stream coming from
the roll surface promotes the advance of the solidification

front. This explains the solid fraction profile seen in Fig.
4.13.
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Figure 4.14 - Detail of the velocity field in a horizontal

plane at the level of the inlet jet. Same
conditions as for Fig. 4.9.
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The uneven progress in the solidification front observed
in the upper region of the caster persists in the lower
portion of the wedge shaped pool since there, velocities are
almost vertical and two-dimensional, without significant flow
in the direction of the width of the rolls.

As mentioned previously, a uniform heat transfer
coefficient was assumed over all the roll surface contacted
with steel. This might not be a sufficiently good assumption
when tubular nozzles are used. In this case, the mushy zone
forming on the surface of the rolls join together at different
pool depths, depending on their position along the roll width.
As shown in Chapter 3, this affects the roll-strip contact
and, consequently, the heat fluxes over the roll surfaces. In
the central part, the mushy zones join at lower pool depths
and a double peak in the heat flux was observed there. This

further accentuates the non-uniformity of shell formation.

The computed turbulence kinetic energy on the free
surface is presented in Fig. 4.15. Four regions of high
turbulence are observed, two close to the points where the
inlet jets reach the top surface and the others near the
opposing roll surfaces. Around the nozzle and in the centre of
the roll, there are areas of low turbulence associated with

partially solidified metal.

4.4.2.1.1 - Effect of nozzle penetration

Besides 5 cm, nozzle penetrations of 4 and 6 cm were also
simulated. All remaining conditions were kept the same as for
Fig. 4.9. The range of penetration is relatively limited due
to the size of the nozzle and to the decreasing gap between

the rolls, at higher pool depths.
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Roll surface

Side ‘d'am
Side dam

0.001

below [

Figure 4.15 - Predicted turbulence kinetic energy profile at
the free surface. Same conditions as for Fig.
4.9.

Figure 4.16 shows the velocity fields for the three
penetrations studied. Although the main characteristics are
the same, important differences can be detected. For shallower
penetrations, the flow tends to concentrate in the peripheral
regions of the caster, i.e., close to the side dams and to the
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Figure 4.16 - Comparison of the flow fields for the three
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rolls. The recirculation zone above the inlet jet diminishes
and the velocities towards the nozzle are smaller. For a
penetration of 6 cm, the inlet jet is more strongly deflected
in the upward direction by the flow coming from the lower
portions of the caster. The deflection is so intense that the
inlet jet does not reach the side dam. As a consequence, the
velocities in the central parts of the liquid poll are higher,

ags compared to lower penetrations.

The effects of these changes can be observed in the solid

fraction, turbulence energy and temperatures profiles.

The values of solid fraction at a horizontal plane 0.1 m
below the free surface for the three depths of immersion of
the nozzle are depicted in Fig. 4.17. The results for 4 and 5
cm are similar. In Fig. 4.18, they are superimposed to
facilitate comparison. The lower penetration accentuates the
non-uniformity in the advance of the solidification front. The
more peripheral flow is responsible for this difference. The
solidified fraction for the deeper penetration of 6 cm clearly
indicates the effect of the proximity of the nozzle to the
roll surface and the consequent irregular shape of the iso-
solidified fraction contours. Due to the more intense upward
deflection, the inlet jet also loses more of its superheat
before reaching the roll surface. This causes the higher solid
fractions observed for the submergence depth of 6 cm.

Figure 4.19 presents the turbulence kinetic energy at the
top free surface for the three nozzle penetrations. The main
features are analogous, with high turbulence close to the roll
surface and in the regions where the inlet jet reaches the top
surface. For the shallower penetration of 4 cm, there is a
larger area of low turbulence in the centre of the caster,
which confirms the tendency for peripheral flow at lower
immersion of the nozzle. For the deepest immersion depth of 6
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Figure 4.18 - Solid fraction profiles 0.1 m below the

surface.Nozzle immersion depths of 4 and 5 cm.

cm, the pronounced upward deflection of the inlet jet results
in more intense flow, and, consequently, more turbulence in
the centre of the pool. Close to the rolls, the values of k
are generally smaller, due to the partial freezing of the

meniscus and the damping of turbulence.

Figure 4.20 compares the temperatures on the top surface.
For lower penetration, the concentration of the flow close to
the side dams leads to a colder region in the centre and
facilitates the formation of a partially solidified layer
around the nozzle. This figure also confirms the more intense
dissipation of superheat of the inlet jet in the case of
higher penetration. However, the stronger flow in the centre
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prevents a significant formation of mushy metal close to the

nozzle.

4.4.2.1.2 - Effect of nozzle opening

In the previous results, the size of the nozzle ports was
kKept constant. To analyse the effect of their size on the flow
field, one simulation was performed with all the dimensions of
the ports increased by 25 %. The remaining conditions were the

same as for Fig. 4.10.

The increase of the nozzle port causes a reduction of
approximately 36 % in the inlet velocity. The influence of
this decrease on the velocity field can be seen in Fig. 4.21.

: 3t
3 1 \\..z/ K
a WUV VUMb b b il =
0.5m/s
Figure 4.21 - Velocity field for increased nozzle port

dimensions. Same casting conditions as for
Fig. 4.10.
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Due to its lower velocities, the inlet jet is more
deflected and reaches the top surface in a region closer to
the nozzle (compare to Fig. 4.10). The focus of high
turbulence also moves towards the nozzle, as can be observed
in Fig. 4.22.

Figure 4.23 shows the temperature profile at the free
surface. Similar to what occurred at higher nozzle
penetrations, the 1inlet jet experiences a more intense
dissipation of superheat before reaching the roll surface.

The solid fraction contours at a horizontal plane 0.1 m
below the free surface are presented in Fig. 4.24. Again, an
uneven formation of the solidified shell across the roll width
is predicted; however, the advance of the solidification front
is slightly more uniform. The significant deflection of the
inlet jet prevents it from reaching this front at high
temperatures and slowing down its advance.

Roll surface
K (m2s2)
above

0.008

0.005

Side dam
Side dam

0.003

0.001

below

Roll surface

Figure 4.22 - Turbulence kinetic energy at the free surface
for increased nozzle port dimensions.
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Roll surface
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Figure 4.23 - Temperature profile at the free surface.
Increased nozzle port dimensions.
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Figure 4.24 - Solid fraction profile 0.1 m below the top

surface. Increased nozzle port dimensions.
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Although the main aim of this part of the work is to
study how the configuration of the metal delivery system
affects fluid flow and solidification in twin-roll casters,
simulations were also performed assuming different casting
conditions (roll speed, strip thickness and superheat) and
changing the value of the permeability constant of the mushy
zone. In a model run, instead of solving the conservation
equations for x and e, a uniform increase in the effective
viscosity was introduced. The results of these simulations are
presented next.

4.4.2.1.3 - Effect of roll speed and strip thickness.

For a certain twin-roll caster, there is usually a
relationship between the thickness of the strip and the
casting speed®® (or contact time with the rolls). As shown in
Chapter 3, the heat transfer coefficient also depends on the
casting speed. As a conseqguence, to simulate different casting
speeds, the thickness of the strip and the heat transfer
coefficients have to be changed accordingly.

Considering the limits of casting conditions used in the
pilot caster, the following parameters were used in this
simulation:

- casting speed : 0.066 m/s (4 m/min) ;
- strip thickness : 7 mm ;
- overall heat transfer coefficient : 2000 W/m? K.

The nozzle penetration was maintained at 5 cm.

The aspect of the velocity field is similar to that
obtained at higher casting speeds (Fig. 4.10); however, the
values of the velocities are generally smaller. This is a
consequence of lower velocities of the roll and of the inlet
jet that are responsible for driving the flow within the
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caster.

Figure 4.25 shows the solid fraction contours in a
horizontal plane 0.1 m below the top surface. The shape of the
iso-solidified fraction lines presents the same
characteristics as those determined at higher casting speeds,
with faster advance of the solidification front in the central

region along the roll width.

The temperatures at the free surface are depicted in Fig.
4.26. Again, they are similar to those calculated for higher
casting speed, with the same nozzle penetration (Fig. 4.12).
However, a tendency for lower temperatures at the meniscus
region may lead to meniscus freezing, which is a possible
cause of surface defects usually observed in the strips cast

at lower speeds(i’.

Roll surface

Solid fraction
above

Side dam

Roll surface

Figure 4.25 - Solid fraction contours 0.1 m below the top
. surface. Casting speed: 0.066 m/s (4 m/min).
Strip thickness: 7 mm. Nozzle penetration: 5

cm.
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Figure 4.26 - Temperatures at the free surface. Same
conditions as for Fig. 4.25.

As a result of the lower velocities, surface turbulence
is also less intense, as seen in Fig. 4.27.

Roll surface

Side dam

Roll surface

Figure 4.27 - Turbulence kinetic energy at the free surface.
Same conditions as for Fig. 4.25.
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4.4.2.1.4 - Effect of superheat

The effect of superheat was analysed by increasing its
value from 26 °C, used in all previous simulations, to 50 °C.
The remaining conditions were the same as those used in Fig.
4.10.

As expected, the main differences occurred in che
temperatures and solid fraction contours. Figure 4.28 presents
the solid fraction profiles in a horizontal plane 0.1 m below
the free surface. Compared to Fig. 4.13 (superheat = 26 °C),
the values of solid fraction are smaller, especially in the
region close to the side dams. There, the hotter inlet jet

retards even more the progress of the solidification front.

Roll surface

Solid fraction
above

01

0os

Side dam
Side dam

0.03 B

below

Roll surface

Figure 4.28 - Solid fraction contours 0.1 m below the top
surface. Superheat = 50 °C.
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4.4.2.1.5 - Effect of the permeability constant.

As mentioned previously, a permeability constant of 10’
was chosen for the simulations above in modelling the mushy
zone. This high value is consistent with the fast cooling
observed in twin-roll casters. Nevertheless, it is interesting
to determine how the results are affected by this choice.

Figure 4.29 compares the values of solidified fraction
0.1 m below the free surface, for three permeability
constants, K,, 107, 10® and 10°. With increases in the
permeability of the wmushy zone (lower values of K,), the
effect of the inlet jet in retarding the progress of the
solidification front in the region close to the side dams is
slightly increased. As shown in Fig. 4.14, in the central part
of the rolls (symmetry plane between the side dams), the flow
comes from the roll surface towards the centre of the caster.
If the mushy zone is more permeable, the velocities are higher
and more cold fluid is transported to that region. As observed
in Fig. 4.29, this effect intensifies the advance of the
solidification front in the central vertical plane normal to
the roll surfaces.

Figure 4.30 shows the calculated velocity field for a
permeability constant equal to 10°. Since the upward flow is
less strong than that for 107 (see Fig. 4.10), the deflection
of the inlet jet is much less noticeable. This jet hits the
side dam almost at right angles. The recirculation zone that
forms underneath the region where the jet reaches the side dam
is also larger. Another difference appears in the inferior
part of the caster. The upward flow commences at lower pcol
depths. This is due to the less pronounced effect that a lower
permeability constant has on pinning the velocities in the
mushy zone to the casting speed.



a - K, = 107

b - K, = 10¢

c - K, = 10°
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Figure -4.29 - Effect of the permeability constant on the

solid fraction contours 0.1 m below the free

surface.
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Figure 4.30 - Velocity field for K, = 10°. Same casting
conditions as for Fig. 4.10.

4.4.2.1.6 - Effect of turbulence modelling

In turbulent flow modelling, the values of k and €
obtained by solving their respective differential equations
are used to artificially increase the viscosity of the fluid
by means of the so-called turbulent viscosity. This leads to
different values of viscosity depending on the levels of k and
€ in a given region (equation (4.14)). One common approach
used in-order to avoid having to model turbulent flow consists
in uniformly increasing the viscosity of the fluid throughout
the system.
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This approach was used in one of the present simulations.
The k and e equations were not solved and the molecular
viscosity was everywhere multiplied by 110. This number gives
approximately the same average turbulent viscosity as values
obtained with turbulent flow modelling. According to the
relationship proposed by Shyy et al®”, within the mushy zone,
the turbulent viscosity was damped by its multiplication by
the square root of the ligquid fraction. The casting conditions

were the same as for Fig. 4.10.

The velocity field determined by this approximate method
was similar to that calculated by solving the complete set of
conservation equations. For the solid fraction, although the
shapes of the iso-solidified regions were analogous, a uniform
increase of the viscosity leads to less intense solidification
near the centre of the caster, as seen in Fig. 4.31. The more
significant difference in the centre is reasonable, since
there the velocities are smaller and diffusion becomes more
important, as do the values of the turbulent heat diffusion
coefficient (that are calculated based on the turbulent

viscosity) .

The effect of different forms of damping turbulence
within the mushy zone was also investigated. Three schemes
were used:

i- Darcyan damping in k and €'®® and correction for the
turbulent viscosity according to the square root of the
liquid fraction®’;

ii- Darcyan damping only in x%@¥

iii- Darcyan damping in k and €'?® and correction for the
turbulent viscosity according to the square of the liquid
fraction.

The solid fraction profiles predicted using these schemes
are compared in Fig. 4.32, again for a horizontal plane 0.1 m
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below the free surface. The results without turbulence are
also included in this figure. The different methods of
turbulence damping yielded similar contours. However, scheme
"i" (used in the present work) predicts a faster advance of
the solidification front in the central region along the roll
width. At higher solidified fractions, the differences become

smaller.
Roll surface

Side dam

: Sicie dam .

8ymmqiry plane

With turbulence modelling

----- wWithout turbulence modelling

Figure 4.31 - Comparison of solid fraction profiles with and

without turbulence modelling.
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Figure 4.32 - Comparison of solid fraction profiles for
different schemes of turbulence damping in the

mushy zone.
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The weak effect of the form of turbulence damping,
particularly at higher solidified fractions, is probably
associated with the high value of the permeability constant
(107) used in these simulations.

Generally, a more significant damping of the turbulent
viscosity (and, consequently, of the thermal diffusion
coefficient) within the sclid-liquid region leads to a thinner
mushy zone. This was verified using the simple heat conduction
model for solidification, presented in Chapter 3. Different
exponents for the £, term that appears in equation (3.19) were
tested. An increase of this exponent leads to more damping of
the thermal conductivity of the metal within the mushy region

and retarded the advance of the solidification front.

Of the three schemes mentioned above, the first gives the
least intense damping of turbulence. The turbulent viscosity
is proportional to k? / € (see equation (4.14)). When damping
is applied in both x and €, this viscosity still approaches
zero with an increase in the solid fraction, but this approach
occurs at lower speeds, as compared to damping only in
(second scheme), even with the correction in the turbulent
viscosity according to the square root of the liquid fraction.
The third method, although similar to the first, applies a
more significant reduction in the turbulent viscosity and

gives results analogous to damping only in K.

4.4.2.2 - Slot nozzle with vertical inlet.

The configuration of this nozzle is schematically

presented in Fig. 4.33, together with the dimensions used to

determine its size.
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Different combinations of nozzle penetrations, openings
and lengths along the roll width were assumed for model runs.

Side dam

e

Nozzle :

- 1 : penetration
~ 2 :width

- 3 : thickness

Port :

- 4 : width
- 5 : thickness

Symmetry plane

Figure 4.33 - Configuration of the slot nozzle with vertical

inlet.

Figure 4.34 shows the predicted velocity field and
streamline contours at the symmetry plane for the following
casting parameters and nozzle dimensions:

- casting speed: 0.118 m/s (11 m/min);
- strip thickness: 4 mm;
- overall heat transfer coefficient: 2000 W/m? K;
- nozzle : - penetration: 3 cm;
- width: 0.1 m (entire width of the caster);
- - thickness: 7 mm;
- width of the port: 0.1 m;
- thickness of the port: 2 mm.
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a- Velocity field.
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b - Streamline contours at the symmetry plane.
Figure 4.34 - Velocity field and streamline contours with
the slot nozzle. Casting speed: 0.188 m/s.

Strip thickness: 4 mm.
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The flow is almost two-dimensional, with negligible
velocity components in the direction of the roll width. Close
to the side dam, the velocities are smaller than in the more
central regions. Similarly to what occurs when the tubular
nozzle is used, the material that is dragged by the solidified
shell and that 1is not incorporated into the final strip
generates the upward flow, observed in the symmetry plane
between the rolls. This limits the penetration of the inlet
jet into the liquid pool. The streamline contours, calculated
by the software (EnSight®) used in post-processing the results
of the model, demonstrate these characteristics of the flow.

The solidified fraction contours for a horizontal plane
0.1 m below the free surface are presented in Fig. 4.35. The
virtual absence of velocities in the direction of the roll
width gives a far more uniform shell formation, as compared to
the tubular side-ported nozzle. The solid shell close to the
side dam is thicker than elsewhere, due to the low velocities
in this region. In this case, the side dams were considered
adiabatic.

The levels of turbulence kinetic energy at the free
surface are depicted in Fig. 4.36. Compared to those shown in
Fig. 4.15, obtained for the same casting conditions but with
the tubular nozzle, these levels are significantly lower and

more uniform.

The temperatures at the surface of the melt are plotted
in Fig. 4.37. They are significantly smaller than those for
the tubular nozzle, shown in Fig. 4.20a. With the slot nozzle,
the inlet jet penetrates a certain depth into the liquid pool
and is then deflected by the cold metal coming from the lower
parts of the caster. This provokes a more intense dissipation
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of the superheat and causes the lower temperatures observed at
the surface. According to the predictions, for the casting
conditions and nozzle dimensions considered here, there is a
tendency for the formation of partially solidified layers at
the meniscus at the corners of the side dams and at the nozzle

walls.

Roll surface

Solid fraction
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0.1

£ e
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Py o 005 |
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Roll surface
Figure 4.35 - Solidified fraction contours 0.1 m below the

- free surface. Slot nozzle.
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. Figure 4.36 - Turbulence kinetic energy at the free surface.
Slot nozzle.
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' Figure 4.37 - Temperatures at the free surface. Slot nozzle.
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4.4.2.2.1 - Effect of nozzle port width.

In the results presented above, the width of the nozzle
port was equal to the full width of the rolls. To analyse the
effect of this nozzle dimension, port widths corresponding to
75 % and 50% of the roll width were simulated. Finally, the
use of a tubular vertical ported nozzle was studied.

The dimensions considered here are shown in Table 4.4.

Table 4.4 - Nozzle dimensions used to determine the effect
of the port width.
Dimensions Case
Slot nozzle : Slot nozzle : Tubulart?
75 %o of roll width 50 % of roll width

. Nozzle width (m) 0.09 0.065 0.0288
. Port width (m) 0.075 0.0 0.008
. Nozzle thickness (mm) 7.0 7.0 17.0
. Port thickness (mm) 20 2.0 8.0

(%) Dimensions of a fubular nozzle uscd in some (rials in the piloL caster.

The casting conditions were the same used in Fig. 4.34.

Figure 4.38 presents the predicted velocity fields for
the three cases of Table 4.4. The reduction in the port width
causes an increase of the inlet jet velocity and penetration
into the melt. In all cases, this jet is eventually deflected
by the upward flow. However, the plane of deflection changes.
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For the wider nozzle, the deflection is mainly in the
planes perpendicular to the roll surface. Deflection in the
planes normal to the side dams occurs close to the nozzle

edges.

As the width of the nozzle decreases, the deflection
concentrates in the planes perpendicular to the side dams. For

the tubular nozzle, it occurs entirely along these planes.

Solid fraction contours 0.1 m below the top surface are
illustrated in Fig. 4.39. For comparison, the contours
obtained with the full width nozzle are also included. With
the reduction in the port width, there is an evident tendency
for the solidification front to advance faster in the region
near the side dams. This region is less affected by the hot
steel entering the caster.

The irregular profile shown in Fig. 4.39c is a result of
two different factors. Moving from the edge to the centre of
the rolls, the increase in the proximity to the inlet jet
gradually retards the progress of the sclidification front.
However, in the upper part of the caster, the fluid that
reaches the central region of the rolls 1is colder than
elsewhere. Thus, above the level of the nozzle tip, the
solidification tends to be more intense in the centre. This
effect is responsible for the small peak of solid fraction
observed in this region.

The effect of the high velocity inlet jet is clearly seen
in the case of the tubular nozzle (Fig. 4.39d). Exactly
underneath the nozzle, there is an area showing very low
values of solidified fraction. It is also interesting to

observe-that the contour corresponding to a solid fraction
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Figure 4.39 - Solid fraction contours

‘ port widths.



269

equal to 0.1 shows signs of the solidification that occurred
above the nozzle tip. In this upper part of the caster, the
effect of the colder metal at the centre of the rolls
predominates and leads to a faster advance of the

solidification front.

The changes in flow characteristics, as the nozzle width
decreases, can also be observed in the turbulence kinetic
energy levels shown in Fig. 4.40. As seen, there is a gradual
tendency for the flow to concentrate in the region between the
nozzle and the side dams, generating high turbulence in these
areas. In general, the reduction in nozzle width yields more
turbulence at the top surface.

In all cases, the temperatures at the free surface are
relatively low, which increases the possibility of meniscus

freezing.

4.4.2.2.2 - Effect of nozzle penetration and opening.

The effect of nozzle submergence depth and opening is
illustrated in Fig. 4.41, which shows the predicted streamline
contours obtained with the following nozzle dimensions:

- nozzle penetration: 0.01 m;

- thickness: 0.02 m;

- thickness of the port: 0.01 m.

The remaining conditions were the same used in Fig. 4.34.

For the same casting speed and thickness of the strip, an
increase of the nozzle opening causes a decrease of the inlet
jet velocity, and, consequently, reduces its penetration into
the liquid pool. The lower submergence depth of the nozzle is
another factor that also leads to less penetration of the

liquid entering the caster.
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Turbulence kinetic energy at the free surface

for different nozzle port widths.
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Symmetry plane
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Figure 4.41 - Streamline contours for reduced inlet velocity
and nozzle penetration. Full width slot

nozzle.

This reduced penetration affects the levels of turbulence
energy and temperatures at the top surface, as shown in Figs.
4.42 and 4.43. For both variables, the predicted values are
higher than those obtained with more penetration of the inlet
jet (Fig. 4.36 and 4.37). The higher temperatures reduce the
risk of meniscus freezing; however, the increased turbulence

at the free surface may have deleterious effects on the strip

surface quality®®.

Solid fraction contours 0.1 m below the top surface of
the pooil are depicted in Fig. 4.44. Again, a uniform shell
formation across the roll width is predicted. Here, the
reduced penetration of the hot steel entering the pool is
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responsible for the increase of the solid fraction, as
compared to Fig. 4.35.
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Figure 4.42 - Turbulence kinetic energy at the free surface.

Reduced inlet velocity and nozzle penetration.
Full width slot nozzle.
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Figure 4.43 - Temperatures at the free surface. Reduced

inlet velocity and nozzle penetration. Full
width slot nozzle.
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Figure 4.44 - Solid fraction contours 0.1 m below the top
surface. Reduced inlet velccity and nozzle
penetration. Full width slot nozzle.

The effect of nozzle penetration and opening was also
investigated for a nozzle having only 50 % of the roll width.
The remaining dimensions were the same as the simulation
above.

Figure 4.45 shows the solid fraction contours obtained in
these conditions. As compared to Fig. 4.39c, determined for
the same nozzle width, the non-uniformity in the solid shell
formation 1is significantly reduced, but more pronounced
solidification close to the side dams is still observed.
Similar to that which occurred with the full width slot
nozzle, the levels of turbulence and temperature at the free



274

surface increase.
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Figure 4.45 - Solid fraction 0.1 m below the free surface.
Reduced inlet velocity and nozzle penetration.
Slot nozzle with 50 % of the roll width.

4.4.2.2.3 - Effect of heat flux at the side dams.

Adiabatic conditions at the side dams have been assumed

in all the previous simulations.

To determine how the velocity and temperature fields are
affected by heat losses in that region, one simulation was run
considering that the steel adjacent to the side dams is losing
a certain amount of heat in their direction.

To estimate these heat losses, heat conduction through
the dam and convection and radiation at its external surface
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were considered. Assuming a side dam of thickness of 2.54 cm
and using the physical properties of fused silica (material
the side dams are made of) given in the literature’®®, a heat
flux of approximately 10° W/m?> was found. This number is
similar to that suggested by Fujita et al®S (1.16 x 105 W/m?)
and represents an upper limit for this flux, since it was
assumed in the calculation that the internal surface of the

side dam is at the inlet temperature of the liquid steel.

The casting conditions and nozzle configuration were the

same as for Fig. 4.34.

Figures 4.46 and 4.47 depict the calculated velocity
field and the solid fraction profile, respectively.

Compared to the solid fractions determined considering
adiabatic conditions, it is evident that the advance of the
solidification front close to the side dams becomes more
pronounced. However, the latent heat release associated with
this more intense solidification limits this effect to a very
narrow region adjacent to the side dams. Approximately 1 cm
away from this zone, no difference is detected (compare to
Fig. 4.35).

The velocity field shown in Fig. 4.46 also demonstrates
that the two-dimensional nature of the flow observed with full
width slot nozzle 1is preserved. The disturbances are
restricted to a region adjacent to the side dams and are
caused by the stronger interaction of the solidification
fronts in that zone.
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Figure 4.46 - Velocity field for a full width slot nozzle,

considering heat losses at the side dams.
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Figure 4.47 -
surface, with heat losses at the side dams.
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4.4.2.3 - Extended nozzle with horizontal inlets.

The results of the previous simulations indicate that the
tubular nozzle with double horizontal ports and the slot
nozzle with vertical inlet (with the different widths
considered) do not represent good alternatives for metal
delivery systems to be used in twin-roll casters.

The tubular nozzle with horizontal ports generates a
complex flow pattern that causes uneven formation of the
solidified shell and high levels of turbulence at the free
surface. Variations in nozzle size and submergence depth,
within the limited range determined by the caster geometry,
were not sufficient to introduce major changes in the

predictions.

The vertical slot nozzle covering the full width of the
caster gives a far more uniform shell formation, with lower
levels of turbulence, as compared to the tubular nozzle.
However, the temperatures at the free surface are
significantly lowered and this creates the possibility of
meniscus freezing. Increase of the thickness of the port and
reduction of nozzle penetration raise the temperatures at the
free surface, but have the same effect on the turbulence
kinetic energy. Reductions 1in the nozzle port width
deteriorate the situation, causing uneven solidification,

lower surface temperatures and more turbulence.

Considering the limitations of the configurations above,
an exploratory simulation was run considering an extended
nozzle having the same width of the caster but with horizontal
inlets in the direction of the roll surface. In this case, the
flow inside the nozzle was not simulated. Pre-assigned uniform
velocities were assumed on its inlets, instead. Such condition
would probably be achieved with the use of a reticulate
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. ceramic nozzle'®S. The configuration analysed is shown
schematically in Fig. 4.48.

%! Side dam
N o

Nozzle

- 1: penetration
- 2:width

- 3: thickness: superior
— 4: thickness inferior
~ 5: height of bottom
Port:

- 2: width

- 6: height

Symmetry plane

Figure 4.48 - Configuration of the extended nozzle with
horizontal inlets.

The dimensions considered in this simulation were:
- nozzle penetration: 6 cm;
- width -of the port: 0.1 m (full width of the caster);
- thickness : - superior: 3 cm;
. - inferior: 1 cm;
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- height of the port: 4 cm;
- height of the bottom: 1 cm.

Figure 4.49 presents the velocity field and streamline
contours predicted for this type of nozzle. The casting

conditions were the same as used in Figs. 4.10 and 4.34.

As seen, the flow 1is virtually two-dimensional, with
negligible velocities in the direction of the side dams. As
occurred with the other nozzles, an upward flow, created by
the metal dragged by the rolls and not incorporated into the
strip, appears in the centre of the caster and generates the

recirculation observed.

The solid fraction contours 0.1 m below the top surface
are depicted in Fig. 4.50. A uniform shell formation, similar
to that obtained with the slot nozzle (see Fig. 4.35), is
predicted.

Figure 4.51 presents the turbulence kinetic energy
profile at the free surface. The values shown here are of the
same order of those calculated for the slot nozzle at higher
penetration (Fig. 4.36) and lower than those estimated for the

other configurations.

An important difference between the slot and this
extended nozzle appears in the temperatures at the free
surface. The slot nozzle gives lower temperatures that can
lead to problems associated with meniscus freezing. With the
extended nozzle, as shown in Fig. 4.52, the temperatures are
well above the liquidus temperature, practically eliminating
any possibility of solidification in the meniscus area.
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Fig. 4.49 - Velocity field with the extended nozzle.
. Casting speed: 0.188 m/s. Strip thickness: 4
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Figure 4.50 - Solid fraction profile 0.1 m below the free
. surface. Extended nozzle.
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' nozzle.
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4.4.3 - Water model experiments.

The water model was built to validate the fluid flow part
of the mathematical model.

In the experiments, the roll gap was fixed at 2 mm.
Considering the relationship between the roll gap (strip
thickness in the actual caster) and casting speed, the
velocity of the rolls was set to 0.314 m/s (18.8 m/min). The
nozzle submergence depth was kept at 5 cm. The mathematical
model was then run using these conditions and excluding the
solution of the energy equation.

4.4.3.1 - Tubular nozzle with double horizontal ports.

The velocity field predicted for the water model, when a
tubular nozzle with double horizontal ports is used, 1is
presented in Fig. 4.53. Although sclidification did not occur
in the water model, the flow pattern is similar to that
calculated considering the actual conditions of the pilot
caster and including solidification.

An upward flow also appears in the symmetry plane between
the rolls. Here, the rolls drag more fluid than the amount
that can pass through the roll gap. As mentioned previously,
this amount is controlled so as to match the inlet flow rate
in order to keep a constant pool level. The dragged water that
does not go through the gap generates the upward flow.
According to the predictions of the mathematical model, this
flow should start at pool depths corresponding to 0.13 to 0.14
m. This value is in accordance with the measurements in the
water model, as seen in Fig. 4.54.
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Figure 4.53 - Predicted flow field in the water model with
tubular nozzle with double horizontal ports.
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The results of the simulations of dye injection are
presented in Figs. 4.55 and 4.56. In Fig. 4.55, the dye was
injected in front of one of the ports of the nozzle. This
figure shows a sequence of pictures representing the advance
of an iso-concentration surface, determined for a very low
concentration of dye. This surface delimits the region whose
coclour was affected by the injection and corresponds
approximately to the image that would be captured by an image
recording device. For comparison, pictures obtained from a
video-camera recording the flow during the dye injection are

also included in the figures above.

Figure 4.56 presents the same iso-concentration surface
predicted for dye iniection at the free surface. The image

recorded by a video-camera is also shown.

In all these figures, the results of the mathematical
model are in qualitative agreement with the experiments in the
water model. Since these concentrations depend on the flow
pattern, this agreement represents evidence to support the
predictions of the fluid flow part of the mathematical model.

In Fig. 4.57, particle traces obtained using the laser
sheet technique are compared to those calculated using the
predicted flow field. These traces were determined for a
vertical plane close to the side dam, where the flow is almost
two-dimensional and, consequently, more appropriate for this
visualization method. Again, it 1is observed that the
mathematical model was capable of reproducing the main

characteristics of the flow.
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Figure 4.55 - Comparison of the results of simulation of dye
injection with the experiments in the water
model. Injection in front of the nozzle port.
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Figure 4.56 - Comparison of the results of simulation of dye
injection with the experiments in the water
. model. Injection at the free surface.

a - Laser sheet technique b - Predicted
. Figure 4.57 - Particle traces close to the side dam.
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4.4.3.2 - Tubular nozzle with vertical inlet.

The computed flow field for the water model using a
tubular nozzle with vertical inlet is depicted in Fig. 4.58.
This field is similar to that shown in Fig. 4.38c, which
included solidification. A noticeable upward flow in the

region between the nozzle and the side dam is observed.

Figure 4.59 compares the results of the model for dye
concentration with images recorded by a video-camera. Here,
the injection was made at a point underneath the nozzle tip.
Again, an iso-concentration surface was used to express the
results. This figure indicates qualitative agreement between

the experimental and numerical approaches.
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Figure 4.58 - Predicted velocity field for the water model.
Tubular nozzle with vertical inlet.
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Figure 4.59 - Comparison of the results of simulation of dye
injection with the experiments in the water
model. Injection underneath the tip of the

nozzle.

As shown, the water model experiments provided supporting
evidence for the predictions of the mathematical model.
However, since these experiments did not include
solidification, additional data is necessary to validate the
heat transfer and solidification parts of the model. This
further information is presented and discussed in the next

section.

4.4.4 - Validation of the mathematical model

The evaluation of heat fluxes at the roll surface of the
pilot caster (Chapter 3) provided information that supports
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the predictions for the fluid flow and heat transfer model
proposed here.

During the experiments for heat flux calculation, a
tubular nozzle with double horizontal ports, equal to that
simulated here, was used to deliver steel into the caster. It
was observed that, close to the side dam, there is a tendency
to have heat fluxes higher than in more central positions
along the roll width (see Fig. 3.23). Also, in the centre of
the rolls, a double-peak behaviour of the heat £flux was
detected (Fig. 3.22). Both results are consistent with
information given by the mathematical model and can be
interpreted considering the temperature and solid fraction
profiles shown in Fig. 4.12 and 4.13.

This higher heat flux close to the roll edges are
certainly a consequence of the higher temperatures in that
region (Fig. 4.12). The hot inlet jet moves in that direction
before reaching the other parts of the liquid pocl. In the
centre, the temperatures are lower and the solidification
front advances faster (Fig. 4.13), leading to a premature
joining of the solidification shells. This effect 1is
responsible for the second peak in the heat fluxes.

Another possible consequence of the premature bonding of
the shells is to affect the microstructure of the strips. The
strips produced by the pilot caster presented a variation of
microstructure across their width. This variation was more
noticeable in the central region along the strip width. As
will be analysed in Chapter 5, these results might also
indicate the tendency for faster advance of the solidification
front in the central part of the strips.

Evidence to support the predictions of the present model
can also be obtained from the work developed by Flint®%, who
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studied fluid flow, heat transfer and solidification in
continuous slab casters, using bifurcated tubular nozzles.
Although this study was devoted to another process,
solidification patterns similar to those predicted here were
obtained. The shape of the solid shell at the mould exit was
analogous to that shown in Fig. 4.13. This shape is commonly
referred to as the "dogbone" effect.

Choi et al'®® analysed the microstructures of strips
produced by a twin-roll caster using a tubular nozzle with
vertical inlet. In accordance with the results of the present
work (Fig. 4.39d), they observed a tendency for faster
progress of the solidification front in the edge region. This
tendency was indicated by different microstructures in the
edge and in the centre of the strip. Texture analysis showed
that close to the edge, the strip was heavily deformed, as a
consequence of complete solidification above the roll gap. In
the centre, there was no sign of deformation. Most likely, in
this region, the solidification finished below the roll nip.

The pieces of evidence presented above do not validate
the mathematical model in quantitative terms; however, they
show that the model is capable of providing information

consistent with experimental observations.

4.4.5 - Comparison with other works.

Several mathematical models for fluid flow, heat transfer
and solidification in twin-roll casting of steels have been
reported3t-3s.37.51.  Although none of these works were
quantitatively validated, it is interesting to compare their
predictions with those obtained by the model presented here.
Considering that in these works only two-dimensional models
have been developed, this comparison can only be established
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when slot nozzles, having the full width of the caster, are
used. As shown, in this case, a two-dimensional approach seems

to be a reasonable approximation.

Hwang and Kang®®?' used the finite element method to
investigate fluid flow and solidification in the twin-roll
casting of stainless steel. They assumed laminar flow and
adopted different viscosities for the liquid, mushy and solid
regions. In their simulations, casting speeds of approximately
1 m/s and strip thickness of 2.2 mm were assumed. Despite the
different casting conditions, the streamline contours (Fig.
4.60) are very similar to those calculated in the present
study (Fig. 4.34 and 4.41). In terms of solidification, a much
thinner mushy zone was predicted. This difference is probably
associated with their assumption of laminar flow. When
turbulent flow is considered, the increase in the thermal
conductivity of the liquid tends to produce thicker mushy

zones.

Ha et al®! and Kang et al‘**’ also used a finite element
method to study the flow pattern and solidification of
stainless steels in twin-roll casters. In their formulation,
laminar flow was assumed and hot deformation of the strip was
included, when the two solid shells met above the roll gap.
The casting conditions were intermediate between those adopted
here and in the work of Hwang and Kang'?? (casting speed:
0.25-0.5 m/s, strip thickness: 3.2 mm). A typical plot of
streamline contours is shown in Fig. 4.61. Compared to those
shown in Figs. 4.34 and 4.60, these streamlines indicate a

significantly different flow field, with much deeper
penetration of the inlet jet into the melt. This deeper
penetration also caused the disappearance of the upward flow
in the symmetry plane, observed in the present simulations and
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. in the work of Hwang and Kang®?,

Figure 4.60 - Typical streamlines predicted in the work of
. Hwang and Kang®3?'.

Figure 4.61 - Streamlines determined in the works of Ha et
. al®’ and Kang et al®%,
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It is unlikely that the differences mentioned above could
be attributed to the casting conditions adopted in the
investigations. The probable reason is the viscosity assumed
for the liquid steel. Ha et al®! and Kang et al®** considered
a value of 4.4 x 10 kg/m s. Curiously, this number is well
below the values usually found in the literature's’-¥', and used

in the work of Hwang and Kang'?®' and here, 6-7 x 10? kg/m s.

Recently, Seyedein and Hasan‘®” investigated superheat
dissipation in twin-roll casting, without including
solidification. Turbulent flow was accounted for by means of
the same low-Reynolds-number model implemented in the present
work. These authors used a boundary-fitted coordinate system
and claimed that the rectangular coordinate system used here
could not correctly model the process. To verify this
assertion, one of the cases presented in their work was
simulated. The casting parameters were:

- roll diameter: 1.2 m/s;

- casting speed: 1 m/s;

- nozzle penetration: 0 m;

- thickness of the inlet: 0.036 m;
- contact angle: 40°;

- roll gap: 0.02 m;

- superheat: 20 °C.

The roll surface was assumed to be at the liquidus
temperature and the free surface was considered adiabatic.

Figure 4.62 compares the velocity and streamline fields
obtained with the present formulation and that calculated by
Seyedein and Hasan'®”'. The similarity between the two velocity
profiles is evident. However, this similarity does not
guarantee that the predicted values of turbulent viscosity and

temperature are analogous. The non-dimensional turbulent
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viscosities, defined as pu. /u , and the temperatures are
compared in Figs. 4.63 and 4.64. Although the values are not
exactly the same, they show the same trends of variation at
different parts of the liquid pool.
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a - Present work b - Work of Seyedein and Hasan‘”
Figure 4.62 - Comparison of velocity and streamline fields

determined in the present work and in the

investigation of Seyedein and Hasan'” .

The agreement between the two approaches does not prove
that they are correct (in quantitative terms), but it shows
that the method used here is capable of providing results that
reproduce those obtained by more sophisticated numerical
techniques.
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Finally, to demonstrate that the model proposed is also
capable of dealing with conditions found in an industrial
caster'®®, one simulation was run considering the following
parameters:

- roll diameter: 1.2 m/s;

- casting speed: 1 m/s;

- strip thickness: 4 mm;

- metal delivery system: full width slot nozzle:

- penetration: 6 cm;

- thickness: 0.015 m;

- thickness of the port: 5 mm;

- overall heat transfer coefficient: 15 kW/m? K.
The remaining conditions were the same as for Fig. 4.34.

The heat transfer coefficient was estimated based on the
relationship proposed by Wang and Matthys‘®', that expresses
this coefficient as a function of the casting speed. A small
reduction in the value given by this relationship was applied
to prevent complete solidification of the strip above the roll
gap (the present model does not consider deformation of the
solid).

To reduce computer times, a two-dimensional approach was
used. As shown previously, this is reasonable for the kind of

nozzle being considered.

The streamline <contours and temperature profile
calculated are presented in Figs. 4.65 and 4.66. The flow
pattern is very similar to that determined for the pilot
caster, with strong upward flow in the symmetry plane. This
flow limits the penetration of the inlet jet. As opposed to
what usually occurred in the pilot caster, the temperatures
close to the meniscus are above the liquidus, which virtually
eliminates the risk of meniscus freezing. The higher casting
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speed is certainly responsible for this increase. This effect
might be the cause of reduction 1in depth of surface
depressions, observed with the increase of casting speed‘? .
These depressions are usually attributed to meniscus
vibrations®? . If solidification in the meniscus regions is
prevented, the effect of these vibrations tends to become less

significant.

4.5 - CONCLUSIONS

A mathematical model for three-dimensional turbulent
fluid flow and heat transfer coupled with solidification has
been proposed and applied to twin-roll casting of low-carbon
steel. The model is based on the continuum formulation and
uses the enthalpy-porosity technique to account for the
effects of solidification on fluid flow.

The in-house METFLO code was used to numerically solve
the system of partial differential equations expressing the
conservation of mass, momentum, energy and turbulence
quantities.

Different configurations of metal delivery systems for
twin-roll casters have been simulated and their effects on the
flow pattern, formation of the solidified shell and levels of
turbulence predicted.

These predictions were qualitatively validated by water
model experiments and by data obtained in a pilot caster and
in the literature.
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From the results of the simulations, the following

coniclusions can be drawn:

- tubular nozzle with double horizontal ports:

the complex flow patterns that is generated leads to a
non-uniform shell formation across the roll width;
reduction in the penetration of the nozzle into the melt
concentrates the flow in the peripheral regions of the
caster and accentuates the non-uniformity in the advance
of the solidification front and in the levels of
turbulence at the free surface. On the other hand, the
proximity of the nozzle to the roll surface, at
excessively high submergence depths, causes an irregular
shell formation. This <condition also 1lowers the
temperatures at the free surface;

increase in the port dimensions reduces the velocity of
the inlet jet, which is then more deflected by the upward
flow, that occurs in the centre of the caster. This
prevents the inlet jet from reaching the solidified shell
at high temperatures and velocities. As a consequence,
the non-uniformity in shell formation 1is slightly

decreased;

- slot nozzle with vertical inlet:

when this nozzle has the full width of the caster, the
flow 1is almost two-dimensional, with negligible
velocities perpendicular to the side dams. The shell
formation is very uniform across the roll width, even
when the heat losses to the side dams are considered. The
turbulence levels at the free surface are significantly
lower, than to those obtained with tubular nozzle.
However, the temperatures are also lower, which increases
the risk of meniscus freezing. Increase in the port
thickness and reduction in the nozzle penetration
increase both, temperature and level of turbulence, at
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the free surface;

- decrease in the nozzle width significantly changes the
flow patterns and leads to uneven shell formation, with
faster advance of the solidification front in the regions
close to the side dams. Turbulence at the free surface

tends to increase and to become less uniform;

- extended nozzle with herizontal inlet:
- with this nozzle covering the full width of the caster,
a uniform shell formation is predicted. The flow is
nearly two-dimensional. The levels of turbulence at the
free surface are similar to those for the full width slot
nozzle, but the temperatures are significantly higher,

which diminishes the risk of meniscus freezing.

Considering the configurations studied, the extended
nozzle with horizontal inlets in the direction of the rolls
surfaces seems to be the best alternative for delivering
liquid steel into twin-roll casters.

Although the model proposed in the present investigation
cannot provide quantitative predictions, it proved to be an
useful tool in the study of different configurations of metal

delivery systems for twin-roll casters.
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SOLIDIFICATION STRUCTURE OF THE STRIPS

5.1 - INTRODUCTION

In the conventional route for production of steel strips,
the solidification structure obtained by continuous casting is
virtually destroyed during the cooling and reheating stages
that wusually precede rolling operations. These stages
practically separate two fields of metallurgy, process and
physical metallurgy. When near-net-shape casting processes are
applied, the solidification structure becomes important,
especially if the strips produced in these processes are
directly rolled.

In the present work, the solidification structure of low-
carbon strips produced in the pilot twin-roll caster was
studied and its characteristics associated with the casting
conditions. A preliminary model to estimate the austenite
grain size after solidification was also proposed.

The present chapter comprises the following parts:

- literature review on studies of solidification structures
of low-carbon steels;

- description of the methodology adopted in this part of
the investigation. The techniques wused in the
characterization of the microstructures of the strips are
presented and the model for prediction of austenite grain
size is formulated;
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- results and discussion. In this section, the
microstructures of the strips produced with different
casting speeds are presented and analysed considering
previous results of the fluid flow and heat transfer
studies (Chapters 3 and 4). The austenite grain sizes
estimated by the model are then compared to approximate
measurements made on the strips;

- conclusions.

5.2 - LITERATURE REVIEW
5.2.1 - Introduction

The solidification structure becomes more increasingly
important the less thermo-mechanical processing the
solidification product receives during its transformation to
a final product. Therefore, it is not surprising that most of
the investigations on solidification structures, particularly
modelling, were developed for aluminum alloys and cast iron,
especially for castings®-®.

For these cases, several mathematical models have been
developed to predict the final (room temperature) grain size
distribution, dendrite arm spacings and fractions of phases,
according to the heat extraction rates during solidification.
This information is then used to estimate the mechanical
properties of the products.

These models for prediction of solidification
microstructure can be classified as based on deterministic®-4
or on probabilistic approaches®. In both cases, laws for
nucleation and growth are required.
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The laws for nucleation are usually obtained by fitting
experimental data, using the final number of grains at the end
of solidification. However, as pointed out by Stefanescu's,
the evaluation of nucleation laws from the final grain density
may lead to inaccurate data, especially when grain coalescence
plays a significant role. It has been reportedf‘s that the
final eutectic grain density in cast iron was found smaller by
up to 27% than the maximum number of grains developed during
solidification. Here, quenching experiments can provide more

precise information for the formulation of nucleation laws.

The growth laws normally express the velocity of the
solidification front as a function of bulk undercooling. In
dendritic structures, the main driving force for growth is the
solutal field's'. Therefore, microsegregation models are also
required for the evaluation of the undercooling to be used in
the growth laws.

The combination of the nucleation and growth laws with
macroscopic heat balances in both deterministic and
probabilistic approaches, enables the prediction of grain
sizes or grain density in different parts of a casting.

Two interesting aspects of the probabilistic approach'®
are that it can account for the role of preferential growth
directions and, by assuming two different nucleation laws, one
at the mould wall and other in the bulk of the liquid', it
can describe the competition between columnar and equiaxed
structures. With this formulation, it is also possible to
generate computed images showing the development of the grain
structure.

None of the models mentioned above consider grain growth
occurring, following the end of solidification. As will be
shown in the next section, this represents a serious
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limitation when solidification structures of low-carbon steels

are analysed.

§.2.2 - Solidification structures of low-carbon steels

Low-carbon steels are mainly produced by conventional

ontinuous casting process. After the solidification stage,

()

these steels are usually cooled to ambient temperature,
reheated and then subjected to extensive thermo-mechanical
operations. These operations completely transform the
solidification structure and basically determine the quality
of the final product. This explains why very few
investigations have been devoted to the study of

solidification microstructures of low-carbon steels.

Most research work on solidification structures of low-
carbon steels at high temperatures have been focussed on the
analysis of crack formation during continuous casting. These
studies are unanimous in proving that the austenite grain size
depends largely on the carbon content of the steel and on the
cooling rate during and after solidification.

Maehara et al'®, Yasumoto et alf®, Matsuura et al‘®1ll and
Revaux et al*?* have all shown that, for a certain cooling
rate, a maximum in the austenite grain size after
solidification appears near carbon contents between 0.1 and
0.15 %. Large grains are frequently associated with poor hot
ductility presented by steels in this range of composition.
These steels also show the maximum surface cracking
susceptibility during continuous casting.

The influence of carbon content is commonly explained in
terms of the pinning effect that a second phase has on grain
boundary migration. It was observed'® that a rapid austenite
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grain growth occurred after cooling the steel to a certain
temperature. This temperature varied with the carbon content
as well as with the cooling rate, and coincided with the
temperature for completion of transformation or solidification
into the y phase. This temperature was determined by thermal
analysis. The result indicates that vy grain growth is
significantly hindered by the presence of a second phase, even
in small amounts. The austenite grain size is then mainly
determined by the austenitizing temperature and should be at
a maximum in steels of peritectic composition. For carbon
contents lower than that of the peritectic point, the 6&-
ferrite is the second phase that restricts the austenite grain
growth. The 1liquid phase has the same effect £for carbon
contents higher than that of the peritectic. Figure 5.1
illustrates the effect of the carbon content on the austenite
grain size. In these experiments, the steel specimens were
remelted at 1580 °C, cooled to a given temperature at a rate
of 0.28 °C/s and then quenched in water. The little arrows in
the figure indicate the austenitizing temperature. It is seen
that the steel with 0.16 % carbon presents the higher
austenitizing temperature (T,) and also the more pronounced
grain growth. Since this phenomenon is thermally activated,
the faster growth occurs right below T.,.

Yasumoto et al® have reported that alloying elements
affect the austenitizing temperature and shifts the carbon
concentration of the peritectic point. They also observed
that, for a certain composition, the austenite grains are
significantly refined by increasing the cooling rate. This
effect was attributed to a reduction in T, and to a decrease
of grain boundary migration below the austenitizing
temperature. The influence of cooling rate tends to level off

for very fast quenches.
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Figure 5.1 - Variation of austenite grain size during

continuous cooling‘®'.

More recently, Pottore et alatd studied the
solidification microstructures of low-carbon steels at high
temperatures using quenching experiments. They also observed
the same effect of carbon content on austenite grain growth
and pointed out that, besides cooling rate, the addition of
inoculants or precipitation of titanium or niobium-based
particles could be used to restrict austenite grain growth.

The effect of precipitation on grain sizes obtained after
solidification was investigated by Ueshima et al‘*'. They
produced 1 mm thick strips in a twin-roll caster, using low-
carbon steels with different sulphur concentrations. The
ferrite grain size was measured and found to be affected by



317

the sulphur content of the steel. This effect was interpreted
in terms of precipitation of MnS. An increase of the sulphur
content leads to more intense precipitation of MnS at high
temperatures. These precipitates form preferentially on the
austenite grain boundaries and reduce austenite grain growth.
The decrease of the y grain size causes a refinement of the
ferrite grains. According to their results, for the same
cooling conditions, an increase in the sulphur content from
0.005 % to 0.02 % leads to a reduction in the average ferrite
grain size from 72.8 to 61.4 um.

Shiang and Wray* studied the as-cast structure of low-
carbon steels (% C < 0.07) produced by twin-roll casting. The
main focus of their work was the response of the as-cast
structure to heat treatments following solidification and
cooling to ambient temperature. However, they also examined
the austenite grains, which showed elongated shapes and
average minor axis length greater than 250 um. These coarse
grains and the high cooling rates (greater than 10 °C/s)
favoured the formation of Widmanstatten ferrite, which was the
predominant ferrite morphology in all the samples.

A mathematical model for describing the microstructure
evolution during solidification and cooling of carbon steels
in conditions supposedly similar to those found in
conventional casting processes has been proposed by Zou and
Tseng’®’. In the development of the model, a uniform
temperature was assumed throughout the casting and the cooling

rate was pre-assigned.

A nucleation law was derived using an empirical
relationship between the final austenite grain size and the
cooling-rate, determined in another investigation” (in fact,
in this work, this relationship was given in terms of primary
dendrite arm spacing and not grain size and it was also
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obtained for a steel with 0.59 % C and, most likely, it would
not be valid for other grades of steel). The variation of
solid fraction during solidification was estimated in two
different ways:

- above the peritectic temperature, it was determined using
the nucleation and growth laws, considering spherical
grains;

- at the peritectic temperature, it was calculated
considering diffusion of carbon in the &-ferrite and in
the austenite.

Irrespective of the cooling rate and steel composition, the
peritectic temperature was always assumed as 1495 °C, which is
given in the equilibrium Fe-C phase diagram.

In this model, the solid phase transformations were
described in terms of the Johnson-Mehl (Avrami) equation,
using rate constants determined empirically. The growth rate
of pearlite was also evaluated by empirical equations obtained
for Fe-0.77 % C alloys.

The predictions of the model, in terms of austenite grain
size and pearlite spacings, showed good agreement with
experimental data. However, this comparison was established
only for a steel with 0.77 % C, for which most of the
empirical correlations used in the model were developed. In
this case, this agreement was expected. It is questionable if
the model would yield equally good results when applied to
other grades of steel, especially for those with carbon
contents close to that of the peritectic point. For these
grades, accurate values of the peritectic temperature and
adequate expressions for austenite grain growth as a function
of temperature seem to be essential.
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5.3 - METHODOLOGY

In this section, the experimental procedure used in the
characterization of the solidification structure of the strips
produced in the pilot twin-roll caster is described and the
mathematical model for prediction of the austenite grains size

is formulated.

5.3.1 - Experimental procedure

The strips studied were cast in the pilot twin-roll
caster. Samples from the two groups of casting conditions
described in Chapter Three were investigated:

- from group 1 (low casting speed and thick strips): strip
of steel A (see Table 3.2) having a thickness of
approximately 6 mm;

- from group 2 (high casting speed and thin strips): strip
of steel C, with approximately 3.5 mm in thickness.

The strips were cut and different transversal cross

sections across their width were analysed.

Samples for metallographic observation were prepared in
the normal manner. Two different reagents were used 1in
etching:

- 2 pct Nital to reveal the as-cast microstructure;
- Oberhoffer's reagent to reveal the dendritic structure.

5.3.2 - Mathematical model for prediction of austenite

grain size

In the development of the model to estimate the austenite
grain size after solidification, different approaches were
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considered.

In the deterministic and probabilistic approaches”
mentioned above, it is necessary to have laws describing the
nucleation and growth processes. Particularly for nucleation,
it would be difficult to determine adequate expressions
applicable to the solidification occurring in the pilot twin-
roll caster. As pecinted out by Stefanescu’®, this would
probably require several experiments in which the strips,
right after the roll gap, would be quenched. The grain density
would then be determined and fitted to a nucleation function,
so that its parameters could be determined'”. There is also
the possibility of grain coalescence before the strip leaves
the roll gap, which would invalidate the results of these
quenching experiments.

In the probabilistic approach, there is an additional
difficulty associated with modelling of grain growth. This
difficulty arises in the correlation between the time used in
the computation and the real time®?®. The probabilistic

methods are also very time consuming‘® .

Considering these difficulties and limitations and also
the results obtained by Maehara et al‘® and Matsuura et al‘¥,
that demonstrate that the austenite grain size after
solidification is determined by grain growth in the single
phase region, a very simple approach to predict austenite
grain sizes 1is proposed here. The model is composed of two
parts:

i - calculation of the austenitizing temperature, T, ;
ii - evaluation of the austenite grain growth.

In-the development of the present model, it is assumed
that above the austenitizing temperature no grain growth
occurs. This is consistent with the investigation of Maehara
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et al‘®, which shows that above T, the presence of a second
phase (&6-ferrite or liquid) prevents grain growth. The value
of T, is then used to trigger the growth process.

The initial grain size at the austenitizing temperature
is estimated considering that, in the initial stages of
solidification, a grain is that structure that grows from a
single nucleus, and is composed of one primary dendrite ¥
(and its ramifications). Also taken into account are the
results reported by Pottore et al‘?, which, as pointed out by
Steube and Helawell?®, convincingly suggest a close 1:1
correlation between the & and vy grain sizes for low-carbon
plain steels (obviously, this consideration is unnecessary for
a steel that solidifies initially as austenite). Thus,
irrespective of the primary phase into which the liquid steels
solidifies, it seems reasonable to assume that the austenite
grain size at T, 1s approximately equal to the primary

dendrite arm spacing.

The primary dendrite arm spacing 1is estimated using the
correlation proposed by Jacobi and Schwerdtfeger’:

A= 283 (CR) %% , (5.1)

where: A, = primary dendrite arm spacing (um);
CR = cooling rate (°C/s).

This correlation was determined for a steel with 0.59 %
C; however, as shown in the work of El-Bealy and Thomas‘!,
there is no noticeable variation of this spacing with changing
carbon content, particularly in the range of cooling rates
usually found in twin-roll casters. Also, considering the
significant grain growth experienced by low-carbon steels
below the austenitizing temperature!®, the initial austenite
grain size is not expected to have a major effect on the value
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of the final austenite grain size.

In the next sections, the models developed for
calculating the austenitizing temperature and estimating the

austenite grain growth are presented.

5.3.2.1 - Calculation of the austenitizing temperature

As shown by Maehara et al®® and Kagawa and Okamoto??!, the
austenitizing temperature of multi-component steels cooled at
rates similar to those of continuous casting processes cannot
be determined using the Fe-C equilibrium phase diagram. In the
present work, this temperature 1is estimated using a
microsegregation model applied to solidification of low-carbon
steel.

The microsegregation model used here is similar to that
developed by Ueshima et al®¥. It considers the possibility of
co-existence of up to three phases (liquid, &-ferrite and
austenite) and can incorporate the effect of several solutes.
In the present formulation, only C, Mn, Si, P and S are taken
into account. In the work of Ueshima et alf®®, the cooling
rate was pre-assigned. Here, a scheme to couple the
microsegregation calculations with the macroscopic heat

extraction is proposed.

The model is based on the solution of Fick's law of
diffusion and on the conservation of mass of each of the
solutes involved. Its mathematical formulation is reported in
the work of Ueshima et al‘®® and will not be repeated here.
The assumptions made in the development of the model are

discussed next.
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1 - Scale of microsegregation.

According to Kurz and Fisherf?*’, the secondary dendrite
arm spacing 1s the appropriate dimension to be used in
calculations of microsegregation occurring in dendritic
solidification. Ueshima et al‘®* have also demonstrated that
diffusion in the direction of the dendrite axis can be
neglected. Considering this informaticn and assuming symmetry,
one-dimensional diffusion in half of the space between two

adjacent dendrites is considered.

Kattamis et al‘?*®’ have reported that there is a tendency
for the secondary arm spacing to coarsen during
solidification. In the present model, this coarsening is not
considered. Apparently, this approximation does not cause a
significant change in the microsegregation levels in steels,
since previous works‘?:-2¢’ have adopted the same approach and

obtained good agreement with experimental data.
ii - Shape of the dendrites.

Kattamis and Flemings'*® have observed, during the
initial stages of solidification, that the secondary dendrites
present a rodlike morphology, which is gradually replaced by
a platelike morphology as solidification progresses. The
previous models for microsegregation in steels have considered
one or other morphology and any variation during

solidification has been neglected.

Ueshima et al®?¥, Bunyan et al‘®® and Miettinen®” have all
assumed a hexagonal shape (rodlike) for the dendrites and
modelled microsegregation in a triangle, corresponding to one
sixth of the dendrite cross section. With this approximation,
microsegregation patterns determined experimentally were well
reproduced by the models!??.2¢) and predicted solidus
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temperatures showed good agreement with values determined by
thermal analysis®’ . Bunyan et al®® pointed out that the use
of platelike morphology tends to overestimate the
microsegregation in the last stages of solidification.

In the present work, one of the three options for the
morphology, hexagonal, cylindrical (rodlike) or platelike, can

be implemented.

It should be mentioned that all these morphologies seem
to be rather simplified, as compared to the complex dendritic
network that can develop during solidification. Nevertheless,
it has been possible to reproduce experimental data with their
use and this is sufficient for the present purposes.

iii - Phase transformations.

Figure 5.2 shows a schematic representation of a

secondary arm, assuming a hexagonal (rodlike) morphology.

The interdendritic space is divided into a number of
small sections (microscopic control volumes}. Solidification
is assumed to proceed in the direction indicated by the arrow
in Fig. 5.2 (from the centre to the interface with an adjacent
secondary dendrite}.

During solidification, when only &-ferrite forms from the
liquid, the interface between these two phases moves in the
direction given by the arrow (Fig. 5.2) until the interface
with another arm is reached and the 1liquid disappears.
Continuing cooling, y-phase 1is eventually formed. In this
case, the &-y interface moves towards the centre of the

secondary arm.
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Figure 5.2 - Schematic representation of a secondary

dendrite arm with hexagonal morphology‘?3.

When y-phase forms during solidification, it is assumed
that it develops from the interface between & and liquid
phases. As cooling progresses, the &-y interface proceeds
towards the centre (consuming &-phase) and the y-L towards
the interface with another arm (consuming liquid).

For solidification only into the y-phase, the process is
similar to that developed when O&-phase is formed from the

liquid.

The movement of the phases interfaces is controlled by
the temperature and concentrations of solutes in the region.
Reverse transformations are not considered if reheating
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occurs.

During cooling, the 1liquid section adjacent to the
solid/liquid interface solidifies to 5-ferrite 1if the
temperature drops below the liquidus temperature, calculated
using the concentrations in the liquid. Similarly, the &-
phase next to the &-y interface is transformed to austenite
if the temperature falls below the T,.,, estimated using the
concentrations in the ©&-ferrite adjacent to this interface.

The liquidus and T,,, temperatures are determined by the
correlations proposed by Ueshima et al‘®¥:

T, = 1536 - 78 (3C) - 7.6(%¥S1) - 4.9 (%Mn) - 34.4 (%P) - 38 (%S5) o, (5.2)

Tope = 1392 - 1122(%C) - 60(%51i) - 12 (%Mn) - 140 (%P) - 160 (%S) °cy , (5.3)

where (% 1) denotes the concentrations of the solutes,

expressed in weight percent.
iv - Interface concentrations.

At each interface between phases, it is assumed that
equilibrium is established. The concentrations of the solutes
in adjacent phases are related by the appropriate partition
coefficients. Interactions among the solutes are neglected.

In the liquid, uniform concentration of all the solutes

is considered.
v - Temperature.

The temperature is assumed to be uniform throughout the
cross section of the secondary dendrite. This approximation is
based on the fact that the thermal diffusivity of metals is
very high, especially as compared to the mass diffusivity.
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vi - Macroscopic flow.

It is considered that there is no bulk mass flow in the
interdendritic space. This corresponds to neglecting
convection in this region. According to Flemings"®,
macrosegregation is caused by bulk flow of liquid through the
interdendritic channels in the solid-liquid zone. Therefore,
it can be deduced that whenever macrosegregation is
negligible, the interdendritic flow is not intense. This seems
to be the case in twin-roll casters, particularly when low
roll separating forces are applied”®’. In this situation, the
assumption of no net flow in the microscopic level is

reasonable.

The partition and diffusion coefficients of the solutes
considered in the microsegregation model are presented in
Tables 5.1 and 5.2, respectively. These values were obtained
from the work of Ueshima et al'’,

Battle and Pehlke’* made a very comprehensive study on
partition coefficients in iron alloys. The values given in
Table 5.1 are within the range reported by these authors and
have also been used in the work of Bunyan et al'*®,

To solve the model for microsegregation and calculate the
austenitizing temperature, the cooling rate has to be known.
However, in the case of the twin-roll caster, this cooling
rate is not known a priori and it also depends on how the
solidified fraction changes with temperature, which is
determined in the microscopic scale, according to the levels
of microsegregation. Therefore. to obtain an adequate solution
for the microsegregation model, it has to be coupled to the
macroscopic heat balance.
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Table 5.1 - Partition coefficients used in the
microsegregation model 23,

—
Solute Partition coefficients
&-ferrite / Liquid Austenite / Liquid 5-ferrite / Austenite
ke Kot K

C 0.19 0.34 1.79

Si .77 0.52 0.68

Mn 0.76 0.78 1.03

P 0.23 0.13 0.57

S 0.05 0.035 0.70
]

Table 5.2 - Diffusion coefficients adopted in the

microsegregation model (23,

e —————————
Solute Diffusion coefficients [m?/s]®

In &-ferrite In austenite
C 1.27x 10* exp (97876 / T) 7.61 x 10* exp(-16183.6 /T
Si 8.0x 10 exp(-299416 ' T) 3.0x 10" exp(-30243.6 / T)
Mn 7.6% 10" exp(-269928 / T) 5.5x10° exp(-209919 / T)
P 29x 10 exp(-27677.1 ' T) 1.06 x 10 exp(-21990.7 /' T)
S 4.56 x 10 exp(-25815.2 ' ) 2.46x 10* exp(-26872.0 / T)

‘T in K.

The model for evaluating the macroscopic heat extraction
using the enthalpy approach was described in Chapter Three. In
this formulation, a Lagrangian coordinate system is used, and
the one-dimensional heat transfer across a slice of the strip,
moving with the speed of the roll, is analysed. In coupling
this model with the microsegregation evaluation, additional
assumptions were made:

- in- the solution of the macroscopic heat balance, the
slice of the strip is divided into a certain number of
macroscopic control volumes. Each of these control
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volumes has a microscopic <c¢ell, inside which the
microsegregation model is solved. This is schematically
shown in Fig. 5.3. A microscopic cell corresponds to half
of one secondary dendrite arm;

- the macroscopic control volumes do not exchange mass.
Mass transfer is considered only in the microscopic
scale;

- a uniform and ccnstant secondary dendrite arm spacing was
assumed for the microscopic cell contained in all the

macroscopic control volumes.

Figure 5.4 shows the flow chart for the
microsegregation/macroscopic heat transfer coupling method

proposed in the present work.

An explicit scheme is used in solving the macroscopic
heat balance. In this scheme, the enthalpies in the present
time step are calculated based on the properties and liquid
(or solid) fractions determined for the previous time step.
When the enthalpies are known, the microsegregation
calculation is performed to update the liquid fraction.

The liquid fractions are updated according to the
following equation:

. 6fL .
P L - (5.4)
where: £., £ = 1liquid fractions in the present and
previous time steps, respectively;
H, H = enthalpies in the present and previous

time steps, respectively.
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Figure 5.3 - Arrangement of the macro and microscopic

control volumes.

In the single phase regions, &f,/86H = 0 and the liquid
fraction is either 1 (fully liquid) or 0 (solid). The values
of 3f,/0H are necessary only in the macroscopic control
volumes undergoing phase change. These values are obtained

from the microsegregation model.
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It is assumed that each microscopic control volume has a
value of 5f,/8H, not known a priori. For the first
microscopic control volume (centre of secondary dendrite),
5f,/8H is estimated by considering that at the beginning of
solidification, the variation in enthalpy is mostly due to the
release of latent heat, and that the temperature remains
approximately constant (this is usually true). In this case,
5f, /83H is given by:

oH

% (5.5)
where L is the latent heat of fusion. For all the remaining
microscopic control volumes, 5f,/3H is determined based on
the microsegregation calculation for the previous control
volume. This approximation requires a large number of
microscopic control volumes to be accurate. The procedure to

estimate O&f,/8H is explained next.

At the microscopic level, each control volume is either
liquid or solid, which means that, at this level, the values
of liquid fraction do not change continuously, but discretely,
according to the number of control volumes that have
solidified. To facilitate understanding, a microscopic cell
containing 100 control volumes of equal volume is considered.
In this case, the liquid fractions in the microscopic level
change in steps of 0.01.

When the liquid fractions calculated by equation (5.4)
are in the range corresponding to solidification of the first
microscopic control volume (1 to 0.99), &f,/8H is given by
equation (5.5) and the microsegregation model is not solved.
After a certain number of time steps, the liquid fraction
enters -for the first time the range correspondent to the
second microscopic control volume (0.99 to 0.98),
microsegregation for the first control volume is then
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calculated.

To calculate microsegregation it is necessary to assume
a certain cooling rate. An initial guess for the cooling rate
is made based on the lever rule, applied to carbon. With this
guess, the microsegregation model is solved until the first
control volume solidifies. If the cooling rate used in this
calculation is incorrect, the number of time steps required to
reach this point will be different from that of the
macroscopic calculation. In this case, microsegregation is re-
calculated using a new cooling rate determined by the

following equation:

8TI _ aT) . nmicro (5 6
T new 8— old -6)
macro
where: nNg,., = number of time steps of the microsegregation

calculation necessary to solidify one control
volume;

Npaczre = Dumber of time steps of the macroscopic heat
balance necessary to cause a change of the
liquid fraction corresponding to
solidification of one microscopic control
volume.

The iterative procedure is repeated until converged cooling
rates (difference inferior to 1%) are obtained. At this stage,
it was not required to have equality of the number of micro
and macro steps. However, at the end of the calculations,
these two numbers are compared to verify the accuracy of the

method.

When a converged cooling rate is obtained, the new value
of 8f£,/5H to be used for the solidification in the present
microscopic control volume is estimated using the following

equation:
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This scheme for updating &f,/8H is repeated whenever the
liquid fraction calculated by equation (5.4) enters for the
first time the range associated to solidification in a new
microscopic control volume. However, in this case, the first
guess for the new cooling rate is based on the value

determined for the previous microscopic control volume.

The model coupling the macroscopic heat balance to
microsegregation is solved until a temperature in which the
strip is entirely in the austenite phase region. This
calculation enables prediction of the austenitizing
temperature for the strip, considering the actual cooling
rates in the twin-roll caster and also incorporating the
effects of the main soclutes present in steel.

Once the austenitizing temperature 1is reached, the

austenite grain growth is triggered.

5.3.2.2 - Calculation of the austenite grain growth

Since the temperature of the strip is continuously
changing, to estimate the austenite grain size at a certain
temperature, it is necessary to have an expression correlating

these two variables.

Several expressions have been proposed to estimate
austenite grain growth as a function of temperature,
particularly during hot rolling'!-3*’. These expressions usually

have the following form:
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Dy”—Dv‘B=Atexp(%-Qf) , (5.8)

where : D, = austenite grain size;

D, = initial austenite grain size;

t = time;

T = temperature;

A = constant;

Q = activation energy for grain growth;

n = exponent for austenite grain growth.

This relationship has been developed for isothermal processes,
but can also be applied to situations in which the temperature
is changing, by assuming a series of isothermal steps.

It is commonly considered that the austenite grain growth
is dominated by diffusion of iron at the grain boundaries®? .
In this case, the exponent n in equation ({(5.8) should be 2
(for spherical geometry). However, it is usual to obtain an
equation for grain growth by fitting experimental data into
the form of expression (5.8), in which n, A and Q are the
parameters to be determined. With this procedure, exponents
varying between 2%* and 10%’ have been found.

The effects of precipitates on the austenite grain size
are commonly incorporated by introducing a pinning force,
which depends on the volume fraction of precipitates and on

their average radius.

The question that arises 1is whether or not the
expressions for austenite grain growth as developed for
applications in thermo-mechanical processing, are valid for
the case of grain growth after solidification. In conceptual
terms, “they should be applicable, since the mechanisms
controlling grain growth are the same. However, empirical
correlations are usually correct only within a limited range
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of values of the independent variables for which they were
determined.

In the present work, two different approaches were
adopted to obtain expressions for austenite grain growth. In
one, an empirical equation proposed by Ikawa et al-3 was
used. It is given by:

-63858.7

D! - D* = 4.948x10% ¢ exp(
Y \4% T

J ’ (5.9)
where the grain sizes are expressed in mm, the time in s and

temperature in K.

This equation was determined from isothermal austenite
grain growth experiments, with different steels (including
low-carbon steels with composition similar to those cast in
the pilot twin-roll caster) and temperature ranging from 1150
to 1350 °C. This upper limit of temperature is close to the
temperatures of the strip after leaving the caster. This is
the main reason why this equation was chosen. The other
equations proposed in the literature are normally determined
for lower levels of temperature. It has also been reported®®
that the equation of Ikawa et al®!’ has been successfully used
in predicting austenite grain sizes during fast cooling

processes.

For the evaluation of austenite grain growth in a non-
isothermal process, equation (5.8) can be rewritten in the

following form:

-63858.7
T

1

n
4 _ pa _ 13
D, D, 4.948x10 gAti exp[

) ' (5.10)
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where: n = number of isothermal steps in which the
process 1is decomposed;

At;= time interval correspondent to each isothermal

step (s);
T, = average temperature during the isothermal step
(K) .

Another approach to determine expressions for austenite
grain growth consisted in fitting the experimental data of
Maehara et al® and Yasumoto et al'® to equation (5.8). In
their experiments, the austenite grain sizes of low-carbon
steels after solidification were measured. In one set of
experiments'®’, steel samples were remelted, coocled to a
certain temperature at a controlled rate and then quenched.
The variations in grain size with quenching temperature was
reported (see Fig. 5.1). In the experiments of Yasumoto et
al®, steels having different austenitizing temperatures were
cooled at a certain rate after solidification and quenched at
1300 °C. The results were expressed in terms of variations in
austenite grain size with austenitizing temperature. The main
limitation of these data is that they were determined for low
cooling rates (0.28 to 1.5 °C/s). According to Matsuura et
alte-ll ar these cooling rates, a minimum cooling rate of
approximately 4 °C/s is necessary to gdenerate columnar
grains‘® . As mentioned in Chapter 3, the cooling rates during
solidification in the pilot twin-roll caster range from 30 to
200 °C/s and the formation of columnar austenite grain is
expected. Different grain morphologies probably affect the
exponent n in equation (5.8).

The equations that fit the results of Maehara et al‘® and

Yasumoto et al‘? are:
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Maehara et al‘®

-13085.66
T.

1

n
p? - D2 =21.389):A:.exp[ ) ,  (5.11)
v vo it

Yasumoto et al‘®:

-135767.5

n
3 _ 3 . n34 ~ -
Dv DvO = 3.434x10 ;Ati exp[ ] , (5.12)

In Figs. 5.5 and 5.6, the predictions of these
expressions are superimposed on the original data reported by
the authors above. It is seen that they reproduce reasonably

well the experimental data.

3
2.84
2.6-
2.4
2.21
2]
1.8+
1.6
1.44
1.2

1-
0.8+
0.6
0.41 ®
021 @ Maeharaetal Equation (5.11)

Austenite grain size (mm)

G L T LS 1 LI T L L T T L3
900 950 1000 1050 1100 1150 1200 1250 1300 1350 1400 1450 1500
Temperature (C)

Figure 5.5 - Comparison of the predictions of equation
(5.11) and the original data of Maehara et

al (8} .
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Figure 5.6 - Comparison of the predictions of equation
(5.12) and the original data of Yasumoto et
al(91 .

Although equations (5.11) and (5.12) are supposed to
represent the same phenomenon, occurring in similar grades of
steel, they are significantly different. Expression (5.11)
does not fit the data of Yasumoto et al®® and vice-versa. For
the same temperature variations, equation (5.11) predicts a
less pronounced grain growth. It is difficult to point out a
possible cause for this difference. It is unlikely that
precipitation has occurred in any of these experiments.
Precipitation of AIN and MnS, in the range of temperatures
adopted in the investigations, require concentrations of the
elements involved well above those found in the steels
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tested(l". 36) .

In the present formulation to estimate the austenite
grain sizes, the possible effects of hot deformation of the
strip before it leaves the rolls are not taken into account.
The hot deformation can induce recrystallization, static or
dynamic, depending on the levels of strain and strain
rates? . There are varicus empirical correlations to evaluate
the influence of hot deformation on austenite grain sizes.
However, these correlations require the knowledge of the
strain and strain rates. In the twin-roll caster being
studied, if hot deformation occurs, it will not be uniform
across the strip thickness, since the centre is hotter than
the surface. In this case, the deformation will certainly
concentrate in the central regions. With the models developed
in the present work, it would be difficult to calculate the
strain and strain rates localized in the centre of the strip.
Considering these difficulties and also the fact that the
empirical correlations mentioned above are determined for
lower temperatures, it was decided to leave the incorporation
of hot deformation effects for future work.

The austenite grain sizes are then estimated using
equations (5.10) to (5.12). The temperature variation with
time are determined by the macroscopic heat balance coupled
with the microsegregation calculation. The heat fluxes
evaluated in Chapter 3 are used as boundary condition in the

macroscopic heat transfer model.

5.4 - RESULTS AND DISCUSSION

In-this section, the solidification structure of strips
produced in the pilot twin-roll caster are presented and
analysed, considering previous results of heat extraction
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determined in this caster. The austenite grains sizes
predicted by the mathematical model are then compared to
approximate measurements made on the strips. Possible ways of

reducing this grain size are discussed.

5.4.1 - Microstructures of the strips

Two kinds of structures were observed, the dendritic and
the so-called as-cast structures.

5.4.1.1 - Dendritic structure

The dendritic structure could be revealed by using
Oberhoffer's reagent. Basically, this reagent reveals the
different levels of microsegregation. The areas richer in iron
(dendrites) appear in black, and the regions with higher
concentration of impurities (interdendritic spaces) are white.
Addition of phosphorus to the steel being cast improves the
resolution of the dendritic structures. This procedure was
not adopted in the present work, and the low content of
phosphorus and sulphur in the strips (see Table 3.2) reduced
the resolution of the images obtained.

Figure 5.7 shows a transverse section of the dendritic
structure of a strip produced in an experiment of group one
(low casting speed, thick strips). This figure gives more
detail of the central region across the strip thickness. The
structure is essentially columnar, with the columnar dendrites
meeting approximately at the centre of the strip. No evidence
of an equiaxed region is detected. However, several signs of
interaction of the columnar dendrites coming from the two
surfaces of the strip are observed. As indicated by the
arrows, various broken and bent dendrites are seen. On the
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right side of the figure, one columnar dendrite seems to cross
the centre of the strip. Apparently, its growth was not
blocked by other dendrites coming from the opposite surface.
This is more likely to occur in situations of relatively large
interdendritic spaces, associated with low cooling rates,
which is exactly the case of the experiments of group one.
Figure 5.8 depicts in more detail a broken columnar dendrite.

Figure 5.7 - Dendritic structure in the transverse section
of one strip produced in an experiment of

group one.
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Figure 5.8 - Detail of a broken dendrite. Experiment of
group one.

The transverse section of the dendritic structure of a
strip produced in one experiment of group two (high casting
speed and thin strips) is illustrated in Figure 5.9. Again
columnar dendrites are formed close to the surfaces of the
strip. The primary dendrite spacings here are much finer than
those presented in Fig. 5.7. This is in agreement with the
higher cooling rates calculated for the experiments of group
two (Chapter 3). It is also seen that, as opposed to what is
shown in Fig. 5.7, the columnar dendrites do not reach the
centre of the strip. A zone with different characteristics

appears in this region.
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Figure 5.9 - Dendritic structure in the transverse section
of one strip produced in an experiment of
group two.

Previous investigations3”-3® have detected an equiaxed
zone in the centre of twin-roll cast strips. The formation of
this zone has been attributed to incomplete solidification of
the strip at the roll gap. In the present study, it seems that
another factor is responsible for the formation of this non-
columnar 2zone. It was shown in Chapter 3 that, in the
experiments of group two, the strips are usually fully solid
just above the roll gap. It is also seen in Fig. 5.9 that the
non-columnar zone is darker than the surrounding areas.
Considering that the Oberhoffer's reagent makes the regions
richer in impurities appear white, this might indicate that
the non-columnar zone was depleted of these impurities,
possibly due to squeezing of the interdendritic liquid. These
evidences suggest that a certain amount of hot deformation of
the strip before leaving the rolls may have led to the
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formation of the non-columnar zone.

5.4.1.2 - As-cast structure

As mentioned previously, the as-cast structure was
revealed using 2 pct Nital.

Figure 5.10 shows the as-cast structure across the
thickness of one strip produced in an experiment of group one.
This section was taken from a region located approximately
halfway between the centre and the edge of the strip (along
its width).

An hypo-eutectoid steel was cast in this experiment and,
as expected, the structure is composed mainly of ferrite and
pearlite. The morphology of the ferrite precipitated in this
sample is usually called Widmanstatten side plates‘*®%%  Figure
5.11 shows a typical Widmanstatten structure obtained in low-
carbon steels®?. It is seen that this structure is very
similar to that shown in Fig. 5.10. This kind of morphology
usually occurs when the prior austenite grains are large and
the cooling rate during transformation is relatively high.

The Widmanstédtten plates nucleate at the austenite grain
boundaries, and grow along well-defined matrix planes®“?® . They
can grow either from the grain boundaries or nucleate on pre-
existing ferrite allotriomorphs. This kind of nucleation
pattern, mainly at the grain boundaries, allows approximate
identification of the prior austenite grains since they are
delineated by the white lines of ferrite. This feature was
used to estimate the prior austenite grain sizes.
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In Fig. 5.10, it is observed that the prior austenite
grains are large, especially near the surface, where they show
a tendency to have columnar shapes. In the central region, the
austenite grains are smaller and more equiaxed. This variation
of grain size across the thickness can be analysed in terms of
previous works'""'' that demonstrate that the austenite grains
only grow below the austenitizing temperature. The surface
region reaches this temperature before the centre and,
consequently, the grains there have more time to grow. This

certainly limits the grain growth in the central region.

Figure 5.12 also presents the as-cast structures of a
strip produced in an experiment of group one. In these figure,
only the surface region is shown. In Fig. 5.12a, the structure
is similar to that seen in Fig. 5.10. A large austenite grain
is delineated in the centre of the figure. It seems that
ferrite has also nucleated in the interior of the grains. This
is possible in the case of large grains and relatively high
cooling rates, which 1limits the diffusion of the carbon
rejected during the transformation to the central parts of the
grains. Figure 5.12b illustrates another kind of structure
that was obtained in the strips. It is called upper bainite
and presents a feathery aspect *° . This structure is usually
formed at wundercoolings (during the transformation of
austenite) higher than those that lead to the Widmanstdtten
plates.

The as-cast structure for one section in the mid=-width of
the strip is depicted in Fig. 5.13. Close to the surface, the
structure is similar to that shown in Fig. 5.10. However, in
the central region, it 1is significantly different, with
smaller and more equiaxed ferrite grains.



Centre

Surface Surface
Figure 5.10 - Transverse section of the as-cast structure of

an strip produced in an experiment in group

one. Section between the centre and the edge
of the strip.
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. a - Surface region.

b - Central region.
Figure 5.13 - As-cast structure in the mid-width of a strip

. produced in one experiment in group one.
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As pointed out by Shewmon®®, this kind of ferrite grains
certainly originated from austenite grains much finer than
those that appear close to the surface. The question is what
caused the formation of this fine austenite, in this
particular section of the strip. In the section depicted in
Fig. 65.10, the austenite 1is finer in the centre, but
apparently not sufficiently so as to lead to the formation of
equiaxed ferrite. A pcossible reason for this difference is now

discussed.

In a recent work, Yasuda et al®Y investigated the
effects of deformation in the semi-solid state on the
solidification structure of carbon steels. In this study, an
apparatus like that shown in Fig. 5.14 was used to simulate

one-dimensional solidification.

heat
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Figure 5.14 - Schematic diagram of the apparatus used to
simulate one-dimensional solidification®’.



351

The influence of deformation on the austenite grain size
is 1illustrated in Fig. 65.15. In this case, the average
solidified fraction was 0.42. The region adjacent to the mould
was fully solid, and the region next to the insulator had a
solid fraction close to 0.2. When reduction was applied, the
strain and the grain refinement were concentrated in the areas
of lower solidified fraction, away from the mould. Figure 5.15
also shows that, for a given average solid fraction, more

intense reductions cause more significant grain refinement.

4
— N0 reduction /
P === R0.34 /
——— R=0.26 /
/13
/ o=
- i / iy
g | 8
/
- 0.5} 1,12~
» - -
(=] ! Q
s ~
1F ~
p
r
L
0
0 0.5 1.0
Distance Ratio fros Mold Surface
Figure 5.15 - Variation of austenite grain size with

application of reduction in the semi-solid

state!st’

The results obtained in Chapters 3 and 4 indicated that
the kind of nozzle used in the pilot twin-roll caster tends to
give an uneven solidified shell formation, with faster advance
of the solidification fronts in the central region along the
roll width. The combination of these results with the
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information provided by the work of Yasuda et al“! may
explain the different structures shown in Figs. 5.10 and 5.13.
As discussed in the previous chapters, the more pronounced
solidification at the centre of the rolls makes the two
solidification fronts in this region meet before those in any
other locations along the roll width. Consequently, the
partially solidified layer formed in the centre of the rolls
is subjected to a more intense reduction before leaving the
caster and would therefore present a more significant grain
refinement. This grain refinement is more noticeable in the
central part of the strip thickness because the strain tends
to concentrate there, due to the higher temperature.

Figure 5.16 presents the as-cast structure across the
thickness of one strip produced in an experiment of group two.
This section was located close to the edge of the strip.

The structure seen in Fig. 5.16 is analogous to that
shown in Fig. 5.10; however, the prior austenite grains,
delineated by the ferrite precipitation along the grain
boundaries, are smaller. The higher cooling rates in the
experiments of group two, as compared to those of group one,
are certainly responsible for these smaller austenite grains.
At the centre, the prior austenite grains are finer than those
near the surface. This characteristic is also observed in Fig.
5.10.

The dark area seen in the centre of Fig. 5.16 indicates
a more significant fraction of pearlite in the area. This may
be caused by carbon segregation during solidification or also
by the carbon rejected during the precipitation of ferrite
from the austenite. In this case, the carbon rejection becomes
more apparent due to the relatively small austenite grain

size.
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Surface

Centre

Surface

Figure 5.16 - Transverse section of the as-cast structure of
a strip produced in an experiment in group 2.
Section close to the edge of the strip.
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Figure 5.17 1is an example of the diversity of
morphologies that can be generated during a relatively fast
cooling (5 °C/s) of a sample having large austenite grains.
This figure was also obtained from a strip produced in an
experiment of group two. At the centre of the figure, a prior
austenite grain is clearly delineated by precipitation of
ferrite allotriomorphs and Widmanstatten plates. In the
intericr of this grain, acicular £ferrite 1is observed.
According to Honeycombe and Bradeshia“?, the formation of
this kind of ferrite morphology is usually associated with
large austenite grains and high cooling rates, which limits
the diffusion of carbon to the centre of the grain and gives
the undercoolings necessary for the nucleation of this kind of
ferrite. Honeycombe and Bradeshia®?® also pointed out that the
formation of acicular ferrite is favoured by the presence of
small inclusions that can act as effective nucleation sites.
In the upper right part of Fig. 5.17, upper bainite (with its
feathery aspect) can be identified.

Figure 5.17 - As-cast structure of an strip produced in an
experiment of group two, showing acicular
ferrite and upper bainite.
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The as-cast structure in the mid-width of the strip is
presented in Fig. 5.18. This figure shows only the central
region of the strip thickness. The more equiaxed ferrite seen
here was certainly precipitated from an austenite having
smaller grain size. This structure is similar to that shown in
Fig. 5.13b. As suggested above, the deformation in the semi-
solid state might be responsible for the formation of the

finer austenite grains that led to the equiaxed ferrite.

The results of this part of the study demonstrate that,
within the range of strip thickness and casting conditions
investigated, there is a tendency to obtain large austenite
grains after the solidification process, especially close to
the strip surface. The size of these austenite grains is
similar to those obtained after reheating of slabs for hot
rolling™? . However, in the case of slabs, there is a great
amount of deformation to be applied before reaching the final
thickness. The successive steps of deformation cause a
significant reduction in the austenite grain size, so that
when the slabs are reduced to the thicknesses of the strips
produced in the pilot caster (4-6 mm), they present austenite
grains much finer than those observed in the twin-roll cast
strips. Another aspect that has to be considered is that, in
strip casting, the degree of deformation introduced in the
product is relatively small and the grain refinement can be
limited. Therefore, if the cast strips are to be hot rolled
without cooling to ambient temperature and later or subsequent
reheating, it seems important to obtain small austenite grains
during casting. It has also been shown“? that, by reducing
the starting grain size, both static and dynamic
recrystallization (which are the main mechanisms for grain
refinement during hot deformation) can occur more easily.
Dynamic recrystallization is particularly interesting because
the size of the recrystallized grains is determined only by
the temperature and the mean strain rate of the reduction, and
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. virtually independent of the initial grain size and amount of
reduction.

Figure 5.18 - As-cast structure in the mid-width region.
Central part across the thickness. Strip
produced in an experiment in group two.

In the next section, the predictions of the model for
estimating austenite grain sizes after solidification are
compared to approximate measurements made on the strips. Using
this model, the possibility of achieving austenite grain
refinement during and after casting is alsc investigated.

5.4.2 - Evaluation of austenite grain sizes.

. As presented previously, the model for estimating
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austenite grain size is composed of two ©parts, a
microsegregation model to determine the austenitizing

temperature and an expression for austenite grain growth.

Before evaluating austenite grain sizes, the correctness
of the computer code developed to solve the microsegregation
model was verified. The validation of this model has already
been carried out ¥, The scheme to couple the
microsegregation calculations with the macroscopic heat
balance was also tested.

5.4.2.1 - Microsegregation model

To verify the correctness of the computer code for the
microsegregation model, 1its predictions were compared to
experimental data available in the literature‘34¥ and also to
results given by a similar model.

Solidus and 1liquidus temperatures, predicted by the
microsegregation model and determined experimentally by
differential thermal analysis¥?, are compared in Fig. 5.19.
Different grades of low-carbon steels were used in this
comparison. In all the cases, a pre-assigned cooling rate,
equal to that adopted in the experiments, was assumed. It
should be mentioned that in the experiments only the cooling
rate of the furnace was controlled. The cooling rate of the
steel sample was not constant, and close to the end of
solidification, it was higher than that of the furnace. The
secondary dendrite arm spacing considered in the simulations
was that measured after the completion of solidification®?.
It is seen that the values given by the model are in
reasonable agreement with the experimental data. This
indicates that the code developed here is correct. It should
be emphasized that the aim of these tests is not to validate
the microsegregation model. This model was extensively
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validated in the work where it was proposed®?! and also in a

more recent application?® .
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Comparison of ligquidus and solidus
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microsegregation model and determined
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The predictions of the microsegregation model used here
were also compared to those of the model proposed by

Miettinen®?” .

The main difference between these two

formulations is that, in the work of Miettinen®”, the
interactions between the solutes are taken into account. The

steel considered here was studied by Ueshima et al’?* and
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experimental data was available for comparison. Figure 5.20
shows the results of the model used in the present work and
those of Miettinen's, expressed in terms of variation of the
fractions of the different phases (liquid, &-ferrite and
austenite) as a function of temperature. The experimental
results of Ueshima et alf®¥ are presented in Fig. 5.21, which
shows computer aided X-ray microanalyzer images of a
longitudinal cross section of a unidirectionally solidified
sample. The ranges of temperatures of co-existence of the
phases are also indicated. It is seen that the results of both
models are in reasonable agreement with each other and with
the experimental data. However, Miettinen's model seems to
give a high value for the temperature of disappearance of the
5-ferrite. According to the experimental information, the
liquid disappears before the & phase, and this 1is not
predicted by Miettinen's model.

All the simulations above were made assuming the
hexagonal (rodlike) morphology for the dendrites, with two
hundred divisions of the interdendritic space. The platelike
morphology was also adopted in some simulations. It was
observed that, for the same number of divisions, the results
yielded by both morphologies were analogous. In general, the
platelike wmorphology gave solidus temperatures 1 to 4 °C
lower. The hexagonal morphology with two hundred divisions of
the interdendritic space was assumed in all the results

presented below.

Some simulations were also run to verify the scheme for
coupling microsegregation and the macroscopic heat balance.
Different grades of low-carbon steels were tested. A constant
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Phase fractions as a function of temperature
during sclidification of a low-carbon steel.
Steel composition: C= 0.13 %, Si= 0.35 %,
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Figure 5.21 - Computer aided X-ray microanalyzer image of
longitudinal cross section of unidirectional
solidification sample®?®.
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heat flux was used as boundary condition for the interface
between the strip and the roll surface. In all the cases,
converged solutions were obtained. Generally, three to five
iterations of the microsegregation calculation were necessary
to obtain converged cooling rates, with variations less than
1 %.

The results of one of these simulations are presented in

Fig. 5.22, which shows the temperatures as a function of
distance below the meniscus for three different positions
across the strip thickness. The following conditions were
assumed:
- steel composition:

C=0.14 %, Si= 0.31 %, Mn= 1.52 %, P= 0.007 %, S= 0.002 %;
- thickness of the strip: 4.0 mm;
- casting speed: 0.188 m/s;
- heat flux at the roll-strip interface: 4.5 x 10¢ W/m?;
- secondary arm spacing: 20 um.

It was observed that, although the cooling rates changed
across the strip thickness, the predicted solidus and
austenitizing temperatures at different locations of the strip
presented a variation within a relatively limited range of 5
to 7 °C.

The main limitation of the coupling scheme proposed here
is that it requires a significant amount of computer time. A
simulation of two seconds of solidification and cooling of the
strip (including one second of contact with the roll surface
and one second after the roll gap) takes approximately 4 to S
x 10° s on a 100 MHz Silicon Graphics Challenge workstation.
Most of this time is consumed during the period when the strip
is solidifying. After solidification 1is completed, the
iterations to determine the liquid fraction are no longer
necessary and this significantly speeds up the calculations.
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great amount of computer time required for the
of coupled microsegregation and macroscopic heat

balances makes this kind of calculation inadequate for being

used in the evaluation of the austenite grain size of the

strips after solidification. If the strips are direct rolled,

the prediction of this grain size can be important, but it has
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to be made within a time compatible with the speed of casting
and rolling operations. One of the benefits of near-net-shape
casting, particularly for mini steel plants, is the reduction
of the time between order and deliver of a certain grade of
steel. In this case, 5 x 10° s after casting, it is likely
that the final product will be already with the customer and
the information of austenite grain size will be totally

useless.

As mentioned above, the simulations of coupled
microsegregation and macroscopic heat balance showed that,
within the range of cooling rates normally found in twin-roll
casters, the values of solidus and austenitizing temperatures
do not show a significant dependence on the cooling rate. They
depend more on the steel composition. This might indicate the
possibility of separating the microsegregation and macroscopic
heat transfer calculations and still obtaining reasonably
accurate predictions for the sclidus and austenitizing
temperatures. However, to estimate the austenite grain growth
it is also necessary to evaluate the temperatures of the strip
during and after casting. In the coupled calculation, the
solid or liquid fractions necessary to the evaluation of the
temperatures are given by the microsegregation model. If the
two calculations are separated, a new way to determine the
solid and liquid fractions has to be found. The following
method was then proposed to uncouple the two calculations:

- assuming an average cooling rate similar to those
determined for the pilot twin-roll caster and using the
steel composition, run the microsegregation model to
obtain the solidus and austenitizing temperatures;

- using the solidus temperature above, determine the
temperatures of the strip with the macroscopic heat
balance. Two alternatives for evaluation of the liquid
fraction were considered, lever rule and linear variation

with the enthalpy.
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When the lever rule is applied, it is necessary to have
a value for the partition coefficient. As shown in Table 5.1,
each solute has its own partition coefficient between the
solid an liquid phases. An effective partition coefficient was
then defined in terms of the solidus temperature calculated

above:
r -T
KL= 2=, (5.13)
TM-'TE
where: - K" = effective partition coefficient;

- Ty = melting point of pure iron;
- T, = liquidus temperature;
- Ts = solidus temperature.

Figure ©5.23 presents the results of the uncoupled
calculations, considering the same conditions adopted in Fig.
5.22. In this case, only the regions of the caster and right
below the roll gap are shown. For comparison, the wvalues
obtained with the fully coupled model are included. The
temperatures given by the separated calculations using the
lever rule are very close to those of the fully coupled model,
especially for the regions close to the surface of the strip.
In the centre of the strip, there is a tendency to increase
the difference between the temperatures obtained with the two
methods. This indicates that this method for separating the
calculations might not work so well in processes with lower
cooling rates. The linear variation of the liquid fraction
with the enthalpy does not give accurate predictions for the
temperatures. When solidification is completed, all the

methods tend to give approximately the same values.
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separated calculations, using lever rule and
linear variation of the liquid fraction with
enthalpy.
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The uncoupled method, with liquid fractions calculated by
the lever rule, can represent an interesting possibility for
on-line estimation of austenite grain sizes after
solidification. In this case, the following procedure is
proposed:

i- based on the chemical composition of the steel to be
cast, run off-line the microsegregation model to
determine the solidus and austenitizing temperatures.
Within the range normally found in twin-roll casters, the
cooling rate wused 1in this calculation does not
significantly affect these temperatures; however, more
accurate predictions can be obtained considering the
dependence of cooling rate with casting speed and strip
thickness (see Chapter 3). A data bank can be organized
for different steel grades and casting conditions;

ii- using readings of thermocouples inserted in the rolls,
deduce interfacial heat fluxes between the rolls and the
strips;

iii- with the heat fluxes and solidus temperature determined
above, calculate the temperatures of the strip based on
the macroscopic heat transfer model, with the liquid
fractions estimated by the lever rule;

iv- using the results above, estimate the austenite grain
growth to determine the grain sizes at different

temperatures.

This procedure was adopted using the heat fluxes
calculated in Chapter 3. The results are presented and
discussed in the next section.

5.4.2.2-- Austenite grain sizes

The method above was used to predict austenite grain



368

sizes of the strips at temperatures close to that of
transformation to ferrite. The heat fluxes determined in
Chapter 3 were used in the evaluation of the temperatures.
These heat fluxes corresponded approximately to the location
along the strip length from where the samples were taken.

The coupled and separated calculations were used in the
evaluation of the solidus and austenitizing temperatures for
the two grades of steels cast in the experiments. When
microsegregation was coupled to the macroscopic heat balance,
the following temperatures were determined:

- steel A (see Table 3.2):

- solidus temperature: 1474.4 to 1478.1 °C;

- austenitizing temperature: 1430 to 1437.48 °C;
- steel C:

- solidus temperature: 1475 to 1476.3 °C;

- austenitizing temperature: 1452.5 to 1456.2 °C,

The variation above corresponds to different positions across
the strip thickness.

In the separated calculation, these temperatures were:
- steel A:
- solidus temperature: 1476.03 °C;
- austenitizing temperature: 1434.0 °C;
- steel C:
- solidus temperature: 1476.3 °C;
- austenitizing temperature: 1455.0 °C.
In these calculations, pre-assigned c¢ooling rates were
considered. They were chosen based on the correlation between
secondary dendrite arm spacings and cooling rate. The values
adopted were 53 and 101 °C/s, for steels A and C,
respectively.

The results of the uncoupled method, with liquid
fractions estimated by the lever rule, were used in the
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evaluation of the austenite grain sizes.

Figure 5.24 presents the predictions of variation of
austenite grain size as a function of distance below meniscus,
for three positions across the strip thickness, for a sample
of group one. As mentioned before, three different equations
were used in the calculations of austenite grain growth.
Equation (5.12), obtained from the solidification studies of
Yasumoto et al‘®, predicts a more pronounced and faster grain
growth than those given by equations (5.11) (from Maehara et
al®) and (5.9) (from Inaka et al®'). These equations do not
predict noticeable variation of grain sizes across the
thickness of the strip. However, it is seen that grain growth
starts first 1in the surface. This region reaches the
austenitizing temperature before the other parts of the strip.
It is also interesting to note that a significant grain growth
occurs right after the roll gap, while the strip is still at
high temperatures.

To verify these predictions, a few approximate
measurements of austenite grain sizes were made. These
measurements were made considering that ferrite precipitates
preferably along the grain boundaries and therefore delineates
the prior austenite grains. However, in some cases, intense
precipitation in the interior of the grains and also formation
of bainite, made it very difficult to identify the prior

austenite grains.

As seen before (Fig. 5.10), the prior austenite grains
presented very irregular shapes. Two dimensions were then used
to specify their sizes, a major and a minor length. These two

dimensions are shown in Fig. 5.25.
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Major length

Minor length

Figure 5.25 - Dimensions used to define the prior austenite
grain sizes.

The grain sizes showed a significant scattering and only
average values are reported here:
- major length: 780 um (standard deviation: 328 um, n= 10);
- minor length: 453 um (standard deviation: 117 um, n= 10).
These results are mainly for the surface region.

In the centre of the strip, the austenite grains that
were identified presented a more equiaxed shape, with sizes
ranging from 130 to 360 um.

Considering that the austenite grains form initially
surrounding a primary dendrite arm, it seems reasonable to
associate the major length of the grain to the length of the
primary dendrite arm. The austenite grain would then grow
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perpendicularly to this primary arm. This would lead to more
reduction in the grain boundary area, which is the main
driving force for grain growth. Therefore, the predictions of
the models for austenite grain size should be compared to the
minor length, which is basically the direction of growth. In
this case, equation (5.11) gives the results in best agreement
with the measurements (18 % of difference). This equation was
obtained for grain growth after solidification of a steel with
composition similar to those cast in the present work and
covers a wide range of temperatures, 900 to 1440 °C, and
perhaps, that is the reason why it gives the best predictions.

The fact that the model proposed here vyields
approximately the same grain sizes across the thickness of the
strip is certainly because it does not incorporate effects of
deformation in the semi-solid state®! and also the order in
which growth occurs, from the surface to the centre. These two
factors, neglected by the model, should lead to smaller grain

sizes in the centre.

The predictions for austenite grain size for the sample
of group two are depicted in Figure 5.26. The grain sizes
shown here are significantly smaller than those of Fig. 5.24.
It seems that the faster cooling rates (thinner strip and
higher casting speed) had a more significant effect on the
grain sizes than the austenitizing temperature, since the
steel cast in group two has an austenitizing temperature 20 °C
higher than that of group one, and this favours a more

pronounced grain growth.
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In the sample of group two, it was more difficult to
identify the prior austenite grains. The few measurements that
were made close to the surface gave the following results:

- major length: 205 um (standard deviation: 36 um, n = 5);
5).

- minor length: 168 um (standard deviation: 27 um, n

Equations (5.9) and (5.11) predicted grain sizes
relatively close to the measurements. Again, equation (5.12)

overestimated the austenite grain sizes.

In the centre of this sample, the equiaxed grains had a

size of approximately 120 um.

Considering both groups of axperiments, equation (5.11)
gives the best predictions for grain size. This equation and
the heat transfer model developed in the present work are used
to investigate the possible effect of secondary cooling on the
austenite grain sizes obtained in the pilot caster.

5.4.2.2.1 - Effect of secondary cooling on austenite grain

size

As shown in the previous section, the austenite grain
size of the strips produced in the pilot caster is relatively
large, especially as compared to those of strips processed in
the conventional way, when they reach the same thickness. The
models developed here were then used to investigate the
possible effect of a secondary cooling of the strips after the
caster. The experiment of group one was chosen for this
investigation, since it gave the larger grains.

Observing Fig. 5.24, it is clear that a noticeable grain
growth occurs in the first meter after the roll gap, due to
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the higher temperatures of the strip in this region. One
natural option for limiting this grain growth is then to
decrease these temperatures, by means of a secondary cooling
after the caster.

Two different programs of secondary cooling were tested:
- program A: single zone of cooling with 10 cm of length
and a heat transfer coefficient of 1000 W/m® K;
- program B: two zones of cooling, both with 10 cm of
length and heat transfer coefficients of 1000 and 500
W/m? K, respectively.

Figure 5.27 presents the temperatures across the strip
thickness (surface, 1/4 thickness and centre) as a function of
distance below meniscus, for the two programs of cocoling. The
values without secondary cooling are also shown for

comparison.

Figure 5.28 shows the predicted austenite grain sizes
with the use of secondary cooling. Only grain sizes at the
surface of the strip are shown; however, analogous results
were obtained for the other parts. Both programs of cooling,
particularly program B, can lead to important reduction in the
grain sizes (approximately 30 % for program B). Optimization
of this cooling will certainly give further grain refinement.

Another possible way to prevent grain growth consists in
adding very small particles that can pin the grain boundaries.
This effect is usually important®?; however, it affects
recrystallization during hot deformation. More detailed
studies should be made on this area.
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The post-processing of the strips produced by twin-roll
casting 1s also an important  subject for further
investigations. All the efforts for developing this casting
technology will be meaningless if the final product could not
match the quality of conventionally cast products. The
interactions between casting and post-processing will have a
decisive role in determining the most adequate thickness for
the strips to be cast.
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5.5 - CONCLUSIONS

The solidification structures of low-carbon steels strips
produced in a pilot twin-roll caster have been studied. A
mathematical model has been proposed to estimate the austenite
grain sizes after solidification. This model is composed of
twc parts, a microsegregation calculation to evaluate the
austenitizing temperature, and an expression for austenite

grain growth.

From the results of the present study, the following
conclusions can be drawn:

- the dendritic structures of the strips is mainly
columnar, especially in the thicker strip. In the thinner
strip, a non-columnar zone appeared in the mid-thickness.
The results of Chapter 3 suggest that this non-columnar
zone 1s a consequence of the interaction of the two
solidification fronts forming on the rolls surfaces;

- the as-cast structure revealed a great variety of ferrite
morphologies, including Widmanstatten plates and acicular
ferrite. Upper bainite was also identified in some
samples. These kinds of structures are usually associated
with large austenite grains and relatively high cooling
rates;

- the prior austenite grains, identified by precipitation
of ferrite along the grain boundaries, presented averages
sizes well above those of conventionally processed
materials, when they reach the same thickness. These
sizes were larger in the thicker strips;

- the variation of the as-cast structures along the strip
width was consistent with the evaluation of heat
extraction rates at the roll surface and also with the
predictions of the fluid flow and heat transfer model. In
the mid-width of the strip, the presence of small
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equiaxed ferrite grains in the central region across the
thickness is probably a consequence of a more intense
interaction of the solidification fronts;

despite its simplicity, the mathematical model for
prediction of austenite grain sizes, using the equation
for grain growth based on the work of Maehara et al‘®,
yielded values 1in reasonable agreement with a few
measurements made on the strips;

using the model above, it was observed that the
introduction of a secondary cooling after the roll gap
can lead to an important decrease in the austenite grain
sizes. However, this reduction is not enough to
significantly affect the adjustments that will have to be
made in the hot deformation steps that follow the strip
casting stage, so that the final product match the
quality requirements.
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GENERAL CONCLUSIONS

In the present investigation, a study on twin-roll

casting of low-carbon steels, comprising the following three

parts, has been developed:

- evaluation of heat fluxes at the steel-roll interface;

- three-dimensional modelling of turbulent fluid flow, heat

transfer and solidification to analyse different metal

delivery systems;

- characterization of the solidification microstructure of

the strips and association of their characteristics with

the heat transfer and fluid flow in the caster.

From

drawn:

this study, the following general conclusions can be

- evaluation of heat fluxes at the steel-roll interface:

two different patterns of variation of interfacial
heat fluxes with the contact time have been
identified, the single and the double peak. The
single peak variation was usually associated with
thick strips and low casting speeds, while the
double peak occurred at high casting speeds and
with thin strips;

when a tubular nozzle, similar to those used in
conventional slab casters, is used to deliver
liquid metal into the caster, the interfacial heat
fluxes are not uniform across the roll width. This
result was consistent with the predictions of the
fluid flow and solidification model.
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- modelling of three-dimensional turbulent fluid flow, heat
transfer and solidification:

- the use of a tubular nozzle with double horizontal
ports in the direction of the side dams leads to a
non-uniform shell formation across the roll width.
This non-uniformity tends to increase with a
reduction in the penetration of the nozzle into the
liguid pool. This kind of nozzle also generates
high levels of turbulence on the free surface;

- the slot nozzle with the full width of the caster
gives a very uniform shell formation across the
roll width, even when heat losses to the side dams
are considered. The turbulence levels at the free
surface are significantly lower than those obtained
with the tubular nozzle. However, the temperatures
are also lower, which might lead to meniscus
freezing. A decrease of the nozzle width changes
the flow patterns and leads to uneven shell
formation, with faster advance of the
solidification front in the regions close to the
side dams;

- the extended nozzle with horizontal inlets towards
the roll surface also gives uniform shell along the
roll width, with low turbulence and high
temperatures at the free surface. This kind of
nozzle seems to be the best alternative for
delivering liquid steel into twin-roll casters.

- solidification structure of the strips:
- the dendritic structure of the strips is
essentially columnar. However, in the thin strips,
a non-columnar zone appears in the mid-thickness.
In the present case, this non-columnar structure is
prcbably a consequence of the interaction of the
two solidification fronts forming on the surfaces
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of the rolls;

- the as-cast structures presented different ferrite
morphologies and also bainite. This is
characteristic of large austenite grains and high
cooling rates. Approximate measurements of the
prior austenite grain size gave average values
between 780 and 168 um, with a tendency to decrease
with a reduction in the strip thickness;

- a mathematical model was proposed to estimate the
austenite grain sizes. The model predictions were
relatively close to the measurements above. Based
on this model, the effect of a secondary cooling on
the grain sizes was also evaluated and reductions

of up to 30% were predicted.

STATEMENT OF ORIGINALITY

Several parts of the present study can be considered

criginal contributions. These are:

evaluation of the variation of heat fluxes at different
positions along the roll-strip interface based on the
inverse heat transfer technique, using readings of
thermocouples 1inserted in one of the rolls. In this
evaluation, the technique for correcting the
thermocouples readings, according to their response time,
is also original;

three-dimensiocnal mathematical model for turbulent fluid
flow, heat transfer and solidification to study different
metal delivery systems for twin-roll casters;
mathematical model for predicting austenite grain sizes
after solidification of low-carbon steels;

scheme for coupling multi-component microsegregation
calculations with macroscopic heat balance.
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6.2 - SUGGESTIONS FOR FUTURE WORK

The present study represents an important step towards a
more comprehensive understanding of the phenomena occurring in
twin-roll casters. However, some aspects of this work deserve

further investigations.

The evaluation of interfacial heat fluxes at the roll
surfaces should be expanded, by the use of more thermocouples
in both rolls. These thermocouples should be welded to the
roll sleeve, in order to reduce their response time and to
possibly avoid the need for correction of their readings. It
is also important to increase the frequency of temperature
acquisition, so that more detailed information on the
variation of the heat fluxes during the contact time could be
obtained. These thermocouples readings should also be used as
a tool for defect prediction and diagnosis. This area should

be explored with more attention.

The mathematical model for turbulent fluid flow, heat
transfer and solidification developed in the present work can
be an useful tool in design and scale-up of twin-roll casters.
It is recommended that this model continue to be applied in
the analysis of the twin-roll casting process. The predictions
of the model should also be quantitatively validated based on
results of water model experiments and on measurements
performed in the pilot twin-roll caster. The inclusion of
segregation and stress-strain modelling in the model developed
in the present study constitutes also a challenging area for

further investigations.

More measurements of the austenite grain sizes are
important to validate the model presented here. These
measurements should be performed by quenching the strips at
different locations after the roll gap, while the temperatures
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are still above those of transformation of austenite to
ferrite. Quenching facilitates the identification of the prior
austenite grains. This kind of experiment could alsoc be used
"to determine more adequate expressions for the austenite grain
growth.

It seems reasonable to expect that, in the future, heat
fluxes at the roll-strip interface will be semi-continuously
evaluated and used in on-line predictions of austenite grain
size. This information will then be processed in models for
microstructure evolution during hot deformation to adjust the
rolling schedule in order to obtain products within the

specifications.



