
 

 

 

 

 

Investigating Multi-label Classification for Bio-inspired 

Design by Using Text Mining and Natural Language 

Processing 

 

 

 

 

Siyuan Sun 

Department of Mechanical Engineering 

McGill University, Montreal, Quebec 

 

April 2022 

 

 

 

 

A thesis submitted to McGill University in partial fulfilment of 

the requirements of the degree of Master of Mechanical Engineering 

©Siyuan Sun 2022 



ii 

 

Abstract  

Nowadays, bio-inspiration has enhanced the creation of sustainable and innovative solutions to 

modern engineering problems. Nature is a great source for multi-functional and optimized designs 

which could inspire mechanical engineers with innovative new ideas. However, it is very difficult 

to extract desired design knowledge from databases that are primarily text-based and focus on 

describing nature and biological systems. The main objective of this research is to build a multi-

label classification system to classify bio-inspired designs to support design ideation. The method 

proposed in this study is to fuse text-based techniques such as natural language processing and text 

mining with machine learning to learn and predict the functionalities of bio-inspired design. 

Various design multi-functionalities were summarized based on the available resources from the 

AskNature database, then the main information extracted from the database and papers were 

labelled with corresponding multi-functionalities. Due to the high complexity of multi-label 

classification, multi-label classifiers were built based on various combinations of basic classifiers 

and trained to classify selected examples. One case study was conducted to verify the impact of 

the proposed system. The results showed that the proposed system is feasible and would be a 

solution for classifying the bio-inspired design and functional basis knowledge extraction method. 
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Résumé 

De nos jours, la bio-inspiration a amélioré la création de solutions durables et innovantes aux 

problèmes d'ingénierie modernes. La nature est une excellente source de conceptions 

multifonctionnelles et optimisées qui pourraient inspirer les ingénieurs en mécanique avec de 

nouvelles idées innovantes. Cependant, il est très difficile d'extraire les connaissances de 

conception souhaitées à partir de bases de données qui sont principalement basées sur du texte et 

se concentrent sur la description de la nature et des systèmes biologiques. L'objectif principal de 

cette recherche est de construire un système de classification multi-étiquettes pour classer les 

conceptions bio-inspirées afin de soutenir l'idéation de conception. La méthode proposée dans 

cette étude consiste à fusionner des techniques basées sur le texte telles que le traitement du 

langage naturel et l'exploration de texte avec l'apprentissage automatique pour apprendre et prédire 

les fonctionnalités de la conception bio-inspirée. Diverses multifonctionnalités de conception ont 

été résumées sur la base des ressources disponibles dans la base de données AskNature, puis les 

principales informations extraites de la base de données et des articles ont été étiquetées avec les 

multifonctionnalités correspondantes. En raison de la grande complexité de la classification multi-

étiquettes, des classificateurs multi-étiquettes ont été construits sur la base de diverses 

combinaisons de classificateurs de base et formés pour classer des exemples sélectionnés. Une 

étude de cas a été menée pour vérifier l'impact du système proposé. Les résultats ont montré que 

le système proposé est faisable et serait une solution pour classer la conception bio-inspirée et la 

méthode d'extraction des connaissances de base fonctionnelle. 
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1 Introduction 

1.1 Bio-inspired Design 

Bio-inspired design (also known as biomimetics, biomimetic design, or biomimicry) is the design 

based on nature inspiration. It is the interdisciplinary field of knowledge of the biological system 

and technological innovations in the engineering system [1, 2]. Stone et al. [3] state that the 

objective of bio-inspired design is to apply biological knowledge to tackle design challenges 

systematically. Therefore, bio-inspired design can enhance the creation of sustainable and 

innovative solutions to modern engineering problems. Bio-inspired structures and products often 

outperformed conventional engineering systems since biological systems have developed their 

solutions to deal with natural obstacles and challenges, and the solutions have been tested by 

millions of years of evolution: biological species have either adapted, optimized their living tactics, 

or they have vanished [1, 2, 4, 5]. Table 1.1 shows various engineering applications inspired by 

biological systems. Traced back to the 19th century, many products have arisen from this bio-

inspired strategy of design and process-based biological inspiration [6, 7], including barbed wire, 

Tiffany lamps, the Wright glider, and the design of Central Park in Manhattan [7, 8].  

Table 1.1: Examples of bio-inspired engineering applications 

Biological System Engineering Applications 

Sharkskin Aerodynamic drag reduction [9] 

Lotus leaf Superhydrophobicity [10] 

Desert scorpion skin Anti-erosion [11] 

Snakeskin Effective friction management [12] 

Penguin spindle shape Fluidic drag reduction [13] 

Iris leaves Stiffness [14] 

 

However, bio-inspired design is very challenging since it combines the knowledge of biological 

and engineering systems, which are two distinguished domains where research is typically carried 

out independently [1]. Throughout recent years, several definitions of bio-inspired design and its 

related terms have been reported in the recent literature. Most literature defines bio-inspired design 

as an approach that uses analogies of biological systems to derive innovative solutions to 
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complicated engineering systems [15]. The collaboration between biologists and engineers 

requires an interdisciplinary understanding, which leads to the research on collaboration on 

biological knowledge transfer and ideation [1] as biological solutions require a step to achieve 

biological knowledge transfer to apply in the technical domain [1, 16-18]. However, most 

engineers do not have a background in biology. Therefore, it is important to equip engineers with 

biological knowledge as collaboration in this interdisciplinary field is growing. Some teaching 

approaches are explored by some researchers [1, 18, 19]. On the other hand, some researchers have 

worked on developing tools and techniques to support bio-inspired design without a strong 

background  in biology, as understanding knowledge of biological systems requires too much time 

and effort for researchers [7].  

Generally, there are two main directions for bio-inspired design research: the search for biological 

knowledge and the transfer of biological analogies [1]. Some databases for searching biological 

information are available online. One example of an online database is AskNature [1, 20-22]. 

AskNature is the primary online database used for this research. These databases aim to provide 

researchers with access to biological knowledge, as the understanding of biological knowledge is 

important. Figure 1.1 shows one example of the AskNature database. The inspiration for biological 

analogies in the development of engineering solutions is based on biological knowledge transfer. 

Salgueiredo and Hatchuel [23] state the significance of learning the biological and technical 

knowledge at the same time to develop bio-inspired designs [1], which is essential for the 

collaboration between engineers and biologists. 

1.2 Bridging Biological Knowledge with Engineering Systems 

Fu et al. [7] have characterized the existing state of engineering knowledge regarding biological 

analogies, aiming to establish a context in which bio-inspired design as an area of investigation 

should be explored. The importance of understanding the advantages and disadvantages of 

applying biological knowledge in the engineering design process is also discussed [23]. Take the 

examples listed in Table 1.1, the majority of engineering applications are problem-driven designs, 

as they combine bio-inspired design with a function-based method to develop a function-based 

bio-inspired design [3]. The function can serve as an analogy for the relationship between what 

the task of an engineering system is and how a biological system accomplishes that task. Biological 

systems can be modelled by using the standard functional modelling approach [3]. This modelling 

approach requires the study of the transfer of biological knowledge between engineering and 
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biological system. One of the challenges of this approach is that engineers and biologists employ 

different terminologies when discussing functional solutions; thus, an engineering-to-biology 

thesaurus is required. The majority of contemporary bio-inspired designs make use of functional 

terms that refer to biological systems [3, 24].  

Recently, the collaboration between mechanical engineers and biologists has been examined by 

some researchers [1]. These researchers observed how teams of biology and engineering students 

worked on a comprehensive engineering design project. Some observed that collaboration resulted 

in a more comprehensive understanding of biological knowledge. On the other hand, some 

discovered that the knowledge transfer between engineers and biologists can be hampered by 

disparate information and knowledge [1, 18, 25, 26].  

 

Figure 1.1: AskNature database example [20] 
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1.3 Research Objectives 

Numerous solutions have been proposed and developed to support bio-inspired designs as well as 

to assist engineers or designers in gaining an understanding of bio-inspired design. These tools and 

methods include database, modelling, and heuristics tools and methods. However, these tools 

require specific training and some prior knowledge of biological systems, and they are less helpful 

in terms of knowledge extraction and tend to overwhelm designers with an abundance of irrelevant 

data. Bio-inspired design primarily focuses on emulating the biological principles observed in 

nature to solve modern complex engineering problems. Most of the bio-inspired design methods 

are designed for a single label function at a time. However, little work was done on methods to aid 

in emulating multiple functions at a time. The purpose of this research is to build a bio-inspired 

design classification system to classify the bio-inspired design from a multi-functional perspective 

to save the time of classifying the bio-inspired design and knowledge extraction. This research 

limits the searches on bio-inspired design to the AskNature corpus to reduce the scope of the 

biological system. Some knowledge extraction tools including natural language processing and 

text mining are integrated into the process of extracting useful information, filtering the data, 

extracting keywords from the corpus, feature extraction, and feature extraction. After the data has 

been processed, the training is done by presenting to the machine learning model a set of input 

data with corresponding output labels, and the classification system classifies the input data into 

the appropriate label.  

The main objectives of this research are: 

• To build a multi-label classification system to classify the bio-inspired design from a multi-

functional perspective 

• To conduct a supervised machine learning model on the bio-inspired design classification 

problem 

• To integrate natural language processing, text mining techniques with a machine learning 

model for the bio-inspired design classification system 

Some measures of success are set to access the quality of the proposed system, and they are listed 

below: 

• Classifier evaluation metrics including accuracy, hamming loss, micro averaged precision, 

micro averaged recall, micro averaged F1-measures, macro averaged precision, macro 

averaged recall, and macro averaged F1-measures. 
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1.4 Thesis Structure 

This thesis is organized in the following structure. Chapter 2 discusses the literature review on bio-

inspired design and the various tools and methods for supporting bio-inspired design. The use of 

NLP and text mining to extract related information to support the bio-inspired design classification 

system is presented as well. In addition, the Domain-Integrated-Design (DID) method for bio-

inspired design concept generation is addressed. Chapter 3 introduces the background of 

classification model as well as the development of classification in NLP and text mining 

techniques. Chapter 4 proposes the bio-inspired design classification system. This system 

combines multiple domains to extract engineering knowledge from bio-inspired designs and 

classify bio-inspired designs corresponding to their functions. In Chapter 5, several experiments 

are conducted on the collected dataset to evaluate the performance of the proposed system. The 

dataset, experiment setup, and various classifier algorithms used in the proposed system are 

described in detail, along with their associated results. Additionally, a discussion and analysis of 

the performance of the proposed system from various perspectives are presented. Finally, Chapter 

6 summarizes the major findings of this research and points the way forward for future work on 

the bio-inspired design classification system.   
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2 Literature Review 

This chapter reviews related research on bio-inspired design and the application of text mining and 

natural language processing to bridge the knowledge gap in bio-inspired design. The literature 

review begins with related works around and related directly to bio-inspired design. Tools and 

methods for supporting bio-inspired design are identified, including database, modeling, and 

heuristic tools and methods, the findings are synthesized into a summary of what is known and 

unknown in the current research. Finally, a discussion of the future direction for bio-inspired 

design is included. 

 

Figure 2.1: Bio-inspired design interchangeable terms [27] 

Bio-inspired design, biomimetics, biomimicry, bionics, and bio-replication are all terms that refer 

to the process of using inspiration from living organisms to create technical artefacts. These bio-

inspired design interchangeable terms are shown in Figure 2.1. While they are often used 

interchangeably, they are not the same, and they have their own definitions. The most general term 

amongst them is bio-inspired design, which is frequently used interchangeably with biomimetics. 

But bio-inspired design focuses more on the process of design [27]. Bio-inspired design makes use 

of biological analogies to discover answers for engineering problems in the field of engineering 

design [18, 19, 28] as it benefits from millions of years of natural selection and variety [29, 30]. 

Based on 346,000 papers found for the bio-inspired design and its interchangeable terms, bio-

inspired design can be approached using various paradigms including: problem-driven bio-
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inspired design, solution-driven bio-inspired design, biomimicry, and bioreplication. Figure 2.2 

shows the paradigms for bio-inspired design [27]. There are 81% unknown approaches for bio-

inspired design in the research projects that need to be further investigated.  

 

Figure 2.2: Bio-inspired design paradigm [27] 

Two main different approaches to bio-inspired design consist of solution-driven approach and 

problem-driven approach [31, 32]. The solution-driven bio-inspired design begins with a specific 

biological system that provides a function that can be applied to technical solutions, such as 

Velcro’s innovation [28, 33]. The problem-driven bio-inspired design starts from a real 

engineering problem, such as developing a new product or optimizing the existing product. 

Designers would transfer the biological knowledge into the engineering field and apply it to 

technical solutions. The problem-driven bio-inspired design is commonly used in design practice 

since it follows the problem-to-solution process of traditional engineering design [32, 34, 35]. 

Therefore, bio-inspired design is critical for problem-solving and conceptual design in the 

engineering system [36-38]. These two different approaches of bio-inspired design are also named 

as Top-Down approach and Bottom-Up approach [15].  

Some researchers have studied the knowledge transfer between the biological system and 

engineering system since learning knowledge transfer is necessary for the collaboration between 

two fields [1, 23]. The ISO standard establishes the following criteria for determining whether the 
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product is bio-inspired design: firstly a functional analysis of an existing biological system is 

conducted, then the biological knowledge transfer is abstracted into a model, finally the model is 

used to design the engineering product [27]. This indicates the biological knowledge transfer is 

critical for the collaboration between two fields. Figure 2.3 shows the knowledge transfer in bio-

inspired design from Hesse’s perspective [38]. The bio-inspired solution starts from establishing a 

similar problem in the biological system after finding out a problem in the technical system, a 

‘horizontal’ relationship is built between biological and technical systems. Based on the existing 

solution to the biological system, the analogy abstracted solution is applied into the technical 

domain to develop a solution to the technical system, which is finally named as bio-inspired design. 

Bio-inspired design often consists of two domains of abstraction, including abstraction of the 

biological solution and abstraction of the technical problem [1, 39]. The example shown in Figure 

2.3 is how praying mantis catches the prey inspires the solution to the system of attachment of 

pump cables, hose, and rope. The ‘vertical’ relationship is built from the problem to the solution 

level, the bio-inspired solution uses an analogy abstraction solution of spikes – cable strap with 

deformable elements [39]. 

 

 

Figure 2.3: Knowledge transfer in bio-inspired design (based on Hesse's work) [1, 39] 
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2.1 Tools and Methods for supporting Bio-inspired Design 

When designers make use the problem-driven bio-inspired design, there are some challenges 

including:  

• Identifying the biological information related to engineering problems 

• Extracting design knowledge from biological information 

These challenges are mainly due to engineers lacking of biological knowledge or biologists lacking 

of design knowledge [1]. Some tools and methods for supporting bio-inspired design are developed 

for researchers to overcome these challenges. They are summarized here to understand how bio-

inspired design is supported, to understand the underlying principles and concerns, and to make 

predictions on the extension of future bio-inspired design methods and tools. These tools and 

methods can be classified into three categories based on the features of application scenarios: 

database, modelling, and heuristics [28]. They are discussed in detail in the following sections.  

2.1.1  Database Tools and Methods 

Regarding the database tools and methods, AskNature [3] is an open-source online database 

developed by Biomimicry Institute. It provides over 1,700 strategies from biological systems. 

These strategies provide hyperlinks to Google Scholar publications or biologist Web pages to help 

the user to research the strategies. This database organizes biological knowledge according to the 

Biomimicry Taxonomy [40], which classifies the biological system based on its function. 

Identifying the function is a critical component of approaching bio-inspired design as function is 

one of the techniques for knowledge transfer between biological and engineering systems [18, 41, 

42]. Figure 2.4 depicts the underlying structure of Biomimicry Taxonomy. It organizes biological 

knowledge into high-level, intermediate-level and granular functions, and some physical principles 

[7]. However, AskNature enables the user to search for biological knowledge by using specific 

keywords [31], rather than using the Biomimicry Taxonomy. Thus, it does not provide a 

mechanism for applying biological knowledge to the technical solution [43]. AskNature is still 

under development for tailoring to the needs of users [20]. In addition, the examination of using 

the Taxonomy to aid user in searching needs to be further analyzed [7].  
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Figure 2.4: Biomimicry Taxonomy, an underlying representation and search structure for AskNature [7] 

To improve the outcome of knowledge transfer, DANE (Design by Analogy to Nature Engineer) 

[44] is constructed by Geol and Vattam [45] to utilize a platform that includes algorithms for 

representing, indexing and retrieving biological information in the form of a structure-behavior 

model. This database requires manual data entry. The representations of biological systems are 

subjective  and they are dependent on the designer’s knowledge on modelling [28]. Users may 

access the database using information included in DANE via a functional representation located 

in the library and the search results can be in a variety of multi-media formats [7]. DANE is useful 

to the problem-driven designers since they can use DANE to research the function addressed and 

related to the solution to a biological system. Biologue is another tool proposed by Goel [3], which 

uses a structure-behavior-function model. DANE and Biologue both require the users to access the 

software, and the expansion of the database library is still needed.  

Vincent et al. [46] developed a Bio-TRIZ database, which is based on the framework of TRIZ [47]. 

They built the database by analyzing the patterns of conflict resolution discovered in 
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approximately 500 biological occurrences. Then a contradiction matrix is developed by using the 

framework of TRIZ [28, 48]. The advantage of the Bio-TRIZ database is that biological analogies 

can be mapped to TRIZ concepts [48], and the conflict elements can change based on the user 

needs. However, the Bio-TRIZ database requires professional knowledge about biological systems 

and special training on TRIZ contractions/conflicts matrix.  

There are also some works on developing database methods and tools for supporting bio-inspired 

design. Mak and Shu [49] developed a taxonomy of verbs that describes the relationships between 

biological and engineering designs. Nagel et al. [50] built a database of function-based models of 

biological systems. Linsey et al. [51] discovered that annotating graphics with functional 

information increases the likelihood of knowledge transfer from biological systems to engineering 

design [18]. These two approaches are distinct from traditional design approaches since it begins 

with a biological system and extract analogical elements from a biological system. More 

specialized biological texts should be investigated rather than the general text of biological systems. 

2.1.2 Modeling Tools and Methods 

For the modeling tools and methods, Goel et al. [52] constructed a Structure-Behavior-Function 

(SBF) model to understand complicated biological systems [28]. Nagel et al. [24] built the 

Engineering-to-Biology thesaurus, which translates the functional basis terms into biological 

knowledge and is based on the database of function-based model [28, 50]. This approach is 

different from the traditional approach since it begins with extracting analogies from biological 

systems into technical solutions. It enables engineers with limited biological knowledge to 

leverage nature’s brilliance during the design process and increases the likelihood of developing 

technical solutions [24]. Engineering-to-Biology uses functional representations [53] to 

understand biological systems and enable designers to bridge biological knowledge with 

engineering systems. The functional basis for engineering design is referred to as the functional 

representation to support functional modeling, a consistent set of functional vocabulary enables 

this representation to produce comprehensive results [54]. The formalized representation in 

function-based is important for a variety of reasons. The first reason is that it can reduce ambiguity 

at the level of modeling. The second reason is that a corpus of standard terminology can reduce 

the ambiguity since the same term could have multiple meanings. The third reason is that it ensures 

the information exchange inside the function-based model is consistent, which simplifies the 

process of retrieving data for the function-based model searches [54]. These two methods both 
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require knowledge and training in functional modeling, and the complicated relationships between 

biological and engineering systems still need to be investigated. 

2.1.3 Heuristics Tools and Methods 

Concerning the heuristics tools and methods, Chakrabarti et al. [55, 56] developed a computation 

tool SAPPHIRE to arrange the unstructured information for providing descriptions of structures, 

behaviors, and functions of biological and engineering systems used in bio-inspired design. This 

model can obtain seven layers of abstraction and verbs describing the design problems [18] to 

inspire bio-inspired design ideas and boost the likelihood of generating ideas [3]. Knowledge 

transfer of this model can be divided into four steps: identify search objectives, search for 

biological analogies, analyze knowledge transfer, and transfer targeted knowledge [3]. Figure 2.5 

shows the seven levels of the model: State-Action-Part-Phenomenon-Input-Organ-Effect, which 

has been implemented in the software IDEA-INSPIRE [7]. However, not all layers of abstraction 

of SAPPHIRE have been investigated yet, and these tools require some learning to formulate 

design problems in terms of SAPPHIRE.  

 

 

Figure 2.5: SAPPHIRE model to understand natural systems [55] 



13 

 

Helms and Goel [57] introduced the Four-box diagram, which is a two-by-two grid that enables 

the selection of biological systems in four dimensions. Moreover, Cheong and Shu [58] proposed 

a causal relation template that identifies how one function is enabled by another, this template aids 

in designers identifying causal relations in biological systems [28]. These heuristic tools enable 

the efficiency of knowledge extraction from bio-inspired designs and the selection of biological 

systems, also enables the knowledge transfer at various levels of abstraction using natural 

inspirations. However, these tools all require some prior knowledge of models or biological 

systems to learn or use.   

2.2 Text Mining and Natural Language Processing for Knowledge Extraction 

Knowledge extraction is the process of identifying unknown structures and valuable information 

from enormous volumes of data [59]. The objective of knowledge extraction is to extract implicit 

and potentially beneficial information from the data [60]. Extracting information from 

unstructured or semi-structured articles is becoming increasingly important as the number of 

articles is growing [61]. The extracted information should enable the machine and human to be 

able to understand the knowledge [61]. Most of the research on knowledge extraction has been 

conducted in the disciplines of biomedical, medicinal, chemical engineering, and material 

engineering [62]. Not much research has been done in the domain of bio-inspired design.  

Several applications are using the knowledge extraction technique. Jebbor and Benhlima [59] 

summarized various knowledge extraction techniques that allow to find new correlations and 

analyze trends and models in question-answer (Q/A) systems, including IntelliServe, LaSIE (Large 

Scale Information Extraction), Quantum, and SBLD (System based on linked data) systems. The 

advantages of Q/A systems and the extraction algorithm and its limitations were also examined. 

IntelliServe can provide feedback and respond to customers automatically based on their requests 

[63], and classify emails and messages from the client using Bayesian classification and regular 

expressions. Bayesian classification assumes that the words that appear in a text are independent 

of each other, however, there is always a correlation between words or phrases in messages [59]. 

LaSIE is a system that consists of three processing phases: lexical preprocessing, parsing and 

semantic interpretation, and interpretation. This system has been used to generate semantic 

representations of the sentences using semantic rules that manage the components of a sentence’s 

structure identified by parsing [64]. At the stage of lexical preprocessing, a file containing a single 

article is passed to the lexical processor, which outputs a list of lexical graphs that the parser can 
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utilize, as well as a symbolic representation of the original text in bytes that can be reconstructed 

later using markup [59]. LaSIE is an effective tool that uses a semantic network and translates the 

knowledge into the Domain Model. Quantum is a Q/A system that delivers the automatic response 

to questions and manages trans-linguistic documents [65]. This system is simpler to classify 

questions since it limits the number of classes, and the classes are strongly related to the syntax of 

questions [59]. In addition, an ontology-based knowledge extraction method called SBLD is 

developed to convert questions into structured queries based on ontologies [66]. This system 

consists of three steps: extraction of triple patterns, extraction of entities and properties, and answer 

extraction. RDF data model and related ontologies are used to convert the sentences in triples form: 

[subject:] [predicate:] [object:]. RDF model has been widely used for NLP. Most of the techniques 

for knowledge extraction are the integration of NLP, text mining, IE (Information Extraction) and 

ST (Semantics Technology). The systems mentioned above demonstrate how knowledge 

extraction techniques work for various scenarios and they can be served as the guideline for 

knowledge extraction for bio-inspired designs in the future. Since all of these systems are based 

on the classification system at different levels of functionalities and techniques used in knowledge 

extraction. Bio-inspired design classification system can use these techniques to extract useful and 

important information related to functionalities in order to classify the bio-inspired design 

according to their corresponding functionalities. Description of text mining and NLP techniques 

that mainly used for the proposed system in this research will be introduced in the following 

sections.  

2.2.1 Text Mining 

Text mining is a technique that extracts useful information or knowledge from various text 

documents. It is similar to data mining, except that data mining is concerned with structured data, 

whereas text mining is concerned with semi-structured and unstructured data [67]. Text mining is 

a multidisciplinary field with different techniques developed through the recent years, including 

association mining [68, 69], decision tree [70], Machine learning and rule induction method. Text 

mining can be summarized into three categories: keyword-based, statistically based, and linguistic-

based methods. With the input of the keyword-based method being the character strings based on 

the keyword chosen from the text, the statistics method builds a machine learning model to manage 

the text while the linguistic-based method is part of the NLP [71]. According to recent surveys,  

approximately 80% of data in the industry is saved in textual format [72]. While most of the data 
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is available online, it is not completely utilized since the data might not be available at the right 

time and in the right manner due to the enormous number of collected data. This problem is named 

as rich data, poor information [73]. Text mining is one of the techniques to filter the knowledge 

that can enhance productivity to solve this issue.  

The core methodologies for text mining are information extraction and natural language processing 

[71]. Some key research efforts are summarized as follows. Rajman et al. [74] combined 

probabilistic association of keywords with prototypical document examples to extract knowledge 

from text collections. Peter Clark et al. [75] proposed a method that constructs tuples datasets 

based on the simple word knowledge extracted from text documents. Discovery and Aggregation 

of Relations in Text (DART) system is used in this method. This system can improve parsing, the 

assessment of the plausibility of textual entailment rules and the guideline of the disambiguation 

[61]. However, the DART system only produced the output as triples form (subject-verb-objective 

phrases), and in less normalized form since triple forms are always unprocessed as words. 

Therefore, great performance on the post-preprocessing is required for the DART system [75]. 

Cheong and Shu [76] proposed a method that used syntactic parsing to extract functional-related 

knowledge from biological sources. The causal-relation retrieval method allows designers to be 

able to extract biological analogies as the sentence structure from enormous bio-inspired design 

resources. The advantage of this method is that it can fasten the process of identifying valuable 

biological analogies from bio-inspired design and support automatic knowledge extraction from 

biological systems into the engineering field. However, there are still some limitations. This 

method has poor performance on identifying causally related functions from multiple sentences. It 

cannot distinguish the causally related functions that involve the conjunction ‘and’. Furthermore, 

the proposed methodology used for this research is based on this knowledge extraction method 

[74]. 

Some scientific documents, unlike standard publications or articles, are written in a specific 

language that requires domain knowledge to understand the structure. When designers want to 

apply text mining in the bio-inspired design domain, it requires customization of the text mining 

model and the construction of an appropriate training dataset to meet customer requirements. A 

general scientific document text mining consists of the following steps: document retrieval and 

conversion from PDF into plain text, text preprocessing, data structure and normalization, as seen 
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in Figure 2.6. The output of the text mining pipeline can be used in further sectors of the application 

and analysis [62]. 

 

Figure 2.6: Schematic representation of the standard text mining pipeline for information extraction [62] 

The goal of bio-inspired design text mining is to transfer the burden of information overload from 

researchers to the computer allowing researchers to identify required information more efficiently 

by applying data management methods to the biological and engineering knowledge in the 

literature [77]. The text classification system is one typical task of text mining, which aims to 

automatically identify whether a document or part of a document possesses particular interests 

based on a document discussing a specific topic [77]. In the related work, Donaldson et al. [78] 

used a support vector machine (SVM) trained on the terms in MEDLINE abstracts to reduce the 

size of data before locating the protein-protein interactions data into their Biomolecular interaction 

network database (BIND). The bag-of-words approach is used with an SVM classifier to classify 

the 100 abstracts. Their system achieves a precision of 96% with a recall of 84% and can reduce 

the number of abstracts that the curators have to read [77]. Alkahtani et al. [79] extracted 

manufacturing faults from customer feedback and warranty databases using an ontology-based 

data mining strategy which is a self-organizing map approach was used to extract information from 

the database and associate it with the manufacturing data [28]. They enhanced the quality of 

product and decreased expenditures. These examples demonstrate how text mining has lowered 

the knowledge threshold for researchers and provided a guideline for the future direction for bio-

inspired designs text mining [28]. 

2.2.2 Natural Language Processing  

Natural language processing (NLP) is a technique to show how the computer understands the 

human language, and it is a component of text mining that analyzes the linguistics of data to help 
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the machine comprehend, manipulate, and communicate using the natural language [80]. Text 

mining is different from NLP because NLP aims to comprehend the meaning of the whole text; 

while text mining focuses on solving a particular problem in a predefined specific domain [77]. 

The semantics and syntax in the text are not considered in text mining. However, semantics and 

syntax such as the grammatical part of speech and lexical relations are significantly important in 

natural language processing. The topic of NLP integrates tools and techniques from various fields, 

including Artificial Intelligence (AI), linguistics, and computer science [81, 82]. NLP has a wide 

variety of applications, ranging from speech recognition to cross-language information retrieval 

[80]. Machine learning techniques are often used for natural language processing tasks. And it is 

mainly focused on the semantics and syntax of textual data. Different machine learning should be 

developed to address natural language processing challenges with a variety of objectives. Currently, 

hybrid machine learning systems are always used for NLP tasks, as different patterns and rules 

must be introduced to the main machine learning system to accommodate future perspectives from 

the researchers.  

NLP consists of two types of approaches: the rationalist approach and the empirical approach [83]. 

Most early approaches were relying on sets of hand-coded rules [84]. Noam Chomsky proposed a 

generative grammars method based on the rationalist approach to NLP in the 1950s [83]. Since the 

1990s, the empirical approach is preferred by researchers in which rules are discovered by 

observing a corpus of the representation knowledge [84]. Statistical or machine learning methods 

are often used for the empirical approach.  

Related to bio-inspired design, Cheong et al. [85, 86] identified the design-by-analogy as an 

effective strategy for generating new ideas since the biological system provides a variety of 

analogies. They developed an approach to connect Function Basis terms with biological analogies 

to provide designers with useful terms that facilitate effective search within the biological 

knowledge and engineering system. This method allows the original functional keyword to be 

selected, keywords are expanded using hypernyms, synonyms, and troponyms, and to organize 

and iterate on search results through the text [85, 87]. There are several challenges using this 

method. The first is the fixation on certain terms or phrases within biological systems and the 

second is the difficulty of directly transferring biological functions into technical solutions for 

designers [7]. Therefore, designers require more explicit guidelines for performing analogy 

transfer based on the causal relationship in the biological system, as it is critical to identify the 
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related biological knowledge to support the knowledge transfer from biological systems to 

engineering design problems [7]. To understand the biological knowledge transfer in bio-inspired 

design, Cheong et al. [88] discovered that novice designers tend to map specific stimuli features, 

rather than identifying an overall analogy and utilizing them in many ways. Subsequently, Cheong 

et al. [89] explored the analogical reasoning process of using bio-inspired design in problem-

solving, including problem analysis, biological phenomenon discussion, referring to current 

solutions, developing new solutions, and evaluating solutions. This is different from the discovery 

found by Cheong et al. in the earlier research because the design evaluation and critical thinking 

require strategy-level biological knowledge transfer [7].   

Several machine learning techniques have been introduced to enhance the design-by-analogy 

process for bio-inspired designs. Tools such as D-Apps and DRACULA, PAnDA, SEABIRD and 

Focused Open Biology Information Extraction (FOBIE) use Function Basis and academic as well 

as scientific data to extract relevant biological terms [90]. Furthermore, tools such as InnoGPS, 

WordNet, TechNet use NLP techniques to extract relevant terms and components from patent 

databases, research articles and publications. These strategies are based on the principle of using 

semantic network representation for ideation generation and conceptual design for bio-inspired 

designs.  

The behavioural biologist George Kingsley Zipf was the first to establish a relationship between 

behavioural factors and frequencies of the word selection [91]. In 1949, he stated that humans can 

use the fewest possible words to express the most information by repeating the same keyword to 

describe a concept. Therefore, the word with a high frequency of occurrence conveys the most 

meaning [92]. Hans P. Luhn attempted to automate the process of frequency counting. Current 

research on the frequency of English words examinations of the British National Corpus (BNC) 

[93], which is a collection of standard English text that many researchers in linguistics and NLP 

utilize as a test corpus [83]. Some NLP research has demonstrated that frequency is not the only 

predictor of text meaning, it is also the most used and great automated indexing strategy in the 

information system [91].  
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2.3 Domain-Integrated-Design method for bio-inspired design concept 

generation 

Based on cognitive and implementation factors, some bio-inspired design tools and methods are 

summarized in Figure 2.7 after the evaluation of each method/tool [7]. The summary of the 

nomenclature and definitions for these factors are shown in the Abbreviations. 

 

Figure 2.7: Visual summary of bio-inspired design tools and methods [7] 

Bio-inspired design primarily focuses on emulating the biological principles observed in nature to 

solve modern complex engineering problems. One of the challenges for designers is to extract 

useful knowledge from bio-inspired designs since the biological system and engineering system 

can achieve similar functions by completely different mechanisms [1]. Most of the bio-inspired 

design methods emulate one function at a time. However, little work was done on methods to aid 

in emulating multiple functions at a time. A new design methodology called Domain Integrated 

Design (DID) was introduced at the Additive Design and Manufacturing Laboratory (ADML) to 

aid designers in emulating multiple functions at a time. The DID method involves classifying the 

identified biological features into various domains, the integration of which aids in designing 

multifunctional and multiscale structures and products. The domains are surfaces, cellular 

structures, cross-sections, and shapes. The observed biological feature that performs a particular 

function is categorized into one of these domains, and the integration of these features from the 
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domains results in multifunctional and multiscale products. For example, a new design of suture 

pin leg/needle that would reduce the pain in the patients is the result of the integration of the 

rotational parabolic cross-section inspired from kingfisher’s beak from cross-sections domain and 

the barbs from porcupine quill from the surface domain [15]. Figure 2.8 shows the design of the 

suture pin leg/needle. This design addresses the importance of the multi-functionality aspect of 

bio-inspired design.  

 

Figure 2.8: Bio-inspired suture pin leg/needle [15] 

However, the search and emulation of the relevant biological systems for DID method is often a 

challenge and requires a human interpretation. Therefore, there is a need to develop a method to 

extract biological knowledge from bio-inspired designs. NLP and text mining techniques are often 

used to extract biological functions and mechanisms from patent databases, scientific journals, and 

articles. These techniques are also used in this study to extract the biological terms and components 

related to other scientific disciplines from a variety of information sources. The tools and methods 

for supporting bio-inspired designs demonstrate different tasks in bio-inspired designs and build a 

strong foundation for supporting bio-inspired designs with diverse approaches. But the majority 

of tools do not support the automatic extraction of multi-functional knowledge in bio-inspired 

designs. This research project aims to closes this gap by introducing a knowledge extraction tool 
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based on a multi-label classification system to extract the relevant biological features into 

engineering domains to enhance the effectiveness of the DID method. The proposed multi-label 

classification system can classify different bio-inspired designs based on their functions, which 

leads to the further analysis of engineering domains in the DID method. Also, it can reduce the 

time of extracting the knowledge from bio-inspired design database. To our best knowledge, our 

work is the first to integrate the NLP, text mining techniques and machine learning model for 

multi-functional bio-inspired design to support DID method.   

Another challenge is that biological knowledge often incorporates descriptions that are irrelevant 

for bio-inspired designs, such as common sense [28]. It is necessary to filter out design knowledge 

extracted from the descriptions. Therefore, a keyword extraction method is developed to collect 

keywords associated with biological knowledge and utilize them to filter unnecessary information. 

Based on the above tools and methods, background on classification model is discussed in Chapter 

3 to classify the bio-inspired design corresponding to their design functionalities so that designers 

or engineers can retrieve the desired knowledge from the biological system.  
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3 Background on Classification Model 

This chapter introduces the background of models that are used for the classification task. Also, 

the development of classification in NLP and text mining are presented with current studies. The 

algorithm of classification techniques is demonstrated as well.  

Classification model belongs to machine learning, and it is one subdivision of supervised learning 

while another subdivision is regression. The difference between them is that classification predicts 

categorical values while regression predicts the output as a real value. There are four main types 

of classification tasks, including binary, multi-class, multi-label, and imbalanced classification as 

shown in Figure 3.1. 

 

Figure 3.1: Supervised learning subdivisions 

A classification model in machine learning is developed to classify future datasets into specific 

classes or categories by leveraging machine learning algorithms on the training dataset. The 

classifier is the algorithm to categorize the input variable into the target class label. Also, the 

feature vectors in the training sets are assumed to be independently and identically distributed in 

supervised learning to simplify the task. For the four types of classification, binary classification 

is a task to predict the output within only two class labels. A typical binary classification task is 

true/false classification. Multi-class classification is a task with more than two classes, and each 

feature vector is only assigned to one class label. Multi-label classification is a task to classify one 

input variable into more than one class label. It is closely linked to the multi-output classification 
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problem. Imbalanced classification is a task with imbalanced data where the distribution of data is 

not equal. 

According to the Oxford English Dictionary (OED) [94], the definition of classification is the 

action of classifying and categorizing objects according to their common characteristics and 

assigning them to the appropriate class [94, 95]. A class can be defined as a finite discrete set of 

objects that are identified by a specific class label which is an arbitrary descriptor for the set. The 

main objective of classification is to assign labels to the objects or predict categorical or binary 

values given a set of objects. The objects can be numerical, categorical, and ordinal values. In 

classification model, the objects are known as instances or features. Some common classification 

tasks include text classification, image classification, prediction of performance, etc.  For example, 

considering the task of sentiment analysis, the feature vectors might be occurrence frequencies of 

positive, negative, and neutral words, all possible values of feature vectors are referred to as 

‘feature space’. The representation of some notations is shown in Table 3.1. 

Table 3.1: Classification model parameter representations 

Notation Representation 

𝑋 Feature space 

𝑌 Set of class labels 

𝑥 Feature vectors 

𝑦 Class label 

 

Given the above notations, the classification function is used to map the input variables (feature 

space) to the output (set of class labels). The form of the mapping function is:  

 

𝑓: 𝑋 → 𝑌 Equation 3.1 

 

Clustering is closely related to classification, most techniques used in classification can apply to 

clustering as well. The difference between classification and clustering is that the set of class labels 

is identified before the learning procedure of classification while clustering induces the class label 
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during the learning process of clustering [96]. Clustering is an unsupervised learning task because 

it does not require training data and target function.  

3.1 Multi-label Classification  

Inspired by the multi-functional remarkable natural principles, the bio-inspired design presents 

how multi-functionality is addressed in engineering applications [97]. Most of the current bio-

inspired designs solve single function problems by searching for biological analogies, there are 

few types of research about the multi-functional bio-inspired designs. For mechanical engineers, 

the design problem can be broken into functions with varying degrees of abstraction and means 

associated with each function [97]. To handle the difficulty of multi-functional means in bio-

inspired design, this research proposed a classification system to categorize the functions within 

bio-inspired designs. Since most bio-inspired designs can realize more than one function, the 

classification tasks presented in this research are all multi-label classification.  

Multi-label classification aims to simultaneously assign attributes into more than one label [98, 

99]. Shore and Johnson [100], and De Boer et al. [101] proposed some prediction methods to weigh 

the training loss function with external knowledge. However, identifying external knowledge for 

prediction is hard in the real-world multi-label classification task. Yang [102] chooses the 

thresholds that produce the best evaluation measure on a validation set, whereas Lewis et al. [103] 

develop a cross-validation method to identify the threshold that gives the best performance. Multi-

label classification methods can be divided into two categories: problem transformation methods 

and algorithm adaption methods [99]. There are a variety of classification algorithms under these 

two categories, this section will present several classifiers for each method. These classifiers are 

Binary Relevance One-Versus-All (BR-OVA), Classifier Chains (CC), Label Powerset (LP), and 

Multi-Label K-Nearest Neighbor (ML-KNN). Each of the classifiers uses different methods to 

classify the bio-inspired design and they will be explained in the following subsections. 

3.1.1 Problem Transformation Methods 

The main objective of problem transformation methods is to convert the multi-label classification 

tasks into one or more single-label classification tasks. Then, conventional single-label methods 

can be used for feature selection, the chosen features are incorporated into the original multi-label 

dataset to be evaluated by a multi-label classifier [104]. Some representatives of problem 

transformation methods consist of Binary Relevance One-versus-One (BR-OVO), Binary 

Relevance One-versus-All (BR-OVA), Classifier Chains (CC), and Label Powerset (LP). 
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Before starting the concept of binary relevance, Table 3.2 lists possible notations throughout the 

multi-label classifier along with their descriptions.   

Table 3.2: Notations for Binary Relevance and Classifier Chains 

Notations Descriptions 

𝑋 Domain of dataset instance space: {𝑥1, 𝑥2, 𝑥3, … 𝑥𝑛}, 1 ≤ 𝑖 ≤ 𝑛 

𝑌 Set of distinct label-sets: {𝑌1, 𝑌2, 𝑌3, …𝑌𝑚}, 1 ≤ 𝑠 ≤ 𝑚 

𝑇 Multi-label training dataset: {(𝑥1, 𝑌1), (𝑥2, 𝑌2), (𝑥3, 𝑌3), … . (𝑥𝑛, 𝑌𝑚)}, 𝑥𝑖 ∈ 𝑋, 𝑌𝑠 ⊆ 𝐿  

𝐿 Set of all class labels: {𝑦1, 𝑦2, 𝑦3, … 𝑦𝑞}, 1 ≤ 𝑗 ≤ 𝑞 

𝑅𝑎𝑛𝑘() The ranking function 

𝐷 Multi-label dataset 

𝑍 Set of labels that are predicted by the multi-label classifier 

 

• Binary Relevance (BR) 

Binary Relevance (BR) is the widely used technique for the problem transformation method [105]. 

Binary Relevance consists of two approaches: Binary Relevance One-versus-One (BR-OVO) and 

Binary Relevance One-versus-All (BR-OVA). It converts a multi-label problem into 𝑞 -binary 

problems by treating each label’s prediction as an independent binary classifier [106]. In other 

words, it converts the original multi-label dataset into 𝑞 single-label dataset, each dataset contains 

all occurrences of the original multilabel dataset, then trains a classifier on each of these datasets. 

Binary Relevance One-versus-All (BR-OVA) splits a multi-label classification into a binary 

classification problem per label. One binary classification model can only predict one class label; 

therefore, BR-OVA makes the predictions based on the most confident model by using binary 

relevance. Normally, a logistic regression model is fitted in this model as a baseline classifier for 

multi-label classification. Another common approach in BR is Binary Relevance One-versus-One 

(BR-OVO). BR-OVO constructs one classifier per each pair of classes and selects the class with 

the highest prediction score. Figure 3.2 shows the difference between BR-OVA and BR-OVO. The 

advantage of BR-OVA is its interpretability. Inspecting its matching classifier can provide 

information about the class, also it is conceptually straightforward and relatively fast [106]. 

However, it ignores the correlations between labels. 

Binary Relevance One-versus-All classifier evaluates the system’s performance on each class label 

separately before returning the mean value across class labels. BR algorithm used in this classifier 
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aims to solve multi-label problems by translating them into well-known learning scenarios. Let 

𝑋 = 𝑅𝑑 represents the d-dimensional instance space, 𝐿 = {𝑦1, 𝑦2, 𝑦3, … 𝑦𝑞}  represents the class 

label sets shown in Table 3.2. Given an unseen instance 𝑥∗ ∈ 𝑋 , its respective label set 𝑌∗  is 

predicted as 𝑌∗ = 𝑓(𝑥∗) ⊆ 𝐿 . BR converts the original multi-label dataset into 𝑞  independent 

binary datasets. For the single class label 𝑦𝑗, BR creates a binary training set 𝐷𝑗  from the original 

multi-label dataset 𝐷 shown in Equation 3.2. Each multi-label training example (𝑥𝑖 , 𝑦𝑖)  is turned 

into a binary training example based on its relevance to the class label 𝑦𝑗. For Equation 3.3, the label 

set  for a new instance  can be identified by querying the outputs of each binary classifier. If the 

classifier outputs a negative value, the predicted label set will be an empty set. 

 

𝐷𝑗 = {(𝑥𝑖, 𝑦𝑗
𝑖)|1 ≤ 𝑖 ≤ 𝑚} Equation 3.2 

 

𝑌∗ = {𝜆𝑗|𝑔𝑗(𝑥
∗) > 0, 1 ≤ 𝑗 ≤ 𝑞} Equation 3.3 

 

 

Figure 3.2: One-versus-All and One-versus-One decomposition schemes [107] 
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• Classifier Chains (CC) 

Classifier Chains (CC) employ the same technique as BR. Suppose an instance 𝑥 with a single 

label, the multi-label classification task connects each instance with a subset of labels 𝑆 ⊆ 𝐿. 

Classifier Chains use |𝐿| binary classifiers as in binary models. A chain of classifiers is connected 

with each other, and classifiers on the chain address the BR problem associated with a particular 

label 𝑙𝑗  𝜖 𝐿. The 0 or 1 label connections of all preceding links are added to the existing feature 

space of each link [108]. The training process for dataset 𝐷 and label set 𝐿 is shown as  Equation 

3.4. For a training instance (𝑥, 𝑆) , where 𝑆  𝐿  is represented by binary feature vector 

(𝑙1, 𝑙2,⋯ , 𝑙|𝐿|) {0, 1 }|𝐿|, 𝑥 is an instance feature vector [108]. 

𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔(𝐷 =  {(𝑥1, 𝑆1),⋯ , (𝑥𝑛, 𝑆𝑛)})  

 

 

 

Equation 3.4 

𝑓𝑜𝑟 𝑗 ∈ 1⋯ |𝐿| 

𝑑𝑜 ⊳ 𝑠𝑖𝑛𝑔𝑙𝑒 − 𝑙𝑎𝑏𝑒𝑙 𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑎𝑛𝑑 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 

                    𝐷′  ⟵ { } 

                    𝑓𝑜𝑟 (𝑥, 𝑆) ∈ 𝐷 

𝑑𝑜 𝐷′  ← 𝐷′ ∪ ((𝑥, 𝑙1,⋯ , 𝑙𝑗−1), 𝑙𝑗) 

⊳ 𝑡𝑟𝑎𝑖𝑛 𝐶𝑗 𝑡𝑜 𝑝𝑟𝑒𝑑𝑖𝑐𝑡 𝑏𝑖𝑛𝑎𝑟𝑦 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒 𝑜𝑓 𝑙𝑗 

                    𝐶𝑗 ∶ 𝐷′ → 𝑙𝑗  ∈ {0,1} 

Therefore, a chain of binary classifiers 𝐶1, ⋯, 𝐶|𝐿| is identified. Each classifier 𝐶𝑗 in the chain is in 

charge of predicting the binary association of label 𝑙𝑗 given the feature space, with the help of all 

previous binary relevance predictions in the chain 𝑙1, 𝑙2, ⋯ 𝑙𝑗−1 [108]. The classification process of 

CC starts from 𝐶1 and follows along the chain, 𝐶1  will predict 𝑃𝑟(𝑙1|𝑥) , and 𝐶|𝐿|  will predict 

𝑃𝑟(𝑙𝑗|𝑥𝑖, 𝑙1, 𝑙2, ⋯ 𝑙𝑗−1). The predication phase of classifier chain for a test instance 𝑥 is shown in 

Equation 3.5. 

𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑦 (𝑥)  

 

Equation 3.5 

    𝑌 ← {} 

    𝑓𝑜𝑟 𝑗 ← 1 𝑡𝑜 |𝐿| 

                𝑑𝑜 𝑌 ← 𝑌 ∪ (𝑙𝑗 ← 𝐶𝑗: (𝑥, 𝑙1,⋯ , 𝑙𝑗−1))  

    𝑟𝑒𝑡𝑢𝑟𝑛 (𝑥, 𝑌) ⊳ 𝑡ℎ𝑒 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑒𝑥𝑎𝑚𝑝𝑙𝑒 
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Label information is distributed along the chain, therefore CC considers label correlations and 

overcomes the label independence problem of BR. The sequence of the chain affects accuracy.  

• Label Powerset (LP) 

Label Powerset is a straightforward and less frequently used technique for the problem 

transformation method [106, 109]. The concept of this technique is to treat each label from a multi-

label dataset as a single label to convert a multi-label dataset into a single multi-class dataset by 

using each label combination as a single class. It assigns a new instance to the most possible class 

label that is made up of a set of labels to perform the classification task. After the classification 

task, LP can also do a ranking of labels by computing the sum of probability of all class labels that 

contain this new instance. LP indirectly considers label correlation, but it does not include all 

possible label combinations during the model development step, which would result in the issue 

of overfitting. If the number of label sets is large, LP would suffer from the increasing complexity 

due to diverse label sets, particularly for large values of instances and labels [106]. Another 

problem with the technique is that a large number of sets of labels are possible to be associated 

with a small number of instances, which would result in the issue of imbalance for learning [105]. 

3.1.2 Algorithm Adaptation Methods 

Algorithm adaptation methods are different from problem transformation methods, since they 

extend certain learning algorithms to directly handle multi-label datasets, and the feature selection 

process is directly applied to the multi-label datasets. It is an algorithm-dependent method [106]. 

• Multi-label K-Nearest Neighbors (ML-KNN) 

The k-nearest neighbor (KNN) classifier is one of the simplest classifiers available online for 

algorithm adaptation method, and it is often referred to as an ‘example-based classifier, KNN 

algorithm compares new documents with the training set and identifies the K closest documents 

in the vector space of document features instead of establishing some abstract relationship between 

documents [110]. The prediction on the new document will be classified into the class that contains 

the highest proportion of its k nearest neighbors’ documents [111]. Multi-label K-Nearest 

Neighbors (ML-KNN) is an extension of the KNN learning algorithm using a Bayesian approach. 

It employs the maximum a posteriori principle to classify the class label for the new instance, 

based on the prior and posterior probabilities of each label’s frequency within the K nearest 

neighbors. ML-KNN has a relatively high computational costs since each new document must be 

compared with the training documents.  
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Table 3.3: Mathematical Notations for ML-KNN 

Notations Descriptions 

𝑋 Domain of dataset instances: {𝑥1, 𝑥2, 𝑥3, … 𝑥𝑛}, 1 ≤ 𝑖 ≤ 𝑛 

𝑌 Set of distinct label-sets: {𝑌1, 𝑌2, 𝑌3, …𝑌𝑚}, 1 ≤ 𝑠 ≤ 𝑚 

𝑇 Multi-label training dataset: {(𝑥1, 𝑌1), (𝑥2, 𝑌2), (𝑥3, 𝑌3), … . (𝑥𝑛, 𝑌𝑚)}, 𝑥𝑖 ∈ 𝑋, 𝑌𝑠 ⊆ 𝐿  

𝐿 Set of all class labels: {𝑦1, 𝑦2, 𝑦3, … 𝑦𝑞}, 1 ≤ 𝑗 ≤ 𝑞 

𝑅𝑎𝑛𝑘() The ranking function 

𝐷 Multi-label dataset 

𝑍 Set of labels that are predicted by the multi-label classifier 

 

Table 3.3 shows some notations along with their descriptions for ML-KNN. Given an instance 𝑥𝑖 

and its associated label-set 𝑌𝑠 ⊆ 𝐿. Let 𝑦𝑥⃑⃑  ⃑(𝑙) ∈ 𝐿 takes the value of 1 if 𝑙 ∈ 𝑌𝑠 and 0 otherwise 

supposing that 𝑦𝑥⃑⃑  ⃑ is the category vector for 𝑥𝑖  . Assume 𝑁𝑥 represent the set of KNNs of 𝑥𝑖 

identified in the training set. Based on the label sets of their neighbors, a membership counting 

vector is identified as: 

𝐶𝑥
⃑⃑⃑⃑ (𝑙)  =  ∑ 𝑦𝑎⃑⃑⃑⃑ (𝑙)

𝑎∈𝑁𝑥

, 𝑙 ∈ 𝐿 Equation 3.6 

Where 𝐶𝑥
⃑⃑⃑⃑ (𝑙) represents the number of neighbors of 𝑥𝑖 belonging to the 𝑙th class.  

For the instance t for testing, ML-KNN starts from identifying its KNNs 𝑁(𝑡) in the training set. 

Assume 𝐻1
𝑙  is the occurrence that 𝑡 has the label 𝑙, whereas 𝐻0

𝑙  is the occurrence that 𝑡 does not 

have the label 𝑙. Assume that 𝐸𝑗
𝑙(𝑗 ∈ {0,1, … , 𝐾}) is the occurrence that, there are 𝑗 instances that 

have label 𝑙  within the KNNs of 𝑡 . Based on the membership counting vector 𝐶𝑡
⃑⃑  ⃑ , using the 

following MAP principle, the category vector 𝑦𝑡⃑⃑  ⃑ can be defined as [112]: 

𝑦𝑡⃑⃑  ⃑(𝑙) =  arg  𝑚𝑎𝑥
𝑏∈{0,1}

 P (𝐻𝑏
𝑙 |𝐸

𝐶𝑡⃑⃑⃑⃑ (𝑙)
𝑙 ) , 𝑙 ∈ 𝐿 Equation 3.7 

Using the Bayesian rule, the above equation can be written as: 

 𝑦𝑡⃑⃑  ⃑(𝑙) =  
arg  𝑚𝑎𝑥

𝑏 ∈ {0,1}
 
P(𝐻𝑏

𝑙 )P (𝐸
𝐶𝑡⃑⃑⃑⃑ (𝑙)
𝑙 |𝐻𝑏

𝑙)

𝑃 (𝐸
𝐶𝑡⃑⃑⃑⃑ (𝑙)
𝑙 )

P(𝐻𝑏
𝑙 )P (𝐸

𝐶𝑡⃑⃑⃑⃑ (𝑙)
𝑙 |𝐻𝑏

𝑙) 

= 
arg  𝑚𝑎𝑥

𝑏 ∈ {0,1}
 P(𝐻𝑏

𝑙 )P (𝐸
𝐶𝑡⃑⃑⃑⃑ (𝑙)
𝑙 |𝐻𝑏

𝑙) 

 

Equation 3.8 
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The prior and posterior probabilities can be easily computed using frequency counting from the 

training set.  

3.2 Classification in Text Mining and Natural Language Processing  

Text mining is a broad field consisting of many aspects of traditional data mining and NLP tools 

[110]. Text classification task is associated with text mining, and text classifiers used for making 

the classification have been discussed in the last section. For the text classification task, natural 

language plays an important role in information retrieval [113]. Text classification extends beyond 

standard text categorization and information retrieval from documents to a variety of real-world 

problems, such as email classification, sentiment analysis, and various search engines [113, 114].  

 

Figure 3.3: Schematic representation of classification process with supervised learning [80] 

As seen in Figure 3.3, several machine learning algorithms are used to train feature vectors that 

are derived from training/labeled datasets, then a classifier model is used to predict the class label 

of testing/unlabeled, and the extracted features are used as input to the classifier model. Supervised 

learning is the classification process that involves training a classifier model on pre-labeled 

datasets as shown in the schematic representation [80]. Feature extraction is a vital stage in the 
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text classification system since the type of features extracted affects the accuracy of the classifier 

model. It can improve the performance of the system with minimal additional effort. The following 

subsections will present the natural language processing (NLP) tools that are used for feature 

extraction and feature set construction.   

3.2.1 Tokenization 

The process of tokenization is dividing the continuous text into discrete words, numbers, symbols, 

or other relevant textual parts [110]. The objective is to represent the continuous text as vectors 

where each dimension represents one word shown in the whole text. The dimension of the feature 

vectors represents the number of unique words occurring in the whole text. While tokenization can 

be used to break text into a variety of formats, this research only uses word tokenization. In word 

tokenization, all sentences can be broken into their constituent words, numbers, and special 

characters. This is achieved by using whitespace characters via word tokenization. Tokenization 

is the first step involved in parsing, as the single entities generated by tokenization will be assigned 

a part of speech (POS) tagging. This tagging shows the grammar structure of the text, then a 

parsing tree is generated. Syntax is referred to as the grammatical perspective of a sentence. 

However, for the input of a parsing process, an efficient way needs to search across parsing trees. 

There are two types of parsers in the current application, lexicalized and unlexicalized parser. The 

difference is that the lexicalized parser will annotate both function words and content words with 

the tags, and it emphasizes the lexical dependencies for parse disambiguation. The unlexicalized 

parser will not create separate rules for different content words because content words are not part 

of grammatical structures. No use is made of lexical class to provide monolexical and bilexical 

probabilities for the unlexicalized parser [115]. Klein and Manning [115] demonstrate that an 

unlexicalized parser has greater performance while doing PCFG (Probabilistic Context-Free 

Grammar) parsing, which differentiates the well-known acknowledgment that lexicalized PCFG 

was the key tool for high-performance PCFG parsing. Several linguistically motivated annotations  

were described to close the gap between a vanilla PCFG and state-of-the-art lexicalized models.  

They trained the unlexicalized PCFG model with horizontal and vertical markovization (external 

and internal annotations). And the tag splitting, checking the annotations already in the treebank, 

head annotation and distance were used to optimize the base model of the unlexicalized PCFG 

model. The advantage of unlexicalized PCFG is easy to estimate, easy to parse with, time-efficient, 

space-efficient, more compact, easier to replicate and to interpret than a more complex lexical 
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model, and the parsing algorithm are easier to optimize compared to the other model, and can 

achieve high accuracy of 86.36% [115]. Therefore, an unlexicalized PCFG parser is used in this 

research. 

3.2.2 Part of Speech (POS) Tagging 

POS tagging is the process of assigning each word in a document with its tag from a grammatical 

perspective. Some popular POS tagging algorithms consist of Brill tagger, Hidden Markov model 

taggers, and neural network classifiers [116-118]. The main objective of POS tagging is to label 

the words according to their POS tagging. One of challenges of the task of POS tagging is how to 

distinguish between the tags for ambiguous words. There are various methods to tag, the PCFG 

parsing is used for our research, and it is available for download as open source online. Parsing 

can be seen as a search problem to run backwards to discover the grammatical structure of a 

sentence, CFG represents context-free grammar which specifies a set of tree structures that capture 

the constituency and ordering of language. Table 3.4 shows the descriptions of some POS tagging.  

Table 3.4: POS tagging description 

POS Tag Description 

NN Noun 

PRP Pronoun 

JJ Adjective 

VB Verb 

RB Adverb 

IN Preposition 

CC Conjunction 

UH Interjection 

 

The PCFG parser makes use of the Penn Treebank schema to represent phrasal categories and 

annotates the text with POS tags [80]. Table 3.5 shows different constituents that function as single 

units for Penn Treebank. In the Penn Treebank label set, there are 48 preterminal tags including 

36 POS tags and 12 other symbols, and 14 nonterminal tags. The Stanford parser takes the text 

document as input, and output the phrase structure trees, typed dependencies, and plain POS tags 

[80]. The parse tree of the sentence “I shot the elephant in my pyjamas” is shown in Figure 3.4.  
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Table 3.5: Different constituents for Penn Treebank 

Constituent Description 

S Simple declarative clause 

NP Noun phrase 

VP Verb phrase 

PP Prepositional phrase 

 

 

 

Figure 3.4: Parse tree of sample sentence [119] 

3.2.3 Word Stemming and Lemmatizing 

Word stemming and lemmatizing are part of text preprocessing and closely linked to each other. 

The stemming process reduces the word form by removing prefixes and suffixes to the root form, 

while the lemmatizing process removes the affixes and get the lemma form. Table 3.6 shows the 

example of word after stemming. If these words are processed with lemmatizing, it will output 

‘discover’ since a lemmatizer would not transform the word into a form not found in the standard 

dictionary. Stemming algorithms have a possibility to muddle words, for example, the words 

‘regulate’, ‘regulation’, ‘regulator’ can be mapped into the common stem ‘regul’. However, words 

‘region’ and ‘regiment’ maybe mapped to the same stem term [110]. Therefore, stemming cannot 

predict right root forms for all words. Despite this limitation, stemming algorithms can 
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significantly reduce the dimension of a feature set by transferring similar words into the same stem 

terms. Word stemming algorithms consist of the Porter, Snowball, and Lancaster stemmers. Porter 

stemming is a pioneering stemming algorithm that was introduced in 1979 [120, 121]. The 

Snowball stemmer is a modification of the Porter stemmer, it uses Porter’s Snowball string 

processing language for stemming in various languages [122]. In 1990, the Lancaster stemmer was 

developed [123]. 

Table 3.6: Examples of word stemming [124] 

Word Word after stemming 

Discovery discoveri 

discovered discov 

discoveries discoveri 

Discovering discov 

 

Lemmatizing is the process to reduce the word form to linguistically viable lemmas. When dealing 

with a large dataset or when performance is a major concern, stemming is preferable. If accuracy 

is the primary concern and the dataset is not enormous, lemmatizing is preferable. For this research, 

stemming was used for text preprocessing, lemmatizing is not used due to its computationally 

expensive costs and reliance on look-up tables. Stemming is more flexible than lemmatizing as 

researchers can add rules to the stemming process.  

3.2.4 Natural Language Toolkit (NLTK) 

Natural Language Toolkit (NLTK) is an open online Python library for natural language 

processing tasks. This toolkit is one of the most powerful libraries for NLP tasks, as it features the 

packages for machine understanding natural language and giving a proper response. It incorporates 

a variety of text processing libraries, such as tokenization, parsing, classification, stemming, 

tagging, character count, word count, and semantic reasoning [125]. It provides an easy-to-use 

interface to over 50 corpora and lexical resources like WordNet. Natural language processing with 

Python library NLTK provides a hands-on introduction to language processing programming by 

walking the users through the principles of developing Python programmes, dealing with various 

corpora, making classification on the text, analyzing linguistic structure, and more [126]. 

According to some papers, there are some fundamental requirements of using NLTK [127].  
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Table 3.7: Fundamental requirements of using NLTK [127] 

Requirements Explanation [127] 

Simple to implement The main objective of NLTK is to allow users to concentrate on 

constructing NLP components and systems. The more time it takes to spend 

learning to use the toolkit, the less useful it is.  

Consistency The toolkit must use data structures and interfaces that are compatible.  

Documentation The toolkit quickly adapts new components, whether they imitate or extend 

the toolkit’s existing functionality and performance. The toolkit should be 

organized in such a way that adding new extensions fits the existing 

structure. 

Monotony The toolkit should cover the ramifications of developing NLP systems 

rather than dropping them, and every class determined by the toolkit must 

be assessable to users.  

Modularity The toolkit should cover the ramifications of developing NLP systems and 

do not drop them.  

 

In this research, NLTK is used for text preprocessing such as tokenization, removing stop words, 

stemming, analyzing POS tagging and classification. Some detailed explanations and examples 

for each step will be demonstrated in next chapter.  
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4 Bio-inspired Design Classification System 

According to the analysis in Chapters 2 and 3, a bio-inspired design classification system is 

presented in detail in this chapter. This system combines multiple domains for the purpose of 

extracting engineering knowledge from bio-inspired designs and classifying the function of bio-

inspired designs. The proposed system can categorize the bio-inspired design according to their 

functionalities, which also enables future researchers to quickly and efficiently locate the articles 

or publications based on the design function. Figure 4.1 shows the overall flowchart of the 

proposed system. It consists of five general steps: Dataset Collection, Data Preprocessing, Feature 

Extraction, Classifier Development, and Classifier Evaluation and Comparison. The following 

sections will describe each step of the proposed system in detail.  

4.1 Dataset Collection 

Most of the existing machine learning applications rely on properly labelled data that has been 

collected online for a specific purpose. Such prepared data is not available in the field of bio-

inspired design. Due to the lack of labelled data on bio-inspired design, the manual labelling 

abstract/ main information retrieved from the AskNature website was caried out using the general 

functionalities of bio-inspired designs. AskNature website is a useful database that organizes 

biological knowledge according to the Biomimicry Taxonomy [40], which classifies the biological 

system based on its function. Since data interpretation is subjective and different stakeholders 

would have different interpretations, the data labelling process involved two individuals preparing 

the data and cross-checking the labels of the bio-inspired designs for verification. Table 4.1 

illustrates the potential functionality of a bio-inspired design. The input data will be assigned as a 

label ‘1’ if the bio-inspired design can accomplish the desired function or property, and it will be 

assigned as ‘0’ if the design is not associated with the function. For the collected dataset, abstract 

or main information extracted from the AskNature website is seen as the input. The reason of only 

using the abstract/ main information is that users can catch the research direction and summarize 

the research paper based on the abstract/ main information. The output is the label of functions of 

bio-inspired designs. This research uses 18 categories of bio-inspired design. Then, the modified 

dataset is constructed and utilized as the input for preprocessing the data.  
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Figure 4.1: The overall flowchart of Bio-inspired Design Classification System 
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Table 4.1: Labels of bio-inspired designs 

Stiffness Drag Reduction 

Self-cleaning Noise Reduction 

Flexibility Waste Reduction 

Lightweight Structure Adhesion 

Increase Strength Anti-wear 

Cost Reduction Anti-adhesion 

Increase Efficiency Superhydrophobic 

Energy Absorption Impact resistance 

Anti-bacterial Energy Reduction 

 

4.2 Data Preprocessing 

The most important step in obtaining a consistent and solid analytical dataset is data preprocessing. 

It is important to eliminate all digits from the document, which can be accomplished with the aid 

of a regular expression. After the dataset collection step, it is possible that there could be no 

information provided for some labels regarding their design functions. Therefore, checking for 

missing data values is critical for the dataset construction process. The process of gathering data 

from numerous AskNature pages requires additional data preprocessing to normalize and 

standardize the results as some unsolved ambiguity could result in future problems. In the bio-

inspired design classification system, data preprocessing consists of four main steps: tokenization, 

removal of special characters, removal of stopwords, and stemming. The data quality was initially 

determined by checking whether there were any mismatched data, missing, or mixed data values. 

Then special characters and stopwords were removed, and stemming was employed to remove the 

inflectional and derivational forms from the word. In addition, all words are turned to lowercase 

to avoid any possibility of misinterpretation. As a result, data preprocessing is critical to the 

proposed system, as clean data enables the bio-inspired design classification system to have a 
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better performance. The detail for each phase of data preprocessing was demonstrated in Chapter 

3.2. 

4.3 Feature Extraction 

Following the data preprocessing step, raw textual data was transformed into a format that is 

comprehensible. Then data transformation began by converting the clean textual data to numerical 

features for subsequent analysis. This is a process known as feature extraction. The process of 

feature engineering and extraction is critical for constructing text classifiers [128]. The main 

objective of feature extraction is to transform the data into features that are more useful for 

classification while minimizing the computational cost. Several candidate feature sets were 

developed and examined in this research. The feature extraction and vectorization were performed 

by using Bag-of-words (BOW) and TF-IDF to train word vectors. Effects of different feature 

representations along with different classifier models will be compared and assessed in Chapter 5.  

4.3.1 Bag-of-Words (BOW) 

In Bag-of-Words model, each word in the document represents a feature vector. The Bag-of-Words 

model produces a set of word features. It is constructed by sentence tokenization, removing special 

characters, removing stopwords, and stemming words. BOW algorithm is a counting algorithm 

that encodes a document in a dataset using a vector representation with |𝑥| dimensions, where |𝑥| 

is the size of the vocabulary selected [129]. These word feature sets are referred to as relatively 

dense feature sets [110]. Vectors representation developed by BOW does not take the ordering of 

words in a document into account, therefore, the ordering of word is lost. For example, ‘John is 

quicker than Mary” and “Mary is quicker than John” would have the same vector representations.” 

While this model is simple and straightforward to implement, it is deficient in information about 

the semantic meaning of the sentence [110]. While reducing the feature set speeds up the classifier, 

it sacrifices some information about the sentences by removing stopwords and conducting word 

stemming [110]. In this research, BOW is used to count how many times a word appears in the 

document. 

4.3.2 TF-IDF 

The TF-IDF (Term Frequency-Inverse Document Frequency) vectorization approach was used for 

feature representation. Feature extraction using the TF-IDF approach was used to tokenize the 

trigrams and word grams from the collected dataset in the training phase. TF-IDF feature vectors 
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are used to represent the words in the document. This method involves computing the TF-IDF 

score for each word in the corpus and storing the results in a vector [130]. It is frequently used to 

extract keywords from documents, determine search rankings, and compare the degrees of 

similarity between documents. Additionally, it is a common technique used in text mining and 

information extraction to determine the significance of a single word in a corpus [130].  

The TF in TF-IDF indicates the frequency of certain words occurring in the document. The word 

with a high TF value indicates that it is more significant in the document. DF indicates the number 

of times a given term appears in the document collections, not in a single document. Words with 

a high DF value indicates that it frequently occurs in all documents but is not important. IDF is the 

inverse of DF, which is used to determine the importance of words throughout all documents. If 

the word is rare and uncommon, the value of IDF will be high. The calculation of TF is shown 

below 

𝑇𝐹(𝑡, 𝑑) =
𝑛𝑡,𝑑

∑ 𝑛𝑘,𝑑𝑘
     Equation 4.1 

Where t represents the specific word, d represents each document, D represents the collection of 

documents. 𝑛𝑡,𝑑  represents the number of occurrences of word 𝑡  in document 𝑑 . ∑ 𝑛𝑘,𝑑𝑘  

represents a total number of occurrences of words in document  𝐷. And 𝑘 represents the number 

of keywords. 

𝐼𝐷𝐹(𝑡, 𝐷) = 𝑙𝑜𝑔
|𝐷|

1 + |{𝑑 ∈ 𝐷: 𝑡 ∈ 𝑑}|
 

Equation 4.2 

Where D represents the collection of documents, |{𝑑 ∈ 𝐷: 𝑡 ∈ 𝑑}|  represents the number of 

documents that the keyword occurs. “Plus 1” that appears in the denominator is used to avoid the 

zero division. The higher the 𝑇𝐹 − 𝐼𝐷𝐹 value, the more significant the word is in the corpus. Using 

the 𝑇𝐹 − 𝐼𝐷𝐹 value calculated by Equation 4.3, the term frequency of each word in each selected 

AskNature page could be computed. And the important keywords in each AskNature page could 

be identified by comparing the 𝑇𝐹 − 𝐼𝐷𝐹 value.  

 

𝑇𝐹 − 𝐼𝐷𝐹(𝑡, 𝑑, 𝐷) = 𝑇𝐹(𝑡, 𝑑) × 𝐼𝐷𝐹(𝑡, 𝐷) Equation 4.3 

After the features are represented by Bag-of-Words and TF-IDF method, the fine-tuning process 

is applied before training the classifier. Several base classifiers and ensemble of classifiers are 

presented in next section. 
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4.4 Classifier Development 

After the feature extraction step, TF-IDF would convert words in the document into vectors, which 

is used as training data for the classification algorithms. The preprocessed dataset was divided into 

a training set and a test set in a ratio of 67:23. In the total number of 90 AskNature pages, 67 pages 

is chosen as training dataset, and the remaining 23 pages is chosen as test dataset. Training dataset 

is used for training the machine learning algorithm to construct a classification model. And the test 

dataset is used to test the hypothesis of the model and evaluate the performance of the machine 

learning model. In addition, the training data is vectorized using the scikit-learn library modules.  

To demonstrate the effectiveness of the proposed classification system in this research, the 

following state-of-the-art baseline classifiers are chosen by ensemble-based classifiers to perform 

the classification task, including Naïve Bayes (NB), Logistic Regression (LR), Support Vector 

Machines (SVM), and Decision Tree (DT). Ensemble-based classifiers, also referred to as multiple 

classifier systems [131], are constructed by combining several baseline classifiers to produce a 

classifier that outperforms each independent classifier [132]. In this section, various classification 

algorithms that based on combinations of baseline classifiers are going to be discussed. These 

classifiers will be discussed as baseline classifiers and ensemble-based classifiers. Based on 

evaluation metrics, their performance will be evaluated, compared, and further analyzed in next 

chapter. 

4.4.1 Baseline Classifier Choice  

In this method, some baseline classifiers including Naïve Bayes (NB), Logistic Regression (LR), 

Support Vector Machines (SVM), and Decision Tree (DT) are explained in detail in the following 

sections.  

• Naïve Bayes (NB) 

Naïve Bayes classifier is frequently used as a baseline in machine learning models. It assumes that 

all features are independent from each other. It is a traditional binary classifier. The Naïve Bayes 

classifier can adjust the probability threshold to optimize the number of correctly labeled 

AskNature pages. Naïve Bayes classifier is based on Bayesian network (BN), which is a 

probabilistic machine learning technique that employs the Bayes theorem to model the conditional 

dependence of events using a directed edges graph [133]. The structure of Naïve Bayes is shown 

in Figure 4.2. NB classifier assumes that all of the attributes are conditionally independent from 

each other. NB classifier has been used in applications by Dinkakar et al. [134],  Chen et al. [135], 
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and Kwok and Wang [136]. It can not only classify the text document into its appropriate category, 

but it can also detect the topic related to the text document. As a result, it serves as a baseline 

classifier. 

 

Figure 4.2: Structure of Naive Bayes classifier [137] 

• Logistic Regression (LR) 

Logistic regression (LR) is well-know supervised learning technique for its simplicity and 

common use for text classification [128]. LR is often used as a binary classifier, the output is 

typically binary, but it can also contain three or more target variables.  

 

Figure 4.3: Logistic Regression example [138] 

Figure 4.3 shows an example of Logistic Regression function. LR function is also known as the 

sigmoid function, which is used to constrain the output of the cost function between 0 and 1. The 

LR function looks like an S curve, starts from 0 and approaches to 1. As the time increases to 
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positive infinity, the value of the output becomes closer to 1.  LR has been used for sentiment 

analysis such as online hate detection by Xiang et al. [139], Burnap and Williams [140], Waseem 

and Hovy [141], Davidson et. al. [142], Wulczyn et al. [143], and Salminen et al. [144]. Therefore, 

LR is chosen as one of the baseline classifiers to solve the classification task in this research. 

• Support Vector Machine (SVM) 

Another algorithm frequently used for text classification is support vector machines (SVM). When 

sentences are expressed in terms of a set of 𝑚 features, a collection of AskNature pages is a set of 

𝑚-dimensional vectors in the feature space [110]. SVM will determine the best hyperplane in the 

feature space that correspond to the predicted label of the selected AskNature page as shown in 

Figure 4.4. The plane is defined by the collection of AskNature pages that adjacent to it. Support 

vectors are the terms to describe these pages. A kernel trick is used to aid the space’s handling of 

nonlinearities. SVM is a robust and efficient classifier since it classifies a new AskNature page by 

determining which side of the hyperplane it lies on [110]. However, SVM is sensitive to missing 

data values and can be difficult to train on large datasets [107].  

 

Figure 4.4: Linearly separable samples of SVM [145] 

• Decision Tree (DT) 

Decision tree is a supervised learning technique that is widely used for classification and prediction. 

DT is one of the most used decision-based classification algorithms and have great ability to handle 

both numerical and categorical value [146-148]. It is a tree-like machine learning model that can 
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predict the target or output value given a set of input variables, each internal node corresponds to 

a test and each branch corresponds to an outcome, the leaf node represents the net result [80]. 

Rules are defined by the path from the root node to the leaf node. Decision trees have a great 

performance while handling missing values, however, it struggles to model on small datasets. 

Figure 4.5 shows an example of tree graph generated by a Decision Tree algorithm.  

 

Figure 4.5: Decision tree graph example [80] 

4.4.2 Ensemble-based Classifier 

Ensemble-based classifier often shows the better performance than baseline classifier, since it is 

built based on different combinations of several baseline classifiers [132]. Figure 4.6 shows the 

framework of ensemble-based classifier. Ensemble-based classifiers can be divided into two 

categories: problem transformation classifier and algorithm adaptation classifiers. Table 4.2 and 

Table 4.3 show different classifiers used in the proposed system. Problem transformation 

classifiers are built based on different combinations of multi-label classifiers and baseline 

classifiers. For Binary Relevance classifier, its performance is compared with combinations of 

Naïve Bayes, Decision Tree, and Logistic Regression baseline classifiers. For Classifier Chain, its 

performance is compared with combinations of Naïve Bayes, and Logistic Regression baseline 

classifiers. For Label Powerset classifier, its performance is compared with combinations of Naïve 

Bayes, Decision Tree, and Logistic Regression baseline classifiers. The performance of different 

ensemble-based classifiers is compared based on the classifier evaluation metrics shown in Section 

4.5. 
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Table 4.2: Algorithm adaptation classifiers 

 

 

 

 

 

 

 

Figure 4.6: Ensemble-based classifier framework [107] 

 

Algorithm 

Adaptation 

Classifiers 

Classifier Description 

ML-KNN Multi-label K-Nearest Neighbors 

AdaBoost Boosting algorithm 

XGBoost Boosting algorithm 
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Table 4.3: Problem transformation classifiers 

 

4.5 Classifier Evaluation Metrics 

In the traditional single-label classification task, accuracy, precision, recall, F-measure, and ROC 

(Receiver operating characteristic) area are the most frequently used evaluation metrics [149]. 

However, with multi-label classification tasks in this research, predictions for a new instance are 

a set of labels. Thus, the prediction can be fully correct, partially correct, or completely incorrect 

[105]. The common evaluation metrics used for single-label classification problems cannot fully 

convey the levels of correctness. Therefore, it is more difficult and challenging to evaluate a multi-

label classifier than a single-label classifier. Depending on the target problem of the multi-label 

classification task, evaluation metrics for multi-label dataset can be divided into three categories: 

partition evaluation, ranking evaluation, and a label hierarchy structure evaluation [150]. Partition 

evaluation is to assess the quality of the classification into classes, ranking evaluation is to evaluate 

if the classes are ranked according to their relevance, and a label hierarchy structure evaluation is 

to assess how successfully the learning system can consider the hierarchical structure of existing 

label [150]. The hierarchical structure of the label is not considered in this research. 

Evaluation of a learning system can be defined as a measurement of testing the prediction 

performance of the learning system on the new instances [105]. Partition evaluation can be divided 

into two categories: example-based and label-based evaluation.  

 

 

 

 

Problem 

Transformation 

Classifiers 

Classifier Description 

BR(NB) Binary Relevance with Naïve Bayes baseline 

BR(DT) Binary Relevance with Decision Tree baseline 

DT Decision Tree 

LP (LR) Label Powerset with Logistic Regression baseline 

OVA (LR) One-versus-All classifier with Logistic Regression baseline 

LP (NB) Label Powerset with Naïve Bayes baseline 

LP (DT) Label Powerset with Decision Tree baseline 

CC (NB) Classifier Chain with Naïve Bayes baseline 

CC (LR) Classifier Chain with Logistic Regression baseline 
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Referring Table 3.2, let 𝑇 be a multi-label dataset containing 𝑛 multi-label instances (𝑥𝑖, 𝑌𝑖), 1 ≤

𝑖 ≤ 𝑛, 𝑥𝑖 ∈ 𝑋, 𝑌𝑖 ∈ 𝑌 = {0,1}𝑘, with the label set 𝐿, |𝐿| = 𝑘. Assume ℎ is the multi-label classifier 

and 𝑍 represents the set of labels that are predicted by the multi-label classifier ℎ for the instance 

𝑥𝑖 , and 𝑍𝑖 = ℎ𝑥𝑖
= {0,1}𝑘 . The following sections explain these classifiers in detail. All the 

variables can be found in Table 3.2.  

4.5.1 Example-based Evaluation 

For the example-based evaluation method, the average difference between the predicted label and  

the actual label for each text data is assessed [105]. As mentioned previously, evaluating a multi-

label classifier is challenging since it incorporates the concept of partially correct. Godbole et al. 

[151] provided the directions for accuracy, precision, recall, and F1 measure to consider the 

concept of partially correct in the multi-label problem, and they are demonstrated as Equation 

4.4, Equation 4.5, Equation 4.6, and  

Equation 4.7. 

Accuracy (A) is defined as the ratio of the predicted correct labels to the total number of predicted 

and actual labels for each instance. Overall accuracy is calculated as the average of all instances.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝐴 =
1

|𝑛|
∑

|𝑌𝑖 ∩ 𝑍𝑖|

|𝑌𝑖 ∪ 𝑍𝑖|

|𝑛|

𝑖=1

 

 

Equation 4.4 

Precision (P) is defined as the ratio of correctly predicted labels to the total number of actual labels 

over all instances. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, 𝑃 =
1

|𝑛|
∑

|𝑌𝑖 ∩ 𝑍𝑖|

|𝑍𝑖|

|𝑛|

𝑖=1

 

 

Equation 4.5 

Recall (R) is the ratio of correctly predicted labels to the total number of predicted labels over all 

instances.  

𝑅𝑒𝑐𝑎𝑙𝑙, 𝑅 =
1

|𝑛|
∑

|𝑌𝑖 ∩ 𝑍𝑖|

|𝑌𝑖|

|𝑛|

𝑖=1

 

 

Equation 4.6 

F1-Measure (F) can be defined as the harmonic mean of precision and recall, it is calculated based 

on precision and recall. The higher the value of accuracy, precision, recall and F1-Measure 

indicates the better performance of the multi-label classifier. 
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𝐹1 =
1

|𝑛|
∑

2|𝑌𝑖 ∩ 𝑍𝑖|

|𝑌𝑖| + |𝑍𝑖|

|𝑛|

𝑖=1

 

   

Equation 4.7 

Hamming Loss (HL) is used for evaluating the performance of classifier prediction on the test 

data. It considers the prediction error (when an instance is assigned as a incorrect label) and the 

missing error (when a related label is not predicted), normalized over the total number of classes 

and total number of examples [105]. 𝐼 represents the indicator function. The small value of 

hamming loss means the classifier would have better performance. The calculation of HL is 

shown in  

Equation 4.8.  

𝐻𝑎𝑚𝑚𝑖𝑛𝑔𝐿𝑜𝑠𝑠, 𝐻𝐿 =
1

|𝑘𝑛|
∑∑[𝐼(𝑙 ∈ 𝑍𝑖⋀ 𝑙 ∉ 𝑌𝑖) + 𝐼(𝑙 ∉ 𝑍𝑖⋀ 𝑙 ∈ 𝑌𝑖)]

|𝑘|

𝑙=1

|𝑛|

𝑖=1

 

 

Equation 4.8 

4.5.2 Label-based Evaluation 

Label-based measures are used to evaluate the performance on each label independently and then 

average the results across all labels. It is most frequently used for Binary Relevance classifier. The 

traditional evaluation metrics including accuracy, precision, recall, F1-measure, and ROC can be 

used on each independent label. Macro averaged measures and micro averaged measures can be 

calculated as shown in Equation 4.9 and Equation 4.10 [105]. 

Macro Averaged Measures: 

𝜆 − 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, 𝑃𝑚𝑎𝑐𝑟𝑜
𝜆 = 

∑ 𝑌𝑖
𝜆𝑍𝑖

𝜆𝑛
𝑖=1

∑ 𝑍𝑖
𝜆𝑛

𝑖=1

 

𝜆 − 𝑅𝑒𝑐𝑎𝑙𝑙, 𝑅𝑚𝑎𝑐𝑟𝑜
𝜆 = 

∑ 𝑌𝑖
𝜆𝑍𝑖

𝜆𝑛
𝑖=1

∑ 𝑌𝑖
𝜆𝑛

𝑖=1

 

𝜆 − 𝐹1−𝑚𝑎𝑐𝑟𝑜 = 
2∑ 𝑌𝑖

𝜆𝑍𝑖
𝜆𝑛

𝑖=1

∑ 𝑌𝑖
𝜆𝑛

𝑖=1 + ∑ 𝑍𝑖
𝜆𝑛

𝑖=1

 

 

 

Equation 4.9 
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Micro Averaged Measures: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, 𝑃𝑚𝑖𝑐𝑟𝑜 = 
∑ ∑ 𝑌𝑖

𝑗
𝑍𝑖

𝑗𝑛
𝑖=1

𝑘
𝑗=1

∑ ∑ 𝑍𝑖
𝑗𝑛

𝑖=1
𝑘
𝑗=1

 

𝑅𝑒𝑐𝑎𝑙𝑙, 𝑅𝑚𝑖𝑐𝑟𝑜 =
∑ ∑ 𝑌𝑖

𝑗
𝑍𝑖

𝑗𝑛
𝑖=1

𝑘
𝑗=1

∑ ∑ 𝑌𝑖
𝑗𝑛

𝑖=1
𝑘
𝑗=1

 

𝐹1−𝑚𝑖𝑐𝑟𝑜 =
2∑ ∑ 𝑌𝑖

𝑗
𝑍𝑖

𝑗𝑛
𝑖=1

𝑘
𝑗=1

∑ ∑ 𝑌𝑖
𝑗𝑛

𝑖=1
𝑘
𝑗=1 + ∑ ∑ 𝑍𝑖

𝑗𝑛
𝑖=1

𝑘
𝑗=1

 

 

 

 Equation 4.10 

 

Where 

𝑌𝑖
𝜆 = {

1       𝑖𝑓𝑥𝑖 𝑎𝑐𝑡𝑢𝑎𝑙𝑙𝑦 𝑏𝑒𝑙𝑜𝑛𝑔𝑠 𝑡𝑜 𝑐𝑙𝑎𝑠𝑠 𝑙𝑎𝑏𝑒𝑙 𝜆 
0   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

 

And, 

𝑍𝑖
𝜆 =  {

1       𝑖𝑓𝑥𝑖  𝑎𝑐𝑡𝑢𝑎𝑙𝑙𝑦 𝑏𝑒𝑙𝑜𝑛𝑔𝑠 𝑡𝑜 𝑐𝑙𝑎𝑠𝑠 𝑙𝑎𝑏𝑒𝑙 𝜆 
0   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

 

Macro averaged 𝐹1 is more affected by the performance of the class labels that has less examples, 

while micro averaged 𝐹1 is more affected by the performance of the class labels that has more 

examples [105].  

4.5.3 Ranking Evaluation 

If the classifier is capable of learning the ranking of predicted labels, the following metrics are 

often used to evaluate the performance of the classifier [150]. One Error (O) is used to count the 

number of times of the top-ranked labels does not exist in the instance’s list of actual labels [105]. 

The formula of calculating One-error is shown in Equation 4.11.  

𝑂𝑛𝑒 − 𝑒𝑟𝑟𝑜𝑟, 𝑂 =
1

|𝑛|
∑𝐼 (a𝑟𝑔 min

𝜆∈𝐿
𝑟𝑖(𝜆) ∉ 𝑌𝑖

𝑙)

|𝑛|

𝑖=1

 

 

Equation 4.11 

Where 𝐼 represents the indicator function, 𝑟𝑖(𝜆) is the predicted rank of class label 𝜆 for a new 

instance 𝑥𝑖. One error is the classification error for the single-label classification task [105]. The 

smaller value of one error generally indicates the classifier has better performance.  

Ranking Loss (RL) is calculated as the average proportion of label pairs that are ranked wrong for 

an instance [105], which is shown in Equation 4.12.   
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𝑅𝑎𝑛𝑘𝑖𝑛𝑔𝐿𝑜𝑠𝑠, 𝑅𝐿 =
1

|𝑛|
∑

1

|𝑌𝑖
𝑙|𝑌𝑖

𝑙̅̅ ̅|

|𝑛|

𝑖=1

|(𝜆𝑎, 𝜆𝑏): 𝑟𝑖(𝜆𝑎) > 𝑟𝑖(𝜆𝑏), (𝜆𝑎 , 𝜆𝑏) ∈ 𝑌𝑖
𝑙 × 𝑌𝑖

𝑙̅̅ ̅| 

 

Equation 4.12 

Where 𝑌𝑖
𝑙̅ = 𝐿\𝑌𝑖, the smaller value of RL indicates that the classifier has better performance. The 

classification performance of each classifier is demonstrated in detail in Chapter 5 based on the 

above evaluation metrics: micro averaged measures, macro averaged measures, accuracy, and 

hamming loss.  
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5 Implementation and Experiments 

In this chapter, experiments are conducted on the collected dataset in order to evaluate the 

performance of the proposed system. The dataset, experiment setup, and various classifier 

algorithms used in the proposed system are described in detail, along with their associated results. 

A discussion and analysis of proposed system’s performance from different perspectives will be 

demonstrated as well.   

5.1 Dataset and Experiment Setup 

In the experiment, AskNature is the primary used database. Ninety AskNature pages were selected 

based on their relevance to the bio-inspired design knowledge and their ability to achieve multi-

functionality. The main information is extracted directly from the AskNature page and inserted as 

the input of the dataset. Two individuals manually labelled the chosen pages based on the bio-

inspired design functionalities. The target of the input (the main information) is defined as the 

labels on the selected page. There are eighteen categories of bio-inspired design functionalities, 

which includes drag reduction, anti-bacterial, increase efficiency, energy absorption, anti-wear, 

anti-adhesion, superhydrophobic, lightweight, increase strength, flexibility, noise reduction, 

impact resistance, stiffness, adhesion, self-cleaning, waste reduction, cost reduction, and energy 

reduction.  

 

Figure 5.1: Dataset information 
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This dataset is used to train the classification model. The dataset information is illustrated in 

Figure 5.1 and summarized in Table 5.1. Five samples from the dataset are shown in Figure 5.2.  

Table 5.1: Dataset statistics 

Total Train Test Labels Data Type 

90 67 23 18 integers 

 

 

Figure 5.2: Part of the dataset 

All experiments are implemented using Jupyter Notebook and executed on an 11th Gen Intel(R) 

Core-i3 processor with 8 GB memory on Microsoft Windows 11. To obtain stable results, each 

experiment is repeated through 20 times. In each run, the 5-fold hold out cross-validation is used, 

67 instances were randomly chosen as the training set, and the remaining 27 instances were chosen 

as the test set. The classification results are affected by different word vectors. In this research, all 
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baseline classifiers are compared using TF-IDF and Bag-of-Words (BOW) to train word vectors. 

At the start of the experiment, the default threshold and parameters are set for the baseline classifier. 

Then, hyperparameter tuning is used to determine the optimal parameters that result in the highest 

accuracy of the model. In addition, some hyperparameters adjustments are made to aid the 

classification model in avoiding the problem of overfitting. 

5.2 Overall Performance Evaluation  

To compare the performance of classifiers used in the proposed system, they are trained on the 

randomly chosen 63 AskNature pages. These classifiers are One-versus-All (Logistic Regression 

baseline) classifier, Label Powerset (Logistic Regression baseline), Label Powerset (Naïve Bayes 

baseline), Classifier Chain (Naïve Bayes baseline), XGBoost Classifier, Binary Relevance (Naïve 

Bayes baseline), Classifier Chain (Logistic Regression baseline), AdaBoost Classifier, Label 

Powerset (Decision Tree baseline), Binary Relevance (Decision Tree baseline), Decision Tree, and 

ML-KNN. The remaining 27 AskNature pages were used to test the constructed model. Label-

based evaluation metrics are used to evaluate the performance of each label independently and 

then average the results across all labels. Macro averaged measures and micro averaged measures 

are demonstrated as well. In addition, example-based evaluation metrics hamming loss is used to 

evaluate the performance of classifier prediction on the test data. The small value of hamming loss 

means the classifier would have better performance.  

The experiments are conducted 20 times on the dataset to obtain stable results. A multi-label 

classification model is developed to classify the bio-inspired design corresponding to their design 

multi-functionalities. The performance of the proposed system is more complicated than a 

traditional binary classification model. The accuracy of each label of One-versus-All classifier 

(Logistic Regression baseline) based on TF-IDF features is shown in Table 5.2. One-versus-All 

classifier outperforms all other classifiers. Table 5.3 shows the micro averaged and macro averaged 

measures of One-versus-All classifier. The micro averaged measure is larger than the macro 

averaged measure since the micro F1-measure gives equal weight to all classes, and it is affected 

by class deviations. Micro averaged measure is controlled by the more frequent class, while macro 

averaged measure reflects the less frequent class better. Therefore, the micro averaged measure of 

One-versus-All classifier is larger than the macro averaged measure of it. In terms of micro and 

macro averaged measures, One-versus-All yields the highest micro averaged precision and the 
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highest micro F1-measure, indicating that it has the overall best performance compared to other 

classifiers. 

Table 5.2: Accuracy of each label of One-versus-All (LR baseline) Classifier based on TF-IDF features 

Label Accuracy 

Drag reduction 0.9815 

Anti-bacterial 0.9877 

Increase Efficiency 0.8580 

Energy Absorption 0.8518 

Anti-wear 0.9877 

Anti-adhesion 0.9831 

Superhydrophobic 0.9074 

Lightweight 0.8642 

Flexibility 0.9568 

Noise reduction 0.8518 

Increase strength 0.8950 

Impact resistance 0.9135 

Stiffness 0.9815 

Adhesion 0.9877 

Self-cleaning 0.9753 

Waste reduction 0.9012 

Cost reduction 0.8580 

Energy reduction 0.9444 

 

Table 5.3: Micro, macro quality number of One-versus-All (LR baseline) Classifier based on TF-IDF 

features 

One-versus-All (LR baseline) Classifier Precision Recall F1-Measure 

Micro Averaged Measures 0.9408 0.9482 0.9408 

Macro Averaged Measures 0.4704 0.4981 0.4865 

Hamming Loss 0.0204 
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In terms of loss minimization, hamming loss is investigated. Hamming loss is defined as the 

fraction of labels with incorrectly predicted relevance [152]. One-versus-All classifier performs 

the lowest hamming loss value. However, it ignores the label correlation, assuming that each class 

label is independent from each other. Furthermore, the conditional and marginal label dependence 

between labels is not considered. One possible reason that One-versus-All classifier shows the best 

performance on hamming loss is that it is well-tailored for hamming loss minimization. It may not 

have the good performance for other types of loss, such as subset 0/1 loss [152]. 

Table 5.4 shows other types of classifiers comparison results based on TF-IDF features. XGBoost 

classifier outperforms three other classifiers. Label Powerset (Logistic regression baseline) has the 

worst performance. The possible reason is that Label Powerset considers all possible label 

combinations in the model fitting process, which results in overfitting of the training dataset. 

However, Label Powerset with NB baseline shows better performance than Label Powerset with 

LR baseline.  

Table 5.4: Classifier performance based on TF-IDF features 

 

Classifier 

 

Accuracy 

 

Hamming 

Loss 

 

Micro Averaged Measures 

 

Macro Averaged Measures 

Precision Recall F1-

Measure 

Precision Recall F1-

Measure 

Label Powerset 

(LR baseline) 

0.4444 0.0597 0.5357 0.4839 0.5085 0.2767 0.3148 0.2552 

Label Powerset 

(NB baseline) 

0.7037 0.0267 0.8214 0.7419 0.7797 0.4296 0.4722 0.4323 

Classifier Chain 

(NB baseline) 

0.7007 0.0226 0.9167 0.7097 0.8000 0.4583 0.4583 0.4514 

XGBoost Classifier 0.8007 0.0206 0.9200 0.7419 0.8214 0.4643 0.4676 0.4582 

Binary Relevance 

(NB baseline) 

0.6296 0.0329 0.9600 0.6154 0.7500 0.4889 0.3212 0.3613 

Classifier Chain 

(LR baseline) 

0.6667 0.0267 0.9523 0.6579 0.7937 0.6667 0.4713 0.5312 

AdaBoost 

(DT baseline) 

0.5556 0.0535 0.6486 0.6667 0.6316 0.4450 0.5024 0.4685 

Label Powerset 

(DT baseline) 

0.6296 

 

0.0556 

 

0.6824 

 

0.6170 

 

0.7632 

 

0.5122 

 

0.5888 

 

0.5324 
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Classifier 

 

Accuracy 

 

Hamming 

Loss 

 

Micro Averaged Measures 

 

Macro Averaged Measures 

Precision Recall F1-

Measure 

Precision Recall F1-

Measure 

Binary Relevance 

(DT baseline) 

0.6667 

 

0.0309 

 

0.7761 

 

0.8966 

 

0.6842 

 

0.5356 

 

0.6389 

 

0.4824 

 

Decision Tree 0.5556 0.0453 0.7027 0.7222 0.6842 0.4845 0.5278 0.4778 

ML-KNN 0.8235 0.0490 0.8718 0.8500 0.8947 0.8762 0.8889 0.9028 

 

Figure 5.3 shows the accuracy of different classifiers. ML-KNN shows the highest value of 

accuracy, followed with XGBoost classifier, Label Powerset (NB baseline), and Classifier Chain 

(NB baseline). The larger value of accuracy indicates the better classification performance of 

classifiers. However, the smaller value of hamming loss means that the classifier has the better 

performance. As shown in Figure 5.4, XGBoost Classifier achieves the best classification 

performance, followed with ML-KNN.  

 

Figure 5.3: Accuracy of classifiers based on TF-IDF features 
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Figure 5.4: Hamming loss of classifiers based on TF-IDF features 

 

Figure 5.5: Micro averaged measures of classifiers based on TF-IDF features 
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Figure 5.6: Macro averaged measures of classifiers based on TF-IDF features 

As shown in Figure 5.5, in terms of micro-averaged precision, recall, and F1-measures, One-

versus-All, ML-KNN and XGBoost classifiers outperform other classifiers. The larger value of 
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showing the greatest performance across all evaluation metrics. As a result, we can conclude that 

1One-versus-All classifier, ML-KNN, and XGBoost outperform other classifiers. In terms of our 

dataset for bio-inspired design functionalities, One-versus-All classifier is significantly effective 
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performance. In terms of hamming loss, XGBoost classifier outperforms all other classifiers.  

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Label
Powerset

(LR
baseline)

Label
Powerset

(NB
baseline)

Classifier
Chain (NB
baseline)

XGBoost
Classifier

Binary
Relevance

(NB
baseline)

Classifier
Chain (LR
baseline)

AdaBoost
(DT

baseline)

Label
Powerset

(DT
baseline)

Binary
Relevance

(DT
baseline)

Decision
Tree

ML-KNN

M
ac

ro
 A

ve
ra

ge
d

 M
ea

su
re

s

Classifiers

Macro Averaged Measures of Classifiers

Macro Averaged Precision Macro Averaged Recall Macro Averaged F1-Measure



59 

 

5.3 Hyperparameter Tuning Analysis 

Hyperparameter tuning is the process of modifying a few initialized parameters that have 

pretrained on a large corpus to adapt them to the new dataset. To investigate the effects of 

hyperparameter tuning on the classification model, a hyperparameter metric ‘micro averaged 

measure’ is specified. Then the model is tuned to maximize the value of micro averaged precision. 

RandomizedSearchCV is implemented during the tuning process to perform a randomized search 

over parameters, which can find the best parameters within the feasible space. To begin, the 

performance of various multi-label classifiers is compared. The classifiers that have the better 

performance are chosen from Table 5.4. Since One-versus-All, XGBoost, and ML-KNN classifier 

shows better performance than other classifiers, hyperparameter tuning is used to determine the 

optimal parameters for these classifiers. Table 5.5 shows the hyperparameter tuning for One-

versus-All classifiers based on TF-IDF features. L2 regularization and the value 1 of C parameter 

would give the highest accuracy for One-versus-All classifier (Logistic Regression baseline). 

Table 5.6 shows the hyperparameter tuning for XGBoost Classifier based on TF-IDF features. 

Learning rate is an important hyperparameter in the classification task, as it determines whether 

the objective function can converge to a local minimum. Table 5.7 shows the hyperparameter 

tuning for ML-KNN based on TF-IDF features. When K is set to 3 and S is set to 0.1, the accuracy 

value of the model is the highest.  

Table 5.5: Hyperparameter tuning for One-versus-All classifier based on TF-IDF features 

One-versus-All (Logistic Regression baseline) Classifier 

Parameter Possible Values Hyperparameter tuning 

Penalty L1, L2 L2 

C 0.000001,0.00001,0.0001,0.001,0.01,0.1, 

1,10,100,1000,10000 

1 

 

Table 5.6: Hyperparameter tuning for XGBoost classifier based on TF-IDF features 

XGBoost Classifier 

Parameter Possible Values Hyperparameter tuning 

Learning rate 0.001-0.2 0.11799778766141077 

N_estimators 10,50,100,250,500,750,1000,2000 50 
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XGBoost Classifier 

Parameter Possible Values Hyperparameter tuning 

gamma 0-0.02 0.017507386547363852 

Subsample 0.2,0.3,0.4,0.5,0.6,0.7,0.8 0.7 

Reg_alpha 25,50,75,100,150,200 150 

Reg_lambda 25,50,75,100,150,200 200 

Max_depth 1-11 3 

Colsample_bytree 0.2,0.3,0.4,0.5,0.6,0.7,0.8 0.2 

Min_child_weight 1-11 5 

 

Table 5.7: Hyperparameter for ML-KNN based on TF-IDF features 

Multi-label K-Nearest Neighbors (ML-KNN) 

Parameter Possible Values Hyperparameter tuning 

K 1-100 3 

S 0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8 0.1 

 

5.4 Feature Extraction Analysis 

Feature extraction algorithm is predicated on the assumption that important words appear more 

often in the text. It generates a list of words and converts the words into a feature set for training 

the classifier in the proposed system. This research uses TF-IDF and Bag-of-Words (BOW) as the 

main feature extraction method to convert the word into vectors. TF-IDF algorithm effectively 

balances the term frequency (the frequency with which a word occurs in the document) with the 

document's inverse term frequency (how often the word occurs across all documents). This means 

that words like "one" and "“they”" will score extremely low because they occur in every input 

variable of the dataset. Rarer terms, such as "superhydrophobic," will occur frequently in only a 

few documents discussing the bio-inspired design functionality. The word related to functionality 

will receive a higher TF-IDF score, and thus will be identified as the important word by the 

classification model to classify the bio-inspired design. Bag-of-Words (BOW) generates a set of 

vectors containing the count of word occurrences in the document, while the TF-IDF algorithm 

shows the most important word in the whole document. BOW is easier to interpret than TF-IDF. 

However, TF-IDF performs better in the proposed classification system. These two methods are 
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combined to precisely describe the semantic information of the main information extracted from 

AskNature database. By selecting useful features from the dataset, the performance of the 

classification model is improved with minimal additional effort.  

Table 5.8: Model performance based on BOW features 

Bag-of-Words (BOW) 

Binary Relevance 

(NB baseline) XGBoost ML-KNN 

Label Powerset 

(DT baseline) 

Micro Averaged Precision 0.8011 0.8323 0.6010 0.6444 

Micro Averaged Recall 0.5161 0.6452 0.6771 0.5742 

Micro Averaged F1-Measure 0.5961 0.7235 0.6220 0.6844 

Table 5.9: Model performance based on TF-IDF (1-3 grams) features 

TF-IDF (1-3grams) 

Binary Relevance 

(NB baseline) XGBoost ML-KNN 

Label Powerset 

(DT baseline) 

Micro Averaged Precision 0.9600 0.9200 0.8718 0.6824 

Micro Averaged Recall 0.6154 0.7419 0.8500 0.6170 

Micro Averaged F1-Measure 0.7500 0.8214 0.8947 0.7632 

 

Table 5.8 and Table 5.9 show the model performance of Binary Relevance (Naïve Bayes baseline), 

XGBoost, ML-KNN, and Label Powerset (Decision Tree baseline). They are compared in terms 

of different feature extraction methods. The micro-averaged precision, recall, and F1-measure of 

these classifiers based on TF-IDF features are larger than those classifiers based on BOW features. 

The possible reason is that TF-IDF can catch the semantic information from the text document and 

shows the most important and least important words in the document. TF-IDF extracts the more 

identical word than BOW. And BOW only reflects the number of occurrences of words in the 

document. Therefore, feature extraction based on TF-IDF shows the better performance. 

Comparing the performance of four classifiers, XGBoost outperforms three other classifiers in 

terms of micro averaged precision on TF-IDF. However, ML-KNN has better performance in 

terms of micro averaged recall and micro averaged F1-measure. For Binary Relevance (NB 

baseline), XGBoost, and ML-KNN, the classification performance is significantly improved by 

changing from BOW features to TF-IDF features. For Label Powerset (DT baseline), the 

performance slightly improved by changing from BOW features to TF-IDF features. Therefore, it 
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can be concluded that single feature extraction method has different effects on various training 

classifiers.  

Table 5.10 shows the effect of number of features on the performance of classifiers. When TF-IDF 

is based on unigram, it extracts the same number of features as BOW, but it still outperforms BOW. 

TF-IDF based on only bigram shows the worst performance. The reason could be that the semantic 

meaning of sentence is changed when there’s only bigram extracted from dataset.  

Table 5.10: Performance of different feature extraction methods 

Feature Extraction Methods Number of Features ML-KNN Accuracy 

BOW 991 0.81 

TF-IDF_only_unigram 991 0.84 

TF-IDF_only _bigram 2048 0.72 

TF-IDF_unigram+bigram 3040 0.79 

TF-IDF_unigram+bigram+trigram 5183 0.82 

 

 

Figure 5.7: Number of features vs. ML-KNN Accuracy 

As shown in Figure 5.7, when the number of features increases, the accuracy of the model does 

not see much improvement. When TF-IDF features are only based on unigram, ML-KNN classifier 

achieves with the highest accuracy of 84% as the number of features is 991. And ML-KNN shows 

the best performance when the feature set is smaller, since ML-KNN is an example or instance-

based classifier, it performs very well with the limited training data. In many applications, the 
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number of training documents used for KNN classifier is prone to be limited in order to accelerate 

the classification [153]. Training dataset is usually restricted to a small number of representative 

examples from each class for KNN classifier. Therefore, ML-KNN shows the best performance 

when the number of features is the least. 

5.5 Case Study 

One case study was conducted to validate the proposed system in this section. The case study is 

about the self-cleaning mechanism of superhydrophobic surfaces, which implies the action of 

external forces, and it is extracted from one AskNature page. Data preprocessing is critical in the 

text mining and natural language processing step. Stopwords, punctuations and special characters 

were removed from the original dataset during the preprocessing to facilitate the future analysis. 

In addition, stemming was used to convert words-forms to stems. Figure 5.8 shows the main 

information before and after data preprocessing. Special characters, punctuation such as “,” “.” “-” 

are removed, some stopwords such as “the”, “of”, “is”, “of” are removed from the original dataset, 

then all uppercases are converted into the lowercases. In addition, all word forms are converted to 

their root forms. For example, the word “superhydrophobic” is converted to “superhydrophob”. 

This step effectively improves the proposed system’s performance and reduces the computational 

cost of the classification model. After the data preprocessing, the number of words decreases, 

which results in the smaller number of features extracted, which can improve the efficiency of 

feature extraction and representation before training the classifier.  

 

Figure 5.8: Main information before and after preprocessing 
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Following TF-IDF vectorization, the TF-IDF score of each word in the document was calculated 

to determine the keywords of the selected page. Table 5.11 summarizes the top 15 keywords on 

this page. Based on the extracted keywords, the classifier in the proposed system can classify the 

selected AskNature page into one of the design functions ‘superhydrophobic’. This case study 

validates the effectiveness and practicability of the proposed classification system for bio-inspired 

design. 

Table 5.11: Top 15 keywords in the selected AskNature page 

Top Keywords 

1. function  9. implies 

2. surfaces 10. action 

3. conventionally 11. forces 

4. attributed 12. exposed 

5. removal 13. condensing 

6. impacting 14. Superhydrophobic 

7. rolling 15. water 

8. droplets  

5.6 Discussion 

In this section, several aspects of this research are discussed, including several advantages and 

limitations of the proposed system, difficulties associated with dataset collection and main 

contributions of this research. 

5.6.1 The Advantages and Limitations of the Proposed System  

The proposed system has the potential to significantly reduce the time of classifying the bio-

inspired design corresponding to their design functionalities. This system can be used in 

conjunction with Domain Integrated Design method for bio-inspired design in the near future. It 

can also be used to assist the construction of bio-inspired design related database. However, the 

proposed system has its limitations. Firstly, it is difficult to determine which information is 

relevant to bio-inspired design and which is not during the process of dataset collection. The lack 

of standard nomenclature for describing complex bio-inspired design is another challenge during 

the process of dataset collection, since there is no standard set up within one journal or conference 

paper. In addition, positive bias exists during the process of dataset collection, as the researchers 
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would tend to omit or leave out the less useful data to the appendix, which possibly prevents the 

future researcher from determining the boundaries of possible NLP and text mining results. The 

impact of human bias to the classification accuracy in the dataset collection process has not been 

thoroughly investigated and still be considered as a challenge. In terms of feature extraction 

method, TF-IDF approach is a relatively straightforward and fast method for extracting keywords 

from a corpus and transforming textual data into numerical vectors, but it ignores the contextual 

information of each word and has poor performance on a large dimensionality of dataset. In terms 

of the performance of different classifiers, One-versus-All classifier outperforms all other 

classifiers, and it can provide information about the class by inspecting its matching classifier, 

however, it ignores the label correlation. Label Powerset considers the correlation between labels, 

but it does not consider all possible label combinations during the model development step. If the 

number of labels is large, Label Powerset is possible to have the issue of overfitting. And ML-

KNN shows the better performance on a smaller dataset, as it performed well with smaller number 

of feature sets.  

Another limitation of this classification system is the small size of the training data. Although all 

existing bio-inspired designs on the AskNature database are checked, this results in only 18 

labelled bio-inspired design functionalities. This is a very small dataset for classification task. This 

desire for additional bio-inspired design functionalities, as well as the desire to develop the 

classifier for additional design functionalities, suggests that this research can be extended in the 

near future. Bio-inspired design classifiers discussed in this research should be integrated into a 

publicly search tool/website, which enables the researchers to find the relevant bio-inspired design 

passages from a bio-inspired database. This search tool should be able to build the sets of training 

data continuously to train the classifier, as the classifier is adjusted based on the accumulated 

training data, the output label should be more relevant to the researchers.  

5.6.2 Main Contributions of the Research 

The proposed system facilitates the interpretability and usability of various classifiers, along with 

an empirical study of various multi-label algorithms, their applications, and evaluation metrics. 

Also, the relationships between various algorithms and the advantages and disadvantages of each 

classifier are introduced as well. Although the collected dataset from AskNature is relatively small, 

several classifiers including One-versus-All, XGBoost, and ML-KNN classifier can successfully 

predict the functionalities of bio-inspired design based on the training dataset. The proposed 
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system can effectively and efficiently classify the bio-inspired design corresponding to their design 

functionalities. In terms of the dataset collected in this research, label correlation does not cause 

any issue; however, investigating the existence of conditional and unconditional dependency 

between different labels is another possible extension of future work.  

This research may serve as an incentive for engineers and biologists to collaborate, as knowledge 

transfer between biological and engineering systems is more rapid and efficient based on the 

classification system. Additionally, this proposed system will gradually reduce the time required 

to generate a process for resolving engineering problems using naturally occurring biological 

solutions. It has the potential to be introduced into the engineering field soon as a useful tool to 

assist designers. One advantage of this proposed system integrates the text mining, natural 

language processing with machine learning model. Finally, the classification system bridges the 

biological knowledge with Domain Integrated Design to support the design ideation in terms of 

multiple domains, such as surfaces, cellular structures, cross-sections, and shapes.  
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6 Conclusions and Future Work 

6.1 Conclusions 

Bio-inspired design is a significant innovation that draws inspiration from nature and bridges the 

biological system with engineering knowledge. Designer can develop innovative engineering 

solutions by leveraging bio-inspired design knowledge that found from the nature. To solve the 

difficulties on extracting design knowledge from text-based database about the bio-inspired design, 

bio-inspired design classification system is developed to classify bio-inspired designs to support 

design ideation. In the proposed bio-inspired design classification system which consists of 

multiple classifiers, One-versus-All classifier outperforms than all other classifiers. It can achieve 

a micro averaged precision of 94.08%, a micro averaged recall of 94.82%, a micro averaged F1-

measure of 94.08% and an accuracy of 92.7%. This demonstrates that One-versus-All classifier 

can classify the bio-inspired design corresponding to their multi-functionalities effectively and 

efficiently. It is a promising approach to extract useful knowledge from bio-inspired design into 

solving engineering problems. And the proposed system can be a feasible solution for categorizing 

the bio-inspired design on a functional basis. One important contribution of this work is that this 

classification task is tied to the function basis. The highest label accuracy of One-versus-All 

classifier can achieve 96.3%. The label dependence does not cause any issue in the collected 

dataset. In addition, different feature extraction methods are compared in terms of classification 

performance. TF-IDF features have better performance than BOW features. One case study is also 

proposed to verify and validate the effectiveness and practicability of the proposed classification 

system. The primary limitation of this research is the small size of the dataset. With searches from 

the AskNature database, only 90 pages were selected since they are related to multi-functional bio-

inspired design. This is a very small dataset for classification task. Thus, the performance of 

classification system can be improved by increasing the dataset size.  

A comparative evaluation of these multi-label classification algorithms on a multi-label dataset 

composed of 90 instances and 18 class labels is conducted. The results show that the One-versus-

All classifier is effective for bio-inspired design classification, followed by ML-KNN and 

XGBoost classifier. Table 6.1 shows the top three classifiers with their configurations. Problem 

transformation and algorithm adaptation classifiers perform much better than the baseline classifier. 

In addition, One-versus-All classifier achieves the lowest hamming loss and the highest micro 
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averaged measures on the dataset. This classification system achieves superior performance on the 

dataset with TD-IDF as the feature representation. This system extracts the main information from 

the AskNature database and cleaned the data by using tools and techniques from NLP and text 

mining. The proposed system integrates NLP, text mining techniques with several machine 

learning models to make the classification on bio-inspired design. This research can motivate the 

collaborations between engineers and biologists since the knowledge transfer between biological 

sand engineering systems is faster and more efficient. Furthermore, this proposed system will 

gradually reduce the time required to classify the bio-inspired design on a functional basis. It has 

the potential to be introduced into the engineering field as a knowledge extraction tool to aid 

designers in the near future. 

Table 6.1: Classifiers with great performance 

Method Classifier Configuration Accuracy 

Problem 

Transformation 

Method 

One-versus-All 

Classifier 

One-versus-All Classifier with 

Logistic Regression baseline 

Penalty = L2, C = 1 

 

92.7% 

 

Algorithm 

Adaptation 

Method 

XGBoost 

Classifier 

Number of booting rounds 

parameter set to 50, Lambada = 200, 

Alpha = 150 

 

80.07% 

ML-KNN Multi-label K-Nearest Neighbors 

with K = 3, S = 0.1 

 

82.35% 

 

6.2 Directions for Future Work 

In the future, several works need to be carried out. Bio-inspired design classification system should 

be extended to other types of knowledge in the biological system, such as images, videos, mixed 

knowledge of textual and image data. In addition, more deep learning classifiers can be developed 

to improve the classification accuracy, precision, recall and F1-measure. Based on the results in 

this research, the classification should be further refined by including more semantic information, 

which may result in more precise and faster results.  
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Furthermore, developing an integrated search and classification tool represents a very promising 

area of future research. This tool should enable researchers from diverse fields to retrieve 

knowledge from biological corpus based on design functionalities and to keep track of the 

relationship between biological solutions and engineering problems. This search tool should be 

capable of continuously accumulating training data across multiple uses, which should result in 

the increasing accuracy of the refining classification system.  

In addition, more machine learning packages can be integrated into the system to determine 

whether the accuracy can be improved, such as BERT developed by Google, MULAN, and WEKA. 

Incorporating this classification system into a multi-language support classification system is 

another possible extension of this work. Various coarse, medium, and fine categories for of bio-

inspired design labels can be examined to determine the effects of feature complexity on system 

performance. Additionally, the multi-class and multi-instances approaches, as well as the 

hierarchical multi-label classification approach can be learned.  

Latent Semantic Analysis (LSA) is a natural language processing technique for grouping topics 

that are similar to one another. This technique can be tested on the collected dataset in this research 

to see the performance. In the future, a failure analysis will be required to aid the development of 

a more sophisticated classifier that includes pipelines step such as co-reference analysis. The 

analysis of false positives and negatives can help understanding why the classification model 

makes an error. Furthermore, the computational complexity of each classifier within the proposed 

system should be compared, since the computational and time costs are critical factors when 

running in a real-world application.  
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