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ABSTRACT 

The addition of Nb significantly retards recovery and recrystal1ization 

through solute drag and precipitation pinning effects. It is important to 

describe the precipitation behaviour precisely because finely distributed 

precipitates retard the restoration process abruptly. The isothermal 

precipitatIOn behaviour has been studied frequently. However, during 

i ndustrial hot deformation processi ng, the temperature decreases 

continuously. so that isothermal data cannot be applied directly to predict the 

precipitation under these conditions. The focus ofthis study is therefore on the 

CCP (Continuous-Cooling-Precipitation) behaviour of Nb carbonitride in 

austenite. 

To calculate the CCP behaviour, isothermal P'IT (Precipitation-Time

Temperature) data in terms of the Ps (precipitation start) and Pr (precipitation 

finish) times are first required. In 1987, Dutta and Sellars developed a 

thermodynamic model to predict Ps times for the precipitation of niobium 

carbonitride, and in 1989, Liu and Jonas developed a model for titanium 

carbonitride. In the present work, the L-J (Liu-Jonas) model is used to 

calculate the Ps time at a given tempe rature From experimental d~ta. Since 

the prediction models 'ire only limited to the Ps times, a l'\ew calculation 

method for the Pr time, based on reaction kinetics and classical nucleation and 

growth theory, is proposed in this study. Two models are developed to follow 

the precipitation process, and the time exponent and rate constant for the 

kinetics are formulated for each model. The additivity rule, which was 

developed by Scheil in 1~35, is then used to calculate the extent of 

precipitation during continuous cooling. 

Isothermal precipitation rates for 0.040% Nb steels are measured 

experimentally by the stress relaxation method. The CCP behaviour is then 

calculated and is then examined by continuous cooling testing, using a hot 

deformation dilatometer. Prccipitates are observed by transmission electron 

microscopy of specimens quenched t\fter a period of cooling at various cooling 

rates. The Ps and Pr times estirnated from the particle size data show good 

agreement with the calculated CCP behaviour. 
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RESlJME 

L'addition du niobium retarde de manière signiticative la restauration 

et la recrystallisation par les effets de traînage du niobium en solution et 

d'ancrage du niobium précipité. La description précise des réactions de 

précipitation est importante car une fine distribution de précipités peut 

retarder brutalement le processus d'adoucissernen t. La préci pita lion 

isotherme a fait l'objet de nombreuses études. Cependant, lors d'un pl'Océdl\ 

industriel de déformation à chaud, la température décroît continul'llernent, de 

sorte que les données obtenues pour un comportement isotherme ne peuvent 

pas être directement utilisées pour prédire lB précipitation dans ces condition::;, 

Le butde cette étude est donc la précipitation lors d'un refroidissement continu 

CCP (Continuous-Cuoling-Precipitation) du niuLium dans l'austénite. 

Pour calculer le comportement CCP. des données isothermes PTT 

(Precipitation-Time-Temperature) en fonction de Ps (temps de début de 

précipitation) et Pr (temps de fin de précipitation) sont d'abord requises. Rn 

1987, Dutta et Sellars ont développé un modèle thermodynamique pour 

prédire les temps Ps de précipitation du niobium, et en 1989, Liu et Jonas ont 

développé un modèle pour le titane. Dans le travail présent, le modèle L-J 

(Liu-Jonas) a été utilisé pour calculer les temps P., à une température donnée 

à partir de données expérimentales. Puisque les prédictions sont limitées au 

seul calcul du temps Ps, une nouvplle méthode de calrul pour les temps Pf, 

basée sur la théorie de cinétique et la théorie rlassique de nucléa lion ci de 

croissance, est suggérée dans cette étude. Deux modèles sont proposés pour 

suivre le proce3SUS de précipitation, et l'exposant temps et la constante de 

vitesse des cinétique3 ont été exprimés pour chacun des modèles. La régie 

d'additivité, qui a été développe par Scheil en 1935 a été ensuite utilise pour 

calculer l'étendue de la précipitation lors du refro~dissement continu. 
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Les vitesses de précipitations isothermes pour des aciers contenant 

0.04% de niobium ont été mesures expérimentalement par la méthode de 

relaxation de contrainte. Le comportement CCP a été calculé et par la suite 

étudié par des tests de dilatométrie à chaud curant refroidissement continu. 

Les précipités d'échantillons trempés, aprés une certaine durée de 

refroidissement selon différentes vitesses de refroidissement, ont été observés 

par microscopie électronique en transmission. Les temps Ps et Pr estimés à 

partir des données des tailles des précipités, s0nt en bon accord avec ceux 

calculés par la méthode du comportement CCP. 
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CHAPTERI 

INTRODUCTION 

Niobium is one of the most commonly used microalloying elements in 

steels. It is used primarily in hot rolled products, where it retards the 

restorat.iop process and produces fine and elongated austenite structures. The 

retardation of recrystallization due to Nb has been discussed by many 

investigators and it is attributed to i) solute drag and ii) precipitation of fine 

Nb(CN). The recrystallization retardation behaviour changes drastically 

when Nb forms precipitates. Thus, PT!' (Precipitation-Time-Temperature) 

diagrams were introduced to show the exact relationship between the 

appearance of precipitates and time and temperature. These diagrams have 

been widely used to verify that the abrupt retardation of recrystallization 

occurs after the start of precipitation. They have also been instrumental in the 

optimum design of controlled rolling schedules. 

In the past, isothermal studies were used to approximate the 

microstructural changes taking place during industrial hot deformation 

processing. With the need for increasing precision, such approximations are 

inadequate. For example, for the phase transformation of austenite, CCT 

(Continllous-Cooling-Transformation) diagrams are frequently referred to 

instead of the IT (lsothermal-Tran~formation) diagrams. The CCP 

(Continuous-Cooling-Precipi tation) behaviour is therefore necessary to 

accllrately predict the precipitation process characteristics of industrial hot 

deformation procedures. However, until now, few attempts have been made, 

either experimentally or theoretically, to understand and model precipitation 

during continuous cooling. Therefore, the main objective of this study is to 

generate a relationship between isothermal (PTT) and continuou::i cooling 

(CCP) precipi tation beha viour, analogous to the case of austeni te 

transformation. 
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The present thesis is divided into the following chapters: 

In Chapter 2, the roIe of Nb in austenite and the modes and kinetics of 
precipitation ofNb(CN) in austenite are reviewed. 

In Chapter 3, methods for predicting the P" times and a new model for 
predicting the Pr times during isothermal holding are described. A theor<,tÎca 1 

model to predict the continuous cooling behaviour from isothermal data bascd 
on the additivity rule is proposed. 

In Chapter 4, the experimental materials and methods used to observe 

the precipitation behaviour during isothermal holding and continuous cooling 

are outlined. 

In Chapter 5, the isothermal Ps and Pr times obtained from the 

experimental measurements are shown, along with the 9article size evolution 
observed by TEM during continuous cooling testing. 

In Chapter 6, the relevant thermodynamic parameters are calculated 

using the present mod,~l and are compared to the experimentally determined 

values. The mechanisms associated with the various stages of relaxation 

behaviour are discussed. The method used of determining the Ps and Pr times 

from the experimental particle size evolution data is also described and the 

results are compared to the predicted val ues. 

Finally, the general conclusions of this study are summarized ln 

ChapterVn . 

c 
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CHAPTERII 

THE PRECIPITATION OF NIOBIUM CARBO
NITRIDE IN AUSTENITE 

The addition of transition metals, such as Nb, Ti and V, imp~ ','Ves the 

mechanical properties and microstructure of hot rolled steel. These are called 

microalloying elements because small additions can greatly change the 

properties and microstructures of such steels. 

In the temperature range of hot rolling, microalloying elements can he 

dissdved during reheating and then reprecipitated during subsequent hot 

rolling. The finely distributed precipitates are responsible for the retardation 

of recrystallization and the consequential accumulation of strain leading to a 

pancaked austenite grain structure. The pancaked austenite structure has a 

high value of effective surface area per unit volume (Sv), which increases the 

ferrite nucleus density, and results in the formation of a highly desirable fine 

ferrite and pearlite microstructure after transformation. Even when the 

microalloying elements do not precipitate, the substitutional atoms still affect 

the properties and microstructures of the steel through the solute drag effect. 

However, the influence ofprecipitates is much greater than that of the solute. 

In this chapter, the effect of Nb addition in steel is reviewed. The 

process of Nb carbonitride precipitation and general aspects of precipitates are 

also summarized. 

II.1. Nb IN STEEL 

In the early 20th century, the most important property of steel was its 

tensile strength. At the time, C was usually employed as an inexpensive 

alloying element to produce high strength levels [1]. During World War II, the 

use of welding became widespread and one of the problems that most 

frequently occurred was brittle fracture of the heat affected zone (HAZ). 

Carbon additions were recognized as heing harmful to the HAZ fracture 

properties. Thert'fore, a high manganese-to-carbon ratio was adopted to lower 
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the carbon contents. As early as 1924. Arrowsmith [2] pùint<.'d out the 

advantage of grain refinement for strength and toughness. Following 

Pickering [1J, grain refinement has been round tCl be the only mcthod of 

increasing both the yield stress and toughness cf materials. as shawn in l"ig. 

2.1. 

To produce fine grained ferrite, the austenite grain size must hl' 

controlled because the ferrite grain size is closely related to the austenite grain 

size [3, 4]. During hot rolling, two methods are usually applied to n.'fine th(l 

grain size of ferrite; i) control of the austenite microstructure during rolhng. 

and ii) control of the cooling rate after rolling 

During hot rolling, control of the austenite microstructure is importallt 

because it dictates the number of nucleation sites avai lable for the phase 

transformation. In the case ofC-Mn steels, recrystallization after deformation 

is so fast that the rolling must be done at very low temperatures tn obtain a 

deformed grain structure before transformation. This requires inereases in 

mill power and causes the products to have nonuniform gauge. Niobium is 

used mainly to overcome this kind of shortcoming becausc it expanrls the 

region of non-recrystallization [9] (Fig. 2.2). During the late 50's and carly 

60's, Nb bearing steel was developed [7J and controlled rolJing was introduced 

to increase the toughness of the steel. The objective of controlled rolling is lo 

increase the number of nucleation sites before transformation. '['his is 

achieved in the Nb steels by suppressing recrystallization and rolling at a 

relatively low temperature with an increased reduction al the final pass [8]. 

The cooling rate after rolling is also critical in the control of ferrite grain 

size. When a fast cooling rate is used, grain growth is suppressed and a fine 

grain structure is obtained (5,6]. The cooling rate should therefore he kept mi 

high as possible to produce a refined ferrite grain structure, provided it docs 

not reach the point wh~re diffusionless phase transformations, i.e. bainitic and 

martensitic transformations, occur. The critical cooling rate depends 011 

chemical composition and initial austenite grain size. 

The reason why Nb retards recrystallization has been discussed many 

times, and it has been established that the basic mechanisms are solute drag 
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[10-151 and precipitation pinning [11-13,16-19]. A diagram which shows these 

effects clearly is shown in Fig. 2.3 [13]. At high temperatures, there is no 

Nb(CN) precipitation and the retardation is attributed to solute drag. At lower 

temperatures, precipitation occurs, recrystallization is delayed and the 

pinning effect is much stronger than solute drag. 

Elements such as Nb and Ti are easily precipitated in the temperature 

range of hot rolling and are thus used frequently to control austenite 

rerrystallization. The solubility products of various carbides and nitrides 

found in the literature are summarized in Table 2.1 and in Fig. 2.4 [35]. It can 

be seen from this diagram that complete solution can be obtained for most 

microalloy precipitates at high tempe ratures in the austenite range. The 

exceptions are VC, which is taken into solution at relatively low temperatures, 

and TiN, which is extremely stable and is only soluble in austenite at very 

high temperatures. 

Two species of niobium precipitate, NbC and NbN, are formed in HSLA 

steels. However, Nb(CN) is frequently used ta denote the precipitating species 

because NbC and NbN are known to be completely mutually soluble. In most 

cases, the atomic ratio between substitutional solute atoms (Nb) and 

interstitial atoms (C, N) in Nb(CN) is assumed to be stoichiometric. However, 

the combination of Nb and C, N i5 round in practice to be non-stoichiometric 

because ofvacancies in the interstitial sites of the Nb(CN) crystallattice [25]. 
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Table 2.1 

Species of 

precipitate 

NbC 

NbN 

Nb(CN) 

TiC 

TiN 

AIN 

VC 

VN 

Solubility products of Nb, 'fi, AI and V carbide, 
nitride and carbonitrides. 

Temp. range log[M][I] = A + BIT 
rer. 

(<le) 
A B 

1050-1150 3.31 -7970 20 

1050-1300 3.42 -7900 21 

1000-1300 3.18 -7700 22 

1000-1300 3.70 -9100 23 

950-1050 4.37 -9290 24 

1000-1250* 3.40 -7920 25 

900-1300* 2.81 -7020 26 

900-1200* 3.11 -7520 27 

1190-1330 2.80 -8500 24 

1100-1300 2.89 -8500 27 
* 2.86 -7927 26 -

900-1300 2.26 -6770 28 

1000-1250 4.03 -8720 29 

950-1350 2.75 -7000 28 

900-1300 5.33 -10475 30 

1000-1300 4.94 -14400 31 
1100 ... ·1350 5.19 -15490 32 

1200-1300 3.82 -15020 33 

1050-1350 1.95 -7400 34 
950-1300 1.48 -7500 74 

950-1350 1.03 -6770 28 

- 6.72 -9500 24 

900-1100 3.46 -8330 28 

*carbide or nitride assumed to be MIO.87 in the analysis. 
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II.2. CHARACTERISTICS AND PROPERTIES OF Nb 
CARBONITRIDES 

Il.2.1. Structure of Nb Carbonitride 

Niobium shows a strong tendency to form carbonitrides, but relatively 

little tendency to form oxides or sulfides [78]. Cubic forms of Nb carbonitrides 

have been frequently reported in steels with low niobium content (0.04%). 

However, steels containing 0.1 % C, high niobium contents (0.1%), or high 

nitrogen contents (0.012%) give rise to the formation of non-cubic compounds 

after long austenitizing treatments (150 hrs) [36-38]. Some of these have been 

identified as hexagonal NbN or as tetragonal Nb-O-N precipitates. When NbN 

precipitates in the Fe-Nb-N system, it usually has the hexagonal structure. 

However, when C is also present in the concentration range of typical 

microalloyed steels, Nb(CN) precipitates in the cubic form. Here, nitrogen 

substitutes randomly for carbon in the NbC lattice [26]. Nb mono carbides and 

nitrides exhibit complete intersolubility because carbon is randomly replaced 
by nitrogen. Most of the Nb compounds which can be found in HSLA steel have 

the NaCl type structure with Nb atoms occupying one fcc lattice and C and N 

occupying the other fcc lattice. 

In Figs. 2.5 (a) and (b), the equilibrium diagrams of Nb-C and Nb-N, 

respectively, are shown. These systems display the presence of an M2I phase 

in addition to the MI phase. Here, M and 1 represent the metal and interstitial 

atoms, respectively. Although the equilibrium diagram of Nb-C is generally 

accepted, the Nb-N phase diagram is very complex and still questionable in 

terms of chemical compositions and phases [39]. In the Nb-N phase diagram, 

detailed phases proposed by Brauer and Esselborn [40] are shown. The crystal 

structures and lattice parameters for the NbC and NbN phases are 

summarized in Table 2.2. 

Lattice parameters change with the ratio of interstitial to metal atoms 

and decrease with increasing vacancy of interstitial sites [48]. The lattice 

parame ter of pure stoichiometric NbC is 4.470A and this decrenses to 4.431Â 

for NbCo 77. Pure NbN has a lattice parameter of about 4.38Â. For Nb(CN) 
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Table 2.2 

Phase 

{l-Nb2C 

y-Nb2C 

NbC 

p-Nb2N 

y-NbN 

8-NbN 

S'-NbN 

e-NbN 

TiC 

TiN 

VC 

VN 

-', 

Crystal structure and lattice parameter of sevet·ul 
niobium carbides and nitrides. 

Structure Lattice parameter (Â) Ref. 

Hex a= 5.417, c =4.974 43 

Hex a = 3.127, c = 4.965 at NbCo .t9 44 
a = 3.127, c = 4.972 at NbCo 50 

BI a=4.431 atNbCo'17 44 
a=4.470 at NbCo 99 

a =3.056, c=4.957 at N-poor 

Hep boundary 45 
a = 3.056, c = 4.995 nt N -rich 

boundary 

a=4.385, c=4.310 at N-poor 

Distorted boundary 40 
B 1.(Tetrag.) a = 4.386, c = 4.335 at N-rich 

boundary 

BI a = 4.381-4.392 45 

Anti-NiAs a = 2.968, c = 5.535 46 

TiP a = 2.958, c = 11.272 47 

BI a=4.328 at TiC, 0 39 

a = 4.317 at Tieo 61 48 

BI a=4.24 39 

BI a=4.131 at veo 73 49 
a=4.166 at VCo 87 

BI a=4.066 at VNo 72 50 
a=4.140 at VC, 0 

14 
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precipitates, the lattice parameter has a value between those ofNbe and NbN, 

accordi ng to the composition. 

Il.2.2. Nonstoichiometry 

It is a characteristic of many carbides and nitrides, and of interstitial 

compounds more generally, that they are liable to vary from stoichiometry. 

This is particularly so within the cubic (NaCl type) group. Thus, the compound 

is very often symbolized as Mlx, where Mis the transition metal element (Nb, 

Ti or V), 1 is the interstitial element (C or N), and x (s 1) is the atomic ratio of 1 

to M in the compound. Nb(CN) can be written as Nb(CyN l-y)x and this means 

that the fraction ofinterstitiai sites occupied by interstitial atoms is x, which is 

in the range of 0.75-0.98 [25]. 

The degree of nonstoichiometry, Le. the value of x, deiJends on the 

equilibrium activity of 1 in the compound. For example, x values as high as 

0.98 in Nb carbide can be achieved when the carbide is in equilibrium with 

pure carbon, that is when the activity of carbon is 1.0. Since the carbon 

activity in microalloyed steel is generally less than 1.0, the precipitating 

carbide cannot be stoichiometric. The concentration of interstitial in NbC 

varies from 0.7 -1.0 and in Nb2C, from 0.35-0.5. For hexagonal carbides of the 

M21 type, the non-stoichiometry is considerably smaller than for the cubic 

ones. As in the nitride, the composition is in the range of 0.29-0.33 N for Nb2N, 

0.4-0.5 N for NbN and 0.445-0.4 75 for e-NbN [48]. 

Since the deviation from stoichiometry is due to the vacancies in the 

interstitial sites r39], the lattice parameter of the compound is a function of the 

degree of its non-stoichiometry. The lattice parameters of Nb(CN) are much 

larger than that of y-Fe (3.54 Â). This difference causes a significant lattice 

mismatch between the precipitates and the austenite matrix. The free energy 

of formation of these compounds also varies with the non-stoichiometry. 

However, according to the thermodynamic analysis of Balasubramanian and 

Kirkaldy [51], the efTect is not strong. For example, the variation in the molar 

free energy ofNbC,< is only about 5% when the value ofx is changed from 1.0 to 

0.75 at 1273K. Thus, Nb(CN) is frequently used to describe precipitation 

despite its non-stoichiometric nature. 
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II.2.3. Crystallography 

The shape, size and orientation of the precipitate depends on Whl'th(,l' 

precipitation occurs in austenite or ferrite. There are two relevant aspeds of 
the crystallography of precipitation to discuss; i) the orientation relationship 

and ii) the degree oflattice mismatch (the degree of lattice disregistry). 

Davenport et al. [52] have shown that, in stainless steel, strain induc('d 

precipitates ofNb(CN) in austenite have a cube-cube relationship, Le.: 

(100 )pp'rl I( 100)y 

[010]PPTll[010]y 

When Nb(CN) is precipitated in ferrite or martensite, it exhibits the Baker

Nutting orientation relationship [52,53]: 

(100)PPTII( 100)a 

[0 Il ]PPTII[ 01010 

The austenite transforms to ferrite with the Kurdjumov-Sachs (K-S) 

orientation relationship. 

(111)yl/(110)o 

[110]yl/[111]o 

Consequently, precipitates formed in y would be related to the ferrite by 

the K-S relationship when observed at room temperature. If the orientation of 

austenite grains changes after precipitation has occurred, e.g. by grain 

rotations accompanying deformation or recrystallization, there would he no 
rational crystallographic relationship between the Nb(CN) that had forrncd in 

the y and the final ferrite matrix. A change in the austenite grain orientation 

after precipitation usually cannot occur because most of the precipitation that 

forms in y is strain induced, and these precipitates act to suppress subsequent. 

recrystallization of the deformed austeni te. 
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The precipitates formed durtng the 'l to a transformation are very small 

in size and have a planar distribution. The ledge mechanism is often employed 

to explain this arrangement of precipitates. The other distinction of these 

interphase precipitates is their prominent contribution to the strength of the 
material. If a large amount of precipitation takes place in the austenite, then 

the amount. of solute atoms which can precipitate during transformation 
decreases, thus the strengthening effectofthe precipitates decreases. 

DeArdo et al. (54] calculated the lattice mismatch between precipitate 

and matrix by calculating the percent increase in the matrix lattice parameter 

that would be required to bring the two lattices into coincidence at the 

matrix/precipitate interface, i.e. 

(
L -L ) 

%Mi,~match= 100 PL m (2.1) 

m 

where Lp and Lm are the lattice parameters of the precipitate and matrix, 
respectively. 

As seen in Table 2.3, the magnitudes of the elastic matrix strain 
(e = 0.255 for NbC in y and c = 0 105 and 0.563 in a) required for lattice registry 

would appear to rule out any large degree of coherency between precipitate 

and matrix. However, the elastic strains required for the matrix to achieve 

lattice registry could be easily accommodated by the presence of a few 
interfacial dislocations for a precipitate of dimension IOOÂ. (A first order 

approximation indicates that about seven and three dislocations would be 

required to cancel the lattice mismatch for a precipitate ofNbC ofsize 100 A in 

austenite and ferrite, respectively. ) 



Table 2.3 

Matrix 

Y 

a 

18 

Lattice mismatch for Nb(CN) precipitates in 
austenite and ferrite 1541. Value mcans requit·('d 
distortion to maintain lattiee cohereney. 

Orientation 
Req ui red distortion of ma tl'Ïx (l'1(1) 

rela tionshi p 
NbC NbC08 NbNo8 

[lOOlpPT Il [lOOly 25.5 26.6 23.0 

[OlO]PPT Il (lOlly 25.5 26.6 23.0 

[OOl]PPT Il (OOlJy 25.5 26.6 23.0 

[lOOJpPT Il [100]a 56.3 57.7 5~L1 

[OllJpPT Il [010]0 10.5 11.5 8.4 

[Oll]PPT Il [OOl]a 10.5 11.5 8.4 

AU matrix strains are tensile. 
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II.3. PRECIPITATION OF Nb(CN) IN SUPERSATURATED 
AUSTENITE 

The precipitation of Nb(CN) in austenite and ferrite generally occurs at 
crystalline defects. The main reason why the precipitates are formed in this 

fashion is the rather large mismatch between the lattice of Nb(CN) and the 

matrix (Table 2.3). This increases the probability of nucleation at lattice 
defects where part of the strain energy can be reduced. Four sites of 

precipitation have been reported frequently, these being grain boundaries, 

dislocations, stacking faults as weIl as the matrix. 

Il.3.1. Precipitation on Grain Boundaries 

When a nucleus forms at a grain boundary, a small part of the boundary 

disappears and the energy released reduces the total energy associated with 

the formation of the nucleus. Suppose that the nucleus forms as an oblate 

spheroid of equatorial radius (ae), the area of boundary destroyed is nae2 and 

the corresponding loss in austenite grain boundary energy is nae2YGB' where 

YGll is the grain boundary energy per unit area. Taking YGB = YPM (YPM is the 
surface energy of the precipitate/matrix interface) because of its incoherent 
nature, the surface energy increase due to grain boundary precipitation is half 

that of matrix precipitation [55]. Further reductions in free energy occur at 

junctions where 3 or 4 grains meet. Clemm and Fisher [56] showed that the 

activation energy for nucleation at the latter can be reduced to about 1I2000th 

of that of homogeneous nucleation. Other reasons for preferred nucleation at 

grain boundaries are solute atom segregation to grain boundaries and more 
rapid diffusion along boundaries. 

J.W. Cahn [57] studied the kinetics of grain boundary nucleation 
systematically and reported a free energy decrease in the case of 

heterogeneous nucleation compared to homogeneous nucleation as shown in 

Fig. 2.6. In this diagram, the vertical axis is the ratio of the free energy of 

formation for heterogeneous nucleation to that for hornogeneous nucleation. 

When the ratio of grain boundary energy to nucleus surface energy increases, 

i.e. when the contact angle of the nucleus decreases, the energy needed for 
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Relative nucleation energy for nucleation at a grain 
boundary (a), grain edge (b) and grain corner (c) [57]. 

Il.3.2. Precipitation on Dislocations and Dislocation Substructurcs. 

It is weIl known that dislocations are preferred sites for precipitation 

from solid solution. Cahn [58] calculated the activation energy for the 

nucleation of a second phase on a dislocation, assuming an elastic model of a 

dislocation and an incoherent precipitate, and round that the n uclcation 

energy decreases even more rapidly with increasing thermodynamic driving 

force than does the nucleation energy for homogeneous nucleation. According 

ta Cahn, it was explained that the volume strain energy term in the free 
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energy of formation is negative on account of the release of the strain energy of 

the dislocation. 

There are several experimental observations which confirm the 

occurrence of precipitation on dislocations and dislocation substructures. It is 

often reported that the repeated precipitation of Nb(CN) along dislocation 

Hnes forms chain-like precipitates [59-61] and repeated precipitation on 

climbing dislocations produces planar particle arrays [62]. Davenport et al. 

[17] and Brown et al. [63] employed clark field electron microscopy to reveal a 

cell like distribution of Nb(CN) precipitates in hot rolled microalloyed steels. 

Chandra et al. [64] and Liu [65] also showed that strain induced precipitation 

occurs preferentially on the dislocation substructures developed during 

deformation. 

Two models have been proposed for the mechanism of precipitation on 

dislocations and these are the dislocation climb model and the dislocation 

sweep model. The first was developed by Silcock and Tunstall [66] for the 

precipitation of NbC on partial dislocations and stacking fauIts. The model 

was improved by Nes [67] who extended it to the case of nucleation on edge 

dislocations. This model is based on the observation that the significant 

volume increase involved in precipitate formation requires a vacancy flux 

toward the growing particle to reduce the local internai stresses resulting from 

particle growth. Consequently, it was assumed that the nucleation and growth 

ofprecipitates is controlled by the supply ofvacancies provided by the climbing 

dislocations. 

Kesternich [68] pointed out that the dislocation climb model neglects 

the long range diffusion of solute atoms to the precipitation sites, and 

concluded that there are always sufficient vacancies to reduce the strain 

energy between the precipitates and the matrix. Consequently, the lack of 

vacancies for balancing the lattice mismatch cannot be a factor limiting the 

growth of MI type precipitates. The proposed model. based on the observation 

of TiC precipitation. has the following charaderistics: 
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a) Interfaci al reactions limit growth so stl'ongly that gl'Owth is 

practically not observable, unless an aiding medu\nism becomct) 

operative. 

b) Such an aiding mechanism is initiated through annealing of pr'('

existing dislocations. The moving dislocations may sweep along solute 

atoms and increase the concentration ofsolute atoms. 

c) The concentration is increased, particularly at locations whcl'<.> two 
dislocations react with or ann~hilate each other. The Coltrdl 

atmospheres from both interacting dislocations are united and a locally 

enhanced supersaturation is created. This supersaturatioll drives 

interfacially controlled growth, 

d) Since the growth is assisted by the mobile dislocations, precipitates 

stop growing as soon as the particles have grown to sufficient size to 

effectively pin the dislocations. 

This model consists of two basic stages. The high stability of small 

precipitates is due to a strong interfacial barrier against growth and 

coarsening. Therefore, the first stage is the initial rapid growth regimc due tü 

an extra driving force emanating from dislocation reactions, leudi ng to 

enhanced local supersaturation. The second stage is the termination of the 

growth regime by immobilization of the dislocation network, once the 

precipitates have grown sufficiently to pin the dislocations, 

II.3.3. Precipitation on Stacking Faults 

A perfect disiocation may decrease its strain energy by dissociating into 

two partial dislocations separated by a planar stacking fault. The fault 

represents an interruption in the crystal stacking and, as such, has a positive 

energy associated with it, which tends to draw the tu{O partial dislocation::; 

back together, Such stacking faults are good nLlcleation sites, cspecia Ily for 

semi coherent phases, where the interruptioa in stacking may provide part of 

the rearrangement needed to nucleate the new phase. Rate equations for this 

important type of nucleation event have not yet been deri ved [691, 
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Kesternich [68] assumed that stacking faults are not preferable 

precipitation sites for MI type carbides. However, there are many 

experimental data which show preferential precipitation at stacking faults. 

Honeycombe et al. (70, 71] observed NbC particles at stacking faults in 

austenitic stainless steel and others have reported the presence of planar 

arrays of precipitates in the stacking f~ult plane [62, 66, 67, 72]. Silcock and 

Tunstall [66] have shown that the stacking fault {U1} extra plane, in which 

the precipitation of NbC occurs, is formed by the dissociation of the sessile 

dislocation 1/2 < 110> into Frank and Shockley partial dislocations. 

The stages in the growth of an NbC precipitate on an extrinsic stacking 

faultdue to dislocation climb are illustrated in Fig. 2.7. First, precipitates are 

nucIeated on the Frank partial or on an undissociated edge dislocation (a), jog 

movement provides vacancies to enable particle growth (b), and the Frank or 

undissociated edge dislocation moves forward by climb (c). Eventually, the 

dislocation pinches off around the particle and becomes available lor the fresh 

nucleation ofprecipitates. 

Il.3.4. Precipitation in the Matrix 

Random matrix precipitation not nucleated on dislocations has been 

observed in Nb [73], V [61, 72, 75] and Ti [76] containing austenitic steels 

where a cube/cube orientation relationship exists. However, compared with 

the other modes of precipitation, matrix precipitation is the most difficult to 

produce. 

The matrix precipitates are probably semi-coherent in the early stages 

of growth, but because of a 25% mismatch between the lattices of matrix and 

carbide, a substantial strain field is present. The strain field of a large particle 

is much smaller than that of a small particle, which suggests that much of the 

strain has been eliminated by the absorption of vacancies in the early stages 

and al80 by the generation ofinterfacial dislocations during growth [77] . 



(0) 

Fig. 2.7 

(b) Cc) (d) 

Stages in the growth of NbC precipitates on a stacking 
fault due to climb of a Frank partial dislocation [66]. E: 
extrinsic stacking fault, F: Frank partial, J: jog emitting 
vacancies. 
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Il.4. EFFECTS OF Nb ON ROLLING OF STEELS 

Il.4.1. IUfect of Nb on Reheated Grain Size 

The initial grain size of steel after reheating depends on the 

temperature and holding time. During the reheating stage, the grain size of 

austenite increases to lower the total surface energy. Grain growth can be 
divided into two regions according to temperature; normal grain growth and 

abnormal grain growth [79]. In the former, the average grain size increases 

continuously, whereas in the later, certain grains increase their sizes abruptly 
above a certain temperature, resulting in a mixed grain structure. The latter 

is frequently seen in Al-killed steel, and this mixed grain structure decreases 

the workability of austenite and deteriorates the toughness remarkably. 
Under isothermal conditions, the grain size increases with time according to 
[80]: 

(2.2) 

where di is the initial grain diameter, drthe grain diameter at a certain time, t 

is the time and k is the constant. The etTect of reheating temperature on grain 
size increase is stronger than that oftime. 

It was observed that niobium containing steels produced coarser grains 

than plain carbon steels at very high temperatures (> 1300°C) because of 

abnormal grain growth [81, 82]. However, within the range of reheating 

tempe ratures of hot rolling (1150-1250°C), the reheated grain size of niobium 

containing steels is generally much smaller than that of C-Mn steel for the 

same reheating condition. Zener [83] showed that the restraining effect of 

grain growth is attributed to grain boundary pinning by particles. The 

austenite grain size is then controlled by the mean diameter and the volume 
fraction ofprecipitates, as follows: 

(2.3) 
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where dv and dp are the mean diameters of the austenite grains and the 
precipitates, respectively, and fv is the volume fraction ofpredpitates. 

Gladman [84] developed his grain growth theOl'y in the presence of 

second phase particles on the basis of the energy change during grain growth: 

(2.4) 

where ~ is the ratio of the radii of the growing grain and its neighbor. This 

equation shows good agreement with experimental data, when the value of ~ is 

in the range 2-v' 2. 

Hellman and Hillert [85] also obtained relationships between the 

diameter of the austenite grains and the diameter and volume fraction of the 

precipitates by modifying Zener's theory. The relationships can be written as: 

4dP 

dY= -- - - - normalgramgrowth 
9 ru 

4dP 

dV< -- - - - abnormalgraingrowth 
3 ru 

(2.5) 

From the above equations (eqns. (2.4) and (2.5», it can be seen that th~ 

austenite grain diameter is linearly dependent on the size of precipitate and 

the inverse volume fraction of precipitates. Therefore, the formation of finely 

distributed pA.rticles is effective in suppressing grain growth during reheating. 

The movement of the grain boundary away from the particle would 

result in a local energy increase, and therefore there is a drag effect on the 

migrating boundary. The cr~tical size of the particle arresting the migration of 

a pinned houndary can he estimated sim ply hy inverting eqn. (2.4). 

(2.6) 
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From this equation, the critical particle size increases with an increase either 

in the volume fraction of the particles or the matrix grain size. Increasing the 

grain size heterogeneity decreases the critical particle radius. At the critical 

particle size, the driving force for grain growth equals the pinning force 

exerted by the particle. If the particle size increases further, the driving force 

will exeeed the pinning force and thus lead to grain growth. 

Il.4.2. J1:ffect of Nb on Recrystallization 

Recrystallization is usually observed during the hot deformation of fcc 

metals with intermediate or low stacking fault energies. It has also been 

reported that recrystallization occurs in bec metals such as very high purity a

Fe. During deformation, dynamic reerystallization takes place when a critical 

strain (cc) is reached. This Cc is somewhat less than cp (strain to peak stress), 

which is related to the Zener-Hollomon parameter (Z), as follows [96]; 

(2.7) 

where A and n are constants. For C-Mn and low alloy steels, the value of n 

varies from 0.125 to 0.175. Le Bon et al. [16] reported that the deformation 

needed to initiate dynamie recrystallization is higher for Nb steels than for 

Nb-free steels. Jonas et al. [10-12] showed that ep increases when Nb is 

present. The increase of ep by Nb is most effective when the Nb exists as fine 

precipitates. The Nb in solution in austenite also retards the onset of dynamic 

recrystallization. However, at very slow strain rates, precipitation can take 

place much earlier than dynamic reerystallization. Thus the retardation effect 

of Nb(CN) is not significant because it has coarsened prior to the onset of 

dynamic recrystallization [16]. 

Figure 2.8 shows the critical temperature below which complete static 

recrystallization is arrested, taken from the experimental results of Cuddy, 

who used multî-pass rolling tests [86]. From the figure it can be seen that Nb 

is the element that most effectively retards recrystallization. The order of 
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effectiveness of microalloying elements with rcspcct to the rcturdation of 

recrystallization is Nb, Ti, Al and V [81, 86, 89], 
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The increase in recrystallization stop temperature with 
increase in the level ofmicroalloy concentration [86]. 

The types ofprecipitates in austenite can be separated into precipitates 

whieh are not dissolved du ring reheating, precipitates formed dynamically 

during deformation, strain induced precipitates formed in the deformed 

matrix, and precipitates formed in recrystallized austenite. Non-dissolved 

precipitates show little effeet on the retardation of reerystallization because of 

their coarse size. Sinee the kinetics of statie precipitation from recrystallized 

austenite are extremely slow, the effect of Nb on the retardation of 

recrystallization can he mainly attrihuted to small strain induccd precipita tes 

[13,16-19,81,86,87,93] .nd dynamically formed precipitates [10,12,88]. The 

solute drag effect is also important because it retards recrystallization until 

precipitation occurs [11, 92], For instance, vanadium is not as effective in 

retarding recrystallization because solute vanadium atoms cannot delay 
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recrystallization until precipitation starts. Therefore, precipitation will not 

affect recrystallization because recrystallization will finish before 

precipitation takes place. 

Precipitation drag forces were estimated by Cuddy [86] using three 

models, i) a rigid boundary model, ii) a flexible boundary model, and iii) a sub

boundary mode!. The calculated results gave much smaller values than the 

driving force for recrystallization. However, the retardation of 

recrystallization by precipitates is clearly observed experimentally. The 

discrepancy between the calculated and experimental values was attributed ta 
the assumption that the particles are distributed uniformly, whereas they are 
precipitated in a highly localized manner. Kwon and DeArdo [94] evaluated 

the pinning force in specifie local sites by combining the drag force equations 

and the volume fraction equation of Ashby and Ebeling [95]. The resulting 

force relations are as follows: 

For the case of the rigid boundary model in which the boundaries are not 

deformed by particle drag [94]; 

(2.8) 

In the flexible boundary model, in a boundary which interacts wi th 

every particle in the 3-D array until it is fully pinned [94]; 

(2.9) 

and in the sub-boundary model, in which precipitates are formed on the 

substructure [97]; 

3yf v 
F =--=2ydPN 

PSB 2 2 p nr 
(2.10) 
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where dP (=2'r) is the particle diameter, 0 the standard deviation of t.he 

particle size and Np is the number of particles per unit area of extraction 

repliea. 

The ealculated pinning forces have the sa me order of magnitude Ul:l t.he 

driving force for recrystallization. For example, if it is assumf'rt t.hat. 

d=4.7nm, 0=3.5nm, Np =2.98xl0u /m2 and y =0.8J/m2, then lhe calculat.cd 

local pinning forces are 3.48, 9.95 and 2.24MN/m2 for the rigid boundary, 

flexible boundary and sub-boundary models, respectively [941. as compal'l'cl la 

recrystallization driving forces which have been found to be in the range 9.0-

14.0MN/m2 [94, 97]. This result implies thet particles formed in the carly 

stages of precipitation can retard recrystallization significantly. 

II.4.3. Effeet of Nb on Strength and Toughness 

Stress-strain curves in the work hardening region can be described by 

the following general relationship: 

(2.11) 

where a is the true stress, c is the true strain and 00 and n are constants. Nb 

only increases 0 0 and does not affect the n value [91]. The strengthening 

effects ofmicroalloying elements are due to grain refinement and solution and 

precipitation hardening [90]. 

The dependence of yield stress on grain size is given by the Hall-Petch 

relationship. 

a =0 +k d- V2 
y t Y 

(2.12) 

where d is the grain diameter, Oy is the yield stress, ai is the friction stress 

opposing the movement of dislocations in grains and ky is a constant. Refining 

the grain size ofmetals and alloys results in an increase in the yield stress. 
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The impact transition temperature of ferrite ean be described 

quantitatively by an equation of the form [98]: 

pT == lnp -lne -lnd- U2 (2.13) 

where p anti C are constants and T is the ductile-brittle transition 

temperature. The transition temperature decreases when the grain size is 

decreased. 

Solid solution strengthening generally is not very effective and often 
expensive. This strengthening is related to the difference in atomic size 

between the solute and the solvent. AU solutes, particularly those of the 
interstitial type, are detrimental to the impact transition tempe rature [1]. 

In the case of precipitation hardening, for a given precipitate volume 
fraction, small particles impart significant strengthening. Particles which 

remain undissolved during the reheating stage are relatively large and thus do 

not contribute to precipitation hardening. The strengthening effeet is 

remarkable when precipitates are smaU and coherent with the matrix. In the 
initial stages of precipitation, where particles are small and coherent with the 

matrix, dislocation Hnes can cut the particles. At the later stages of 

precipitation, the particles become semi-coherent and/or incoherent with the 

matrix and, in this case, dislocations only circumvent the particles. When the 

dislocations bow around precipitates, shear loops remain around the particles 

and, for this reason, materials are strengthened by precipitates. In the case of 

Nb precipitates, the lattice mismatch is large enough to develop an incoherent 

boundary even at the early stages of precipitation. 

Ardell [99] classified several mechanisms by which the critical resolved 

shear stress could be increased by precipitates: 1) chemical strengthening is 

associated with the increasing energy due to the formation of additional 
precipitate/matrix interfaces when particles are sheared by dislocations; 2) 

staeking fauIt strengthening is taking place when the stacking fault energy of 

the precipitate differs from that of the matrix. The force required to free the 

dislocation from the precipitate depends upon the difference between the 

stacking fauit energies; 3) modulus strengthening occurs when the elastic 
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constants of the precipitate and matrix phases are different. The increment of 

the critical resolved shear stress is related to this difference; 4) coherency 

strengthening is brought about because the strain field of a coherent 

precipitate, which arises from the lattice mismatch with respect to the matrix, 

interacts with the strain field of a dislocation; 5) order strengthening occurs 

because antiphase boundaries are created when dislocations shear ordel'ed 

coherent precipitates; 6) strengthening by spi nodal decomposition; and. 7) 

Orowan strengthening takes place when the dislocations bow and bypass 

impenetrable precipitates. 

Gladman et al. [100] analyzed precipitation strengthening in terms of a 

simplified Ashby-Orowan equation: 

59l/2 -
o(MPa)= ~ ln( L ) 

L 25Xl0- 4 
(2.14) 

where fv is the particle volume fraction and t is the mean planar intercept 

length of precipitates. According to the above equation, precipitation 

hardening increases as the particle size decreases and volume fraction 

increases. This quantitative expression shows good agreement with 

experimental measurements for several microalloyed steels, as can be seen 

schematically from Fig. 2.9. 



( 

Fig. 2.9 

33 

lU 
Q.. 500 
~ -a 
~ 
(!) 200 z 
z 
w 
J: 
t- 100 (!) 
Z 
w 
Il: 
t- 50 
CI) 

z 
0 
i= 
c( 
t- 20 a:: 
(J 
w 
Il: 10 a.. 

0.0002 0.0005 0.001 0.002 

PRECIPITATE FRACTION, f 

The dependence of precipitation strengthening on precipitate 
size and fraction according to the Ashby-Orowan model, 
compared with experimental observations for given 
microalloying additions [100]. 



'. 

34 

II.5. KINETICS OF Nb(CN) PRECIPITATION 

II.5.1. Kinetics of Precipitation 

The precipitation kinetics of Nb(CN) have been measured in sevem 1 

investigations [13, 97,101-106]. Isothermal precipitation from supersatumted 

austenite can be interpreted in terms of the Johnson-Mehl-Avrami cquation: 

(2.15) 

Here Y is the fraction precipitated, band n are constants and t is the 

precipitation time. This equation was initially developed to explain the 

observed kinetics of phase transformation by Johnson and Mehl [10'7] and 

Avrami [108, 109]. That this rule applies well to the behaviour of precipitation 

was confirmed by DeSorbo and Turnbull11101. The theoretical values of n for 

the case of diffusion controlled growth have been estimated and are 

summarized in Table 2.4 [111]. 

The kinetics of precipitation are influenced by several factors including 

the temperature, deformation and chemical composition. Thesc effects are 

briefly summarized below. 

n.5.1.1. Influence oftemperature 

A useful method of displaying the effect of temperature is by the 

Precipitation-Time-Temperature diagram, usually referred to as the ptl"l' 

diagram. The rate of nucleation of solid particles from a supersaturated solid 

solution is a function of both LlG*, the free energy of formation of a critical 

sized nucleus, and of D, the diffusion coefficient of the solute in the matrix 

phase. The equilibrium number of clusters consisting of i atoms in a system 

containing a total ofN atoms is given by: 



Table 2.4 Values of the time exponent (n) in the Johnson
Mehl-A vrami equation for the case of diffusion 
controlled growth (111). 

Conditions n 

AlI shapes growing from small dimensions, 
>2.5 

increasing nucleation rate 

AIl sha pes growing from small dimensions, 2.5 
constant nucleation rate 

AlI shapes growing from small dimensions, 
1.5-2.5 

decreasing nucleation rate 

AH shapes growing from small dimensions, 
1.5 

zero nucleation rate 

Growth of particles of appreciable ini tial volume 1-1.5 

Needles and plates offinite long dimensions, 
1 

small in comparison with their separation 

Thickening oflong cylinders (needles), 
1 

e.g. after complete end impingement 

Thickening ofvery large plates, 
0.5 

e.g. after complete edge impingement 

Growth on dislocations (very early stages) -2/3 
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1

) 
n(i)=Ne.lp - k'f (2.16) 

where ~Gi is the free energy of formation of a c1uster containing i nloms. The 

tempera ture dependence of D is known to be of lhe forrn: 

D=D exp ( _ iL) 
() RT 

(2.17) 

where Do is a frequency factor and Q is the activation energy for solute 

diffusion. The variations of the thermodynamic Lerm and the kinctic tenn 

with temperature aredrawn schemalically in Fig. 2.10. The rate ofnucleation 

at any temperature is given by the procluct of above two terms, and this value 

can be expressed as the dotted line in the figure. 

Fig. 2.10 

; 
/ 

(1) 

n(i) 

Time 

Temperature dependence of the thermodynamic term (n(i), 
the kinetic term (diffusion coefficient) (D), the rate of 
nucleation (1) and time for nucleation (N(t». 

Once stable nuc1ei are formed, then the rate of precipitation is 

determined by the rate of interface migration (i.e. growth). 'l'he rate of 



-

37 

interface migration afa diffusion controlled transformation is determined by a 

combination of the thermodynamic driving force, which is the volume free 

energy change (AGv) between the reacted and unreacted regions, and the 

diffusion coefficient, D. As in the nucleation process, the thermodynamic 

driving force for growth is a function of the supersaturation, and thus 

increases with decreasing tempcrature. Therefore, the rate of growth is also 

represented as an inverse C shapLù curve. 

The rate of precipitation is a function ofboth the nucleation rate and the 

interface migration rate. The reaction occurs most rapidly at certain 

intermediate tempe ratures (as for the variation of N(t) in Fig. 2.10); it is 

sluggish at higher tempe ratures because the driving force for the reaction is 

small, and sluggish at lower tempe ratures because the rate of diffusion drops 

to a very low 'value [112, 113]. 

For most PI'T curves reported in the literature, the tempe rature where 

the highest rate of precipitation takes place, i.e. the nose temperature, falls in 

the range 875-1000°C. It has been found that, in typical microalloyed steels, 

the PTT curves determined for the Nb bearing steels have higher nose 

temperatures than those for the V bearing steels, but are lower than those for 

the Ti containing steels [11, 114]. 

Il.5.1.2.lnfluence ofdeformation 

Precipitation is accelerated by deformation because dislocations 

increase the density of nucleation sites and the effective diffusion rate of the 

solute atoms [65]. Le Bon et al. [16] reported that both the precipitation start 

times and finish times decreased with increasing amounts of deformation. 

They also pointed out that the particles precipitated after de formation are 

much smaller than those obtained from t~le undeformed condition. Speer and 

Hansen [115] observed precipitates which were formed after 20 and 50 pct 

deformation, and found fewer precipitates after the lower reduction. These 

observations can be explained in terms of dislocation densities, because a 

greater degree of deformation results in a higher dislocation density and a 

greater number of favorable nucleation sites. 
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The efTect of deformntion on precipitntion was systcmntically studit:'d by 
Weiss and Jonas [12]. In this work, pl'ccipitation bchavioUl' during and nfler 

deformation was followed by mcasuring the variation of the strain to the peak 

stress as a function of strain rate and holding lime, rcspectively. The P'lv!' 

diagrams obtained by this technique for three conditions are compared in Fig. 

2.11. The imposition of a 5 pet prestrain aceeleratcs the rate of stntic 

precipitation by about one order of magnitude and deereascs the nose 

temperature. The rate of dynamic precipitation is more than an order of 

magnitude raster than that of the statie precipitation induced by a 5 pet 

prestrain. 
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11.5.1.3. Influence of alloying elements 

The P'IT curve moves to higher temperatures and shorter times when 

the amount of Nb increases [116]. The presence and concentration of other 

elements, such as Mn, Si, Cr and Ni can also have significant efTects on the 

precipitation kinetjcs of microalloying elements. Koyama et al. (20, 117] 

reported that Mn, Cr and Ni increase the solubility of earbides and nitrides 

and decrease t.he difTusivities of the precipitate forming elements. These 

effects on the solubility were recently confirmed experimentally for low carbon 

high manganese steels (118]. On the contrary, the addition of silicon showed 

the opposite e fTe et. The accelerating effect of the latter is perhaps easier to 

rationalize since the diffusion of Si is relatively fast and its addition, therefore, 

leads to an increase in the selfdiffusivity of the matrix [122]. 

Akben et al. have studied the efTect of Mn (11,114], Mo [119, 120] and Al 

[121] on the precipitation kinetics of Nb and Ti microalloyed st.eels, and found 

that aU these elements retard precipitation, Le. shifted the C curve ta the 

right. This was attributed to a decrease in the carbon and nitrogen activity 

coefficients associated with the presence of other alloying elements, which, in 

turn, led to an increase in the solubilities of the particles and to a decrease in 

the driving force for precipitation. The efTect of Mn and Si additions on the 

diffusion of Nb in austenite was investigated experimentally [1231, and the 

results demonstrated that the addition of 1.5 pet Mn decreased the diffusivity 

of Nb in austenite by about Il pet and 0.6 pct Si increased it by about 5 pet. 

The influence of alloying elements on the difTusivity of precipitating 

elements in the steel can be expressed by the following equation [124]: 

D = DOexp(d X ) 
1 1 J 

(2.18) 

where Di is the effective diffusivity of element i (i = C, N, Nb, Ti,V) in the 

presence of elementj U = Mn, Si, Mo, Cr, Ni, Al), DO is the diffusivity of element 

i in the absence of elementj, r./ is the Wagner interaction parameter and Xj is 
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the atom fraction ofj. The activity of element i can be written nccording to the 
Wagner formalism [125] as: 

Ina ::lnX +dx 
1 1 1 J 

(2.19) 

According to the above two equations, the elements (Mn, Mo, Cr, Ni, Al) whieh 

increase the solubility of the carbide or nitride in austenite, will decrensc th(' 

diffusivity and activity of the precipitating species. By contrast, Si, whieh 

decreases the solubility of carbides and nitrides, is expected to il1crcase both 

the diffusivity and the activity. 

Il.5.2. Kinetics of Coarsening 

The mean size of precipitates continuously increases even after t.he 

solute concentration of the matrix has decreased to near the equilibrium lcvcl, 

because the interfacial energy for srnaller particles is higher for a given 

volume fraction of precipitates. The driving force of particle coarscning is, 

therefore, the decrease ofinterfacial energy of the particle precipitated . 

'rhe first detailed theory for particle coarsening was developed 

independently by Lifshitz and Slyozov [126] and Wagner [127] (the LSW 

theory). The kinetics can be described as: 

(2.20) 

where rand ro are the aver~ge particle radius at time t and t=O, respectively, 

and n and K are constants which depend on the process that is controlling the 

ratp, ofparticle coarsening. 

When interface migration is controlling the coarsening process [127 J, 

n=2 and 
v2 c k m e y 

K=a--
R'f 

(2.21) 
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Here, V mis the molar volume of the pl'ecipitates, Ce is the concentration ofthe 
rate controlling element in equilibrium, k is the rate constant of the phase 
boundary reaction, y is the interracial energy and a is a constant. 

When coarsening is controlled by bulk diffusion processes [126, 127], 

n=3 and 

(2.22) 

where Dv is the diffusion coefficient of the metal element in the matrix and p is 
a constant. 

When grain boundary diffusion is the controlling process [128], n = 4 and 

v2 C D yW 
K= K m e gb If) 

aRT 1\4> (2.23) 

Here, W is the grain boundary width, G is a parameter associated with the 
shape of the precipitates and the angle between the particle/matrix interface 
and the grain boundary, f(4)) is a parameter associated with the volume 

fraction of precipitates (4)>, Dg b is the diffusion coefficient of the metal element 
along the grain boundary and K is a constant. 

and 
Finally, when diffusion along dislocations is controlling [128, 129], n = 5 

v 2 C DdyNq 
K- m e -11--

R
-

T
-- (2.24) 

In this equation, N and q are the number of dislocations intersecting each 

particle and the effective cross sectional area of dislocation pipe diffusion path, 

Dd is the diffusion coefficient of the metal element along dislocations and Il is a 
constant. In aIl the above equations, Rand T have their usual meanings. 
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An alternative theory for particle coarsening, which considers that 

coarsening occurs primarily by particle coalescence, has been developed [130-

132]. However, this theory has not been further developed because coarsening 

behaviour can be adequately explained by the LSW theory [64, 88, 133-1361. 

Particle coarsening is affected by deformation. Weiss and Jonas [881 

reported that the coarsening rate under dynamic deformation condit.ions is 

accelerated by about three orders of magnitude when compared to the st.alie 

rate of Ostwald ripening. In a related paper [64), it was observed that t.he 

lower the tempe rature of deformation, the greater the rate of particle 

coarsening. This was interpreted in terms of the higher dislocation densiticH 

generated at lower temperatures of deformation. The reported n values for 

precipitates in commercial HSLA steels are listed in Table 2.5. The most 

frequently observed n value is 3 and this implies that matrix di ffusion i s 

mainly controlling the rate ofparticle coarsening. 

Table 2.5 

Speciesof 
precipitate 

Nb(CN) 

Ti(CN) 

VN 

Complex 

Experimentally determined n values of the Lifshitz
Slyozov-Wagner equation for particle coarsening. 

n value Experimental conditions rer. 

3,5 Dynamic coarsening 64,88,133 

3 5 pct predeformation 65 

3 no deformation 134 

3 no deformation 135 
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CHAPTERIII 

MODELLING OF CCP DIAGRAMS 

Many researchers [10~13, 16, 92, 102, 114, 119, 121] have studied 

precipitation behaviour during isothermal holding and have produced PTT 

diagrams to show the relationship between precipitation. time and 

temperature. However, PIT data cannot be directly applied to predict the 
precipitation behaviour in industrial hot rolling processes because the 

temperature continuously decreases during the process. Therefore, the focus of 

this work is the examination and prediction of precipitation behaviour under 

continuous cooling conditions. 

To calculate continuous-cooling-precipitation (CCP) diagrams, 

prediction of the precipitation start (Ps) and precipitation finish times (Pr) 

during isothermal holding is first necessary. Unfortunately, the two 

prediction methods currently available are limited to Ps times. In 1987, Dutta 

and Sellars [137] developed a thermodynamic model (the D-S mode!) to predict 

Ps times for niobium carbonitrides, and in 1989, Liu and Jonas [138] developed 

another model (the L-J mode!) for titanium carbonitrides. A new calculation 

method for the Pc time is proposed in this thesis, based on reaction kinetics and 
classical nucleation and growth theory. Thus the Ps and Pc times during 

isothermal holding at any temperature can be calculated if certain 

thermodynamic factors and PTT data are available. 

The precipitation behaviour during continuous cooling can then be 

constructed using the additivity rule developed by Scheil [139] in 1935. The 

additivity rule has often been employed to predict phase transformation 

behaviour during continuous cooling from isothermal data [140-145]. 
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111.1. METHOnS OF PREDICTING P s TIMES nURING 
ISOTHERMAL HOLDING 

ftI.l.1. Comparison orDoS Modet and L-J Modet 

In the D-S model, Ps times were derived as the time when a critical 

number of nuclei are reached assuming a steady state nucleation rate. The 

steady state nucleation rate can be written as [69]: 

• (~G* ) I=Z P N exp - kT (3.1) 

where Z is the Zeldovich non-equilibrium factor, which is less than l, Il· is the 

rate at which atoms are added to the critical nucleus, N is the number of 

nucleation sites per unit volume, ~G* is the critical free energy to form a 

nucleus and k is Boltzmann's constant. Russell (69] has shown that the 

productof Zp* in the above equation can be approximated as: 

(3.2) 

where a is the lattice parame ter, and D and X are, respectively, the effective 

diffusivity and concentration of the element which controts the rate of the 

nucleation process. Since the diffusivity of interstitial atoms in austenite is 

much faster than that of substitutional atoms, the rate controlling element for 

Nb(CN) precipitation is niobium. The steady state nucleation rate is thus 

given as: 

DX (tl.G*) 
I=N -2 exp - kT 

a 
(3.3) 

The critical free energy is related to the supersaturation ratio and can 

be expressed as: 

16n y3 v2 ~ 
m 

tl.G*=----
3 (RTlnK )2 

s 

(3.4) 
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where y is the particle/matrix interfacial energy, V m is the molar volume of 
Nb(CN), ~ is the modifying factor that arises for nucleation at dislocations, R is 

the gas constant and Kg is the supersaturation ratio, which is defined as the 
ratio of the actual amount of solubility product in solution to that of the 

equilibrium condition. 

The critical number of nuclei per unit volume (Ne> that must be formed 

for precipitation to be detected is then; 

N 
P =-=. 

s 1 
(3.5) 

Therefore, the precipitation start time in the D-S model can be expressed as: 

, -1 ( 27000 ) ( B ) 
Ps=C[XNbJ exp -R'T exp 3 2 

T (lnK) (3.6) 
s 

Here, C is Ne/a, and B is 16ny3V m2NoI(3R3). 

Several modifications were made by Liu and Jonas [138] to the D-S 

theory because it did not lead to satisfactory results when applied to titanium 

carbonitride precipitation. In the D-S model, the chemical driving force for 

nucleation is simply related to the solubility product of the precipitating 

species. By contrast, in the L-J model, the chemical driving force was derived 

from the free energy change during precipitation. The resulting model for P s 

in Ti microalloyed steel can be written as: 

• 
P = Il (p X

T 
)-1 exp( iL) e;rp( !lG ) 

S 1 RT kT 
(3.7) 

where H is Ne a3/Do, a is the interatomic spacing ofTi(CN), Do is the frequency 

factor, XTi is the concentration of Ti in solution and Q is the activation energy 

for the diffusion of solute atoms. The main difference between the D-S and L-J 
model is the second exponential term. 
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ÂG· in the L-J model ean be expressed as: 

(3.8) 

where ÂGe is the volume strain energy. To eompare the two models, the 

precipitation of Nb(CN) ean be eonsidered. The chemical free energy (ÂGClwlll) 
can then be expressed as: 

RT {(X~b) (X~) (X~)} 
t>.Gchem= 2Q ln ~ +yln XO +(1-y)ln ~ (3.9) 

Nb c N 

where n is the molar volume of precipitates (= No a:JNb«'N/8), y is the 
volumetrie ratio ofNbC in Nb(CN) and Xc, and xo, are equilibrium and overall 

concentrations of solute i in the steel, respectively. ÂGe can be neglected when 

Nb(CN) is precipitated in the austenite, as will be discussed in the next 

section, leading to: 

• 1611 (~ y)3 
t>.G =--------------------------------------

! 4RT {( X~b) ( X~) (X~)} 12 

3 3 ln -0- + y ln -; +(1-y)[n -;; 
NoaN~CN) X Nb Xc X N 

(3.10) 

Dividing both sides by kT (RiN 0 = k) gi ves: 

-----------------------------------kT (3.11) 

Ifthis term is compared to the last exponential term in the D-S model, it 

ean be seen that those two equations have similar structures except for the 

expression of the ehemical driving force. In this work, the L-J model was 

chosen to calculate Ps times because every term in the L-J model has a clear 

physical and thermodynamie meaning. 
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111.1.2. Determination ofCritical Free Energy 

The L-J model can be rewritten for niobium precipitation as follows: 

N a
3 ~G· 

p = c N&.CN) (X )-lex (!L)ex (_) 
S D P Nb P RT P kT 

u 

(3.12) 

Therefore, to calculate the Ps times, it is necessary to define the value of 

the thermodynamic and physical factors. From the literature: 

aNb(C:-i)= 4.445xl0-10m 

Q = 266.5 kJ/mole (lattice diffusion) [146] 

Do = 0.83 cm2/s [146] 

y = 0.5 J/m2 [137] 

The dependence of Ps with temperature shows a C shape because of the 

competition of the two exponential terms in the model. They represent 

conflicting trends with temperature, Le. exp(Q/RT) decreases as the 

temperature increases, but exp(~G·/kT) increases with increasing 

temperature because the change of ~G* with temperature is much faster than 

the tempe rature change itself, as will be shown in Chapter VI. The 

parameters, such as volume strain energy, chemical driving force and 

interfacial energy modifying factor, should be calculated to evaluate the 

critical free energy of Nb(CN) precipitation. The following subsections 

describe the method used to determine the parameters contained in ~G* (eqn. 

3.8). 

III.1.2.1. Volume strain energy 

Following Barnett [147], the total elastic strain energy per unit volume 

of precipitate, when precipitation occurs in the absence of dislocations, can be 

expressed as eqn. (3.13), below, if the matrix and precipitates are elastically 

different, Le. 
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(3.13) 

Here, PM is the shear modulus of the matrix, Co is the pure dilatation, v 1\1 is the 

Poisson's ratio of the matrix and K~I' Kp and Il are elastic parameters: 

KM = 3AM + 2p~1 
Kp=3Ap+2pp 

Il = (1 +v ~1)/{3 (l-v M)} 

where AM and Ap are the Lamé constants of the matrix and precipitate, and lJ M 

and Pp are the shear modulus orthe matrix and precipitate, respectively. Pure 

dilatation during precipitation depends on the lattice mismatch between the 

matrix and precipitate, and can be expressed as: 

(3.14) 

where aNb(CN) and a Fe are the lattice spacings of niobium carbonitride and iron, 

respecti vely. 

Employing values of al'.b(C~1I = 4.445Â, aFt> = 3.54Â, 11"1::: 4.5x 1 01\ MPn, 

pp=1.3xl05 MPa, vM =O.30 and v:\fb(C~)=O.26, the estimated strain energy 

when forming a coherent Nb(CN) nucleus in austenite is about 2xlO IOJ/m:l• 

Since this value is greater than the chemical free energy term, the strain 

energy term must be relaxed simultaneously with nucleation, oth",rwise 

precipitation cannot take place. To initiate the relaxation, the nuclcus/matrix 

interface must lose its coherent nature. 

Liu and Jonas (148] described the effective cubic dilatation associated 

with the elastic component Be (elastic lattice disregistry) as follows: 

(3.15) 
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where the elastic component of lattice disregistry can be expressed as: 

o = (l-CHi 
e (3.16) 

where C is the coherency loss parame ter, which varies from 0 to 1, and Bis the 

lattice disregistry. The value of C represents the fraction of the lattice 

rnismatch which is relaxed by the presence of interface dislocations. When 

C =0, the interface is fully coherent; when C = 1, the lattice mismatch between 

the two phases is completely relaxed by the presence of a sufficient number of 

interfacial dislocations and a fully incoherent interface is obtained. The 

coherency loss parameter de pends strongly on the chemical driving force and 

the value can be represented as [65, 148]: 

C=l-l fi6XIO- 11 LlG _218Xl0-22~G2 _256XI0- 32 AG3 (3.17) 
Chen! Chem Chen! 

The chemical driving force for Nb(CN) precipitation when the Nb content is 

less than 0.1 is less than 3xl09J/m3. The coherency loss parameter is thus 

greater than 0.95. This relatively large C value implies that the interface 

between austenite and precipitate is predominantly incoherent. 

The ~Gt: values for niobium carbonitride precipitation in austenite have 

been calculated and the results, with respect to C, are shown in Fig. 3.1. In the 

range of coherency loss parameter for the precipitation of Nb(CN), the elastic 

strain energy is very small compared to the chemical driving force for 

nucleation. Therefore, in this calculation, the volume strain energy was 

neglected. 

III. 1.2.2. Chemical driving force 

From the equilibrium condition between the austenite (y) and the 

Nb(CN) precipitates, the partial molar free energy or chemical potential of 

each species should be the same in both phases (y and precipitate), Le.: 
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C 

The variation of strain energy accordi ng to the coherency 10ss 
parame ter. 

(3.18) 

where G/ is the partial mo)ar free energy of element j in phase i. 
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If the niobium carbonitride is assumed to have the composition 
Nb(CyN t-y), then the total free energy orthe precipitates can be described as: 

-::t - -
=GNb +yG~+(1-y)G~ 

(3.19) 

The partial free energy of element i in austenite is given as: 

(3.20) 

where °Gi is the free energy of one mole of pure element i and a\Y is the activity 
of element i in austenite. Substituting eqn.(3.20) into eqn.(3.19) gives: 

(3.21) 

where lloGNb(CN) is the free energy of formation of Nb(CN) from the austenite, 
and is expressed as: 

(3.22) 

The mass balance of each element can be gi ven as: 

XO =F/2+(1-F)XY 
C C (3.23) 

X~=F/2+(l-F)X~ 

where Xio is the overall concentration of element i in the steel, Xiv the 

concentration of solute element i in austenite, and F is the equilibrium mole 
fraction ofprecipitate. 
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Hudd et al. [149] calculated the solubility and composition nf 
carbonitride precipitates in steel on the basis of the complete solid solution 

model, which assumes that the carbide and nitride are completely mutut\lly 

soluble. This ideal solution model was applied to the Fe-Nb-C-N system and 

led to good agreement with experimental resu Its. Introduci ng the ideal 

solution model to calculate L\oG:\"b(C:\T) gives: 

(3.24) 

Substituting L\oG~b(CN) From eqn.(3.24) into eqn.(3.2l) produces: 

y tl°G
NbC 

(1 - y) tl°G
NbN = + +I Y{lly+(\-vllll(l-vl} RT RT 1.. . . 

(3.25) 

Rearranging the above equation with respect to y gives: 

(3.26) 

If eqn.(3.26) is applicable for any value of y between 0 and 1, then the two sides 

of the equations should be identical, Le.: 

{na ~b + lna'b = ~oG.\b(, IR l' + lny (3.27a) 

(3.27b) 

(3.28a) 

(3.28b) 
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The live variables, X"c' XY~, XY;o..;b' F and Y, can be determined from the three 
mass balance equations (eqn. 3.20) and the two equations for thermodynamic 

equilibrium (eqn. 3.28 (a) and (b». 

According to the Wagner formalism [125], 

(3.29) 

where r./ is the Wagner interaction parameter between elements i and j, Le. e/ 

is the effect of element j on the activity of element i. The effect of element jan 

the activity of i should be considered for aIl j elements in austenite. However, 

only selected elements were considered te simplify the calculation. When the 

Wagner formalism is applied ta calculate the activity: 

I v -[ XV ,N Xl Nbxv C XV nuN - n N+cN N+r.N Nb +cN C 

(3.30) 

The Wagner interaction parameters for C, N and Nb in austenite are 

summarized in Table 3.1. Note that there is a general relationship e/=e/ 

between two elements i andj. 

From equations (3.23), the solute concentration of precipitating 

elemen ts can be expressed as: 

X~=(X~-yF/2)/(l-F) (3.31) 

x~ = (x~ -0- y) F/2)/ (l-F) 



Table 3.1 

Parameter 

Cc c 

c ~ 
~ 

c'1b 
~b 

c ~ c 

c ~b 
c 

c ~b 
;'1; 

Wagner interaction pal·amete.·s for· 
e, N and Nb in austenite. 

Value rer. 

8890/T 150 

6294tr 151 

-2 152 

5790fI' 153 

-66257'1' 154 

-66257tr 26 
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Assuming the equilibrium composition of Nb(CN) to be Nb(CyN 1 y)O 87 

(this can be considered as a solid solution ofNbCo 87 and NbNo 87) [25-27, 38\, 

the therrnodynamic equations (3.28) become: 

6,00''/ 
NbN

oH7 
lna~b +0 87lna~-0 87ln(l-y)= R 'f 

(3.32a) 

(3.32b) 

Following the results of Kirkaldy et al. [25,26], who obtained the free 

energy of formation ofNbCo 87 (Â()G~bC() 87) by means of a least squares fit: 

(3.33) 



\. 
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The average value of the free energy difference between niobium 

carbide and niobium nitride determined from the literature, Le. L\oGNbCo.87-

L\oG:\h:\o K7 is 15.7kJ/mole. Thus, the free energy of formation of NbCo 87 can 
be expressed as the following: 

tl°C
V 

=-1525-0011'f (kJ/mole) 
NbN

oK7 
(3.34) 

For these precipitate chemical compositions, the mass balance of each 

element also changes: 

XO __ I_F 
Nb 1 87 

XV:=----
Nb I-F 

o 087 
Xc -

187
yF 

Xv:=-----
C I-F 

1) 087 
X N - 1 87 (I-y)F 

Xv :=----
N I-F 

(3.35) 

From equations (3.30), (3.32) and (3.35), two master equations can be 
derived: 

o 1 va 0.87 0 1 
XNb--F (Ac--YF (XNb-187F ln( 1.87 )+087In 1.87)+ )(-2- 57T644) 

I-F I-F I-F 

16454 
-0 871ny+ -'f- +1.32=0 (3.36a) 

and 
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087 
X O 

_ - (1- )1<' 

( 
N 187 Y ) (I-Y) 2170 

-ln +ln -- - --::::0 
I-F y T 

(3.36b) 

These equations enable the calculation of the equilibrium mole fradion 

of precipitate and fraction of carbide in carbonitride to be pCl'forrncd al any 

temperature. The two unknowns, y and F, were calculated from the anove 

master equations, for specifie temperatures, by the Newton-Raph!:>(lf1 mclhod. 

Once these values are obtained, the equilibdum concentrations of::;olute atoms 

at this temperature can then be determined, using the mass balan('c equation~ 

(eqn.3.35). 

III.1.2.3. Modifying factor 

The other problem concerning the solution of llO· is the determination 

of the interfacial energy modifying factor (~), which is the reduction factor 

associated with the presence of dislocations. This is unit y when nudeation Îs 

homogeneous and less than unit y when nucleation is heterogeneous. ~ values 

in the range from 0.19 to 0.55 were reported for Nb(CN) nucleation [1371 and 

the value fell between 0.38 and 0.51 for Ti(CN) [138]. '1'0 delermine ~, 

calculations were carried out for various ~ values in the range of 0.1-0.5. Since 

the nose temperature of the C curve varies according to ~, the ~ value chosen 

was the one that Most closely fit the experimental nose temperature. 

The calculated results of the precipitation start times, using the L-J 

model, are shown in Fig. 3.2 for various ~ values. The experimental data used 

for this calculation are from the work of Akben et al. [11]. At ~ = 0.42, the nose 

temperature is located at approximately 900"C, which shows good agreement 

with the experimental data. The same result can be seen for the [malysis of 

other experimental results [121]. Therefore 0.42 was selected as the value of 

the modifying factor for the interfacial energy between precipitate and matrix. 

This value is within the range ofthat calculated for Nb(CN) in the D-S mode!. 
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111.1.3. Ps Calculation 

In the L-J model, two parameters are still unknown; the critical number 

ofnuclei (Ne) and the dislocation density (p). Here, the ratio Nc/p was assumed 

to be constant in the test temperature range used. This ratio is then obtained 

as part oft.he Ps calculation using experimental data. 

Once the Nc/p values have been determined from each PrT data point, 

the average is taken as being constant for the temperature range investigated. 

The calculated p~ times from PIT data, along with the experimental data and 

the ratio ofNe/p, will be shown later. 
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111.2. METHODS OF PREDICTING Pf TIMRS DURIN(} 
ISOTHERMAL HOLDING 

The various types of kinetic rule applied ta precipitation and phase 

transformation are summarized in Table 3.2. 

Table 3.2 Various kinetic rules fOt" 
precipitation and phase 
transformation. 

Kinetic equation rer. 

y = 1-exp(-b t)tI 105 

Y = 1-exp{-(th;)n} 104 

y = l-exp( -b(T) tn ) 142 

y = l-exp(-b tn) 110 

In this study, the original Johnson-Mehl-Avrami (J-M-A) type equation 

is employed, Le.: 

(2.15) 

To use this equation to describe a certain reaction, the rate constant (b) and 

time exponent (n) must be derived. 

11I.2.1. Derivation of Rate Constant and Time ~:xponent 

Here it is assumed that the particles are growing spherically. ln this 

case, the expected concentration distribution along the radial direction of a 

particle is shawn in Fig. 3.3. Cp, C~ and CI are the solute concentrations in 

the precipitate, matrix and at the interface, respectively, and RI is the radius 

orthe precipitate. 



Cp 

Fig. 3.3. 

RI Distance from the precipitate 

Actual concentration distribution along the 
radial direction of the precipitate. 
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If the volume increase ofa precipitate during the time interval dt is dV, 

then the concentration of solute atams WhlCh is removed from the matrix 

through the interface is dV(Cp-Cl). The number ofsolute atoms supplied ta the 

interface From the matrix by diffusion is determined by Fick's first law: 

J dt=4nR 2 D (ôC) dt 
ar r=R 

1 
(3.37) 

where J is the flux, D the difTusivity and C is the concentration of solute in the 

matrix. 

Equating the concentration of solute atoms removed from the matrix 

with that supplied to the interface from the matrix by diffusion, yields: 

(3.38) 
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Ta cnlculate the concentration gradient (aC/Jr) at the intel'face, Zener's 

approximation was used. 

III. 2. 1. 1. Zener's approximation 

The real concentration gradient beyond the predpitate/matrix interface 

is shown in Fig. 3.3. However, in this calculation it is assumed that the 

gradient is simplified, as shown in Fig. 3.4. The solute concentration at a 

distance R (RI <R<R2) from the interface is: 

CI 

Fig. 3.4. 

(3.39) 

RI R 

Distance from center 

SimpHfied concentration profile betwccn precipitate 
and matrix along the radial direction. 

where R2 is the radius of the solute depleted zone. At R, the solute depletion 

which contributes to the precipitate is CM-CR, and is expressed as: 
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(3.40) 

The vol ume of a shell of small distance dR is 4nR2dR. Therefore the 

number ofsolute atoms (dm) which contributes to that volume of precipitate is: 

(3.41) 

The total number of solute atoms in the precipitate is equal to the 

integrated value ofdm From RI to R2. 

(3.42) 

(3.43) 

The above equation has only one root and it can be determined 

numerically. Setting Rz/Rl =rs, then R2=rs Rl. 

Integration of the above equation gives: 

2D C-c 
2 M l R =-- t 

(r -1) C -C 
sPI 

(3.44) 

(3.45) 

(3.46) 



~------------------------.......... ... 
where 

c =( _2_ CM-Cl )U2 
r -1 C -C 
sPI 
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The growth coefficient of this derivation is somewhat different l'rom 

Zener's, which was derived under the assumption of onc-dimensional gt'Owth. 

In this three-dimensional solution, the factor of 1/(r::;-1)1/2 is included in the 

growth coefficient. The ratio of precipitate radius to that of the solute dl'plel.ed 

zone is around 25 in the composition range of HSLA steels. This implies thal 

the growth rate for the three-dimensional case is about 5 times slowcl' thun 

that of one-dimensional growth. 

III. 2. 1.2. Growth only model for precipitation kinetics 

Here, it is assumed that the precipitation process is governed only by 

the growth of the precipitates, which is applicable when site saturation oceurs 

in the early stages of precipitation. Suppose that N partic1es pel' unit volume 

have been randomly nucleated at timE' to and the mean radius of the parlicles 

at time tisR. Then the numberofatoms(Np) removed from the unit volume of 

matrix (i.e. the number of atoms which form the precipitates) at time t is: 

(3.47) 

The total number ofsolute atoms which can be precipitated per unit volume is 

CM-CI. Therefore the fraction transformed, Y, can be expressed as: 

(3.48) 

and from eqn. (3.45): 

(3.49) 

Substituting this expression for R3 in eqn.(3.48) gives: 
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SV2 (D )3fl(CM-CI)lfl~2 
Y=N --[1 -- t 

3 r-l C-C 
fi P 1 

(3.50) 

Differentiating the above equation with respect to Ume t yields: 

(3.51) 

The effect of competition for solute atoms during the later stages of 

precipitation is allowed for by putting a factor (1-Y) into eqn.(3.51) [55]. 

dY (C -C )lfl -=4V2ND3fl MI t l '2(l_Y) 
dt (r _1)3(C -C) 

spI 

(3.52) 

Integrating the above equation gives: 

3 

{ 
sv2 (2"Q)( CM-CI )lfl} Y = 1 - exp - -- n N D~2 exp _ - 13fl 

3 0 RT (R2 )3 
--1 (C -Cl R p 1 

1 

(3.53) 

From the above equation it can be seen that the time exponent is 1.5 

when the reaction is controlled only by the growth ofparticles after nucleation. 

This result agrees with early investigations into precipitation continuing with 

a zero nucleation rate, for the case of diffusion controlled growth (Table 2.4). 

The rate constant b is a complicated expression which is a function of the 

temperature. 

III. 2. 1.3. Nucleation and growth model for l ':: itation kinetics 

In this model, it is assumed that the rate of nucleation per unit volume 

(1) is constant during the whole precipitation process. At time t, the radius of a 

particle nueleated at time tl (0 < tl < t) is expressed by eqn. (3.43). If v is the 

volume ofthis particle, the rate ofvolume increase at time Us: 
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C' (' "h) dv (D \1 - '( )"" - =4v'2n -- --' --- ((-t )Ir2 
dt r -1 C -c l 

sPI 

(3.54) 

The number of nuc1ei formed between tl and tl + dtl is 1 dtl and the rate 

of volume increase of this group of particles al t is Idtldv/dt. The rate (If 

increase in volume Vofall particles formed from t=O ta t==t\ is: 

dV 8";2 (\ (' \1- C[ )an - = -- \1 D3/2 -- -'--- 1 t:!tl 
dt 3 r -1 C -(' 

.' P 1 

t3.5G) 

1'0 convert volume of precipitate ta fraction precipitated, the above 

equation must be multiplied by (Cp-C,)/(CM-C,). Tl:is, plus the consideration 

of the competition factor (1- Y), yields: 

(3.56) 

Integrating the above equation gives: 

<3.57) 

The steady state nucleation rate is given by eqn. (:3.3). In the case of 

nucleation on dislocations, the nucleus site densitv, N, Îs the product of thl' 

dislocation line density, p, and the number of sites per unit length 169): 

N = e. 
u 

Thus, the nucleation rate of eqn. (3.57) can be reWfl tten as: 

D X "lb (toG* 
[=-:\'- P exp - kT ) 

a 

(3.58) 

(3.59) 
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Substituting the nucleation rate in eqn. (3.57) for the expression in eqn. (3.59) 

glves: 

5 
C~ C - Q 

{ 
16v2 XNbP ( M- [ )112 ( 2 ) ( t1G*) } 

y= 1 -exp - -15- II -;;aDr:: (R2)3 exp - RT exp - kT [512 

--1 (C -C) 
R P 1 , 1 

(3.60) 

The resulting kinetic equation shows that the time exponent is 2.5 when 

the reaction is controlled by a constant rate of nucleation and the growth of 

these nuclei. This also agrees with work associated with precipitation due to a 

constant nucleation rate and diffusion controlled growth (Table 2.4). As 

before, the rate constant b is a complex equation and is a function of the 

temperature. 

111.2.2. Evaluation of'rime Exponent from PTT Data 

It is very important to know the time exponent and rate constant 

accurately to predict the kinetics of the reaction. However, n and b values can 

vary with the temperature and fraction precipitated, respectively. Therefore 

much kinetic data are needed to precisely evaluate the rate constant and time 

exponent. Unfortunately, kinetic studies for Nb(CN) precipitation are scarce 

and inconsistent [l01-105]. 

The very early stages of strain induced precipitation involve elemental 

segregation. This was considered by Cottrell and Bilhy [1551. who dl..termined 

that the time exponent for the rate of atoms moving toward a dislocation was 

2/3 (Table 2.4). This calculation was performed under the assumption that the 

dislocation lines are effectively sinks for solute atoms, which are removed From 

the matrix. The diffusion current was neglected and only the strain field orthe 

dislocation was considered to produce a net drift or flow orthe solute atoms. 

Harper [156] proposed a generalization of their result, which attempted 

to take into account the competition between adjacent dislocations, and 

expanded their equation to the overall process of precipitation on dislocations. 
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He suggested that an n value of 2/3 was a good estimate of the ove l'a II process 

of precipitation on dislocation. A more delailed analysis was rarried out by 

Ham [157], in which he concluded that the tirne exponent 2/3 is not arCUl'atc 

over the range of time during which most of the precipi tation occurl:\. lnstead, 

it was found that n = 1 gave a good agreement with experimental data aCter 

long times. Barford [104] studied the kinetics of NbC precipItation ill 

austenitic stainless steel in the temperature range 685-825\IC, and round that 

the n value was around 0.7 at the early stages of precipitation (within 10% of 

the fraction precipitated) and close to unit y at the later stages of precipitatiun 

(10-95% fraction precipitated). 

At the same time as Cottrell and Bilby. Wert [158\ studied the 

formation of precipitates from solid solutions of C and N in n-iron hy mpa ns of 

the internai friction method. The average n values he obtained fnr the 

precipitation of Fe3C and Fe.J,N at various temperatures were 1.45 and I.f), 

respectively. The il value for Fe..j.N was 2.5 in its initial stage and it dccreased 

to 1.0 at the later stages of precipitation. Wert and Zener 11591 dcveloped a 

theoryofthe rate ofgrowth ofspherical precipitatc~ and f(jund good agreenwnt 

for up to 95% completion for both precipitates using an n v~lue of 1.5. lt was 

also proposed by Ham [160) that if the particle grew from initially ncgligible 

dimensions, and growth was entirely diffusion limited, then the n value was 

1.5 for aIl spheroids, including rods and disks. 

III.2.2.l.Variation oftime exponent with temperature 

Although the previous analysis indicates that there is no effect nf 

temperature on n, the kinetic studies of Watanabe et al. rl02] and Barford 

[104] reveal that the n values vary slightly with temperaturc; however, there 

is no clear dependence of n value on the ternperature. From tbe analYBi~ of li1\' 

experimental results of Harris and Nag [105], it appears that tbe n valut' 

increases as the temperature decreases. This means that the reaetion t'lite' 

decreases as the temperature increases, which is a questionable rcsuJt. The 

time exponent in the J-M-A equation determines the interval of the 

logarithmic reaction start and finish times. When the n value 1 n<:rca~)e:'), the 

logarithmic time interval between r~action start and fini~h dCl:reul->Cs. 

Generally, the reaction time is dependent on the temperature, i.e. at a high 
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temperature, the reaction finishes in a shorter logarithmic time interval 

because of a high diffusion rate, even though the incubation time for the 

reaction is longer than that in the lower temperature region because of the 

diminished driving force. 

The n value for the precipitation of Nb(CN) can be analytically 

evaluated from the p'rr diagram. Ifit is assumed that the overall kinetics can 

be weil described by the J-M-A equation for the progress of Nb(CN) 

precipitation, then the mean value of the rate constant and time exponent can 

be estimated from PlYJ' data. 

The Johnson-Mehl-Avrami equation can be rewritten as: 

1 
lnln -- = lnb + n lnt 

1- y (3.61) 

In the PM' curves, it is generally accepted that the P s and Pr times 

correspond to precipitate volume fractions of about 5% and 95%, respectively 

[1611. When the J-M-A equation is applied to the precipitation stal"t and finish 

times, this equation can be rewritten as: 

1 
ln b + n ln P = lnln --

s 1- y 
s 

1 
ln b + n InPr= lnln--

1- Y( 

W.62 (a» 

(3.62 (b» 

where b and fi are the mean values of the rate constant and time exponent 

during precipitation, and Y~ and Yrare the volume fractions ofprecipitate at 

the Ps and Pr times, respectively. Y 5, Y r, Ps and Pr can be obtained from the 

literature. and using the above two equations, values for b and fi can be simply 

calculated. Three p'rr data sets [11, 12, 121] were analyzed, and the b and ft 

values are listed in Table 3.3. From this analysis, it can be seen that the ft 

value does not change significantly with the temperature. Therefore, in this 

study. the value of fi is assumed ta be constant in the test temperature range. 



Table 3.3 

Temp. 
(OC) 

875 

900 

925 

950 

975 

70 

The calculated mean values of rate constants and time 
exponents from three sets of PTT data. 

Akhen et al. Weiss and Jonas Wang and J\kbl'l1 

fi b Ii b 1\ b 

1.41 3.90XI0 4 0.80 5.13XI0 2 1.78 2.14XIO l 

1.74 3.46XIO-4 0.88 7.60Xlo-2 1.65 l.tl4X 10 .1 

1.67 2.72X10-4 0.87 5.13XI0 2 1.69 6.59X 10 4 

0.87 2.53X10 2 

0.91 6.37XIO .\ 

TII.2.2.2. Variation oftime exponent with fraction precipitated 

To elucidate the dependence of the time exponent n on the fraction 

precipitated, a quadratic type formula was used tn fit the ln(t) versus 

lnln (lI(1-Y» data of eqn. (3.61). Using data from the literalure ! 102, 104, 

10')], the error range of the calrulated results is less than 5n~,. From Fig. 3.5, it 

can be seen that the n value decreases as the fraction precipitated Încreases. 

The n value also varies significantly with the test conditions. 

Theoretically, the time exponent is rleterrnined by the mode in wh id"! 

precipitation progresses. The data of Harris and Nag imply thal hoth 

nucleatiol1 and growth control the process initially, but that growth of the 

nuclei dominates the process at the later stages of precipitation. 

The n value of the Watanabe et al. experiment is predominantly lcss 

than 1.5, which indicates that growth (f the particies dominate::; the reaction 
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Fig. 3.5 Dependence of time exponent n on the mole fraction of precipitate 
(a) data ofWntanabe et al. and (b) data of Harris and Nag. 
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and that the number of nuclei is decreasing as they grow. lIowever, a 

decreasing numher of nuclei can only he observed in the cüal'sening stage nf 

precipitation. The reason for these results is partly because the electrolyt.ie 

extraction method, employed to measure the volume fraction of precipitatcs. 

cannot detect smaU precipitates. Therefore, the initial stage of precipitation 

may not have been detected accurately. 

It is apparent, from the above survey, that the n value is chêln~~ing 

continuously with the fraction precipitated. There are insufficient kinctie data 

on niobium precipitation to determine this variation systemnticnlly. 

111.2.3. Evaluation of Rate Constant from (""("1' Data 

The reaction starts and finishes in a short time when the b value is high. 

The rate constant mainly affects the incub·üion time of the reaction and does 

not change the logarithmic time interval betwcen the reaction start and finish 

times. 

III.2.3.1. Variation of rate constant w th temperature 

The variation of the rate constant with temperature is characterizea by 

an inverse C-shaped curve because the PTT behaviour exhibits a C-curvc. 

Following Umemoto et al. [141], the rate constant corresponds ln the shape ana 

position of the C curve in a T'rI' diagram during phase transformation and, 

therefore, the constant generally follows a parabolic rule aecordi ng to the 

temperature. 

As already demonstrated, the b value can be explicitly formulated by 

considering growth only, or nucleation and growth. Almost ail the paramett~rs 

in the rate constant equation are dependent on temperaLure. 

III.2.3.2. Variation of rate constant with fraction precipitated 

Figure 3.6, which was obtained by curve fitting the data of Harris and 

Nag to the J-M-A equation, shows that the value of b inerease~ as the mole 

fraction ofprecipitates increases. The reason for this is not obvious. 
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Fig. 3.6 Dependence of the rate constant on the mole fraction of 
precipita te. 

111.2.4. Calculation of Pc 

As shown above, the precipitation process cannot be represented by a 

single value ofrate constant and time exponent. Both values vary according to 

the test temperature and fraction reacted. However, because of the lack of 

kinetic data for precipitation and the inaccuracy of the existing data, the 

prediction of exact values of n and b from experimental data is almost 

impossible. Therefore, in this study, two boundary conditions, growth only and 

nucleation and growth, were assumed, and the time exponent and rate 

constant were derived for each condition. Almost all the parameters in the 
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rate constant expression can be calculated from thermodynamir l'clalionship8. 

However, the number of nuclei pel' unit volume (Ne) in the growth only model 

and the dislocation density (p) in the nucleation and growth model arc sti 11 

unknown, These can be determined from the rate constant of each 

experimental PTr data set. The average value of these parametel's is used to 

calculate the rate constant at any temperature. 

Figure 3.7 shows the predicted P" and Prcurves for both the growth (\nly 

and nucleation and growth models, and demonstrates that the nueleation and 

growth model yields a better fit to the experimental data. The constants 

determined during the calculations are shown in Tables 3.4 to 3.6. 

The unknown parameter in the nucleation and growth model 18 the 

dislocation density, which shows a strong dependence on tempcralure. The 

obtained values are correlated with temperature as a lincal' relationship 

between ln(p) and Iff. The modified calculations are presented in Fig. 3.8, and 

the predictions are somewhat improved, except in the case of the analysis of 

the Pr data of Akhen et al. It is perhaps notable that, in the case of the latter, 

the dependence of p on temperature is quite steep relative to the data of Wang 

and Akhen, and Weiss and Jonas. It aiso should be noted that the experimcnts 

consist of only 3 sets of real data, which are insufficient to define the precise 

dependence of p on temperature. 

Table 3.4 

Temp.(OC) 

975 

950 

925 

900 

875 

Calculated constants (the ratio of the numbet' of 
nuclei per unit volume to the dislocation density) 
from PT')' data (Ps)' 

Akben etaI. Weiss and ,Jonas Wang and Akbpn 

3.72X103 

1.38Xl0·t 

8.34XI04 1.87Xl04 1.12XIOG 

9.90XI04 l.02X lOG 

1.69XI05 1.97X104 1.66X 105 
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Table 3.5 

'l'emp.(OC) 

975 

950 

925 

900 

875 

Table 3.6 

Temp.(OC) 

975 

950 

925 

900 

875 

Calculated number of nuclei per unit volume (cm-3) 
from PTT data (Pc) based on the growth only model. 

Akhen etaI. Weiss and Jonas Wang and Akben 

3.11XI017 

2.26XI018 

4.72XI016 8.75XI018 9.60XI016 

1.33XI017 3.34XI017 

3.51XI017 4.39XI019 1.65XI017 

75 

Calculuted dislocation densities (cm/cm3) from PTT 
data (Pc) based on the nucleation and growth model. 

Akhen et al. Weiss and Jonas Wang and Akhen 

2.09XI015 

9.44XI014 

3.26XI013 1.28XI015 2.82XI013 

5.98XI013 8.79XI013 

1.63XI014 6.15XI015 5_39XI013 
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111.3. MODELLING OF CCP (Continuous-Cooling-Precipita
tion) DIAGRAMS 

For phase transformations, the additivity rule [139] has heen used to 

predict the continuous cooling hehaviour from isothermal data [140-145]. In 

this work, the same approach i;, cmployed to predict the CCP behaviour from 

Plv}' data. 

111.3.1. 'l'he Additivity Rule 

Figure 3.9 illustrates the concept of the additivity rule. Here, "l:x(Ti) is 

the tirne when the reaction reaches x% at temperature Ti and dti is the 

incremental hold time at temperature Ti. In other words, the cooling curve is 

divided into a series of incremental isothermal steps. Scheil [139] originally 

proposed that the reaction starts when the SUffi of the ratios of reaction time to 

reaction start time (-';0) reaches unity. 

n 61 
)~ _t_ = 1 
~ t (T) 

1 = l 0 1 

(3.63) 

Umemoto et al. [140-145] extended this to predict the time when the 

reaction reaches x%. The additivity rule, in this case, can he rewritten as: 

o;;:n~ _6f
l 

__ n 1 6t
l , Y -- --.6.T = 1 

I
-=--l LJT

I
) .:..... t (T ) 6 T 1 

, 1 = l t 1 1 

(3.64) 

where Lltjl LlTi is the inverse of the cooling rate. If the cooling curve is divided 

into sufficiently small steps, then the equation can he expressed as an integral: 

I
T 1 dt 
-- -- dT= 1 

T L (T) dT 
e t 1 

(3.65) 

where Tc is the equilihrium temperature at which the reaction is initiated. 
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The additivity rule can be applied when the reaction satisfies one of the 

followi ng condi tions. 

i) It is isokinetic, Le. the rate of nucleation is proportion al to the rate of 

growth [l08, ~09] 

ii) There is a site saturation, Le. the nucleation sites are saturated early 

in the reaction [162] 

iii) the reaction is nucleation controlled, Le. the nuclei grow to a certain 

size quite rapidly and then stop growing [143]. 

It has been shown that the predicted CCT (contint1ous-cooling

transformation) behaviour from 1'1' (isothermal-transformation) data using the 

additivity rule is very close to the experimental results when the calculations 

were carried out for the proeutectoid ferrite, pearlite and bainite 

transformations. 'l'hese phenomena can be classified in terms of the above 

conditions as follows: 

a) Site saturation takes place in the proeutectoid ferrite transformation 

because the nucleation sites (mainly on grain boundaries of the 

austenite) are occupied at a very early stage in the transformation [143]. 

b) Bainite transformation is a nucleation controlled reaction because the 

growth rate ofthis reaction is very rapid [140]. 

c) Other diffusional transformations, e.g. pearlite formation from 

austenite. are also additive, even though they do not precisely satisfy 

any one of the above conditions. The calculated results, which were 

obtained by the additivity rule, show good agreement with experimental 

ones. This was explained in term:::, of two mechanisms [142]: firstly, the 

variation of the ratio of nucleation rate te growth rate is not large 

enough to produce a considerable difference in the transformed volume 

fraction; secondly, the cooling transformation nearly satisfies one of the 

following additivity conditions, i.e., when the cooling rate is slow, 

----. 
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transformation occurs under nearly isokinetic conditÎ<ms and when the 

cooling rate is fast, the condition of site saturation is nearly satisficd. 

For the present work, it was assumed that the additivity rult' l'an hl' 

applied to predict Ps and Prtimes during continuous cooling. However, strictly 

speaking, not one of the ab ove conditions can be appliecl. Instend, it is assllmed 

that the reaction is nucleation controlled, as in iii) above, in the ead)' stagl's (lf 

precipitation, and that it is mainly controlled by th~ growth ofnudei durillg ils 

later stages, as in point ii). 

111.3.2. Calculation of CCP Curves 

Using the thermodynamic equations, the precipitation start and finish 

times can be calculated continuously with temperaturc from isothermal data. 

These data are then the lx values for the additivity rule. The snllltlllll 

temperature (Te) is defined as the temperaturc at which the precipitation slart 

time is more than 1025 sec (near the rcal equilibrium solution ternperatun', the 

Ps and Pr times are so large that the caiculation cannot be conlinucd). This 

simplification introduces an error far less than 1%. 

The cooling curves are divided into l'JC increments, and. at each 

temperature, 1:" and ~ti are calculated. The precipitation stnrt and finish 

times during continuous cooling are then determined from the time when tne 

sum of the ratios of each reaction time (D.ti) to t" reaches unity. The prograrn 

which includes aH the calculations for the 1\ and Pr limes at ('erlain 

temperatures for isothermal and cantin uous cooling lS listed in the appendix. 

Calculated CCP diagrams are shawn in Fig. 3.10. The shapes of the CCP 

diagrams are similar to those of the PTT diagrams, except for the lowcr 

temperature region undèr the nase temperature. During cdntinuous c(Joling, 

the precipitation start and finish times shift ta the right and are low~r, Î.P. ln 

longer times and lower tempe ratures compared ta the PTT diagrams. This 

occurs because nucleation and growth of the precipitates arc suppressed 

during cooling. This effect is prominent at the higher cooling rates. 
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AN)) 

For the purpose of investigating the CCP behavinur, a Nb I.'onlainill~ 

steel and a C-Mn steel were studied. The plain carbon steel was llsed fol' 

reference purposes. The steels used in the present study were prepnn'd at. the 

Metals Technology Laboratories of the Department of Energy, Mtnl'S nnd 

Resources, Ottawa, and their chemical compositIOn::; are givcn in Table 4.1 

Table 4.1 Chemical compositions orthe expct'Ïmental ~t('cls (wtr;r,,). 

Steel C Mn Si S P Nb AI N 

C-Mn 0.060 1.31 0.25 0.008 0.013 0020 () OOG(i 

C-Mn-Nb 0.067 1.23 0.20 0.008 O.OOg 0.040 () .020 () .()OGO 

IV.2 MECHANICALTESTING EQUIPMENT 

IV.2.1 MTSTesting System 

The isothermal precipitation behaviour was measurerl hy a 

computerized material testing system set up for hot compression. Th i ~ 

apparatus consists of a load frame, a hydraulic power supply, a c1m;ed loop 

servohydraulic system and a computerized outer loop sy~tern. The op(,f:ltÎon 1<-' 

controlled by rneans of the closed loop and the outer Ioop ~y~tern.., (Fi~. 4.11. 

The hydraulic power supply provides a source ofhydraulic fluid under pre~~un~ 

for the system. A hydraulic actuator generates the force and the linellr 

displacement which are measured by the loarl cell and the LVI>T (Iinear 

variable differential transformer), respectively. 

-
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The load cel! provides an output voltage l:..aving a magnitude in direct 

proportion to the amount of applied force. The output voltage of the load cell is 

determinerl by the direction of the applied force, Le., if a compressive force is 

applied, the output vol tage is negative while a tensile force produces a positive 

output. Th us the output voltage of the load celI contains information about the 

amount flnd directIOn of the applied force. The LVDT is !TIounted in the base of 

the actuator and the movable core is positioned by the piston of the aetuator. 

The output voltage increases linearly from zero as the piston is displaced from 

its mid-stroke position. In the present tests, the capacity of the load eell was 

tOOON ~lnd the range of 100(,~ was scleeted. The gauge length of the LV DT was 

1 OOmm and the range selected was 10%. 

The automation in this :VITS system 1S through a eomputer/433 

subsystem and data processing equipment. which forms an outer, supervisory 

loop arollnd the cJosed loop. The computer/433 subsystem performs the 

functions of command generation, data acquisition and reduction, real time 

decision mak i ng and various other system con trol funetions. The 

computer/433 subsystem consists of a Digital Equipment Corporation PDP-

11104 computer. a Tektronics graphies terminal, a series 433 processor 

interface unit, a DEC RX Il disk system with RXO 1 floppy disk drive, a 

Tektronics hard copy devicc and M'l'S-BASIC/RT-l1 system software. An 

exterior view of the system is seen in Fig. 4.2. 

IV.2.2'1'he High Temperature Vacuum Furnace 

The elevated temperature experiments were made possible by a high 

temperatllre, high vacuum furnace which was monnted on the MTS load 

frame. It consists of a 17 kVA CENTORR model MGO front loading furnace, 

with a high speed diffll~ion pump backed by a mechanical pump. A view orthe 

test chamber of the furnace is pre~ented in Fig. 4.3. 

The furnace employs tungsten mesh resistance heating elements. The 

hot zone of the chamber, approximately 76 mm in diameter and 200 mm high, 

is surrnundcd by concentric multilayered tungsten and molybdenum radiation 

shields. The top and bottom ends of the furnace are similarly shielded. The 
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Fig. 4.2 
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- -

, 

An external view of the high temperature compression 
testing system: 1) MTS load frame; 2) Centorr vacuum 
furnace; 3) temperature and vacuum control console; 4) 
PDP 11/04 computer; 5) Tektronix terminal; and 6) 
Tektronics hard copy device. 
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Fig. 4.3 

93 

An internaI view cf the Centorr high temperature, high 
vacuum furnace: 1) vacuum chamber; 2) TZM anvils; 3) 
specimen; 4) thermocouples; 5) shields; and 6) tungsten 
mesh heating elements. 
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upper and lower anvils (d=32mm, h=150mm) are made of the molybdenum 

alloy TZM and are fixed to the actuator piston and load cell, respectively, 

through internally water coolecl stainless steel extension rods. 

To control the temperature in the test chamber, a J-type PtJPt-10%Rh 

thermocouple was placed close to the center of the chamber, and linked to a 

current adjusting type (CAT) tempe rature controller made by Leeds & 
Northrup. The CAT controller provides an output current which is 

proportional to the temperature deviation from the set point. The temperature 

of the specimez i was measured using a K-type chromel-alumel thermocouple 

which was placcd in contact with the specimen. The other thermocouple, not 

in contact with the sample, was used for reference and for verification when 

the specimen contacting thermocouple was broken, or lost contact with the 

sample. For example, during cooling from the solutionizing to the test 

temperature, contact failure is indicated when the two cooling rates are 

similar. This is because the specimen and ::invil have higher heat capacities 

than the reference thermocouple. Thus, the cooling rate of these parts should 

be lower th an that of the self-standing thermocouple when the furnace is 

cooled down. 

A vacuum of 2xlO-5 to lxlO-4 torr was consistently attained by the 

vacuum system. AIl the present tests were carried out in vacuums better than 

5xlO-5 torr. 

IV.2.3 Hot Deformation Dilatometer 

Even though the maximum cooling rate of the specimen, when quenched 

in the MTS machinp using helium gas, is up to 60°C/s, this cooling rate cannot 

be controlled properly in the high temperature vacuum furnace. In general, a 

reproducible maximum cooling rate is obtained when the furnace is turned off 

and is on average 2°C/s (Fig. 4.4). However, controlHng the cooling rate 

beyond this level is very difficult in this furnace. Therefore, a computerized 

MMC quench hot deformation dilatometer was used to follow the precipitation 

behaviour during continuous cooling, the main advantage being the aCCUl'acy 

in controlling the cooling rate. An external view and the detailed 

configuration are shown in Fig. 4.5. 
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The hot deformation dilatometer is frequently employed to obsC'rve 

phase transformation behaviour after deformation through measurement nf 

the dimensional changes during phase transformation. A maximum cooling

rate of up to 400°C/s can be obtained when the sample is quenchcd llsing

helium gas. Specimens are heated to the solution tempcrature llsing induction 

and the temperature is continuously measured by a K-type thermocouple 

which is spot welded on the surface of the specimen. 

IV.3 EXPERIMENTAL METHOnS 

IV.3.1 Specimen Preparation 

IV.3.1.1 MTS test 

Compression specimens were machined from the as-received 13mm 

thick plate with their longitudinal directions along the rolling direction. The 

specimen configuration for this test is shown in Fig. 4.6. As can be seen in this 

figure, both cylindrical ends were grooved to enhance uniform deformation by 

allowing the maximum retention of lubricants [163]. Fine glass powder was 

used as a lubricant between the tooling and the specimen and was applipd as a 

slurry made up with alcohol. A height-to-diameter ratio of 1.5 was selceted for 

the specimen dimensions to promote homogeneous deformatÎon [164, L651. 

The lubricants were chosen to have a viscosity of about 104 poise at the test 

temperature, according to suggestions made in a previous invcsUgation [1661. 

The glasses used in this work were manufactured by the Corning Glass Co., 

Ltd. 

IV.3.1.2 Hot deformation dilatometer 

Sample preparation followed the same pattern as for the MTS test. 

However, cylindrical specimens in this instance were 8mm long and 4mm in 

diameter. The specimens did not have grooves; instead, both ends were spot 
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The MMe quench hotdeformation dilatometer (a) an externat 
view of the MMe quench hot deformation dilatometer, (h) 
detailed view of measuring head, and (c) close up of (h) 
showing specimen positioning. 
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(h) 

(c) 

The MMC quench hot deformation dilatom€~ter (a) an external 
view of the MMC quench hot deformation dilatometer, (h) 
detailed view of measuring head, and (c) clmie up of (h) showing 
specimen positioning. 

Components ofmeasuring head are; 1) LVDT, 2) induction coil, 3) 
specimen, 4) deformation pistons, 5) limit switch, 6) micrometer 
adjustment of limit switch, 7) platens, 8) extension rod to LVDT 
and 9) thermocouple. 
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Compression test sample geometry and groove design. 



100 

welded to thin, round molybdenum foils (t=O.06mm), which decreased the 

friction between the tooling and specimen. 

1 V.3.2 Stress Relaxation l'esti ng 

The stress relaxation method was ernployed to measure the isothermal 

precipitation behavio\l!'. It was initially developed by Liu and Jonas [167,168] 

to detect the precipitation of Ti(CN) precipitation in austenite and was 

subsequently used by Djahazi [169] for Nb precipitation investigations. 

IV.3.2.1 Fundamentals ofstress relaxation 

Stress relaxation is the decrease in stress at constant deformation due to 

the conversion of elastic strain into inelastic strain. In the basic stress 

relaxation test, a specimen is deformed at a constant temperature and strain 

rate to sorne initial stress, Go, and the actuator is then arrested and the 

subsequent stress relaxation is continuously monitored. When stress 

relaxation occurs, the stress needed to maintain a constant total deformation 

decreases as a function of time. For a specimen which is under a total strain c 

at an elevated ternperature where creep can occur: 

o 
c=c+c=-+c 

e PEP 
(4.1) 

where Ce is the elastic strain, cp is the plastic strain and E is the elastic 

modulus of the specimen. Stress relaxation curves at different temperatures 

are shown schematically in Fig. 4.7. The initial rate of decrease of stress is 

high, but the rate diminishes in the later stages. For the total strain to remain 

constant, the elastic strain decreases as the material creeps. This means th~t 

the stress required to maintain the total strain decreases with time as the 

creep strain increases. The plastic strain in the specimen during relaxation 

can be wri tten as: 

o -0 
o 

C ---
P E 

(4.2) 
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Felthnm [170] found the fullowing empirknl lognl'ithmic rclation~hip 

between stress and time: 

o = 0 - S' ln (l + Pt) 
() (4.3) 

where SI is a time independent parameter and p is a constant. This empirienl 

relationship has been observed in various mntcrials includi ng a-iron [171 J. 
plain carbon steels [172, 174], stainless stccls (173], nickel [175] and niobium 

[176]. Although most of these experiments werc cnrried out at rOlll11 

temperature or elevated temperatures «0.5Tm), for the prescnt :,tlldy, this 

stress relaxation method was employed in the high temperature austenite 

region to observe precipitation behaviour. 

'rime 

Fig. 4.7 Typical stress relaxation curves at different temperatllres. 
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rV.3.2.2 Length change of the compression tooling 

When the temperature is decreased from the solution temperature to the 

t~st temperatuïe, a constant level of deformation is not easy to attain because 

dimensional changes of both the tooling and specimen are involved which are 

associated with thermal contraction. The amount of thermal contraction of 

both the tooling and the specimen should be compensated for during the stress 

relaxation test, to maintain a constant strain. 

In this study, the amount of contraction of the tooHng was measured 

using a ceramic (AI2Û3) dummy sample with the same dime.lsions as the steel 

specimen. The length change with time, using the same thermal history as 

each stress relaxation test, was continuously monitored under a load of 

between 1.5 and 5.0kg. Since both the thermal contraction and the creep of 

ceramic dummy sample are negligible, the displacement data give the length 

decrease of the compression tooling. 

The length changes with time determined during cooling to and holding 

at various test temperatures are shown in Fig. 4.8. The resuIts were fitted to 

the following equation by the least squares method: 

(4.4) 

where ûl is the current length change, ûloo is the maximum length decrease 

attained by the tooling at a given tempe rature , and k and n are constants. 

This was then used to control the actuator piston to keep the specimen 

deformation constant. 

IV.3.2.3 Stress relaxation testing details 

The thermal profiles of the stress relaxation tests are presented in Fig. 

4.9. The samples were reheated to the solutionizing temperature, he1d for 30 

min. and then cooled down to test temperature by switching off the furnace. 
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The sample was held for Imin at the test temperature to stabilize the 

temperature, and a 5 % deformation was then executed using a strain rate of 

O.1/s. The stress decrease with time was monitored while the strain level after 

deformation was kept constant. 

Before deformation, the piston is positioned automatically such that the 

anvil is ir. contact with the specimen surface prior to testing. In this 

positioning period, 20 load and displacement data are transferred from the 

MTS machine in a time interval of 0.169 s, and the mean values of load and 

displacement are used to follow the contraction of the specimen and tooling. 

Depending on the load value, the piston moves either 1 machine unit clown or 

up or remains stationary (1 machine unit is 112047 of the set range, Le. in the 

present experiment, this represents 1/204.7 mm because the range selected to 

measure the gauge lengt.h by the LVDT was 10 mm). The critical loads to 

control the piston were O.5kg and 5kg, i e. if the load is less than 0.5kg, the 

piston moves down 1 machine unit to increase the contact pressure between 

the anvil and the specimen; if greater than 5kg. the piston moves up, and 

between the two val ues it remains stationary. At the point of prestraining, the 

aulomatic positioning loop exits and the current position of the piston is taken 

as the reference posi tion for the prestrain. The amount of prestrain was chosen 

in order to avoid the initiation of recrystallization during the stress relaxation 

lest. 

To maintain a constant true strain rate, the sample is deformed at a rate 

which is proportional to its instantaneous height, h: 

dh 
-=-éh 
cil 

(4.5) 

where t is the strain rate. By integrating the above equation and setting h = ho 

at t = 0, the following relation is obtained. 
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!::. h=h-h = h {l-exp (-Èt)} 
() () (4.6) 

With a computer controlled system, true strain rate tests are produced by 

dividing the entire deformation time into n steps (n = 50 in the present test) 

wit~ intervals of constant ~t. The deformation time at the end of the i-th 

interval is: 

L C 
t =i!::.t = - -

1 n ë 

Thus, eqn (4.6) can be rewritten as: 

(4.7) 

(4.8) 

where &hi is equivalent to the actuator displacement in the i-th step during 

the deformation. This equation was employed to deforrn the specimen at a 

t:onstant strain rate. 

The monitoring of the stress relaxation experiments was divided into 

three time periods to conserve computer memory: i) 0.5s irnmediately after the 

prestrain, ii) thE:" next 100s and Hi) the remaining time. Within each period, a 

different data acquisition time interval was selected to obtain sufficient data 

points for a log scale of experimentaJ ,,ime. A total of 4150 load and 

displacement data points was sampled dlHjLlg a stress relaxation experiment. 

The load data were converted into true stress by the following equation. 

{oad 
0=-

1 A 
1 

(4.9) 

where Ai is the instantaneous sample cross section which was calculated as 

Ai = Aoholhi. Here Ao and ho are the cross sectional area and height of the 

undeformed specimen, respectively, and hi is the instantaneous height of the 

specimen. The true strain at ti was converted from the recorded displacement 
data Ôhi by the inverse ofeqn. (4.8), i.e. 
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C = -ln(l- ~) 
1 h 

(4.10) 

Cl 

The raw data determined from eqn. (4.9) involve significant scatter because 

the movement of the piston is digitized. This data scatter was smoothed by 

taking mean values of the stress over selected time intervals, whieh wel'e 

defined so as to lead to an even distribution of the mean stress data points on 

the log time seale. 

IV.3.3 Continuous Cooling Testing 

To eheck the predicted CCP behaviour of the model, continuous cooling 

testing was performed by means of the hot deformation dilatometcr. 'L'he 

schedule of thermal treatments is represented in Fig. 4.10. The solutlOnizing 

stage was the same as that of the stress relaxation test. The samples were then 

cooled down to IOOQoe and deformed 5% at a strain rate of about 0.1 Is. During 

cooling, using various cooling rates (0.1 °C/s-5°C/s), the samples were quenched 

at designated temperatures. The quenched samples were sectioned parallel tn 

the deformation axis and the Nb precipitates were observed by transmission 

electron microscopy. 

IV.4. ELECTRON MICROSCOPY 

IV.4.1. Preparation of Carbon Replicas 

The specimens quenched during continuous cooling were sectioned and 

ground USl1g silicon carbide papers and polished with 611m diamond paste and 

O.0511m alumina, in sequence. The polished specimens were lightly etched 

with 2% nital for about 5sec. Carbon was deposited on the etched surface using 

a vacuum evaporator in vacuums better than 5x10-4 torr. To obtain a uniform 

carbon film, the specimen stage was rotated continuously during deposition. 

Squares of approximately 2x2 mm were scribed on the coated surfaces 

and removed by chemical etching using a solution of 10% nital. During the 
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chemical etching, the solution was agitated mildly to improve the contnl't 

between the specimen and the clean solution. The removed carbon replkas 

were washed gently in a 50-50 mixture of ethanol and distilled water and then 

in distilled water. They were finally mounted on TEM copper grids (Cu, 3mm, 

200 mesh) and dried. 

IV.4.2. Transmission Elecü·on Microscopy 

The carbon replicas were observed in a JEOL-100CX scanning 

transmission electron microscope operated at 80kV. Chemical analysis of t.he 

individual particles was performed by a PGT system IV energy dispersive X

ray spectrometer (EDS). 

IV.4.3. Particle Size Measurement 

From the TEM micrographs, the particle size was measured with an 

acc~racy ofup to 10-Imm, using a monocular. For each test condition, between 

200 and 300 particles were observed. The particle size distribution and 

statistical parameters, such as me an particle size, standard deviation, etc., 

were then determined. 
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CHAPTER V 

EXPERIMENTALRESULTS 

V.la STRESS RELAXATION TEST RESULTS 

A specimen is plastically deformed at a constant strain rate to a 

partîcular strain, which is then held constant during the test. The consequent 

continuous stress deerease under this condition is termed as stress relaxation. 

The stress change with time can generally he descrihed by the logarithmic 

time dependence shown in E'·tn. (4.3). 

V.l.I. (4'low Hehaviour nuring Prestraining 

Figure 5.1 shows several true stress-strain curves as a function of 

tempe rature during prestraining. At small strains, the (J-e curves coincide 

with each other and this phenomena is identified as an initial athermal 

hardening. In general, the flow curves at high temperatures are the result of 

athermal hardening and dynamic recovery when the strain is not sufficient for 

dynamic recrystallization. 

The flow curve can be divided into a pre-yield and a work hardening 

region. In the pre-yield region, stress increases linearly with strain, while the 

ra te of stress increase wi th strain decrcases in the work hardening region. The 

yield stress (Oy) and the maximum stress «Jm) were determined by the 0.2% 

offset criterion and the flow stress at the end of the prestrain (5%), 

respectively. The two values are listed in Table 5.1. 

The temperature dependence of the yield and maximum stress is 

usually descrihed by an Arrhenius type equation, which follows the rate of a 

thermally activated process. Therefore, a plot of log(oy) and log(um) with 

inverse absolute temperature (liT) is widely used ta characterize the 

temperature dependence of stress. The strain rate dependence on temperature 

can be expressed by the thermally activated rate equation: 
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Table 5.] 

Temp. (OC) 

950 

925 

900 

875 

850 

Yield and maximum stress during 
prestraining. 

Yield stress (ay) 

(MPa) 

21.6 

26.1 

31.0 

35.4 

39.5 

è=Keo) exp(- iL) 
RT 

Maximum stress (am) 

(MPa) 

56.2 

61.0 

67.7 

7?~ 

75.0 

(5.1) 
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where K(a) can be expressed in several ways, including Aan, A'exp((3a),and 

A"(sinhao)n, where A, A', A", a, (3 and n are constants. It has been often 

observed that Aan generally describes creep conditions well, Le. where the 

amou n t of stress is small. Since the strain rate, for this study, is constan t: 

1 É Q 
{na = - ln(-)+--

n A nRT (5.2) 

As expected, the relationship between Ina and Uf, which is shown in 

Fig. 5.2, !s linear, and the slope ofthis graph is Q/nR. 

V.t.2. Relaxation Rehaviour of Plain Carbon Steel and Nb Steel 

The stress relaxation behaviours of the plain carbon steel and niobium 

containing steel at 900°C after 5% deformation are shown in Fig. 5.3. For the 

plain carbon steel, the time dependence of stress is weIl defined by eqn. (4.3) 

during the whole t.est period, Le. the stress decreases linearly with logarithmic 

time. However, the later stages of relaxation behaviour of the Nb steel deviate 
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from its initial time dependence. In this region, the stress versus logarithmk 

time relationship of the Nb steel can be described as a combination of the basic 

logarithmic curve plus a stress increment, ùa; thus eqn. (4.3) can be expl'cssed 

as: 

a =0 -S' ln (l + Pt)+ ~o 
() (5.3) 

The relaxation behaviour can be divided into three regions. In region l, 

Âa = 0 and the relaxation behaviour is similar to that of lJlain cal'bon stel' l, 

except for the higher stress levels caused by the strengthening cffed or so!ulp 

niobium. In region II, 60 starts to increase due to precipitate formation, i.e. 

the rate of stress decrease with time is arrested because of the int.el'aetion of 

newly forrned precipitates and moving dislocations. The curve divcrgc~ 

continuously until the stress increment reaches a maximum value, after which 

Âa starts to decrease. The points at which ~a deviates from zero and where ùu 

is a maximum are identified as the precipitation start (P~.,) and finish (PI') 

times, respectively. TEM examination of carbon extractions has confirmed 

this interpretation [65, 167-169] . 

The stress relaxation behaviour of the specimen which was held at 

800°C differs somewhat from that of the other specimens (Fig. 5.4). The stress 

decreases linearly with logarithmic time, and then experiences a sudden drop. 

The latter is attributed to the y-to-a phase transformation in the specimen, 

since the strength of ferrite is less than that of austenite at the sarne 

temperature. 

Stress relaxation tests were performed to determine PH and PI' times for 

the Nb steel during isothermal holding at several temperatures. The 

experimental results, which are presented in Fig. 5.5, indicate that the 

temperature at which precipitation is the faste st is near 900"C, which agrees 

weIl with the literature [11, 12, 16, 121]. 
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V.1.3. Precipitation· Time· Temperature Diagrams 

The P.., and Pr times determined from the stress relaxation method for 

the Nb steel are listed in Table 5.2. The results are also presented in the form 

of precipitation-time-temperature (PIT) diagrams in Fig. 5.6. From the five 

sets of experimen ~al P.., and Pr times, PTI curves can be determined using the 

isothermal precipitation model which was described in chapter III. The Ps and 

PI' times calculated from experimental data using the nucleation and growth 

and growth only models are also presented in Fig. 5.6. From the diagram, it 

can be seen that the nucleation and growth model provides a slightly better fit 

compared to the growth only mode 1. 

Table 5.2 

Temp. (OC) 

950 

925 

900 

875 

850 

Measured Ps and Pf times using the 
stress relaxation method. 

Ps (sec) Pr(sec) 

48 440 

38 345 

32 295 

44 395 

62 540 

The calculated mean values of the rate constants and time exponents 

evaluated from the experimental PTT data are listed in Table 5.3. The 

unknown parameter (p) was determined from the experimental data (Table 

5.4), and the mean value of p was applied for all test temperatures to calculate 

the P" and Prof Fig. 5.6. The dislocation density so determined seems to be an 

overeslimate, when it is considered that the value of p in hlghly deformed 

metals is about l012/cm2. Since the rate constant is proportional to the 

activation energy, exponentially, a small change of this value leads to large 

differences in dislocation density. The value of the activation energy used in 
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this calculation was determined experimentally under the condit.ion that no 

deformation was employed [1461. However, stress is applied dudng testin~. 

which can decrease the activation energy for the diffusion ofsolute aloms. 

The logarithm of p calculated From the experimental data displays a 

linear dependence on the inverse absolute temperature, as shown in Fig. 5.7. 

This behaviour arises because the dislocation density is directly related tü the 

applied load, which exhibits an Arrhenius type temperature dppendenct'. 

From other data [11, 12, 121], this dependence is apparently not as ~troIlg. 

possibly because ofinsufficient data. The lines represent least square fits. 'l'hl' 

calculated Prtimes are much closer to the experimental data, as shown in Fig'. 

5.8, when the dislocation density is modified according ta the temperatu re. 

AIl the PTT curves are classically C-shaped because of the competition 

between the driving force and diffusion rate. The driving force for 

precipitation is controlled by the degree of supersaturation of the precipitating 

element. Above the nose temperature, the lower supersaturation l'l'duces the 

nucleation rate and longer times are then needed to start precipitation. On the 

other hand, below the nose temperature, the low diffllsivity of the precipitating 

element causes an increase in the start times. 

V.1.4. Prediction of CCP Curves from Isothermal Data 

Once the isothermal precipitation kinetics have been determined, the 

CCP behaviour can be predicted using the model described in chapter III. The 

calculated CCP diagram is presented in Fig. 5.9. Here, two sets of calculation~ 

were carried out for different cooling start tempe ratures (CCPl: éooling from 

1130°C, and CCP2: cooling from 1000nC). Small arrows indicate the calculated 

Ps and Pr times during continuous cooling on each cooling curve. As can he 

seen in the figure, the CCP behaviour is shifted to the right (longer timc~) 

compared to the PTT curves, because precipitation is delayed during 

continuous cooling. This is because a high degree of supcrcooling is nccded tu 

start precipitation when the matt::rial is continuously cooled. The degcee of 

supercooling is dependent on the cooling rate, i.e. if the cooling rate is fast, 

then a larger arnount of supercooling is necessary to start the reaction. 

Therefore the deviation between the CCP behaviour and the isothermal one is 
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Table 5.3 The calculated mean values of the t'ute 
constant (h) and time exponent (1\) at 
different temperatur~s. 

Temp. (OC) Ii b 

950 1.84 4.19X10-5 

925 1.85 6.24XI05 

900 1.83 8.96XI0-5 

875 1.85 4.60XIO-5 

850 1.88 2.19XI0-rJ 

Table 5.4 Calculated dislocation densities 
from measured Ps and Prtimes. 

Temp. (OC) Dislocation Density (cm-2) 

950 1.60XI0 12 

925 2.69XI0 12 

900 7.71XI0 12 

875 1.16XI013 

850 2.12XI0 13 

121 
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greater in a higher cooling rate region (shorter time region) than in a lower 

cooling rate region (longer time region). 

V.2. CONTINUOUS COOLING TEST RESULTS 

The continuous-cooling-precipitation behaviour calculated from 

isothermal data is shown again with several cooling curves in Fig. 5.10. 

Continuous cooling tests were performed to check the accuracy of the CCP 

predictions. Quenching tempe ratures during cooling were selected from the 

calculated CCP and cooling curves, and are listed in Table 5.5. 

V.2.1. Dilatation During Quenching 

During continuous cooling and quenching, the length of the specimen 

decreases linearly as the temperature drops, if no phase transformation is 

involved. When the temperature reaches any value where a transformation 

occurs, the rate of length decrease is changed because phase transformation is 

generally accompanied by a volume change. For example, in the case of the y

to-a transformation ofsteel, the length decrease with temperature is countered 

by an expansion when ferrite is formed from austenite. The length of the 

specimen decreases linearly again with temperature aftt'r the phase 

transformation is completed. Therefore the start and finish points of a phase 

transformation can be determined from the variation in the dilatation. 

In the present study, the dilation was followed to ensure that the 

quenching was rapid enough to suppress the y-to-a transformation. As can be 

seen in Fig. 5.11, the temperature at which a phase transformation was 

detected was about 500°C, which corresponds approximately to the martensite 

start temperature. The micrograph in Fig. 5.12 shows the typical 

microstructure of a quenched specimen and it can also be identified as a 

martensi te microstructure. The cooling rate of the hot deformation 

dilatometer is thus considered as sufficient to restrain the y-to-a 
transformation during quenching. 
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Table 5.5 Interrupted quenching temperatures 
during continuous cooling. 

Cooling Rate 
Interrupted Quenching Temp. (OC) 

(OC/s) 

0.1 975,960,940,930,890,800 

0.2 965,950,930,900,860,800 

0.5 955,935,905,800 

1.5 930,895,800 

5.0 800 

128 
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Fig. 5.12 Typical microstructure of the quenched specimen. 
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V.3. TEM OBSERVATIONS 

Both extraction replica and thin foil TEM methods may be used to 

image particles. Extracted particles are normally visible in bright field 

images, but high resolution dark field imaging is often necessary to observe 

small particles in a thin foil, because they are easily obscured by contrast 

effeds in the matrix. Wexler and Borland [177] compared the accuracy of the 

extraction replica and thin foil techniques for the quantitative analysis of 

small second phase particles, and the results indicated that the particle size 

distribution and estimated volume fractions were similar for both techniques. 

The main advantages of the thin foil method are that smaller particles may be 

detected and more information can be obtained concerning the shapes and 

orientation relationships of the precipitates. However, at present, the 

extraction replica technique is the most commonly used for quantitative 

particle measurements because ofits simplicity. 

In the present analysis, carbon extraction replicas were employed to 

observe the Nb(CN) particles in the interior of a specimen which was quenched 

during continuous cooling. Quantitative analysis, Le. the particle Slze 

distribution, was employed to describe the progress of precipitation. 

V.3.1. Identification of Niobium Carbonitrides 

The precipitating species observed in commercial HSLA steels are MnS, 

AIN, Ti(CN), V(CN) and Nb(CN). The types and shapes of precipitates are, of 

course, dependent on the chemical composition and the thermomechanical 

treatment. In this investigation, the particles that were most frequently 

observed were MnS, AIN and Nb(CN) precipitates. Among these, manganese 

sulfide can easily be distinguished from the others because of its considerably 

larger size. The diameter ofa MnS particle is as high as a few hundred nm and 

it is almost spherical in shape. 

In contrast to MnS, the differentiation of AIN from Nb(CN) by their 

morphological characteristics is somewhat more difficult. It has been reported 

that the kinetics of AIN precipitation in austenite are generally slow and 
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dependent upon thermal history [178, 179]. Two no se points are observed in 

isothermal AIN precipitation, one in austenite and the other in ferrite. This is 

because the diffusion of Al in ferrite is much faster than in austenite. When 

compared to Nb, it can be seen that Al precipitation is delayed by almost an 

order of magnitude. However, the deformation of austenite significantly 

accelerates the kinetics of AIN precipitation [178, 180]. Following MielH'1 and 

Jonas [180], the dynamic precipitation kinetics of AIN have been shown lo be 

close to those of Nb(CN). They determined the start and finish limes for tlll' 

dynamic precipitation of AIN using a mechanical testing technique 110, 121. 
and found that the P s and Prtimes at 875,IC. where the readion was most r:1pid 

in this investigation, were in the range 6-11 sec and 45-130 sec, rcspectively. 

This is similar to that of Nb(CN) and V(CN) in deformed materials. AIN 

precipitation was most rapid for Al-rich, non-stoichiometric compositions, and 

this was rationalized on the basis of a reaction controlled by aluminum 

diffusion. It was also round that dynamically coarsened AIN has a higher 

particle diameter than dynamically coarsened Nb(CN) [180]. 

Another difficulty in the identification of Nb(CN) is the complex nature 

of the precipitates in HSLA steels. Houghton et al. [181 J have noted the 

chemically heterogeneous nature of these precipitates. Steep chemical 

concentration gradients of niobium and titanium in one particle were shown. 

which is surprising, since the particles are only a few hundred atomic 

diameters in size. This was interpreted as being due to the precipitation and 

growth of one species on another. Emenike and Billington [182, 1831 studied 

line pipe steels containing various levels of Nb-Ti-AI-V and analyzed the 

chemical compositions in particles using EDX spectra. They observed thntthe 

size ora precipitate is an important factor in determining the complexity orthe 

chemical composition. They noted that large amounts of Ti and Al were 

included in coarse niobi um particles, and tha t fine spherica 1 pa rUdes 

exhibited a unique Nb concentration. The amount of Al in coarse precipitates 

almost reached 40-50 weight pet from thei r quantitative analyses. Th is 

amount increased with increasing particle size and was generally accompanied 

bya change in shape from a spheroid to a plate. The addition of Ti to a ::.teel 

decreased the amount of Al in the precipitates because titanium takes up the 

nitrogen in the form of TiN , limiting the level of N that can react with the Al. 
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In this case, the titanium concentration increased to levels as high as 25 

weight pet of the precipitates. 

AIN can often be distinguished from Nb(CN) by its morphology, which 

resembles thin plates, needles or rods, and its relatively large size [184]. The 

chemical analysis facilities ofa TEM can confirm the compositions ofparticles. 

In this study almost a11 the particles were not compositionally complex, but 

were, instead, dominated by one particular element. The exception was the 

presence of Nb-Ti precipitates, as was reported by Houghton et al. [181]. 

Figure 5.13 shows typical shapes of the precipitates frequently found in 

this investigation. The particles which are spherical and very large are MnS; 

the plate-like precipitate is AIN. Several other smaU particles, which are 

almost spherical in shape, were identified as Nb-rich particles and can be 

presumed to be Nb(CN) precipitates. Analyses of the che mi cal composition by 

EDX spectra are also shown in Fig. 5.13. 

V.3.2. Morphologies of Nb Precipitates 

V.3.2.1. Undissolved precipitates 

Undissolved precipitates do not influence the structure and properties of 

a material because of their large size. Increasing amounts of precipitates can 

be dissolved at highf'!r reheating temperatures. 

In this experiment, 1150"C was employed as a dissolution temperature 

because the precipitate is expected to dissolve at about 1050-1070°C (Table 

2.1). The holding time at this temperature was 30min. Nevertheless, several 

undissolved particles were observed in specimens quenched after reheating, as 

shown in Fig. 5.14 (a). The average size of the undissolved particles is about 

160nm after measuring 25 particles. The main composition wa::; Nb, as shown 

in Fig. 5.14 tb); however, several particles exhibited a strongTi peak, as in Fig. 
5.14 (C). 

1 
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V.3.2.2. Network ofprecipitates 

The precipitation of Nb(CN) is heterogeneous in nature, Le. it usually 

occurs in conjunction with crystal defects. The frequently observed chain-like 

and cell-like distribution ofNb(CN) precipitates is due to precipitation on sllch 

defects. In general, precipitates are therefore not distributed at randolI1. hut 

are concentrated in certain areas, forming a network. Hansen d al. 1~)71 

showed a band of Nb(CN) precipitation in proeutectoid f{'rrite, which wns UH' 

prior austenite grain boundary, and cell-like precipitation along the prio,. 

austenite substructure. It also has been reported tha t plana r arrays of 

precipitates are formed during phase transformation [97, 1851. this hcing 

interphase precipitation paraliel to the yla interface. 

Figure 5.15 shows the chain-like distribution of Nb(CN) particles. 

Precipitates are frequently observed along certain lines, and the line on which 

precipitates are formed is generally thought to be a sub-bounda ry, wherc 

dislocations are tangled. From the network of precipitates, the boundary of the 

substructure of austenite can be roughly estimated . 

v.a.a. Evolution of Precipitation During Continuous Cooling. 

Typical TEM micrographs of specimens during continuous cooling 

testing are shown in Fig. 5.16. Particles smaller than 3 nm can be detcctcd in 

these carbon extraction replicas (Fig. 5.17). The quench temperature is shown 

at the top of the micrographs. When the specimen is cooling down from a high 

temperature at a slow cooling rate, precipitates will be formcd during cooling. 

The she of the precipitates increases when the quenching tempcrature is low 

be\!ause the time to grow particles during cooling has increased. 

It can be observed that the size of precipitate is smaU when the cooling 

rate is fast. At higher cooling rates, precipitation starts at lower temperature~ 

because of a higher degree of supercooling. Thus, smaU nuclei are formed 

because of the increased driving force for nucleation at that temperature. The 

growth of nuclei is also restricted because of the low tempera tu re, which 

further restricts the size ofparticles formed at higher cooling rates. 
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V.3.4. Particle Size Distribution 

The most important parameters generated by a quantitative analysis of 

second phase particles are the volume fraction and mean particle size. 

I1owever, the accuracy of volume fraction information determined by 

extraction replicas is somewhat compromised because the extraction efficiency 

of each carbon replica varies. On the other hand, the quantitative information 

concerning particle size is more precise. 

Particle size distributions are shown in Fig. 5.18. The mean particle 

diameters and the corresponding standard deviations were measured on 

replicas and are therefore surface (2-dimensional) quantities. The volume (3-

dimensional) mean particle sizes and standard deviations were obtained using 

the equations developed by Ashby and Ebeling [95]: 

-
d 

- s 
d=-----

v S D 2 

1+( dIS)) 
(5.4) 

s 

S.D·(S) 
S D = --~.:---

(v) (S.D. Is ) )2 
1+ _ 

d 

(5.5) 

s 

Here cl and S.D. rerer to the mean particle diameter and standard deviation, 

and subscripts s and v rerer to surface and volume, respectively. The values of 

cls, S.D.(s), clv and S.D.(v), corresponding to the precipit.ates observed in the 

quen(hed specimens, are listed in Table 5.6. 

The particle size (log(clv)) is plotted against log scale time in Fig. 5.19. 

In the case of isothermal holding, this plot would exhibit linearity because 

particle growth is diffusion controlled. During continuous cooling, in contrast 

to isothermal holding, particle growth is non-linear with log time. 

From the measured mean particle diameter, the simple relationship 

y = axb + c was formulated, where x and y are the particle diameter and time 
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Table 5.6. 

Cooling rate 

(OC/sec) 

0.1 

0.2 

0.5 

1.5 

149 

The rneasured mean diametel's and stalldal"Ci 
deviations ofsUl'face and volume Pt·OPCI'ti('S. 

Quenching 
Surface Properties Volume Properties 

Temp. ('Je) 
d" S.D·h ) cl\' S.D.(v) 

-
960 17.1 10.6 12.5 '7.f) 

940 28.7 15.6 22.2 12.0 

930 32.4 16.7 25.6 1 :1.4 

890 39.7 17.6 33.2 14.7 

800 41.6 16.6 35.8 14.:3 

950 14.2 9.3 9.9 6.5 

930 22.4 14.8 15.5 10.:1 

900 29.2 18.3 20.9 13.1 

860 32.2 17.7 24.8 13.n 

800 33.7 17.3 26.7 1:1.7 

935 10.9 7.5 7.4 5.1 

905 18.8 12.5 13.0 R.7 

800 27.6 15.8 20.8 11.9 

895 11.3 8.0 7.5 5.3 

800 19.5 14.0 12.9 9.2 
-

respectively, and a, band c are constants. The incubalion lime W3!:; then 

calculated by setting x = O. The experimental times were then modified by 

subtracting the incubation time from the total time, and the evolution of 

particle size are replotted as log(d) versus log(t) scale, which allows a more 

directcomparison of the growth of the particles to be made (Fig. 5.20), 
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CHAPTERVI 

DISCUSSION 

VI.1. TEMPERATURE DEPENDENCE OF THERMO
DYNAMIC PARAMETERS 

Several thermodynamic variables, such as soluble concentration of 

precipitating elements, composition of precipitates, chemical driving force for 

precipitation etc., can be determined using the model proposed in chapter III. 

In this section, the calculated results are presented, and compared with 

experimental results to determine the accuracy of the present modeJ. For the 

purposes of the comparison, the results of four difTerent Nb steels taken from 

the literature are used. The chemical compositions of these steels along with 

that used in the current work are shawn in Table 6.1. 

Table 6.1 

Steel 1 

Steel 2 

Steel 3 

Steel 4 

Steel 5 

Chemical compositions of precipitating elements for the 
steels used in the calculations. 

Nb C N 
rer. 

wt% at% wt% at% wt% at% 

0.040 0.024 0.067 0.306 0.0060 0.0235 * 
0.065 0.039 0.180 0.832 0.0036 0.0143 186 

0.197 0.118 0.029 0.135 0.0116 0.0480 187 

0.531 0.319 0.081 0.376 0.0024 0.0080 187 

0.957 0.575 0.102 0.474 0.0183 0.0717 187 

* U sed in this experiment. 
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VI.1.1. Variation of Soluble Concentration of Nb, C and N 

As already observed in eqn.(3.23), the soluble concentrations of the 

precipitate forming elements are expeeted to depcnd directly on the moll' 

fractions of the precipitates, and on the overall coneentration~ of t.he~j(' 

elements in the steels. The soluble concentrations of Nb. C and N have hel'll 

calculated in the temperature range 800-1200')C and are shown in Fig'. (i.t. 

The soluble concentrations increase as the temperature increases. but. the l'ale 

ofincrease is not the same for each steel beclluse of the differ'ing proportions Ill' 

precipitating elements. Note, for example, in Fig. 6.1 (a), t.hat dt.'~pitl' t.he 

higher overall concentration of Nb in stee 1 2 l'ompared to steel l, tilt.' solu hll

concentration of Nb in steel 2 is generally lower than that of steel 1. This t'an 

be attributed to the higher level of interstitial atoms in steel ~, which can 

combine with Nb atoms and cause precipitation The atomic ratio~ betwpen 

the interstitial atoms (C + N) and Nb are 13.7 and 21.7 in stee ls 1 and 2, 

respectively. 

In general, low C steels (low atomic ratio of C to Nb) show a sOllwwhal 

higher dependence of soluble concen tration of carbon on tempcrature (Fig-. fl.l 

(b)). This is because the ratio of the amount of carbon comhined in the 

carbonitride to the total amount is larger compared to the hig-h carhon steels. 

The high nitrogen containing grade, steel 3, shows a rather rapid l'hange of 

soluble content of nitrogen with temperature (Fig. 6.1 (c)). This l'an oc 

attributed to a higher nitrogen content in the precipitates, which causes the 

nitrogen concentration to change drastically as the precipi tate dIssolves. This 

result can be related to the lower y value (the proportion of Nhe in the 

Nb(CN» of steel 3, as will be seen in the next section. 'l'he predieted soluble 

concentrations are in reasonable agreement with the experimental data (Tél ole 

6.2). The experimentally determined nitrogen concentra tions in steel 5 arc 

different from the calculated ones. The reason is not obvious. 

VI.1.2. Amount of Precipitation and Composition 

The volume fraction of precipitate increases as the temperature 

decreases and as the concentrations of th~ precipitating element~ increase 

(Fig. 6.2). The temperature at which the amoupt of precipitate is zero is the 
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Fig. 6.1 (a) Temperature dependence of soluble concentrations of 
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Fig. 6.1 (b) Temperature dependence of soluble concentrations of 
(a) niobium, (b) carbon and (c) nitrogen. 
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Fig. 6.1 (c) Temperature dependence of soluble concentrations of 
(a) niobium, (b) carbon and (c) nitrogen. 
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Table 6.2 

Steel 2 

Steel 3 

Steel 4 

Steel 5 
1 

l~ __ ~ __ ~ ___ 

Comparison of the calculated chemical compositions of the precipitating 
elements with the experimental ones. 

Temp. Nb (at%) C (at%) N (at%) 

(OC) 
Predicted Observed Predicted Observed Predicted Observed 

950 0.0035 0.0024 0.804 0.804 0.0119 0.0091 

1050 00095 0.G066 0.809 0.804 0.0125 0.0099 

1100 0.0147 0.0119 0.813 0.809 0.0128 0.0107 

1150 0.0222 0.0203 0.819 0.818 0.0133 0.0115 

1000 0.0197 0.0090 0.086 0.083 0.0116 0.0108 1 

1 

1100 0.0425 0.0310 
. 

0.100 0.098 , 0.C177 0.0163 

1200 0.0768 0.0576 0.118 0.116 0.0293 0.0260 

1000 0.0226 0.0114 0.126 0.130 0.0007 0.0028 

1100 0.0507 0.0522 0.150 0.181 0.0010 0.0068 

1200 0.0960 0.0901 0.189 0.209 0.0015 0.0092 

1000 0.0323 0.0216 0.072 0.068 0.0023 0.0052 

1100 0.0642 0.0715 0.098 0.121 0.0037 0.0012 

1200 0.1111 0.1260 0.136 0.167 0.0061 0.0004 
---~~ - --

.... 
lJ1 
~ 
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solution temperature. Precipitation begins at higher temperatures with 

increasil1g Nb concentrations. The rate of increase in the volume fraction of 

precipitate is rather unique and de pends on the Nb content. 

There is a dependence of precipitate composition on temperature, shown 

in Fig. 6.3, bccause, at a certain temperature, the free energy change of the 

formation of NbN is greater than that of NbC. The y value (the proportion of 

niobium t'arbide in niobium carbonitride) decreases as the temperature 

increasel:i. This value can also be related to the ehemical compositions of the 

precipitating clements, i.e. the value increases when the ratio of C/(C + N) 

increases. However, steel 4 shows a higher y value than steel 2, despite having 

the same value of C/(C + N) ratio, and steel 5 shows a higher y value than steel 

1, despite the lower C/(C + N) ratio. These observations can be attributed to 

the ratio of the total interstitial (C + N) atoms to Nb atoms because a higher 

level of nitrogen is advantageous in the formation of stable NbN at high 

temperatures. For example, the atomie ratio of (C + N)/Nb in steel 1 is 

approximately 14, in spite of the almost stoichiometric composition in steel 5. 

Therefore, the excess nitrogen in steel 1 can form NbN more easily at high 

temperatures, and thus lower the y value. The predicted y values compare 

well with the experimental ones, as shown in Table 6.3. 

VI.I.3. Chemical Driving Force and Free Energy of Formation 

The calculated driving forces for the precipitation of Nb(CN) increase 

monotonically when the temperature is decreased, as displayed in Fig. 6.4. As 

expected, the steels with higher concentrations of precipitating elements 

exhibit higher driving forces and result in higher nucleation rates for 

precipitation. The free energy of formation (.~G*) of Nb(CN) in austenite is 

also calculated (Fig. 6.5) and is shown to increase rapidly as the temperature is 

increased. Th us, as the temperature increases, the critical size of nucleus also 

increases. Therefore the reaction kinetics de pend on the variation of ~G*. In 

contrast, at lowcr temperatures, .lG* decreases and the critical radius of 

nucleus decreases. In this case, the variation of ~G* no longer strongly 

influences nucleation. Instead, the tempe rature dependence of the diffusivity 

of the solute atoms is found to be the rate controlling factor. 

• 
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Table 6.3 Comparison of predicted and obsCi'ved y values. 

Temp. 
Predicted Observed 

Di ffcl'cncl' +-

(OC) (('Ir) 

950 0.92 0.83 10.8 

Steel 2 1050 0.93 0.83 12.0 

1100 0.93 0.83 12.0 

1150 0.93 0.83 12.0 

1000 0.57 0.59 -3.4 

Steel 3 1100 0.54 0.54 0.0 

1200 0.48 0.49 -2.0 

1000 0.97 0.92 5.4 

Steel 4 1100 0.97 0.92 5.4 

1200 0.97 0.92 5.4 

1000 0.85 0.86 -1.2 

Steel 5 1100 0.85 0.83 2.4 

1200 0.84 0.81 3.7 

*Negative means predicted value is smaller than the observed one. 
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VI.2. PARTICLE EVOLUTION DU RING CONTINUOUS 
COOLING 

In industrial practice, most of the precipitation takes place during 

con tinuous cooling of the alloy and therefore occurs over a range of 

temperatures. Under these conditions, a broader range of sizes and 

distributions may arise, as compared to the isothermal case. Consequently, in 

this section, particle growth during cooling is analyzed. 

V1.2.1. Particle Growth Iluring Continuous Cooling 

The theory of the growth of spherical precipitates from a solid solution 

during isothermal holding leads to a square root dependence oftime on particle 

diameter, as was shown in eqn. (3.46). Several experimental results [65, 168, 

169] have confirmed this derivation. Experimentally, the clJarsening stages 

also exhibit a power law relationship, although the values of the power differ 

from that of the growth stage [64, 132-134, 136]. However, a consistent power 

law dependence is not maintained during continuous cooling. As was shawn in 

Figs. 5.19 and 5.20, the plots of log(t) vs. log(d) during continuous cooling are 

not linear. 

During continuous cooling, the cooling curve can he divided into small 

isothermal steps and the increase in particle diameter with timt. is assumed to 

be the sum of several isothermal steps. Suppose the specimen is cooled down 

from TI to '1\ during time interval t 1 (Fig. 6.6), the particle which was 

nucleated at time t = 0 initially grows following the growth curve at Tl during 

incr, .... mental time t}. It suhsequently follows the growth curve at T2 during 

inerunental time (t2-tl), and so on. Thus the partiC'le evolution during cooling 

ean be represented as the solid line in Fig. 6.6. The increase in particle 

diarneter during cooling is then calculated as: 

(6.1) 
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where Lldi=di-di-l. The increase in particle diameter with time during ead\ 

isothermal ho Id can be interpreted in terms of the diffusion controlled growth 

theory proposed by Zener [188], i.e.: 

(6.2) 

Here a is the growth coefficient which de pends on the concentration, D is the 

difTusivity and t is the reaction time. Since the diffusivity of the substitulimw 1 

element Nb is significantly lower than that of either intel'stitial CorN, it i~ 

assumed that the growth rate ofNb(CN) is controlled by the diffusion of Nb III 

this case, following Zener, the growth coefficient Cl can be written as: 

." " ln 

( 
2(X,vh - X Yh) 

0=2 ) 
(e _X t ' ) 

l' .Yb 

(6.:3) 

Here, XO~b is the concentration of Nb in the steel and X""h is the cquilibriurn 

soluble concentration of the elemen t in austenite. Cp is the concen tl'ation of 

Nb in thf> Nb(CN) precipitates. The above expres~i()n for the growth coefficIent 

was calculated for the one-dimension al growth of a plate shaped partlelc. The 

coefficient for the three-dimensional case was derived in Chapter 1I1 (eqn. 

3.45). In either case, each isothermal step in eqn. (6.1) is cxpressed as. 

(6.4) 

and 

Here Qi and Di are the growth coefficient and diffusivity at the i-th isotherrnal 

step at temperature Ti. 
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Although the growth coefficient is a weak function of tempcrature, the 

diffusivity exhibits a very strong dependence on temperature. The ('alculatcd 

results show that, within the experimental temperature range t960-800"C). Cl 

varies by about 20%, but the exponential term in D varies by two ordcl's of 

magnitude. From eqn. (6.2), the particle growth at any tempernture i::; 

expressed as: 

ltl ( CI ) 1/2 d=o[) I-'.\{> - -- 1 
Cl 2RT 

(6.5) 

where Do is the frequency factor. Here, ODO!/:! is Cl weak funl'tion of 

temperature, and thus the growth rate is considered tü be depelldent on 

temperature exponentially, Le. display Arrehenius type behaviour. The 

activation energy for the diffusion ofsolute atoms and the frequency fador arc 

determined from the experimental observations of the partide size, usin~: 

2 2 ( Q) /ld =0 D f'Xp - - 6.1 
Cl UT 

(6.6) 

where ~d2=d?-do2 and ~t=t-to. Here, do is the particle diameter at lime to. 

The calculated diffusivity of Nb using the above e4uation is shown in Fig. fi.7, 

along with values from the literature. The result obtained for the diffusivity 

IS: 

( 
234700) 4 ~ D = 1 49 PX!) - X t 0 - m I.wc 

UT 
(6.7) 

The activation energy obtained by this method is compared wilh data 

from other workers in Table 6.4. Th2 activation energy and frequency factor 

for Nb diffusion in the present experimen t is of the same order of magni Lude as 

that reported in other investigations (except for [lB~ 1). 

Using equations (6.5) and (6.7), particle evolution du ring a temperature 

change can be predicted. For example, particle growth durmg a cO'Jling rate of 

O.loC/sec was calculated for particle3 with varioLls initial sizes. As shown in 

Fig. 6.8, the calculated results coincide quite well with lhe experimental data, 

the latter of which were taken from Fig. 5.20. The difference hetween the 
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Table 6.4 Comparison of activation energy (Q) and 
frequency factor (Do) for solute diffusion. 

Do (m2/sec) Q (kJ/mole) ('ef. 

0.66xl0-4 264.0 123 

0.83xl0-4 266.5 146 

1.12xl0-4 283.0 169 

5,30xl0-2 343.0 189 

1.49xl0-4 234.7 Present Calclliation 
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predicted and observed values increases becallse coarscning IS involvcrl in the 

later stages of the experiment. T'le increase in particle size at different cooling 

rates is also shown in Fig. 6.9 in terms of cooling times (a) and temperatllre~ 

(h), As expected, the growth rate is lower whcn the cooling rate is highcr. 

VI.2.2. Determination of Ps and Pf'l'imes 

It has been observed [161] that mean diamcter~ of f)nm and lOnm are 

associated with 1% volume fraction of Nb precipitates fol' the isothermal 

conditions of 900"C and 1000"C, respcelÎvely. Thus, when the mcan particle 

diameter is 5nm, the volume fraction is very low, and it l'an he considered as 

corresponding ta the precipitation start lime. 

In Figs. 5.19 and 5.20, the experimental mean partic1e size in(,l'p;J..,(' i.., 

not linear, which confirms that there is no power law dependence of partiele 

diameter with time during continuous cooling. The hasic formula which 

describes the increase of particle diameter is expl'essecl as cl == Cll/:? where C I~ 

aD 112. During cooling, C varies with temperature via the exponpnti:d tprm in 

the expression for the diffusivity. In Fig. 6.10, the caleuhlted value!'> of' lne are 
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plotted against 1!f for the case of O.l"C/sec cooling. This diagram shows :l11 

almost linear relationship between the two parameten; within the 

temperature range 960-800uC. In general, lne dl'ops rapid\y when th" pnrtide 

coarsening stage begins, because the particle conrsening- rate is IllUl'h \ower 

than growth. For instance, during particle l'oarsening, the l'adi us dl'pends on 

tn (n = > 3) when the process is controlled by the diffusion of solute atoms 

Therefore, at the Prtemperature. the slope orthe relation:::.hip In(C) vs. 1/'1' will 

deviate from linearity (Figs. 6.11 (a) and (b)). 

Using the experimental data. Pr times were detenni ned for cooling rates 

ofO.loC/sec and O.2°C/sec. The P.., time was taken from Fig. 5.l9, by assuming 

that the precipitate size at P~ is 5 nm, and the Pr time was determined t'rom 

Fig. 6.11. The values so determined are superimposed on the calcl.l\att.'d (" P 

diagrams (Fig. 6.12) and correlate closely with the predicted CCP l'mves fnr 

each cooling rate. 
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VI.3. STRESS RELAXATION AFTER DEFORMATION 

In this section, stress relaxation mechanisrns arc dh;cussed for l'Bell 

region of the stress-time curve (region l, region Il and region III in Fig. 5.3), 

The correlation between the stress relaxation behaviour and the OCl'UlTcnl'p of 

precipitation is interpreted, based on a consirlel'ation of thenn:llly ;1ctiv:llt'd 

dislocation movernent. The stress directed diffusion of vacancies (diffll::>io!1 

creep) and grain boundary sliding are not considered in this analysi::.. bel'ausl' 

plastic fiow associateu with these mechanisms is significanl only al very high 

temperatures (close to the melting point) and very low stresses [190]. 

VI.3.1. Stress Relaxation Rehaviour Refore Precipitation 

As was pointed out by Langdon [191], the high lemperature properlies 

of crystalline materials depend critically upon lhe glide and dimb of 

dislocations. The time dependence of stress relaxation is associaled with t.he 

nloving dislocation overc~ming localized bal'l'iers. The reslslancl' nf crysla Is ln 

plastic deformation is dete!'ffiined by the critical resolvcd shenr stress that is 

required for dislocation glide to take place. If no obstacles are present Ifl the 

material, the dislocations can move under infinitesimally sma Il stre::,,,,es. Th!: 

obstacles to dislocation motion are associated with either long range nI' short 

range stress fields. The long range obstacles, such as dblocation~ on paralld 

slip planes and large second phase particles, are not in fluenccd by thermal 

fluctuations, and they are termed athermal obstacles. Since thermal 

fluctuations can assi:;t the applied stress in overcoming short range ohstaeles, 

such barriers are termed thermal obstacles. Sorne common th<,'rrnal ohstacle::, 

are the Peierls-Nabarro stress, forest dislocations, the motion of jogs in screw 

dislocations, cross sli p and the climb of disloca tions [ 192 J. 

Sherby et al. [193, 194] dernonstrated that the activation energy for 

high temperature deformation and self àiffusion are the same for an 

appreciable number (more than 25) of metals, as shown in Fig. 6.13. This 

implies that the rate controlling mechanism (\fhot deformation is the diffusion 

of atoms, Conrad [192] showed that the rate cuntrolling mechanisms in fcc 
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meta)s for high temperature deformation are the non-conservative motion of 

jogs and dislocation climb. Weertman [195] developed a creep rate equation 

based on dislocation climb which led ta a power law dependence on stress: 

(JO Q 
~= c (-) pxp(--) 

kT kT 
(6.8) 

where C and a are constants (a-3 ta 4), Q is the activation energy for diffusion 

and a is the appIied stress. However, the equation does not apply weIl for 

materials with low stacking fault energies. In these materials, a dislocation 

splits up easily into partial dislocations with a stacking fault ~etween them, 

making dislocation climb difficult [196]. 

Liu [65] assumed that the rate controlling step is only governed by the 

motion ofjogged screw dislocations. The plastic strain rate can then be related 

to the structure and dislocation movement as fOIlOWS: 

b2uZ ÂG 0 b A" t'" 
~ = --==- exp(- -) exp(--) 

hM kT kT 
(6.9) 

where bis the Burgers vector, u is approximntely the Debye frequency, Z is the 

coordination number, h is the height of jogs, hl: is the average Taylor factor, 

~Go is the free energy of formation of a vacancy. A * is the average area swept 

out by the dislccution following each successful fluctuation (activation area), 

and t* is the effective shear stress. 

Since stress relaxation before precipitation can be described by eqn. 

(4.3), the strain rate during stress relaxation can be expressed as: 

S'a °0 a 
c = - exp(- -) exp(-) 

E S' S' 
(6.10) 

Comparison of the above two equations shows clearly that the strain 

rate is exponentially dependent on the stress. This demonstrates that the rate 

controlling mechanism in the absence of precipitation during stress relaxation 
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can be interpreted as the thermally activated movement of jo~ged screw 

dislocations. 

In the present stress relaxation tests, jogs can te created as a result of 

encounters between moving dislocations durinp; pre-deformation. Jogs in edge 

dislocations do nut restrain the motion of the dislocation because they lie in the 

slip plane. Butjogs in screw dislocations are edge dislocations which are out of 

the slip plar.c. Thus if the screw dislocation is forced to move, such jogs must 

move from onc slip plane to another by non-co'1servative motion. After 

prestraining, the disloct~tions are apt to move continuously in the direction of 

the effective stre<;s by converting the elastic strain into plastic strain. 

However, jogs on screw dislocations, which were formed during prestraining, 

aet 3S barriers to dislocation movement, but can be overcome by therm91 

fi uctua tions. 

V.3.2. Stress Relaxation Hehaviour After Precipitation 

Precipitates strengthen the material via interactions between 

dislocations and precipitates. The degree of strengthening depends on 

precipitate strength, size, spacing and volume fraction. In the literature, three 

key types of interactions between particles and dislocations have been 

considered: i) long range interactions; ii) dislocations cutting through the 

particles in the ~dp plane; and iii) dislocations circumventing particles in the 

slip plane. 

The most important of the long range interactions was treated in the 

theory by Mott and N abarro [1971. They estima ted tha t the exten t of the shear 

stress produced by precipitates was dependent only on the misfit dilatation. 

The critical shear stress was thus expressed as: 

t = E c f 
C II! U (6.11) 

where em is the misfit parame ter and was given as a function of the lattice 

parameters, (a:-ïbl(';.;)-aFf)/aFe , and fv is the volume fraction ofprecipitates. Thus 

the critical shear stress is independent of the size and spacing, and depends 

only on the precipitate volume fraction. However, in practice, there is Httle 
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probability that the critical shear stress will he cuntrolled only by the 

magnitude of em and fv [1981. This is because the shnrt range int,('ral't.lon 

between dislocations and particles is the more important factur. 

When the precipitates are irnpenetrable tü the dis\()cati()n~. IllllVln~~ 

dislocations circumvent the particles. leaving disloca tion l()Ops :ll'Olilld t11l'1ll 

The shear stress necessary ta bend a dislocation bctween pnrlil'Ie~ (Ol'Ilwan 

stress) is: 

f.Ih (, = 0 8-
(J \ 

W.121 

where À is the interparticle spacing, 11 is the shear modu\us and b is the 

Burger's vector. 

Twa main particle hardening rncchanisrns are t'onsidel'ed here. 

coherency hardening and elastic modulus hardening. For the precipitation of 

Nb(CN) in austenite, the.;;e two mechanisrns are cxpectcd tu be the strongest 

ones, because bath the lattice parameter and the cla"itic moduIlis art' 

significantly different between the precipitates and the austenitc malrix. The 

stress associated with the coherency hardening mechanism is givcn by [1991: 

(6.13 ) 

where d is the diameter of the particle, and P\t is the shear modulus of the 

matrix. Knowles and Kelly [200] derived the stress which is associated with 

elastic modulus hardening: 

Û 3 Ll { d } ln li f 
t = ~ (~)112 08-0 13{n(-) (_lI)112 

ni 4n2 ll,'vl 2b 2 b 

(6.14) 

where ~11 is the difference between the ~hear modu\us of the matl'ix and thalof 

the precipitates. The critical shear stresses of each hardening mechanism 

were calculated using the following parameters. 
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( 

,\ = O. :5 (n/6/fv ) 1/2 d 

Il''l = 3. 1{1-O. 9UT-300)/1810}XI04 

~I'= 1. 34{I-O. 18(T-300)/3886}X105 

T=1173"K 

a"ht('" j = 4, 44:5Â 
[1"". =3 .. 14À 

n=2.58Â 

fv=O.lXIO-() 

[201 ] 

[202] 

[169,202] 
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The calculation resu!ts for three critical shear stresses are exhibited in 

Fig. 6.14 (a). As can be seen in the figure, Tch and rm increase wit.h the particle 

diameler, which explains the behaviour of underaged precipitates. The 

Orowan stress, by contrast, decreases as the diameter of precipitates increases 

bet'au~e it is mainly depend~nt on .\ for a fixed precipitate volume fraction. It 

should ne noted that cutting the partlcle is only possible when the particle is 

very small. The critical diameter of a precipitate below which it can be eut by a 

dislocation is about 1.:5-3 nm, which indicates that the precipitates will tend 

not to ne eut. Thus the main hardening mechanism of Nb(CN) precipitates is 

the Orowan stress. Coherency hardening does not change significantly with 

temperaturp. However, the shear stress associated with elastic modulus 

hardening IIlcreases as the temperature increases (Fig. 6.14 (b». This 

phenomenon is mall1ly attributed to the dependence of .:\11 (= pp-p\t) on 

temperature. Sinee the rate of decrease of P\t with increasing tempe rature is 

larger Lhan thnt of 111" ~P increases at higher ternperatures. If elastic modulus 

hardening is the main mechanism for precipitation strengthening, then the 

Orowan meehanism is more dominant at higher temperatures. 

Another possible explanation for the effect ofprecipitates was proposed 

by Liu [651 on the basis of a dynamic interaction between dislocations and 

growing particles. The lattice mismatch between Nb(CN) particles and 

austenitc is almost 25/;'c-, thus it is difficult for these tl) nucleate and grow 

coherently in the matri x. As was mentioned earlier, Nb(CN) precipitation 

occurs mainly on lattiee defects, su ch as dislocations and dislocation 

substmetures, which often leais to chain like precipit2.tion (Fig. 5.15). The 

precipitates tend to nucIeat.e on segments of dislocations, pinning their 

• 
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movement. Another phenomenon of dynamic interaetion in the absorption of 

vacancies during partic1e growth because of the diffel'pnee of lattÏt'e paranH.'Ll't' 

between Nb(CN) and austenite. The dislocations are attl'aetl'rl by the growing 

particles since the former are good sources (as well as sinks) nfvaeanci!'s. As n 

result of vacancy absorption by a growing pal'ticle, edge disloc[\ tinns dimh 

down and contact the surface of the particle, ami arc finally pinned by t.he 

stress field around the particle. Therefore the mobile dlslol':ltinns will bCI.'OllH' 

pinr_ed either by the precipitates which ~l.re nucleated directly on them, Dt' hy 

being attracted to growing partic1es because ofvacancy ab::;nrptiun. 

V.1.3. Stress Relaxation During Particle Coat'sening 

A two phase microstructure is almost always unstable bccause the total 

interfacial free energy is invariably not a minimum. Therefore a high density 

of sm811 precipitates will tend ta coarsen into a lower densi ty of larger [JartieIe!> 

with a smaller total interfacial area. In the coarsening stagt', thf~ vol UlIlt' 

fraction of the precipitates is constant, and the number of partides decrea~es 

because larger particles grow continuously at the expense of redisso!vll1g finer 

preci pi ta tes. 

During the coarsening stage, dislocations are unpinned frolll the 

precipitates which are being redissolved and vacancies are emitted during the 

dissolution of the fine particles. 'l'hese extra vacancies he 1 p the edge 

dislocations to unpin from precipitates by accclerating dislocation dimb. TIH' 

diminishing particle diameter makes dislocation remova 1 by cl i mb ea!:>ier. 

Once the dislocations have escaped from the particles, the force required tu 

move them is smaller than previuusly untiI other obstacles are cncountered. 

Another mechanism is that the shear stress required tü move 

dislocations around particles (Orowan stress) becomes lowcr beca IISP the 

interspacing of particles increases as a result of the re-dissolution of small 

ones. The above mechanisms lead to a rapid increase in dislocation mobility 

and a decrease in the shear stress req uired for disloca tion mnveme n l. 
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CHAPTER VII 

CONCLUSIONS 

In the present investigation, the precipitation behaviour of Nb(CN) 

during continuous cooling was studied in terms of the precipitation start (Ps ) 

and finish (Pf) time~. Using the CCP model, precipitation behaviour can be 

predicted under conditIOns that are doser to those of industry. The 

precipitat.ion of Nb(CN) dunng isothermal holding was studied by means of 

the stres~ relaxation method The P" times during isothermal holding were 

calculateu from the PTT data using the Liu and Jonas model, and the Pr times 

were prcdictcd llsing a newly proposed Pfmode!. The CCP behaviour was then 

calculatrd from the predicted PTT curves using the additivity rule. The 

calculated CCP behaviour was compared to the P" and Pr times obtained from 

an analysis of the evolution of particle size during continuous cooling tests 

performed by hot deformation dilatometry. As a result of this research, the 

following conclusions are drawn: 

1. A model for predicting the precipitation finish time du ring isothermal 

holding was developed. based on reaction kinetics and the classical 

nucleation and growth theory. The time exponent and rate constant for 

the kinetic rule were formulated for the cases of growth only, and for 

nucleation and growth. In the latter case, the rate of nucleation was 

ta ken to be constant during the whole reaction process. This model 

teads tu predictions which are in good agreement with the experimental 

data. 

2. A threc-dimensional diffusion controlled growth model of the spherical 

particle was derived. The growth coefficient evalual'ed from this 

relationship lS smaller than that for the one-dimensional case. 

3. A CCP model was proposed to describe precipitation behaviour during 

continuolls cooling. The calculated CCP diagrams are shifted to the 

right and are lower. compared ta the PTT diagrams, because nucleation 

and growth of the precipitate are suppressed du ring cooling. This effect 

is more pl'omll1ent nt higher cooling rates. 
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4. The additivity rule, in conjunction with isothermal data, can be used to 

predict precipitation start and finish times during- continuo\lS t'ooling 

with reasonable accuracy. 

5. The thermodynamic parameters of soluble concentration of 

precipitating elements, mole fraction of precipi la les, composition of 

precipitates, driving force and ft'ee energy offormation can be <.'alculated 

as a continuous function of temperature using the pn'sent mode\. I\s the 

tempe rature increases, the soluble coneen trations of prcei pl ta li ng 

elements are increased and the mole fractions of pn'cipitatl's an' 

decreased. The ratio ofNbC to Nb(CN) increascs as the templ'rnture is 

decreased. The driving force for precipitation deereases and frce encrgy 

offormation for critical size nuclei increases rapidly as the tempcrature 

is increased. 

6. The stress relaxation behaviour prior to precipitation shows an 

exponential dependence of the applied stress on stl'ain rate. The 

possible rate controlling mechanism for this stage is the lhcrmally 

activated movement of jogged bcrew dislocations. The slrain l'ale nf 

stress relaxation is rapidly decreased during precipitation hecause the 

materials are strengthened by dispersion hardening. The mohil(' 

dislocations are pinned either hy lhe precipitates which nuclpal(' 

directly on them, or via attraction ta growing particlcs hccausc of 

vacancy absorption during precipitation. At, the coarsening ~tage, the 

strain rate increases once more because of the increase in dislocation 

mobility by unpinning from the redissolving particles. 

7. A model for particle growth during continuaus cooling was derived by 

considering the temperature dependence of ,he growth coefficient 

during diffusion controlled particle growlh. The experimental particle 

size evolution during cooling can weIl be describcd using this model. 

8. The activation energy and frequency factor obtained from thp particle 

size evolution data are 234.7 kJ/mole anrl1.49xl0 4 m2/sec, re~pectively. 

• 
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STATEMENT OF ORIGINALITY AND CON
TRIBUTION TO KNOWLEDGE 

The present study includes the following original contributions: 

1. A prediction model for the finish time of NbCCN) predpitation during 

isothermal holding was developed. Two boundary conditions, growth 

only and nucleation anü growth, were used to derive the time exponent 

and rate constant for the prediction model. 

2. 

3. 

A three-dimensional growth coefficient for particle growth was derived. 

This approximation affords a more accurate estimation of the growth of 

spherical particles when the reaction is control1ed by the diffusion of 

solute atoms. 

Continuous-cooling-precipitation (CCP) diagrams have been introduced 

to display precipitation behaviour during continuous cooling. A method 

of deriving the CCP behaviour from isothermal PTr data was developed 

using the additivity rule. This method was confirmed as a good 

approximation for such predictions. The present model more closely 

predicts the precipitation behaviour during industrial processing. 

4. A model for particle growth during continuous cooling was proposed 

based on the temperature dependence of the growth coefficient during 

diffusion controlled particle growth. Using this model, the particle size 

evolution can be predicted at any cooling rate. 



190 

REFERENCES 

l. F.B. Pickering, "Microalloying 75", ed. M. Korchynski, Union Carbide 
Corp., New York (1977), 9. 

2. A. Arrowsmith, J. Iron Steel Inst., 110 (1924), 317. 

3. B. Engi and K. Kaup, t!Thermomeehanical Processing of MieroaHoycd 
Austenite", eds. A.J. DeArdo, G.A. Ratz and P.J. Wray, i\tM~~. 
Warrendale Pa. (1982),467. 

4. H. Sekine and T. Maruyama, Trans. Iron Steel Inst. Jpn., 16 (1976),427. 

5. H. Sekine, T. Maruyama, H. Kageyama and Y. Kawashima. 
uThermomechanical Processing of Microalloyed Austenitc", cds. 1\.,1. 
DeArdo, G.A. Ratz and P.J. Wray, AIME, Warrendalc Pa. (1982),141. 

6. C. Ouchi, T. Okita and S. Yamamoto, Tetsu-to-Hagané, 67 (t 98 t), 129. 

7. Great Lakes Steel Corp., Steel, 116 (1960),102. 

8. T. Tanaka, Int. Met. Rev., 26 (1981),185. 

9. T. Tanaka, T. Enami, M. Kimura, Y. Saito and T. Hatomura, 
uThermomechanical Processing of :\1icroalloyed Austenite", eds. A.J. 
DeArdo, G.A. Ratz and P.J. Wray, AIME, Warrendale Pa. (1982),195. 

10. J.J. Jonas and 1. Weiss, Met. SeL, 13 (1979), 238. 

11. M.G. Akben, I. Weiss and J.J. Jonas, Acta Metall., 29 (1981), 111. 

12. 1. Weiss andJ.J. Jonas, Metall. Trans A, 10A (1979), 831. 

13. S. Yamamoto, C. Ouchi and T. Osuka, "Thermomeehanical Proccssing 
of Microalloyed Austenite", eds. A.J. DeArdo, G.A. Ratz and P.J. Wray, 
AIME, Warrendale Pa. (1982), 613. 

14. D.R. DiMicco and A.T. Davenport, t!The Hot Deformation of Austenitc", 
ed. J.B. Ballance, AIME, New York (1977),59. 

15. R. Coladas, J. Masounave and J.P. Bailon, ibid., 341. 

16. A. LeBon, J. Rofes-Vernis and C. Rossard, Met. Sei., 9 (1975),36. 

17. A.T. Davenport, RE. Miner and R.A. Kot, "The Hot Deformation of 
Austenite", ed. J.B. Ballance, AIME, New York (1977), 186. 

18. T.G. Oakwood, W.E. Heitmann and E.S. Madrzyk, ibid., 204. 

19. K.J. lrvine and T.N. Baker, MI;'t. Sei., 13 (1979), 228. 

20. S. Koyama, T. Ishii and K. Narita, Jpn. Inst. Met. J., 35 (1971),1089. 



• 
191 

( 21. K. Narita and S. Koyama, ibid., 30 (1966), 292. 

22. T. Mori, K. Fujita, M. Tokizane and K. Yamaguchi, Tetsu-to Hagané, 50 
(1964),91l. 

23. R.P. Smith, Trans. Metall. Soc. AIME, 236 (1966), 220. 

24. T.H. Johansen, N. Christensen and B. Augland, ibid., 239 (1967), 1651. 

25. V.K. Lakshmanan and J.S. Kirkaldy, Metall. Trans. A, 15A (1984),541. 

26. R.C. Sharma, V.K. Lakshmanan and J.S. Kirkaldy, ibid., 545. 

27. H. Nordberg and B. Aronsson, J. ~ron Steel Inst., 206 (1968),1263. 

28. K.J. Irvine, F.B. Pickering and T. Gladman, ibid., 205 (1967),171. 

29. T. Sharaiwa, N. Fujino and J. Murayama, Trans. Iron Steel Inst. Jpn., 
10 (1970), 406. 

30. K. Narita, J. Chem. Soc. Jpn., 80 (1959), 266. 

31. H. Wada and R.D. Pehlke, Metall. Trans. B, 16B (1985), 815. 

32. J. Kunze, Met. SeL, 16 (1982), 217. 

( 33. H. Chino and K. Wada, Yawada Tech. Rep., 251 (1965), 5871. 

34. L.S. Darken, RP. Smith and E.W. Filer, Trans. Metall. Soc. AIME, 191 
(1951), 1174. 

35. F.M. Oberhauser, F.E. Listhuber and F. Wallner, nMicroalloying 75", 
ed. M. Korchynski, Union Carbide Corp., New York (1977), 665. 

36. V.R. Grimaldi, S. Maneschi and N. Vantini, Arch. Eisenhuttenwes., 38 
(1967),401. 

37. L. Meyer, Z. Metallkd., 58 (1967), 334. 

38. T. Mo ri , M. Tokizane, Y. Nakazima and T. Saheki, Tetsu-to-Hagané, 51 
(1965),203l. 

39. L.E. Toth, "Transition Metal Carbides and Nitrides", Academie Press, 
London (1971). 

40. G. Brauer and E. Esselborn, Z. Anorg. Allg. Chem., 309 (1951), 15l. 

41. E.K. Storms and J. Griffin, High Temp. Sei., 5 (1973), 291. 

42. "Phase Diagrams of Binary Alloys", Vo1.2. eds. T.M. Massalski, J.L. 

{ 
Murray, L.H. Bennett and H. Baker, ASM, (1986). 

43. N. Terao, Jpn. J. Appl. Phys., 3 (1964),104. 



44. 

45. 

46. 

47. 

48. 

49. 

50. 

51. 

52. 

53. 

54. 

55. 

56. 

57. 

58. 

59. 

60. 

61. 

62. 

63. 

64. 

65. 

"t','" 66. 

67. 

E.K. Storms and N.H. Krikorian, J. Phys. Chem., ()4 (1960), 1471. 

G. Brauer andJ. Jander, Z. Anorg. Allg. Chem., 270 (1952). l60. 

N. Schonberg, Acta Chem. Scand .• 8 (1954),208. 

192 

R.W. Guard, J.W. Savage and D.G. Swarthout, Trans. Mctall. Soc. 
AIME, 239 (1967), 643. 

H.J. Goldschmidt, "Interstitial Alloys", Butterworth & Co. Ltd., London 
(1967). 

E.K. Storms and R.J. McNeal,J. Phys. Chem., 66 (1962),1401. 

G. Brauer and H. Kirner, Z. Anorg. Allg. Chem., 328 (1964). ~14. 

K. Balasubramanian and J.S. Kirkaldy, CALPHAD, 10 (1986),187. 

A.T. Davenport, L.C. Brossard and R.E. Miner, J. Met., 27 (1975) (i, 21. 

F.H. Froes, R.W.K. Honeycombe and D.H. Warrington, Acta Metal1., 15 
(1967), 157. 

A.J. DeArdo, J.M. Gray and L. Meyer, "Niobium", ed. H. Stuart, AIME, 
Warrendale, Pa. (1984),685. 

J. Burke, "The Kinetics of Phase Transformations in Melals", Pergamon 
Press, London (1965). 

P.J. Clemm and J.C. Fisher, Acta Metall., 3 (1955), 70. 

J.W. Cahn, Acta Metall., 4 (1956), 449. 

J.W. Cahn, ibid., 5 (1957), 169. 

D.M. Haddrill, R.N. Youngerand and R.G. Baker, Acta Metall., 9 (1961), 
982. 

R.D. Naybour, ibid., 13 (1965),1197. 

J.M. Silcock, J. Iron Steel Jnst., 211 (19'73), 792. 

M.C. Chaturvedi, R.W.K. Honeycombe and D.H. Warrington, ibid., 206 
(1968), 1147. 

E.L. Brown, A .• J. DeArdo and J.H. Bucher, Met. Sei., 16 (1982),250. 

T. Chandra, 1. Weiss and J.J. Jonas, ibid., 16 (1982),97. 

VV.J. Liu, Ph.D. Thesis, McGill University, ~iontreal (987). 

J.M. Silcock and W.J. Tunstall, Phil. Mag. A, 10 (1964), 361. 

E. Nes, Acta Metall., 22 (1974), 81. 



193 

68. W. Kesternich, Phil. Mag. A, 52 (1985), 533. 

69. K.C. Russell, Advances in Colloid and Interface Science, 13 (1980), 205. 

70. J.S.T. Van Aswegen and R.W.K. Honeycombe, Acta Metall., 10 (1962), 
262. 

71. J.S.T. Van Aswegen, R.W.K. Honeycombe and D.H. Warrington, ibid., 
12 (1964), 1. 

72. J.I. Irani and R.T. Weiner, J. Iron Steel Inst., 203 (1965), 913. 

73. J .P. Shepherd, Met. Sei., 10 (1976), 174. 

74. T. Gladman and F.B. Pickering, J. Iron Steel Inst., 205 (1967), 653. 

75. H .• ]. Harding and R.W.K. Honeycombe, ibid .. , 204, (1966), 259. 

76. Il.J. Harding, Ph.D. Thesis, University of Sheffield, (1964). 

77. D.V. Edmonds and R.W.K. Honeycombe, "Precipitation Processes in 
Solids", eds. K.C. Russell and H.I. Aaronson, AIME, Warrendale, Pa. 
(1978), 121. 

78. N. Shams, J. Met., 38 (1986) 5, 31. 

79. L.J. Cuddy, Metall. Trans. A, 12A (1981), 1313. 

80. P. Feltham, Acta Metall., 5 (1957), 97. 

81. RK. Amin and F.B. Pickering, «Thermomechanical Processing of 
Microalloyed Austenite", eds. A.J. DeArdo, G.A. Ratz and P.J. Wray, 
AIME, Warrendale Pa. (1982), 1. 

82. 1. Weiss, G.L. Fitzsimons, K. Mielityinen-Tiitto and A.J. DeArdo, ibid., 
33. 

83. As quoted by C.S. Smith, Trans. Metall. Soc. AIME, 175 (1948),15. 

84. T. Gladman, Proc. Roy. Soc .. 294A (1966),298. 

85. P. Hellman and M. Hillert, Scand. J. Metall., 4 (1975),211. 

86. L.tI. Cuddy, "Thermomechanical Processing of Microalloyed Austenite", 
eds. A.J. DeArdo, G.A. Ratz and P.J. Wray, AIME, Warrendale Pa. 
(1982),129. 

87. C. Ouchi and T. Okita, Trans. Iron Steel Inst. Jpn., 22 (1982), 543. 

88. 1. Weiss and J.J. Jonas. Metall. Trans. A, lIA (1980),403. 

89. I. Kozasu, C. Ouchi. T. Sampei and T. Okita, "Microalloying 75", ed. M. 
Korchynski, Union Carbide Corp., New York (1977),100. 



194 

90. T. Tanaka, N. Tabata and C. Shiga, ibid., 115. 

91. S. Enami, "Hot Deformation and Fractmc". 3rd Symposium. The ll"On 
and Steel Institute Jpn., (1981), 79. 

92. J.J. Jonas and M.G. Akt en, Metals Forum. 4 (1981).92. 

93. M.J. Luton, R. Dorvel anct P...A. Petkovic, Metal\. Trans. A. 1.1 1\ (19RO), 
411. 

94. O. Kwon and A J. DeArdo, "HSLA Steels", ed. A.J. DcArdo, 'l'MS, 
Warrendale, PJ.(1988), 63. 

95. M.F. Ashby and R. Ebeling, Trans. Metall. Soc. AIME, 236 (1966), 1:l96. 

96. C.M. 8ellars, "Hot Working and Forming Processcs", eds. C.M. Sella!'s 
and G.J. Davies, The Metals Soc., London (1980), 3. 

97. S.S. Hansen, J.B. Vander Sande and M. Cohen, Metal!. Trans. A, lIA 
(1980),387. 

98. F.B. Pickering, "Physical Metallurgy and the Design ofSteels", Applied 
Science Publishers Ltd., London (1978). 

99. A.J. Ardell, "Encyclopedia of Materials Science and B~ngineel'Ïng", ed. 
M.B. Bever, The MIT Press, Cambridge, Ma., 5 (1986),3882. 

100. T. Gladman, D. Dulieu and LD. McIvor, "Microalloying 75", ed. M. 
Korchynski, Union Carbide Corp., New York (1977), 32. 

101. T.M. Hoogendoorn and M.H. Spanraft, ibid., 75. 

102. H. Watanabe, Y.E. Smith and R.D. Pehlke, "The Hot Deformation of 
Austenite", ed. J.B. Ballance, AIME, New York (1977), 140. 

103. R. Simoneau, G. Begin and A.H. Marquis, Met. Sei., 12 (1978), 381. 

104. J. Barford, J. Iron Steel Inst., 204 (1966),134. 

105. S.J. Harris and N.R. Nag, J. Mater. Sei., 10 (1975),1137. 

106. S.J. Harris and N.R. Nag, ibid., 11 (1976), 1320. 

107. W.A. Johnson and R.F. Mehl. Trans. Metall. Soc. AIME, 135 (1939), 
416. 

108. M. Avrami, J. Chem. Phys., 7 (1939), 1103. 

109. M. Avrami, ibid., 8 (1940), 212. 

110. W. DeSorbo and D. Turnbull, Acta Metall., 4 (1956),495. 

111. J.W. Christian, "Transformations in Metals and Alloys", Pergamon 
Press, (1975). 

, 



195 

112. G.A Ch~dwick, "Metallography of Phase Transformations", 
Butterworth & Co. Publishers Ltd., London (1972). 

U3. P.G. Shewmon, "Transformation in Metals", MeGraw-Hill Book Co., 
(1969). 

114. M.G. Akhen, T. Chandra, P. Plassiard and J.J. Jonas, Acta Metall., 32 
(984),591. 

U5. J.G. Speer and S.S. Hansen, Metall. Trans. A, 20A (1989),25. 

116. S. Akamatsu, Y. Matsumura, T. Senuma, G. Yada and S. Ishikawa, 
Tetsu-to-Hagané, 75 (1989),933. 

117. S. Koyama, T. Ishii and K. Narita, Jpn. Inst. Met. J., 35 (1971), 698. 

118. H.J. Kestenbach, J.A. Rodrigues and J.R. Dermonde, Mater. Sei. 
Teehnol.,5 (1989),29. 

119. B. Bacroix, M.G. Akben and J.J. Jonas,"Thermomeehanieal Proeessing 
of Mieroalloyed Austenite", eds. A.J. DeArdo, G.A. Ratz and P.J. Wray, 
AIME, Warrendale Pa. (1982), 293. 

120. M.G. Akben, B. Baeroix and J.J. Jonas, Acta Metall., 31 (1983), 161. 

121. G.L. Wang and M.G. Akben, "HSLA Steels", ed. A.J. DeArdo, TMS, 
Warrendale, Pa. (1988), 79. 

122. R.J. Borg and D.Y.F. Lai, J. Appl. Phys., 41 (1970),5193. 

123. S. Kurokawa, J.E. Ruzzante, A.M. Hey and F. Dyment, Met. SeL, 17 
(1983),433. 

124. J. Kucera and K. Stransky, Mater. Sei. Eng., 52 (1982),1. 

125. C. Wagner, "Thermodynamics of Alloys", Addison-Wesley, (1953). 

126. LM. Lifshitz and V.V. Slyozov, J. Phys. Chem. Solids, 19 (1961), 35. 

127. C. Wagner, Z. Elektroehem., 65 (1961), 581. 

128. A.J. Ardell, Acta Metall., 20 (1972), 601. 

129. M. Kreye, Z. Metallkd .. 61 (1970), 108. 

130. C.K.L. Davis, P. Nash and R.N. Stevens, Acta Metall., 28 (1980),179. 

131. L.C. Brown, Scripta Metall., 21 (1987),693. 

132. L.C. Brown, Acta Metall., 37 (198~l), 71. 

133. T. Chandra, I. Weiss and J.J. Jonas, Cano Metall. Quart., 20 (1981),421. 



134. 

135. 

136. 

137. 

138. 

139. 

140. 

141. 

142. 

143. 

144. 

145. 

146. 

147. 

148. 

149. 

150. 

151. 

152. 

153. 

154. 

155. 

156 . 
. ~" 

157. 

O.E. Atasoy, Metall. Trans. A, 14A (1983),379. 

J. Strid and K.E. Eastering, Acta Metall., 33 (198&), 2057. 

N. K. Ballinger and R.W.K. Honeycombe, Met. Sei., 14 (1980),121. 

B. Dutta and C.M. Sellars, Mater. Sei. Technol., 3 (1987). 197. 

W.J. Liu and J.J. Jonas, Metall. Trans. A, 20A (1989).689. 

E. Scheil, Arch. Eisenhuttenwes., 12 (1935), 565. 

196 

M. Umemoto, K. Horiuehi and 1. 'l'amura, Trans. Iron Steel Inst. Jpn., 
22 (1982),854. 

M. Umemoto, N. Nishioka and 1. 'l'amura, ibid., 22 (1982),629. 

M. Umemoto, K. Horiuchi and 1. 'l'amura, ibid., 23 (1983), G90. 

M. Umemo1;o, N. Nishioka and 1. 'l'amura, Proe. 3rd Int. Congo on IIeat 
Treatment of Mater., 'l'MS, Shanghai, (1983), 5.35. 

M. Umemoto, Z.H. Guo and 1. 'l'amura, Mater. Sei. Tcchnol., 3 (1987), 
249. 

H. Ohtsuka, M. Umemoto and 1. Tamura, Tetsu-to-Hagané, 73 (1987), 
144. 

J. Geise and C. Herzig, Z. Metallkd., 76 (1985), 622. 

D.M. Barnett, Scripta Metall., 5 (1971), 261. 

W.J. Liu and J.J. Jonas, Mater. Sei. Teehnol., 5 (1989), 8. 

R.C. Hudd, A. Jones and M.N. Kale, J. Iron Steel Inst., 209 (1971), 121. 

S. Ban-ya, J.F. Elliott and J. Chipman, Metall. Trans. A, lA (1970), 
1313. 

M. Hillert and M. Jarl, ibid., 6A (1975), 553. 

V.K. Lakshmanan, M. Eng. Thesis, MeMaster University, Hamilton 
(1977) 

M. Jarl, Scand. J. Metall., 7 (1978),93. 

J.C. Greenbank, J. Iron Steel Inst., 209 (1971),986. 

A.H. Cottrell and B.A. Bilby, Proe. Phys. Soc., 62A (1949),49. 

S. Harper, Phys. Rev., 83 (1951), 709. 

F.S. Ham, J. Appl. Phys., 30 (1959), 915. 



158. 

J 59. 

160. 

16l. 

162. 

l63. 

164. 

165. 

166. 

167. 

168. 

169. 

" 170. 
'. 

171. 

172. 

173. 

174. 

1'75. 

176. 

177. 

178. 

179. 

180. 

181. 

197 

C.A. Wert, ibid., 20 (1949), 943. 

C. Wert and C. Zener, ibid., 21 (1950),5. 

F.S. Ham, J. Phys. Chem. Solids, 6 (1958), 335. 

S. Akamatsu, Y. Matsumura, T. Senuma, H. YadÇ\ and S. Ishikawa, 
Tetsu-to-Hagané, 75(989),933. 

J.W. Cahn, Acta Metall., 4 (1956), C'.'2. 

M.J. Luton, Ph.D. Thesis, McGill University, Montreal (1971). 

R.A. Petkovic, Ph.D. Thesis, MeGill University, Montreal (1975). 

M.G. Akben, Ph.D. Thesis, Me Gill University, Montreal (1980). 

G.S. Ansell and J. Weertman, Trans. Metall. Soc. AIME, 215 (1959), 
835. 

W.J. Liu and J.J. Jonas, Metall. Trans. A, 19A (1988), 1403. 

W.J. Liu and J.J. Jonas, ibid., 19A (1988),1415. 

M. Djahazi, Ph.D. Thesis, McGill University, Montreal (1989). 

P. Feltham, Phil. Mag. A, 6 (1961), 259. 

P. Feltham, Phil. Mag. A, 8 (1963), 989. 

F.T. Geyling and P.L. Key, ((Stress Relaxation Testing", ed. A. Fox, 
ASTM, Philadelphia, Pa. (1979), 143. 

J.H. Laflen and C.E. Jaske, ibid., 182. 

M.R. Adeyemi, G.F. Modlen and R.A. Stark, Met. Sei., 17 (1983), 309. 

P. Feltham, G. Lehmann and R. Moisel, Acta. Metall., 17 (1969), 1305. 

G.A. Sargent, Acta. Metall., 13 (1965), 663. 

D. Wexler and D.W. Borland, Metals Forum, 5 (1982) 1,54. 

F. Vodopivec, Met. Technol., April (1978),118. 

K. rraehimoto, Y. Saika and M. Fukagawa, Testu-to-Hagané, 58 (1972), 
1971. 

J.P. Michel and J.J. Jonas, Acta. Metall., 29 (1981), 513. 

D.C. Houghton, G.C. Weatherly and J.D. Embury, "Thermomechanical 
Processing of Microalloyed Austenite", eds. A.J. DeArdo, G.A. Ratz and 
P .• L Wray, AIME, Warrendale Pa. (1982), 267. 



-, 

198 

182. C.O.!. Emenike and J.C. Billington, Mate!". Sei. Tcchnol., 5 ( 19R9), 450. 

183. c.a.I. Emenike and J.C. Billington, ibid .. 5 (1989). 56G 

184. E.L. Brown and A.J. DeArdo, "Thermomechanical Pl'ol'cssing of 
Microalloyed Austenite", eds. A.J. DeArdo. G.A. Ratz ~nrl 1' .• 1. Wray. 
AIME, Warrendale. Pa. (1982),319. 

185. R.W.K. Honeycombe, "HSLA Steels", ed. A .• J. f)pArdn. 'l'MS, 
Warrendale, Pa. (1988), 1. 

186. P. Mandry and W. Dornelas. Comptes Rendus (Serie C), 26a (1 m)m, 
1118. 

187. T. Mari, M. Tokizane, K. Yamaguchi, E. Sunarni and Y. Nakazil1l:l, 
Tetsu-to-Hagané, 54(1968), 763. 

188. C. Zener, J. Appl. Phys., 20 (1949), 950. 

189. B. Sparke, D.\V. James and G.M. Leak, J. Iron Steel Inst., 203 (1 HG'»), 
152. 

190. C. Herring, J. Appl. Phys., 21 (1950),437. 

191. T.G. Langdon, «Dislocations and Properties of Real Materials", 'l'he 
Institute ofMetals (London), (1985), 221. 

192. H. Conrad, J. Met., (1964), 582. 

193. O.D. Sherby, R.L. Orr and J.E. Dom, Trans. Metall. Soc. AIMI~, 46 
(1954), 71. 

194. O.D. Sherby and A.K. Miller, J. Eng. Mater. Technol., 101 (1979),387. 

195. J. Weertman, J. Appl. Phys., 26 (1955),1213. 

196. R.S. Barnes, Acta Metall., 2 (1954), 380. 

197. N.F. Mott and F.R.N. Nabarro, Phys. Soc. Proc. (London), 52 (1940). R6. 

198. M.A. Meyers and K.K. Chawla, "Mechanical Metallurgy", Prcntice
Hall Ine., (1984),402. 

199 V. Gerold and H. Haberkorn, Phys. Stat. Sol., 16 (1966),675. 

200. G. Knowles and P.M. Kelly, "Effect of Second-Phase Particlcs on the 
Mechanical Properties of Steel", The Iron and Steel Im;t.it.ut.e (London), 
(1971),9. 

201. M.F. Ashby and R. Ebeling, Trans. Metall. Soc. AIME, 236 (1966), 1396. 

202. H.J. Frost and M.F. Ashby, "Deformation-Meehan ism Maps", 
Pergamon Press, (1982). 



, 
199 

APPENDIX 
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$DEBUG 

IMPLICIT REAL*8 (A-H,L-Z) 
REAL*8 PS(10), STEMP( 10), PF( 10), FTEMP( 10), RTH:'vlS( Il). 

* RTRMF(10),NPS(50), NPF(5ü), NEWT(50), FNPF(50), XCON(500), 
* YCON(500), FVALUE(500), FUNKN( 10), FT\IP( lO), FUNK( 11)), 
* TINV(10), LNDO( 10) 

COMMON /AREAlIA,B,TEMP,:VINB,~IC,MN 
COMMON /AREA2/MFNB,CP 
DATA PU3.141592654DO/ 

OPEN (5,FILE='~CCPINP',STATUS='OLI)') 
OPEN (6,FILE = 'NCCPOUT',STATUS = 'NEW') 

*.f:***"'*********",,": CONSTA~TS VALUES H'+:**H 1:**-+:*" ~Hi< I:-+: 1: HH +- Yi< 

SCNST=O.O 
FCNST=O.O 
A = 1.11.87 
B = 0.87/1.87 
R=8.31434 
Q=234700. 
FF= 1.49 
CP = 1./1.87 

BOLTZ = 1.38062*(10. **(-23» 
NO = 6.02*(10.**23) 
VOL1 =(4.445*(10.**(-10»)**3 
VOL2 = (4.445*(10.**(-8»)*'1:3 
XSI=0.42 
GAMMA=0.5 
GELAST=O.O 

200 

**************** STEEL DATA INPUT *******HHH***HI:H.+:.t**HHH 

READ (5,100) IPT,WNB,WC,WN,WMN 
100 FORMAT(l2,4(F6.4» 

**** ... **** TRANSFORM WEIGHT %TO ATOMIC % ***'+:**HI:-+:*'+:I:!:-!:H t ,. 

WFE = 100-WNB-WC-WN-WMN 
ANB = W:N"B/92.91 DO 
AC = WC/12.01DO 
AN = WN/ 14.01DO 
AMN = WMN/54.94DO 
AFE=(100.DO-WNB-WC-WN-WMN)/55.85DO 
ATOT=ANB+AC+AN +AMN +AFE 

MNB=ANB/ATOT 
MC = AC/ATOT 
MN=AN/ATOT 
MMN=AMN/ATOT 
MFE = AFE/ ATOT 



-tHH'f':tH PS AND PF DATA INPUT ********************************** 

DO 50 KDATA= l,IPT 
HEAD (5,200) PS(KDATA),PF(KDATA),FTEMP(KDATA) 
STEMP(KDATA)=FTEMP(KDATA) 

200 F'O RMAT (1"6.1 ,F6.l ,F6.1) 

H*HI:HH CALCULATION OF MEAN N AND K VALUE ************** 

TMEX = 4.07/(DLOG(PF(KDATA»-DLOG(PS(KDATA») 

201 

RTCN == DEXP((-2.97-+=DLOG(PF(KDATA»-1.10.j:DLOG(PS(KDATA»))1 
(u) (DLOG(PF'(KDATA»-DLOG(PS(KDATA»» 

WRITE (*,*) 'mean n value',TMEX,'mean k value',RTCN 

H**·f<**t.lo:U-H.j: CALCULATION OF NBC FRACTION IN NBCN 
( y VALUE) AND EQULtBRIUM SOLUTE CONCENTRATION 
AT CERTAIN TEMP . .f< f<H* I:*.lo: k*.f<H***-+="'H*"f<*i'***************** 

CALL PPT( FTEMP(KDATA),XRES, YRES,FTNVl) 
300 SNBl =(MNB-XRES*A)/(l.-XRES) 

SCI = (MC-YRES*XRES*B)/( l.-XRES) 
SNI =(MN-(1.- YRES)*XRES*B)/(l.·XRES) 

UI:H-f<*:f:t CALCULAl'ION OF CHEMICAL FREE ENERGY ************ 

TERM = DLOGCSNB lIMNB) + YRES*DLOG(SClIMC) + (1.-YRES) 
Cà) *DLOŒSNI/MN) 
_. GCHEM = 4.*R-+=STEMP(KDATA)/NONOLl *TERM 

******-+= CALCULATION OF CRITICAL FREE ENERGY, GSTAR ******* 

GSTAR = 16. -+=PI*«XSI*GAMMA)**3)/(3. *«GCHEM + GELAST)**2» 
RTRMSCKDATA) = DEXP(Q/RISTEMP(KDATA»* 

@ DE XP(GSTAR/BOLTZ/STEMP(KDATA»/SNB 1 
SUNKN = PS(KDATA)/RTRMS(KDATA) 
SCNST=SCNST+SUNKN 

RTRMF(KDATA)=DEXP(-2.5*Q/R/FTEMP(KDATA»* 
* DEXP(-GSTAR/BOLTZ/FTEMP(KDATA» 

CNSTI = (16. * 1.4142*PU15.)*(1.NOL2)*(FF**(2.5» 
CNST2 = CNSTI i'SNB 1 
MFNB=MNB 
CALL CONC(SNBl,PRlVIl) 
FUNKN(KDATA)=RTCN/CNST2IPRMlIRTRMF(KDATA) 
FCNST= FCNST+ FUNKN(KDATA) 
WRITE (*,*) 'SUNKN,FUNKN ',SUNKN,FUNKN(KDATA) 

50 CONTINUE 

SCONST = SC NSTIIPT 
FCONST = FCNSTfIPT 
WRITE (*,*) 'SCONST,FCONST ',SCONST,FCONST 



CALL DDDT(IPT,FTEMP,FUNKN ,RT1,RT2) 

TIP== 1063 
DO 53 ICR = 1,30 
TIR==TTP + ICH*lO 
CHDD= DEXP(R'rl *(l.fITR) + RT2) 
WRITE (i: ,"') 'TEMP,DISL. DENSITY',TTR.CHDD 

53 CONTINUE 

******** CALCULATION OF PF AT TEST TEMP. RANGE **i:i·HH H 1 H 

TEST = 1063. 
ITEM=31 
ICRI=O 
MPPT=0.95 

DO 800 IT8T= 1,ITEM 
TEST=TEST+ 10. 
NEWT(ITST) == TEST 
CALL PPT(TEST,XVAL,YVAL,FTNV2) 
WRITE (* ,*) 'XVAL, YVAL,FTN VALUE' ,XVAL,YV AL,FTNV2 

SNB2 = (MNB-XVAL * A)/( l.-XV AL) 
SC2 == (MC-XVAL *YVAL*B)/( l.-XVAL) 
SN2 ==(M~-XVAL*(1.-YVAL)*B)/(l.-XVAL) 
FCTRM== DLOG(SNB2/MNB) + YVAL.f:DLOG(SC2/MC) + 

* (1.-YVAL)*DLOG(8N2/MN) 
FECHEM == (4 . .f:R*TEST/NONOLl)*FCTRM 

202 

FESTAR== 16.*Pl*«XSPGAMMA)**3)/(3.*(FECHB~M +GELAST)*t:2) 
RSDS = DEXP(Q/RI'TEST)"-DE XP(FESTAR/BOLTZfI'ES'l')/SNB2 
NPS(lTST) =SCONST*RSDS 

RSDF == DEXP(-2.5*Q/RtrEST)*DEXP(-FESTAR/BO LTZfl'E8T) tSNB2 
CALL CONC(SNB2,PRM2) 
FCONST == DEXP(RTl.f:(l.trES'l') + RT2) 
FNPF(ITST) = (DLOG(1./(1.-MPPT»/FCONST/CNSTlfPRM2/RSJ)I~') 

* **( l.frMEX) 
NPF(lTST) = FNPF(lTST) + NPS(lTST) 

TMPRT==TEST-273. 
lCRI = lCR! + 1 
IF (ICRI.LE.IO) GO 1'0398 
IF (NPS(ITST).GT.l.OD + 20) THEN 
HTEMP = NEWT(lTST) 
JCOND= 10 
ENDIF 
WRITE (*,*) 'HIGHTEMP ',HTEMP 

398 WRITE (6,450) FNPF(lTST),NPS(lTST),NPF(ITST),TMPRT 
450 FORMAT (4(D15.6» 

IF (JCOND.EQ.10) GO 1'0 217 
WRITE (* .-") IT8T 

800 CONTINUE 



203 

.... ,,* CALCULATION OF PS AND PF DURING CONTINUOUS COOLING *** 

217 CTEMP = 1073. 
KSOLU =IDINT(6770.lC2.26-DLOGI0(WNB*(WC + 12.*WN/14.») + 1) 
TSOLU = FLOAT(KSOLU) 
BTEMP=TSOLU-CTEMP 
KRANGE = IDINT(BTEMP + 1) 

DO 101 KK = 1,KRANGE 
TCRIT=TSOLU-(KK-1) 
RTEMP =TCRIT-273. 
IF (TCRIT.GT.HTEMP) GO TO 101 
CALI.. PPT(TCRIT,XCON(KK),YCON(KK),FVALUE(KK» 
WRITE (6,368) RTEMP,XCON(KK),YCON(KK),FVALUE(KK) 

368 FORMAT (F10.1,3D16.6) 
WRITE("',*) KK,' OF ',KRANGE 

101 CO NTINUE 

DO 1111= 1,61 
CRI =-2.0+0.05*(1-1) 
CLRT= IO.**CR1 
SUMl=O.O 
SUM2=0.0 
TIMC1=0.O 
TIMC2=O.0 

4" ICOND=O 
, KCOND=O 

* 

DTIME = l.1CLRT 

DO 900 KI = 1,KRANGE 
TIMCl =TIMC1 + DTIME 
TIMC2 =TIMC2 + DTIME 
DTEMP =TSOLU-(K1-1.) 
IF (DTEMP.GT.HTEMP) GO TO 900 

SNB3 = (MNB-XCON(K1)* A)/(l.-XCON(Kl» 
SC3 = (MC-XCON(Kl)*YCON(Kl)*B)/(l.-XCON(Kl» 
SN3 = (MN-XCON(Kl)*(l.-YCON(Kl»*B)/(1.-XCON(Kl» 

CFAC = DLOG(SNB3/MNB) + YCON(Kl)*DLOG(SC3/MC) 
r (1.-YCON(Kl»*DLOG(SN3/MN) 

CHEM = (4. *R*DTEMP/NONOLl)*CFAC 
STAR = 16.*PI*«XSI*GAMMA)**3)/(3.*(CHEM + GELAST)**2) 
SRIGHT = DE XP(Q/RIDTEMP)*DEXP<STARIBOLTZ/DTEMP) 

/SNB3 
FRIGHT=DEXP(-2.5*Q/R/DTEMP)*DEXP(-STARIBOLTZ 

/DTEMP)*SNB3 
CPS = SCONST*SRIGHT 
CALL CONC(SNB3,PRM3) 
FCONST = DEXP(RT1 *(l./DTEMP) + RT2) 
FCPF = (DLOG( 1.1( 1.-MPPT) )/FCONST/CNSTl/PRM3/FRIGHT) 

**(1.frMEX) 
CPF=FCPF+CPS 
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SFRCTN = DTIME/CPS 
FFRCTN = DTIME/CPF 

537 SUM1=SUM1+SFRCTN 
SUM2=SUM2+FFRCTN 

IF (ICOND.EQ.I0) GO TO 895 
IF (SUM1.GE.1.) THEN 
TEME = DTEMP-273. 
TIME=TIMC1 
ICOND=10 
ENDIF 

895 IF (SUM2.GE.1.) THEN 
TEMF = DTEMP-273. 
TIMF=TIMC2 
KCOND=10 
GOT0910 
ENDIF 

900 CONTINUE 

910 IF <ICOND.EQ.10.AND.KCOND.EQ.10) THEN 
WRITE (6,980) CLRT,TIME,TEME,TIMF,1'EMF 

980 FORMAT (F8.4,2(D15.6,F8.1» 
ELSEIF (lCOND.EQ.I0.AND.KCOND.NE.I0) THEN 
WRITE (6,981) CLRT,TIME,TEME,SUM2 

981 FORMAT (F8.4,D15.6,F8.1,D15.6) 
ELSE 
WRITE (6,982) CLRT,SUM1,SUM2 

982 FORMAT (F8.4,2D15.6) 
ENDIF 

111 CONTINUE 

1000 STOP 
END 

************** SUBROUTINE PP!' ******-t:***H:t***********UH****:t* 

20 

SUBROUTINE PPT(TP,XOUT,YOUT,RESUL) 
IMPLICIT REAL*8(A-H,L-Z) 
COMMON /AREAlIA,B,TEMP,MNB,MC,MN 

TEMP=TP 
LY=O.OlDO 
UY=0.99DO 
LX=O.lD-07 
UX=MNB/A-O.1D-07 
XR=O.ODO 
YR=O.ODO 
EA = 1000.ODO 

DO 1050 J = 1,99 
YO=LY + (UY-LY)/100.*J 
UXl=MNB/A 



~ 

j . 

( 

UX2 = MC/B/YO 
UX3 = MN/B/(l.-YO) 
UX = DMINHUX1,UX2,UX3)-0.lD-07 

250 DO 5001= 1,99 
XO = DEXP(DLOG(LX) + (DLOG(UX)-DLOG(LX»/lOO.*1) 
DUMI =CALC(XO,YO,RA,RB)*l0 
EAB = DABS(RA) + DABS(RB) 
IF (EAB.LT.EA) THEN 
EA=EAB 
XR=XO 
YR=YO 
ENDIF 

500 CONTINUE 

1050 CONTINUE 
CALL NEWTON(XR,YR,XOUT,YOUT,RESUL) 

RETURN 
END 

*******-1<*** NEWTON-RAPHSON METHOD *****:t****************** 

20 

SUBROUTINE NEWTON(X,Y,XO,YO,FTN) 
IMPLICIT REAL*8(A-H,L-Z) 
COMMON /AREA lIA,B,TE MP,MNB,MC,MN 

UUX1=MNB/A 
UUX2 = MC/B/Y 
UUX3 = MNIB/(l.-Y) 
UUX = DMIN1(UUXl,UUX2,UUX3)-0.lD-10 
IF (X.GT.UUX) THEN 
X=UUX 
ENDIF 

DUM2 = CALC(X,Y ,OUTAl,OCTA2) 
F=OUTA1 
G=OUTA2 
K=2 
C=l.-X 
D=1.-Y 

DFDX = (l.l(MNB-A *X))*(MNB-A)/C + (0.87*C/(MC-B*X*Y»*(MC-
@ B*Y)/C**2.-(2. + 57644./TEMP)*«MNB-A)/C**2)-58523 
@ ./TEMP*(MC-B*Y)/C**2-61220./TEMP*(MN-B*D)/C**2 

DFDY = 0.87*(-B*X/(MC-B*X*Y) + 58523.*A * X/TEMP/C + A*X/C* 
@ (-61220./TEMP)-1./Y) 

DGDX = C/(MC-B*X*Y)*(MC-B*Y)/C**2 + 3100./TEMP*(MC-B*Y) 

205 

@ /C**2-504/TEMP*(MN-B*D)/C**2-(MN-B*D)/(MN-B*D*X)/C 
DGDY = -B*X/(MC-B*X*Y)-(3604.1TEMP)*B*X/C-B*X/(MN-B*D*X) 

@ -l.lD-l.lY 

XN =(-F*DGDY + G*DFDY)/(DFDX*DGDY-DGDX*DFDY) + X 
YN = (-F*DGDX + G*DFDX)/(DFDY*DGDX-DGDY*DFDX) + y 



UUUXl = MNB/A 
UUUX2 = MC/B/YN 
UUUX3 = MN IB/( 1.-YN) 
UUUX = DMINl(UUUX1,UUUX2, UUUX3)-0.1D-IO 
IF (XN .GT.UUUX) THEN 
XN=UUUX 
ENDIF 

DUM3 = CALC(XN,YN,OUTB1,OUTB2) 
F=OUTBI 
G=OUTB2 
FANDG = DABS(F) + D ABS( G) 
IF (DABS<FANDG).LT.1.D-6) GO TO 300 
IF (K.GT.30) GO TO 300 
X=XN 
Y=YN 
K=K+1 
GOT020 

300 XO=XN 
YO=YN 
FTN=FANDG 

RETURN 
END 

************ THERMODYNAMIC EQUATIONS *************4:**** H* 1< 

FUNCTION CALC(X,Y,F,G) 
IMPLICIT REAL*8(A-H,L-Z) 
COMMON IAREAl/A,B,TEMP,MNB,MC,MN 

FI = DLOG«MNB-X* A)/( l.-X» 
F2 = 0.87*DLOG«MC-Y*X*B)/(l.-X» 
F3 = (MNB-A *X)/(1.-X)*( -2.-57644.rrEMP) 
F4 = (MC-B*X*Y)/(1.-X)*(-58523.rrEMP) 
F5 = (MN-B*(l.-Y)""X)/(1.-X)*(-61220.rrEMP) 
F6 = -O.87*DLOG(Y) + 16454.ffEMP + 1.32 

G1 =DLOG«MC-X*Y*B)/(l.-X» 
G2 = «MC-B*X*Y)/(1.-X»*(3100.rrEMP) 
G3 = «MN -B*(1-Y)*X)/(l.-X»*( -504.trEMP) 
G4 = -DLOG«MN-(l.-Y)*X*B)/(1.-X» 
G5 = DLOG(l.-Y)-DLOG(Y)-2170./TEMP 

F=F1+F2+F3+F4+F5+F6 
G = Gl + G2 + G3 + G4 + 05 

RETURN 
END 

206 
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******-4<*** SUBROUTINE FOR CALCULATION OF CONCENTRATION 
TERM BY SECANT ********************************** 

SUBHOUTINE CONCCSOLNB,PARAM) 
IMPLICIT REAL*8(A-H,L-Z) 
COMMON /AREA2/MFNB,CP 

TRM = 3 + 4 *(CP-MFNB )/(MFNB-SOLNB) 
XB =TRM**(l/3.) 
XA=XB-O.l 

JO FA=XA**3+XA**2+XA-TRM 
FB = XB*-+=3 + XB**2 + XB-TRM 
KSEC=2 
EKSN = ŒA *XB-FB*XA)/(F A-FB) 
EFN = EKSN**3 + EKSN**2 + EKSN -TRM 
IF (DABS(EFN).LT.0.ID-09) GO TC; 757 
IF (KSEC.GT.50) GO TO 757 

XA=XB 
XB=EKSN 
FA=FB 
FB=EFN 
KSEC = KSEC + 1 
GOTO 10 

757 P ARAM = «MFNB-SO LNB )j(EKSN -1)**3/( CP-SO LNB) )**(1/2.) 

RETURI\' 
END 

******* SUBROUTINE FOR CALCULATION OF THE RELATIONSHIP 
BETWEEN DISLOCATION DENSITY AND TEMPERATURE ****** 

SUBROUTINE DDDTCKPTS,FTMP ,FUNK,ROOTl,ROOT2) 
IMPLICIT REAL*8(A-H,L-Z) 
REAL*8 FTMP(lO),FUNK(lO),TINV(lO),LNDD(lO) 

DO 55 KD = 1,KPTS 
TINV(KD) == l./FTMP(KD) 
LNDD(KD) = DLOG(FUNK(KD» 

55 CONTINTjE 

PLl=O.O 
PL2=0.O 
PL3=0.0 
PL4=0.0 

DO 205 ID == 1,KPTS 
PLI = PLI +TINV(lD) 
PL2 == PL2 + LNDD(ID) 
PL3 = PL3 +TINV(lD)*LNDD(lD) 
PL4 = PL4 +TINV(lD)**2 

205 CONTINUE 



'." 

ROOT2 = (PL2*PL4-PL 1 *PL3 )/(KPrS*PL4-PL l **2) 
ROOTI = (pL2-ROOT2*KPTS)/PLl 

RETURN 
END 
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