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“That is the first thing I know for sure: (1.) If the questions don't make sense, neither 

will the answers.” 

 

Kurt Vonnegut, The Sirens of Titan 
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Abstract 

 

Chiral molecules are important in many biological, pharmaceutical, and industrial processes 

due to their asymmetric structures. One method for synthesizing chiral molecules with selectivity 

is by using asymmetric catalysts. Within the field of asymmetric catalysis, asymmetric 

organocatalysts have become more prominent in recent years, mainly due to their relatively low 

price and the need to avoid the use of heavy metals in some processes. As such, organocatalysis 

holds a central position in the landscape of modern chemistry, enabling the creation of intricate 

molecular structures with high enantioselectivities. However, despite their important applications, 

the potential of enantioselective organocatalysts remains constrained by existing limitations. The 

process of synthesis and optimization of a new catalyst and reaction conditions is lengthy, costly, 

and tedious. 

To address these constraints, our research group has offered a solution in the form of VIRTUAL 

CHEMIST: a computational platform for the design and improvement of asymmetric catalysts. The 

platform is meant to be used by organic chemists and help speed up catalyst discovery and 

optimization. In this thesis, we aimed to demonstrate the usability of the platform by an organic 

chemist, validate its accuracy, and identify potential issues and limitations. 

The first chapter aims to give an overview of the current computational methods for 

enantioselectivity predictions. This review is written from the perspective of an organic chemist 

and is meant to introduce the different terms and methodologies used, as well as applications. 

Lastly, it also discusses the differences between existing approaches and their limitations. 



4 

 

The second chapter introduces VIRTUAL CHEMIST and describes the process of validation and 

adaptation for practical use. The chapter describes the identification and handling of multiple 

problems, both in the software and the lack (at the time) of a chiral library for screening compounds 

that are commercially available or synthesizable. Validation of the software’s accuracy using 

literature data was achieved, as predicted enantioselectivity could be compared to the published 

data. However, when seeking to perform experimental validation of two of the seven implemented 

reactions, unexpected issues arose. The next two chapters describe the investigation of these 

unexpected results.  

Chapter 3 describes the investigation of the iminium catalyzed Diels-Alder cycloaddition. 

The lack of reactivity of the amines proposed in Chapter 2 became a considerable obstacle in 

obtaining final products and measuring the enantioselectivity. This led us to perform experimental 

and computational investigation of the reaction’s mechanism. Our designed experiments indicate 

the iminium formation rate and concentration is highly dependent on the amine structure and 

substituents, which can then lead to very low conversion into product in the timescale of the 

cycloaddition reaction.  

Chapter 4 describes the investigation of the Shi Epoxidation reaction, where the main hurdle 

was the library size for chiral ketones. Following the lessons learned in Chapters 2 and 3, we 

decided to first gain more insight into the reactivity of different ketones, so that when creating a 

virtual library, only active ones are included. Different simple ketones (achiral) were tested for 

reactivity in the reaction. We found that different ring sized ketones appear to have vastly different 

reactivities. 
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Lastly, when the COVID-19 pandemic hit, at the end of 2019, the need for antivirals was 

clear. To address this urgent need, most of our group members moved temporarily to working on 

this essential research. Thus, Chapter 5 describes the efforts of targeting SARS-CoV-2 by 

designing and synthesizing inhibitors of papain-like protease (PLpro), a viral protease which is 

vital for viral replication. 

Overall, the work described in this thesis is a key step in improving the VIRTUAL CHEMIST platform 

and highlights the importance of evaluating reactivity when designing catalysts. This will improve 

the process of asymmetric catalysts discovery and optimization by using reliable software and will 

benefit all fields that require the synthesis of enantiopure molecules. 
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Résumé 

Les molécules chirales sont essentielles en biologie, dans les médicaments et pour l’industrie 

tant pharmaceutique que des matériaux du fait de leur formes spécifiques. Une des méthodes pour 

leur préparation sélective est la catalyse asymétrique. Dans le domaine de la catalyse asymétrique, 

les organocatalyseurs asymétriques, apparus relativement récemment, sont d’un grand intérêt, 

particulièrement du fait de leur coûts attractifs et du besoin d’éviter les métaux lourds dans de 

nombreux procédés. De ce fait, l’organocatalyse tient une place centrale dans la chimie moderne, 

permettant la conception et la préparation de molécules complexes avec une bonne 

stéréosélectivité. Cependant, malgré leur importance, le plein potentiel des organocatalyseurs reste 

à explorer du fait de certaines contraintes, notamment liées aux difficultés de leur développement 

qui reste long et coûteux. 

Afin de résoudre ces problèmes, notre groupe a conçu VIRTUAL CHEMIST, une plateforme 

pour la conception et l’optimisation de catalyseurs asymétriques. Cette plateforme a été 

développée pour être utilisée par les chimistes organiciens afin d’accélérer la découverte et 

l’optimisation de catalyseurs. Dans cette thèse, nous allons démontrer l’utilité de cette plateforme 

du point de vue du chimiste, valider sa fiabilité, identifier les limitations et problèmes potentiels 

et proposer des solutions à ces derniers. 

Le premier chapitre présente une revue des différentes méthodes informatiques pour la 

prédiction de l’énantiosélectivité de réactions asymétriques, plus particulièrement du point de vue 

des utilisateurs (chimistes organiciens). Ainsi, nous allons introduire les différents termes propres 

à ces méthodes, les différentes méthodologies, et leurs applications. Les limitations de chacune de 

ces approches seront aussi discutées. 
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Le deuxième chapitre décrit le processus de validation et les modifications nécessaires pour 

son utilisation. Plus particulièrement, nous décrirons dans ce chapitre l’identification de problèmes 

spécifiques que la plateforme VIRTUAL CHEMIST peut résoudre ainsi que les problèmes rencontrés 

dans les différents logiciels la composant mais aussi dans le manque de bibliothèques de molécules 

virtuelles utilisables. L’utilisation pratique de données de la littérature (structures de catalyseurs et 

substrats ainsi que les énantiosélectivités mesurées) confirmera la fiabilité des différents logiciels 

de la plateforme. Cependant, des problèmes vont apparaître lors de cette validation utilisant des 

données de sept réactions connues et leur étude sera présentée dans les deux chapitres suivants.  

Ainsi, le chapitre 3 présente l’étude approfondie de la cycloaddition de Diels-Alder catalysée 

par des iminiums. Le manque de réactivité des amines proposées dans le chapitre 2 sera un obstacle 

majeur à l’obtention du produit de cycloaddition et par conséquent à la mesure de 

l’énantiosélectivité. Cette observation nous amènera à conduire une série d’expériences et de 

calculs informatiques pour comprendre le mécanisme de cette réaction. Ces expériences 

indiqueront que la formation (vitesse de réaction et concentration finale) de l’iminium 

intermédiaire est dépendante de la structure de l’amine utilisée comme catalyseur ainsi que des 

substituants périphériques. Cette étape contrôle donc la conversion en produit et le temps de 

réaction. Le chapitre suivant décrira nos études de la réaction d’époxidation de Shi au cours 

desquelles nous allons mettre à jour le manque de bibliothèque adéquate. Forts des leçons apprises 

au cours des chapitres précédents, nous allons, cette fois encore, étudier la réaction de différentes 

cétones afin de concentrer nos études informatiques sur celles susceptibles de catalyser cette 

réaction. Un jeu de cétones simples sera testé et la présence et la taille de cycles de cétones 

cycliques sera identifié comme facteur majeur dans leur réactivité.  
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Finalement, lorsque la pandémie de COVID19 a frappé à la fin de 2019, le besoin 

d’antiviraux s’est rapidement fait sentir. Afin de contribuer à ce besoin criant, une grande partie de 

notre groupe s’est tourné vers cette recherche essentielle. Ainsi, le chapitre 5 présente nos efforts 

pour cibler le virus SARS-CoV2 par la conception et la synthèse d’inhibiteurs d’une protéase virale 

(PLpro) vitale pour la réplication virale. 

En résumé, les travaux décrits dans cette thèse sont un pas important dans l’amélioration de 

la plateforme VIRTUAL CHEMIST et mettront en lumière le besoin de comprendre et d’évaluer la 

réactivité des catalyseurs lors de leur conception. Ces travaux permettront d’améliorer le processus 

de découverte et d’optimisation de catalyseurs asymétriques par l’utilisation de logiciels fiables et 

auront de l’impact dans tous les champs d’activité nécessitant la préparation de molécules chirales.  
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Chapter 1 

Catalyzing Change: The Power of Computational Asymmetric Catalysis 

1.1. Introduction 

Computational asymmetric catalysis has seen an impressive rise in the last twenty years, 

thanks to advancements in algorithm and method development for predicting catalyst 

enantioselectivity. These methods/algorithms describe reactions that can be categorized into two 

groups: reactions where 1) knowledge of the mechanism is not required and where leveraging 

experimental data to establish correlations between reaction descriptors and enantioselectivity is 

imperative, and 2) the mechanism (or transition state (TS) for the enantioselective step) is known 

and used to determine catalyst stereoselectivity by modeling the diastereomeric TSs. Although 

these methods have reached a level of proficiency for enantioselectivity prediction, this field 

remains largely obscured for experimental chemists. In this review, we aim to shed light on models, 

methods, and applications used in asymmetric synthesis, with accessible language suited for 

experimental chemists. Our hope is that these methods will ultimately be adopted by synthetic 

chemists for the design of novel catalysts. 

1.1.1. Asymmetric Catalysis. 

The field of asymmetric catalysis has revolutionized organic synthesis in the last 50 years. 

Catalysts have been developed to introduce stereogenic centers into molecules primarily through 

the formation of new C-C bonds and reduction of unsaturated bonds (e.g., carbonyls, alkenes). 

These chiral catalysts can take many forms, including transition metal complexes, organocatalysts, 

and biocatalysts (Figure 1.1). With transition metal complexes, the reaction is often catalyzed by 

the metal itself while stereochemistry is introduced in the form of metal ligands (e.g., chiral 
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phosphines). In organocatalysis and biocatalysis, small organic molecules and enzymes function 

as both catalysts and chiral directing groups. The latter two forms of asymmetric catalysts have 

been seen as very promising alternatives to transition metal catalysts, due to their reduced costs 

and toxicity. In fact, the potential impact of these alternatives was recently recognized when the 

Nobel Prize in Chemistry was awarded to Frances Arnold (2018, directed evolution of enzymes), 

then Benjamin List and David MacMillan (2020, asymmetric organocatalysis), after Barry 

Sharpless, Ryoji Noyori and William Knowles shared the Nobel Prize in 2001 for transition metal 

catalyzed reactions.  

 

1.1.2. Developing new catalysts. 

The relatively simple mechanisms of organocatalyzed reactions are a significant advantage 

for their development and optimization. However, the use of these catalysts has been hampered by 

their lower stereoselectivities, and the need for higher loading. Alternatively, development of 

Figure 1.1. The three main asymmetric catalysis fields. 
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transition metal catalysts is facing complex mechanisms often involving multiple possible 

transition states (TSs), metal coordinations, additives and ligands. As a result, the very tedious 

“trial-and-error” approach is still commonly used. To address environmental concerns, catalysts 

based on greener and cheaper metals (bismuth, iron, copper) have been developed, yet the most 

commonly used transition metal catalysts are built around palladium, rhodium, and other toxic 

metals. Thus, despite tremendous progress in the field of small molecule catalysis, development 

of new chiral catalysts remains quite challenging and often calls for stepwise optimization. This is 

often a time-consuming, labour-intensive process, which requires the synthesis and evaluation of 

multiple novel ligands/catalysts in an iterative process that is often pursued in an empirical fashion 

with little guidance other than simple models and intuition. Computational methods guiding the 

design of new catalysts are sought after and should address this major issue. 

1.1.3. Computational methods for catalyst design and discovery. 

As an analogy, over the past decades, docking-based virtual screening has found extensive 

use and acceptance as a design tool in medicinal chemistry.1 The low computational demands of 

these methods and user-friendly interfaces removed hurdles towards their widespread adoption. In 

contrast, computational tools that could improve the process of chemical reaction development 

remain largely underutilized as predictive/design methods. The power of quantum mechanics 

(QM) calculations, particularly density functional theory (DFT), is primarily used in a 

retrospective, post hoc fashion for understanding reaction mechanisms and for rationalizing 

observed selectivities, rather than in the prediction/design of new catalysts. In fact, the 

computational cost associated with ab initio QM or DFT methods, let alone the required expert 

knowledge, makes them unsuitable for the screening of large libraries of potential catalysts. 
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However, major efforts are currently ongoing to develop computational tools to assist organic 

chemists, and integration into organic chemistry laboratories is imminent.2  

We believe that the successes of virtual screening in medicinal chemistry should be adaptable 

to reaction prediction, with the challenge being the availability of computationally inexpensive, 

rapid, and accurate methods for predicting stereoselectivities associated with complex TS 

structures and energies. 

1.1.4. State-of-the-art approaches.  

In the recent years, computer-assisted synthesis has gained significant momentum and several 

computational methods (most commonly machine learning (ML) methods and statistical models) 

applied to organic synthesis problems have been reported. For example, computer-aided synthesis 

planning has advanced rapidly and can propose reaction mapping3 and realistic retrosynthesis2, 4-6 

(e.g., Chematica/Synthia7, 8 and AIZynthFinder9) can predict yields,10-12 catalyst inhibition,13 

regioselectivity,14 and chemical reactivity.15 In practice, these predictive trained methods have been 

successfully used to design new catalysts16 and predict the stereochemical outcome of asymmetric 

reactions.17 For the latter, ML techniques are advantageous over QM and molecular mechanics 

(MM) for two reasons: speed (orders of magnitude faster than QM) and their application to 

reactions with unclear or complex mechanisms (ML models developed from catalyst structures 

only).18 However, ML models requires a significant amount of experimental data for training19 and 

can hardly be applied to new reactions, as emphasized by Norrby in a viewpoint.15 

Reaction/chemical mapping is more general; for example, physicochemical and QM descriptors 

of over 300,000 monodentate phosphine ligands have been added to a database named Kraken,20 

which will certainly be very useful for new reactions relying on phosphine ligands. However, 
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despite all these successful developments, much is left to be done in the field including the use of 

these methods in prospective studies. 

In this chapter we will describe the development and application of computational methods 

for the design of asymmetric catalysts with a particular focus on organocatalysis and transition 

metal catalysis. For more information about biocatalysis (primarily enzymes), the readers are 

referred to the excellent overviews of this field by Bell et al.21 and Pyser et al.22 Thus, while 

computational methods for biocatalysis have been developed,23 these will not be discussed herein.  

In the context of computational asymmetric catalysis, an overarching goal of the 

computational methods is the prediction of enantioselectivity of asymmetric reactions, enabling 

computational reaction optimization (i.e., optimal catalysts, substrates, ligands, and conditions). 

Different methodologies for achieving these goals exist, and they can be divided in two main 

categories: 1) methods requiring sufficient knowledge on the reaction mechanism (primarily QM 

and MM-based methods) 2) data-driven methods (primarily databases and ML methods). 

Irrespective of category, the overall principles are similar and involve data collection, 

identification of meaningful patterns, parameters, or features, model building and testing, followed 

by model refinement (Figure 1.2). 



Chapter 1 

35 

 

 

1.1.5. A closer look at MM, QM, and ML. 

1.1.5.1.MM. 

In MM, the molecules are somewhat represented as charged points (atoms) connected by 

springs (bonds) and interacting by other means (e.g., angles, torsions, van der Waals, electrostatic) 

in a 3-dimensional Cartesian space. Because MM does not consider electrons or nuclei, atoms (and 

the interactions between them) must be parametrized a priori. These parameters may be obtained 

either experimentally (e.g., van der Waals radius of an atom) or from high level QM calculations 

(e.g., atomic charge, force constants) and stored in lists termed force fields (FFs). Importantly, in 

MM, atoms in different chemical environments are distinguished by introducing the concept of 

atom types (i.e., an oxygen atom in water vs. in a carbonyl group would have different atom types), 

each bearing specific bonding and non-bonding parameters. It is thus important to define the 

correct atom type for a system under scrutiny, as the total energy of the system is calculated as a 

sum of contributions from both bonded and non-bonded terms. Due to the size of the chemical 

space - >1060 small organic molecules - the number of possible atom types is virtually extremely 

Figure 1.2. Overall workflow for A) ML methods and B) QM/MM methods. 
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large.24 To make the development of FFs tractable, the number of atom types is limited yet these 

must be accurately assigned (together with the corresponding parameters) to each atom of any 

molecule. On the one hand, although the problem of accurately atom typing every molecule seems 

problematic, significant efforts have been made to exhaustively assign atom types to a large 

number of small molecules.25 On the other hand, others have proposed approaches discarding atom 

types altogether.26, 27 Thus, the accuracy of MM calculations is strongly impacted by the choice of 

an FF and the assignment of atom types. 

1.1.5.2.QM. 

In contrast to MM, QM methods consider both electrons and nuclei. The orbitals required to 

calculate electronic terms are described by basis sets. Many different types of basis sets have been 

developed, and their usage depends on the system under scrutiny (i.e., metal complexes, organic 

molecules, etc). As a rule of thumb, the larger the basis set, the more computationally expensive 

the simulations. The explicit treatment of electrons significantly increases the computational cost 

compared to MM, due to the resource-intensive computations of electronic integrals. Depending 

on the desired level of accuracy, significant speed-ups are possible, either through elegant 

algorithms for computing electronic integrals (see the ORCA SHARK integral engine28), lower-

cost semi-empirical (SE) QM methods where some integrals are neglected (e.g., PM6,29 GFN2-

XTB30), composite methods such as HF-3c/PBEh-3c, or DFT. By far the most popular method is 

DFT, which has seen a tremendous uptake from organic chemists. Most often employed to 

rationalize reaction mechanisms, DFT has more recently been used to try and explain the reactivity 

of different types of chemicals (through the conceptual DFT – cDFT – framework). Higher 

accuracy algorithms such as Møller–Plesset (MP) or coupled cluster (CC) are generally reserved 

for advanced theoretical work and are not commonly employed in routine organic chemistry 
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simulations. Overall, the accuracy of the calculations is highly dependent on the choice of method 

(e.g., MP2, DFT, SE) and basis sets. 

1.1.5.3.ML. 

ML methods differ significantly from both MM and QM. ML algorithms (and the more 

interpretable statistical models) aim at finding and quantifying patterns in vast amounts of data for 

predicting a given outcome. In chemistry, this outcome can come in the form of a single number 

(e.g., pKa, solubility, enantioselectivity), while the data can be in the form of structural data, 

reaction data, etc. As a major advantage, ML algorithms are orders of magnitude faster than both 

MM and QM. In contrast to both QM and MM, most ML models are “black box”, meaning that 

the way in which an algorithm arrives at a prediction is unknown, although explainable artificial 

intelligence (AI) is emerging. There are multiple flavours of ML: supervised, unsupervised, and 

reinforcement, each with their own advantages and disadvantages. For example, supervised 

learning requires labelled input and output training data (e.g., catalyst A provides an 

enantioselectivity of 45%ee), whereas unsupervised learning deals with raw data. In 

reinforcement learning, a feedback loop is employed so that the model can learn from its 

Figure 1.3. Different methods used to compute enantioselectivity. 
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environment and maximize its correct predictions. Irrespective of flavour or model, the key 

ingredients for a predictive ML model are data quality and quantity. 

1.2. Data. 

1.2.1. Developing datasets. 

The first step in any modeling project is often data collection from the scientific literature. 

Since representative systems are selected and modeled based on these data (ML) and/or used to 

test the method (QM, MM), data curation is essential, as literature data may be riddled with issues 

(e.g., misassigned stereocenters, incomplete experimental data, reproducibility issues – same 

conditions used with different results). This process is a challenging task that may be prone to 

human error. Thus, model or method development and/or evaluation require the availability of 

consistent and reliable experimental enantioselectivities. The type and amount of data required to 

develop a predictive model depends on the approach used to model the reaction (evaluation on 

small sets or training on large sets).  

Below, we list several aspects to developing a robust dataset. 

1) For most methods, it is assumed that the set of substrates and catalysts collected follow a similar 

(if not identical) mechanism. If more than one competing mechanism is to be considered, 

substrates and/or catalysts favoring alternative mechanisms should be sufficiently represented. For 

each mechanism, one should also assume that the enantioselectivity is affected by the same factors.  

2) In the context of catalyst design using ML methods, the model is more likely transferable to 

new sets of catalysts and substrates when trained on datasets with larger chemical diversity. If a 

component is kept constant (e.g., all the reactions in the dataset are applied to the same substrate), 
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then the model will not be trained to understand the impact of this component (e.g., not applicable 

to the search for ideal substrates for a given catalyst or prediction of the substrate cope of an 

asymmetric reaction).  

3) Training a model or testing a method requires not only information on highly selective catalysts, 

but also on poorly selective catalysts. For optimal accuracy, ML models should be trained to 

correlate selectivity enhancing features (e.g., chemical groups) to high enantioselectivity, as well 

as selectivity reducing features to poor enantioselectivity, while QM and MM methods must be 

evaluated for their ability to distinguish good from poor catalysts.  

4) TS-based methods derive the enantioselectivity from the energy difference of the diastereomeric 

TSs, requiring some experimental knowledge of the mechanism. More specifically, the 

stereoselectivity determining step (or steps) must be known, and, at the very least, a good 

hypothesis for the TS structure must be available. If not, a separate investigation of the mechanism 

must be carried out, which can be quite time-consuming. 

5) In general, the larger (and more diverse) the dataset is, the more information ML models may 

learn. However, building a large dataset should be done with care as adding data may also results 

in loss of diversity and introduction of biases. For example, overrepresenting a class of catalysts 

may result in the model learning (or even memorizing) mostly about this chemical series (e.g., 

phenyl better than methyl at a given position on a ring), rather than learning general rules (e.g., 

steric effects). This can result in significant biases of the model and poor accuracy in the search 

for novel catalysts. At this point, it is important to note that information following all these criteria 

is rarely available in a form that can be used immediately (such as a text files or formatted tables). 

For QM and MM methods, the size of the set is not as relevant, but the diversity should still be a 
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focus of the data collection, as these methods must be able to capture various effects experienced 

by various catalysts (e.g., hydrogen bonds, cation-π interactions).  In practice, should all this 

information be available (several catalysts from different classes already developed), one may 

question the need for a model to design novel catalysts for this reaction. Thus, the transferability 

of the method to other reactions may be investigated (see applications below). In the case several 

catalysts are already available but none providing the level of stereoselectivity targeted, a ML 

model may be required. However, one may question the ability of a model trained on poor to good 

catalysts to identify excellent catalysts (e.g., based on a different mechanism, on an interaction not 

experienced by other catalysts). In the case several catalysts are available but only very few are 

inducing reasonable stereoselectivity, weighting schemes may be used when selecting batches 

during model development (e.g., using WeightedRandomSampler and Dataloader in PyTorch) or 

weighting the loss function may be considered to consider the minority and majority classes 

equally. An important aspect is that the model would be as general as the data set is: if the data set 

contains little variability, the model would likely fail to predict an out of set example. 

6) Depending on the method used, additional information may be needed. For example, in the case 

of MM, relevant force fields (FFs) are necessary (e.g., for transition metals). This will be discussed 

further under the descriptors section. 

7) In practice, ML models are trained on a first set (referred to as training set) and tested on a 

second distinct set (testing set), while hyperparameters may be optimized using a third set 

(validation set). While simple random splitting is still often used, the similarity between these sets 

must be monitored and minimized. If the model memorizes input data (“CH3COOH: pKa 4.75”) 

rather than learning to predict a property (e.g., “electronic effects make acetic acid acidic, with a 

pKa of 4.75”), the model tends to be poorly predictive (e.g., “CF3COOH looks like CH3COOH 
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and is predicted to have a pKa of 4.75”, as opposed to “the fluorine inductive effect reduces the 

pKa to 0.2”). 

1.2.2. Available datasets. 

When MM or QM methods are used, developers often rely on sets of a few dozens of systems 

to test their methods. However, as more data-intensive ML-based methods become more prevalent, 

and the need for datasets arises, a few curated datasets have been reported and made available. 

While these datasets contain information about catalysts/ligands and computed descriptors, the 

reaction related information still needs to be manually collected. 

We have built a non-exhaustive collection of available datasets (see Supporting Information 

for a detailed breakdown) which may be useful for method developers. We expand on a selection 

of datasets below: 

1. Kraken. This database, curated by Gensch et al.,20 contains ~300,000 virtual monodentate 

organophosphorous (III) ligands for asymmetric catalysis. These ligands were 

combinatorially enumerated in silico using a set of 1558 experimental ligands (including 

commercially available compounds) and 576 unique, diverse substituents.  For the set of 

1558 ligands, physicochemical descriptors were calculated on conformer ensembles using 

QM methods. These descriptors were then used as input for ML models trained to predict 

the physicochemical profiles of the entire virtual library of 300,000 ligands.  

2. OSCAR. A dataset of organocatalysts assembled by Gallarati et al.31 This dataset, available 

online (see Supporting Information), contains 4,000 catalysts collected either from 

literature or the Cambridge Structural Database (CSD), along with combinatorially 

enriched sets for carbene catalysts (over 8,000), and non-covalent dual-hydrogen-bond 
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donor catalysts (ca. 1.5 million). All catalysts have QM-computed stereoelectronic 

descriptors and DFT-optimized structures available.  

3. VIRTUAL CHEMIST. Upon the publication of the VIRTUAL CHEMIST platform for 

asymmetric catalysis, Burai-Patrascu et al.32 made available the data collected for the 

platform validation. These data include experimental conditions and %ee (experimental 

and computed) for over 350 reactions across 7 reaction classes, involving both transition 

metal and organocatalysis. The data are available in table format (see Supporting 

Information for reference 32) and on the group website (http://www.moitessier-group.ca/) 

for structures. 

1.3.Descriptors. 

1.3.1. Encoding catalysts, substrates and/or TS structures. 

There are numerous methods through which molecular complexes and associated information 

(e.g., solvent, temperature, counter ions) can be represented numerically. Since enantioselectivity 

is affected by multiple factors, these representations usually include a combination of steric, 

electronic, and geometric information.33, 34 

In TS-based approaches molecules can be represented in several ways, depending on the 

approach. In MM methods, molecules are represented by Cartesian coordinates, atom types and/or 

FF parameters. The challenge is to optimize TS structures when most FFs have been developed 

for ground structures. To solve this, specific FFs have been developed (i.e., ReaxFF), while other 

methods rely on a combination of ground state reactants and products (i.e., empirical valence bond 

(EVB),35 multi configurational molecular mechanics (MCMM),36and SEAM37). Although these 

methods are available to the scientific community at large, they still require expertise in 

http://www.moitessier-group.ca/
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computational chemistry, scripting, and/or computer environments to be truly usable in chemistry 

laboratories. In this context, another two approaches, ACE and Q2MM, were implemented into 

user friendly platforms (VIRTUAL CHEMIST and CatVS). 

In QM methods, molecules are more accurately described than in MM through the usage of 

atomic and molecular orbitals to describe both electrons and nuclei. In terms of computational 

cost and time requirements, QM calculations are generally several orders of magnitude more costly 

than MM. However, the major advantages of QM over MM when it comes to predicting TS 

structures are 1) the ability to optimize structures without the need for specific parameters 

(assuming all the necessary elements - in particular transition metals - are included in the basis set) 

and 2) obtaining accurate energies and geometries that describe the bond breaking/forming 

process. While some QM methods (i.e., ab initio: Hartree-Fock or post-Hartree-Fock, density 

functional theory (DFT)) are highly accurate , they can be used effectively for catalyst design 

primarily in a post-hoc fashion and on a limited number of systems.38 Alternatively, semi-empirical 

QM (SEQM) methods, although less accurate than the former, are significantly faster and can be 

envisioned as a useful tool in prospectively screening libraries of hundreds of potential catalysts 

due to their relatively low computational cost. . However, the accuracy of SEQM in transition 

metal catalysis is yet to be demonstrated.39  

In ML-based approaches, the information is usually represented by descriptors (referred to 

as features). Different molecular representations exist (e.g., graph, simplified molecular-input line-

entry system (SMILES)) and are linked with different molecular descriptors.40 Among those are 

system descriptors (temperature, concentration, etc.), steric descriptors41 (e.g., Sterimol 

parameters,42 average steric occupancy,43 %buried volume44) electronic descriptors (e.g., Natural 

Bond Orbital (NBO)- charges, polarizability, Frontier Molecular Orbital (FMO)-gap), and 
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geometric descriptors (e.g., bond lengths, dihedral angles). These descriptors are often obtained 

from QM calculations.45 

1.3.2. Selection of descriptors and their computation. 

In TS-based models, descriptors are often chosen to describe the steric and electronic effects 

governing the reaction. It is important to note here that these descriptors generally have chemical 

meaning. For example, in both QM and MM, electronic descriptors such as atomic charges and 

dipole moments may be used to understand catalyst/ligand reactivity.46, 47 Additionally, more 

advanced QM descriptors such as local and global reactivity parameters (obtainable in the cDFT 

framework), have often been used to rationalize the reactivity and selectivity of various chemical 

series in numerous reaction classes.48 

In the case of statistical or machine learning models, or unknown mechanism, thousands of 

descriptors may be computed and used for building the model, especially with the advent of 

specialized software for computing descriptors.49, 50 However, without carefully choosing only the 

most important descriptors that significantly contribute to the prediction, the model is bound to 

contain a large amount of noise. This affects the accuracy of the predictions. Indeed, different 

methods to select descriptors51, 52 (either supervised or unsupervised) have been developed to 

address this exact issue. These techniques (for a complete breakdown with examples see 

Supporting Information) include filtering methods (selection based on statistical methods like the 

chi-squared test), wrapper methods (selection based on a predictive model to generate the best 

descriptor combinations), embedded methods (selection is made by learning the importance of 

each feature during model training), hybrid methods (combination of filtering and wrapper 

methods), and dimensionality reduction techniques (selection of features after dimensionality 

reduction of the data).53 Perhaps the most widespread method is principal component analysis 
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(PCA), a technique that reduces data dimensions to fewer components while retaining essential 

information about its diversity. This allows for simpler visualization, although interpretation might 

not always be straightforward.54  

If one of the goals is only to develop a predictive model, but also to have chemically 

interpretable descriptors that can shed light on the mechanism (statistical models), then the 

descriptor selection requires additional attention. First, chemical knowledge may be used when 

selecting these. For example, if properties truly influencing the reaction outcome have been 

identified experimentally, descriptors of these properties may be considered. In this case, the ML 

or statistical model will eventually quantify the impact of these properties. Unfortunately, 

irrelevant descriptors may still coincidentally correlate with the property the model aims to predict, 

leading to poorly predicting models. Generally, the assumption is that the different descriptors are 

independent of each other (as in, the change of one will not have an effect on the other). However, 

a counter example can be seen in the work of Werth et al.55 on bifunctional hydrogen bond donor 

(BHD) catalysts, where the NBO charge of the catalyst was indirectly correlated with the pKa 

value via the LUMO energy and a separate steric parameter.  

How the descriptors are computed is another fundamental aspect of both TS- and ML-based 

models. Many descriptors are conformation-dependent: descriptors computed only for a single 

conformer may not adequately represent more flexible ligands. Should a Boltzmann population 

average be used instead, a conformational search (hence time) must be added to the computation. 

A significant advantage of some available databases (e.g., Kraken and Oscar described above) is 

their computed descriptors, which may be used by other model developers. 
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1.3.3. Number of descriptors. 

With the help of numerous cheminformatics tools49, 56, 57 thousands of descriptors can be 

computed for each model, although the final version of the model will ideally contain less than 10. 

While more descriptors are expected to provide a more complete representation of a reaction, they 

may also lead to overfitting, a common issue when developing ML or statistical models. As an 

indication of overfitting, the model performs well on the training set but poorly on the testing set, 

hence the need for significantly dissimilar training and testing sets to detect overtraining. 

Moreover, not all the descriptors will have a significant enough influence on the accuracy of the 

model and will add unnecessary noise. In general, the simpler the model (i.e., the fewer 

descriptors), the easier (and faster) it is to train and often the better (more generalizable) and 

interpretable the model will be. In practice, many descriptor combinations are evaluated for model 

training, and the most predictive set of descriptors is chosen for the final version of the model. 

However, a careful evaluation of the relevance of these descriptors should be carried out. 

1.3.4. Different types of descriptors are used to describe unique atomic and molecular 

properties. 

1.3.4.1.Steric parameters. 

Steric effects play an important role in catalyst reactivity and selectivity. In the context of 

asymmetric catalysis, a catalyst may have different substituents, with each substituent taking up a 

different volume of the space around the reactive part of the catalyst, influencing the shape, 

stereoinduction, and reactivity of the catalyst. To account for these effects, descriptors representing 

the steric character of the molecule and its substituents have been developed. An important aspect 

of some steric parameters is that they are conformation dependent, making the selection of the 
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conformation impactful. In practice, chemists often rely on C2 symmetrical catalysts (e.g., BINAP) 

to reduce the conformational space (e.g., the number of possible conformations, the number of 

different faces of nucleophilic attack), which in turn simplifies their optimization. Depending on 

the system, these descriptors may be calculated for the lowest energy conformer, the catalytically 

relevant conformer, or as a Boltzmann-weighted conformation average. Examples in text: 

Sterimol parameters, % buried volume, ASO. 

1.3.4.2.Geometric parameters. 

In addition to sterics, one can compute descriptors providing information on the 3D shape 

(geometry) of the molecule. The geometry of a catalyst affects the selectivity and rate of catalyzed 

reactions; therefore, the selection of the conformation is critical. In addition to overall shapes, 

geometric parameters may also contain information such as bond lengths or bond-angle and torsion 

values. Example in text: cone angles. 

1.3.4.3.Electronic parameters. 

These descriptors aim to represent the electronic properties of the molecule, often of a 

reactive centre (e.g., the atoms participating in the reaction) or of a ligand (e.g., a phosphine ligand 

modulating the reactivity of metal centers). In organic chemistry, electronic properties describe 

information such as ability to donate or accept electrons (Lewis basicity and acidity, respectively), 

nucleophilicity and electrophilicity, hyperconjugation, and more. Unlike steric and geometric 

parameters, electronic parameters are often less influenced by conformation, and they can either 

be derived from a single (optimized) conformation or as a Boltzmann-weighted conformational 

average. Most electronic parameters describe a fragment of the molecule, such as a substituent or 

reactive atom, rather than the entire molecule. Examples in text: HOMO/LUMO gap, ESPMAX. 



Chapter 1 

48 

 

1.3.4.4.Empirical parameters. 

Descriptors do not always have to be computed theoretically. A variety of empirical 

descriptors can be used in model development, such as nuclear magnetic resonance (NMR) 

chemical shifts, NMR 31P tensors, and infrared (IR) spectrum frequencies and vibrations.  

1.3.4.5.Interaction Fields. Comparative molecular field analysis (CoMFA). 

A method developed for ligand 3D-QSAR studies in drug discovery, which has since been 

implemented in asymmetric catalysis modeling.58 The method aims to correlate reaction outcomes 

to molecular fields described by the steric and electronic properties of a molecule. To achieve this, 

molecules are first aligned and then placed in a three-dimensional energy grid. A probe atom is 

then added at strategic points on this grid and the interaction energy (Van der Waals and 

electrostatic) between the molecules and the probe atom is calculated at each grid point. These 

energies are the descriptors that input into regression models, most often partial least squares 

(PLS), which correlate catalytic activity/enantioselectivity with the computed descriptors.59, 60 

1.3.4.6.Comparative molecular similarity indices analysis (CoMSIA). 

CoMSIA is a 3D-QSAR method developed as a natural extension of CoMFA by including 

molecular similarity in the computation of the molecular fields. In addition to the steric and 

electronic parameters captured by CoMFA, CoMSIA also includes a hydrophobicity term. The 

calculation of descriptors is then performed in a similar manner to CoMFA.  
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1.4. Models. 

1.4.1. Model 1. Unknown mechanism/ stereoselective step (statistical and ML models). 

Modeling enantioselectivity for reactions and catalysts with unknown mechanisms relies on 

quantitative structure-selectivity relationships (QSSR), where statistical models can be used to 

correlate enantioselectivity to the structure of the catalyst and reaction components.61-63 In addition 

to these, the field has evolved to also incorporate ML methods for the development of predictive 

models.64, 65 While sometimes used interchangeably in the scientific literature, statistical and ML 

models are in fact distinct. Statistical models are derived from the whole data (where statistical 

relevance is measured), while ML models are trained and tested on separate sets. Additionally, 

statistical models are often more interpretable than ML models. 

Depending on the desired outcome, different methods can be used to relate the catalyst (and 

substrate, in some cases) structure to enantioselectivity. For example, Sigman and co-workers have 

been developing statistical models based on linear free energy relationships (LFER), where they 

aim to achieve both an increase in prediction accuracy as well as an intuitive understanding of the 

Figure 1.4. Common descriptors used. 
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potential mechanism.63, 66 This type of model aims to find a linear correlation between a variable 

and free energy, which in asymmetric catalysis is often the energy difference between the 

diastereomeric TSs (ΔΔG‡). Since stereoselectivity is dependent on multiple variables, the model 

would usually be a multivariate linear regression (MLR). The input would be the numerical 

representations of the reaction components (descriptors), and the output would be the free energy 

difference.64, 67 These models have been successfully applied on several metal catalyzed reactions 

such as the Pd-catalyzed enantioselective aryl-carbonylation of sulfonimidamides,68 Pd-catalyzed 

Hayashi-Heck reaction,69 Negishi coupling,70 and different Pd- and Ni-catalyzed cross-coupling 

reactions.71 Additionally, they have been applied to organocatalyzed reactions including the 

Mannich reaction,52 chiral phosphoric acid catalyzed nucleophilic addition to iminiums,17, 72, 73 

BHD catalyzed addition of nucleophiles to nitro alkenes,55 and others.66, 67 

A different type of model used successfully in asymmetric catalysis is support vector 

regression (SVR). With such an ML algorithm, the data may be correlated to the energy difference 

(enantioselectivity). In SVR the data points are correlated by a linear line, or a higher dimension 

curve, within a predetermined margin. The goal of the model is to identify the line that fits the 

majority of data points which falls within a predetermined margin.74-76 Such models have been 

successfully applied to organocatalyzed reactions such as the chiral phosphoric acid catalyzed 

thiol-nucleophiles addition to imines.77 

The major difference between MLR and SVR is that SVR does not have an underlying 

assumption of a linear relationship between the data points (descriptors) and the outcome 

(enantioselectivity), and, therefore, can be more suitable for modelling complex reactions. On the 

other hand, MLR can be more informative for the interpretation of the influence of each descriptor 

(e.g., catalyst structure, solvent, temperature), as the coefficients also contribute to their weight of 
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influence. An SVR model is mainly used for predicting an outcome, and the model itself, often 

used as a black box, is not easily interpreted. Each model has its strengths and weaknesses, and 

they are used based on the main goals of the modelling project, as well as the existing data. It is 

worth noting that other regression models such as kernel ridge and partial least squares (PLS, also 

referred to as projection to latent structures) have also been used.75, 77-79  

Once a predictive model has been developed and tested, it should then be adopted by organic 

chemists. As the field remains in its infancy, most published ML models and methods are only 

made available in the form of scripts and methodologies. However, there is no available user-

friendly package that can be used or models that can easily be trained for novel reactions by organic 

chemists with minimal expertise in computer science, although this may soon change.80  

1.4.2. Model 2. Using knowledge on potential TS’s (mechanism-based approach). 

When a hypothesis exists for the diastereomeric TSs of the stereoselective step, these TSs 

may be modeled and used directly to extract the energy difference between the diastereomeric TSs 

Figure 1.5 Curtin-Hammett principle in the context of asymmetric catalysis. C: catalyst, S: 

substrate, P: product, either R or S enantiomer. S+C(S) and S+C(R) are the catalyst substrate 

complexes leading to either the S or the R product, respectively. 
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(∆∆G‡), and consequently to compute selectivity. Although many methods to model TSs exist, this 

review is not meant to be exhaustive and will focus on the most recent and advanced methods 

available, as well as their applications to stereoselectivity predictions. For more detailed 

information on TS modeling for the prediction of enantioselectivity, we refer the readers to 

previous reviews.81-83 

Calculating the stereoselectivity from the energy difference ∆∆G‡ is based on the assumption 

that the reaction is under Curtin-Hammett control (Figure 1.5). Simply put, the product ratio (e.g., 

R:S) reflects the energy difference between the two competing and irreversible diastereomeric TSs 

(i.e., the ∆∆G‡). 

Since the difference in ∆∆G‡ between a moderately selective catalyst (~80 %ee) and an 

excellent catalyst (>97 %ee) is about 1 kcal/mol, there is a requirement for the methods to be 

accurate enough to be able to distinguish between them. In practice, a prediction error within 1 

kcal/mol is targeted. While high level calculations may fulfill this criterion, an objective is to obtain 

predictions quicker than experimental data and using less expensive equipment. Unfortunately, the 

most accurate methods for modelling TSs (e.g., MP2, DFT) are computationally demanding (time 

and computational resources). It follows that they can hardly compete with high throughput 

experimentation which provides true data (not predictions) in a time-efficient manner. As a result, 

these methods are primarily used to investigate reactions post facto rather than for designing novel 

catalysts.84 Thus, faster alternative methods are necessary. 

The energy difference can be calculated from single, lowest lying conformers for each 

diastereomeric TS identified using a conformational search algorithm.85 Alternatively, multiple 

thermally accessible conformations, and their Boltzmann population distribution, can be used to 

obtain the energy difference. In both cases, the challenge of TS structure-based approaches is to 
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identify and optimize all potential diastereomeric TSs of the reaction under investigation. In 

practice, the simplicity of the Curtin-Hammet principle is overshadowed by the number of possible 

TS conformations, or reactions for which multiple steps could be rate-determining, or for which 

multiple competing mechanisms leading to opposite enantiomeric products exist.86 For these 

methods to be user-friendly, an automated conformational search algorithm is needed. 

Automated conformational sampling of TSs lies at the heart of tools like VIRTUAL 

CHEMIST/ACE, CatVS/Q2MM, QChASM/AARON (Quantum Chemistry Automation and 

Structure Manipulation/An Automated Reaction Optimizer for New catalysts),87, 88 or the chemical 

steering wheel.89 VIRTUAL CHEMIST/ACE, developed in our research group, is a self-contained, 

graphics user interface (GUI)-based asymmetric catalyst design platform.32 Designed with a 

chemist’s needs in mind, the underlying MM methodology has been thoroughly tested on seven 

widespread metal and organocatalyzed reactions, with an overall accuracy of ~ 1 kcal/mol. To 

note, VIRTUAL CHEMIST was also applied to several scenarios that an experimental chemist might 

face in his project: one-by-one catalyst design, screening a library of catalysts, catalyst lead 

optimization through analogue search (detailed in the Evaluation of the Models, Methods, and 

Applications section), and identifying the substrate scope of a known catalyst, with demonstrated 

advantages over traditional asymmetric catalyst design. A similar asymmetric catalyst design 

platform is CatVS/Q2MM, primarily focused on organometallic catalysts. Similar to VIRTUAL 

CHEMIST/ACE, CatVS/Q2MM is an MM-based method and was first benchmarked on known 

metal-catalyzed reactions, followed by its application in a “real world” scenario, which yielded 

novel catalysts for the Rh-catalysed asymmetric hydrogenation of enamides (discussed in more 

detail in the Evaluation of the Models, Methods, and Applications section). Unlike VIRTUAL 
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CHEMIST, the free version of CatVS does not include an interface and the calculations must be run 

from the command line environment. 

Apart from VIRTUAL CHEMIST and CatVS, another virtual platform for catalyst design is 

QChASM/AARON. Contrary to both VIRTUAL CHEMIST and CatVS, QChASM/AARON is an 

interface to various open-source tools for structural manipulation, TS search and optimization, as 

well as free energy calculations for %ee determination. While VIRTUAL CHEMIST and CatVS are 

primarily based on MM, the geometry optimization and energy calculations available through the 

QChASM/AARON interface are based on QM methods (either SEQM or DFT) accessible through 

software such as Gaussian,90 Psi4,91  or ORCA.92 QChASM employs a GUI plugin for the Chimera 

visualizer,93 which benefits experimental chemists with little to no expertise in command line 

environments.  

1.4.2.1.Computational platforms for asymmetric catalyst design. 

1.4.2.1.1. Asymmetric Catalyst Evaluation (ACE).  

ACE is an MM-based software that predicts the stereochemical outcome of asymmetric 

reactions by modeling the relevant TSs of ligand/substrate/catalyst systems. The stereoinducing 

step for these reactions must be known a priori. Part of the larger VIRTUAL CHEMIST platform for 

asymmetric catalyst design, ACE is built on two fundamental organic chemistry principles: 1) the 

Hammond-Leffler postulate and 2) the Curtin-Hammett principle. The TSs are built in accordance 

with principle 1) (i.e., the TS is most similar to the species to which it is closest in energy, either 

reactants or products, hence is a linear combination of reactant and product structures), while the 

enantiomeric excess is calculated according to principle 2) (i.e., the %ee is determined according 

to the difference in energies between diastereomeric TSs). The preferred stereoisomers are 
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determined through a genetic algorithm that efficiently samples the conformational space around 

the ligand/substrate/catalyst system. ACE has been successfully tested on seven organo- and metal-

catalyzed reactions commonly employed in asymmetric synthesis: Diels-Alder cycloaddition (with 

chiral auxiliaries and organocatalysts), Aldol reaction, Shi epoxidation, OsO4-based 

dihydroxylation of alkenes, ZnEt2-addition to aldehydes, and Rh-catalyzed hydrogenation of 

enamides, achieving accuracies of ~ 1 kcal/mol compared to experimental values.32 

1.4.2.1.2. Quantum-guided molecular mechanics (Q2MM). 

Q2MM is an MM-based methodology that uses automated FF parametrization to describe 

TSs and predict the outcome of stereochemical reactions. Similar to ACE, Q2MM is part of a larger 

catalyst design platform called CatVS. To date, CatVS/Q2MM has been primarily employed for 

organometallic catalysis, with the tested reactions involving Rh-catalyzed hydrogenation of 

enamides, OsO4 dihydroxylation of alkenes, ZnEt2-addition to aldehydes, Pd-catalyzed allylation, 

and Ru-catalyzed hydrogenation of ketones.94-96 The FFs generated by Q2MM are reaction-

specific and are known as TSFFs. Similar to ACE, the stereoinducing step must be known a priori. 

However, in contrast to ACE, Q2MM relies on reference data for a training set of model TSs that 

is subjected to QM calculations to determine the necessary parameters for FF parametrization. The 

uniqueness of Q2MM relies on the usage of the QM-derived Hessian matrix (i.e., the variations in 

energy with respect to geometry changes) to fit TSFF force constants for bonded parameters. Once 

the TSFF has been generated and validated for a reaction, Monte Carlo (MC) conformational 

searches are employed to find the relevant TSs and stereoisomers. The %ee’s are calculated by 

Boltzmann-averaging the relative energies of the identified conformations. Q2MM has been tested 

on four metal-catalyzed reactions, achieving correlation coefficients between 0.8-0.9 between 

predicted and experimental data. 
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1.4.2.1.3. An Automated Reaction Optimizer for New catalysts (AARON). 

In contrast to both ACE and Q2MM, AARON is an open-source framework that interfaces 

various tools for structural manipulation, TS searches, and energy calculations. However, like ACE 

and Q2MM, AARON is part of a larger toolkit named QChASM. Designed with ease-of-use in 

mind, AARON uses a library of TS templates to construct TSs of novel ligand/substrate/catalyst 

systems, followed by TS optimization at a desired level of theory (semiempirical methods or DFT). 

Once the TSs have been located, conformational sampling is performed using a rule-based 

methodology that accounts for the torsional preferences of each substituent. These conformers are 

then subjected to thermochemistry calculations to obtain free energies, which are Boltzmann-

averaged over the populations of conformers leading to specific enantiomers to predict the %ee. 

Representative applications of AARON include Pd-catalyzed Heck allenylation, Rh-catalyzed 

hydrogenation of enamides, and the Lewis-base promoted propargylation of aromatic aldehydes. 

1.5. Evaluation of the Models and Methods and Applications 

This section is not meant to be exhaustive but, rather, to illustrate different uses of these methods.  

1.5.1. Catalyst design. 

The use of computers for asymmetric catalyst design has been a very promising field for two 

decades. For example, as early as 2003, Kozlowski and co-workers developed a model based on 

interaction fields for dialkylzinc addition to aldehydes catalyzed by β-amino alcohols and applied 

it to identify novel catalysts.97 However, unexpectedly, twenty years later, while more validated 

methods are now available to the organic chemistry community, the applications to new catalysts 

design by groups other than the developers are still scarce. 
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A representative example of catalyst design is the application of CatVS to the investigation 

and discovery of novel catalysts.98 TSFFs for several reactions including asymmetric 

dihydroxylation and rhodium-catalyzed asymmetric hydrogenation had previously been developed 

using Q2MM.95 When Q2MM was integrated into CatVS, real-world case studies were carried 

out. Prediction of the (DHQD)2PHAL-catalyzed dihydroxylation of a dozen substrates revealed a 

mean unsigned error of about 0.6 kcal/mol, while the screening of rhodium ligands for Rh-

catalyzed asymmetric hydrogenation of enamides was also performed. Remarkably, 

CatVS/Q2MM was able to distinguish between highly stereoselective and poorly stereoselective 

ligands. For one substrate, the four most stereoselective ligands were among the top 5 predictions. 

Interestingly, the use of implicit solvent was not found to improve the accuracy, in line with what 

was observed with ACE.85 

1.5.2. Stereoselectivity and catalytic activity optimization. 

A key aspect of reaction optimization is tuning the enantioselectivity without compromising 

reactivity. This is especially important in the synthesis of active pharmaceutical ingredients (APIs), 

as the final product has strict purity requirements. For this reason, high yields of the desired product 

with low catalyst loading are of significance. An interesting application of this concept has been 

developed by Dotson et al.,69 who designed a computational workflow to fine-tune 

enantioselectivity while simultaneously accounting for catalyst/ligand reactivity in two metal-

catalyzed reactions: 1) Pd-catalyzed Hayashi-Heck and 2) Rh-catalyzed alkene hydroformylation. 

These reactions use chiral bisphosphine ligands and are pharmaceutically relevant due to their use 

in the synthesis of a transient receptor potential ankyrin 1 (TRPA1) antagonist (Figure 1.6A), 

Compound 20).99  
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The Dotson workflow began with assembling a set of over 550 chiral bisphosphine ligands, 

for which steric, electronic, and geometric descriptors were calculated with QM. For each reaction 

a subset of ligands was selected for experiments to determine the regio-, enantioselectivity, and 

reaction yields/conversion. The latter was used to discriminate between reactive and unreactive 

complexes using two classification algorithms: a) a single-node decision tree for reaction 1)67 and 

b) a logistic regression classification algorithm for reaction 2). Consequently, for each reaction, 

the descriptors and associated experimental data of the reactive complexes were used to train a 

reaction/metal-agnostic MLR model capable of correlating input data to regio- and 

enantioselectivity. To verify whether the workflow can be used to prospectively screen for high 

conversion/high enantioselectivity ligands, the last step involved a virtual screen on the database 

of ligands not involved in training of the classification or MLR models. Applying the developed 

classification and MLR models on this database led to the identification of several ligands with 

excellent experimental conversion and enantioselectivity (Figure 1.6A). 
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Figure 1.6. A) Dotson and co-workers’ workflow. B) Rinehart and co-workers’ workflow. 
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Similar to Dotson et al., Rinehart et al. developed a model to predict enantioselectivity, with 

a focus on the chiral phosphoric acid (CPA) catalyzed thiol nucleophilic addition to imines.75, 77, 

100 The goals of this work were to 1) describe the components of the reactions using descriptors 

that are agnostic to the mechanism and 2) develop a predictive SVR model without an assumption 

of a shared mechanism between the different data points. The final model related the catalyst 

structure to its function (enantioselectivity), in any reaction catalyzed by the input catalyst scaffold 

(in this case, CPA).  

For this reason, the descriptors of choice were ASO for the portrayal of steric information, 

and ESPmax for the electronic information.19, 43, 75 These descriptors are more abstract than the ones 

commonly used when building an MLR model (e.g., NBO charges, cone angles). However, the 

emphasis of this work is on descriptors that have been previously shown to work well,43 as opposed 

to exploring a wide range of descriptors that relate to the reaction mechanism. Therefore, the 

choice of an SVR model was also appropriate. As mentioned in the section Model, the descriptors 

appearing in the final SVR model cannot generally be used to gain insights into the reaction 

mechanism and the factors that influence enantioselectivity. Thus, there is no underlying 

assumption of a shared mechanism/stereoselective step. Once the descriptor library was ready, the 

next step in the workflow was the use of an algorithm to divide the dataset into training and testing 

sets, as the more diverse the data the model is trained on, the more likely it is to be transferable to 

new data points. The training set, termed a universal training set (UTS), represents the variability 

of the chemical space of the full library.78  

With a library of 1,075 unique reactions consisting of 43 chiral phosphoric acids, 5 thiol 

nucleophiles, 5 imine electrophiles (25 possible products) the bulk of the work consisted of 

developing and testing different descriptor combinations (steric and electronic) with different 
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models, as well as developing the algorithm for training set selection. Eventually the best 

performing model and descriptors (SVR with ASO and ESPMAX) were chosen. Interestingly, they 

demonstrated the ability of the model to predict highly enantioselective catalysts, even when the 

training set consists of data points of 80 %ee or less. This is a significant achievement, as most 

asymmetric catalyst developments start with only lower selectivity catalysts. 

The last representative example we shall discuss in this sub-section was described by our 

research group during the validation of VIRTUAL CHEMIST.32 In this example, we replicated in silico 

the excellent experimental study by Gerosa et al.101 that aimed to identify selective chiral 

pyrrolidines as organocatalysts for the Diels-Alder cycloaddition. In this report, 22 catalysts were 

synthesized and tested for their ability to catalyze the Diels-Alder cycloaddition between (E)-

cinnamaldehyde and cyclopentadiene. The preparation of these potential levoglucosenone-derived 

organocatalysts required complex synthesis and separation and characterization of stereoisomers. 

We developed a workflow using the modular workflow interface in VIRTUAL CHEMIST to simulate 

the entire process including the parallel synthesis of a small library (ca. 500+) of these 

organocatalysts including the ones tested by Gerosa et al. and evaluation of the induced 

stereoselectivities. We demonstrated that VIRTUAL CHEMIST not only reproduced the process 

successfully within just a few days, but accurately identified the most stereoselective catalysts.  

1.5.3. Guiding asymmetric synthesis. 

An important aspect about model development is its transferability to out-of-set reaction 

components, and most importantly the application of the model for a synthesis project. The work 

by Betinol et al.,72 exemplifies this scenario, by demonstrating how previously developed 

statistical models can be extrapolated to structurally diverse substrates (Figure 1.7). Four goals 
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were set at the onset of this research project: 1) application of an existing model to the synthesis 

of complex scaffolds; 2) application to the synthesis of a natural product; 3) preferred catalyst for 

a given reaction; 4) preferred route (reaction type) for the synthesis of a given product. For Goal 

#1 Betinol et al. looked into the CPA catalyzed nucleophilic addition to iminiums.17, 73 The model 

was tested on three reported reactions for the functionalization of indoles (as relevant scaffolds for 

biological compounds) that are catalyzed by CPAs. Importantly, these three reactions are not 

represented in the training set, Nonetheless, the model was able to predict the enantioselectivity 

with excellent accuracies (average errors between 0.29-0.54 kcal/mol). Next, for Goal #2 Betinol 

et al. tested a model designed for secondary amine catalyzed reactions,102 and demonstrated the 

transferability of their model to new reactions with more complicated conditions that were not 

represented in their training set.  

With both models successfully extrapolated to more complex reactions, Betinol et al. moved 

on to goals #3 and #4. Selecting the optimal catalyst for a given reaction (Goal #3) was tested on 

the asymmetric epoxidation of cinnamaldehyde, while selecting the optimal catalyst to synthesize 

a product (Goal #4) was evaluated on the synthesis of diols via two different pathways. The results 

of both studies were highly encouraging, with predictions being within 1 %ee of experimental 

results. 
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Figure 1.7. Betinol and co-workers’ work on the application of existing models to different 

scenarios: synthesis of complex scaffolds, synthesis of a natural product, finding preferred 

catalyst for the same transformation, and finding preferred route to form the same product. 
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1.6. Conclusions and Perspectives 

With the advancement of computational methods, the predictions of enantioselectivity of 

asymmetric transformation have gained momentum. The different approaches are broadly 

distinguished as ones where the mechanism is unknown (statistical models and ML), and ones 

where the TS for the enantioselective step is mostly known (QM, MM). Regrettably, the field still 

requires some understanding of the underlying computational methods and theory before being 

put to use by experimentalists. Consequently, practical applications of these methods are yet to 

come. This situation leads most organic chemistry laboratories to persist in employing the 

conventional, albeit laborious and time-intensive, technique of stepwise optimization. As 

computational methods continue to evolve and as their accessibility improves, we envision a future 

where these tools will be completely integrated in the toolbox of organic chemistry laboratories, 

and where the trained models or platforms will be able to improve the discovery rate and unveil 

new insights. 

With the help of high-throughput experimentation (HTE) for asymmetric catalysis, 

reproducibility and reliability of data will increase and facilitate the development and integration 

of computational predictive tools. Automated HTE systems have played a crucial role in 

accelerating catalyst screening processes, generating vast datasets for diverse reaction 

conditions.103 Integrating computational models as we described in this review alongside high-

throughput screening not only help to overcome limitations related to the number of variables that 

can be tested (temperature, solvent etc.) but will also contribute to the generalization and 

robustness of the models developed on a solid dataset gathered under the same experimental 

conditions. This intersection of automated experimental and computation approaches can then 
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enhance the global efficiency of asymmetric catalysis research, leading to more accurate catalyst 

design strategies and predictive models.  
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In Chapter 1 we introduced the latest computational approaches for the prediction of 

enantioselectivity. Though there have been tremendous advances in the field, the issue remains – 

many organic chemists are hesitant to incorporate an in-silico design step into their work. 

Additionally, many of the methods that have been developed are accessible via available scripts 

whose application requires computational expertise. This may deter some chemists from applying 

them to their work. We hope that by fostering a deeper understanding of computational methods 

and enhancing accessibility, organic chemists will incorporate predictive software into their work, 

thereby deriving substantial benefits from its application.  

This leads us to Chapter 2, where we worked on the validation and tested the useability of the 

VIRTUAL CHEMIST platform, that has been developed by our group. The platform, which contains 

the enantioselectivity prediction software ACE (asymmetric catalyst evaluation), is accessible with 

a user interface and was developed to be used by organic chemists. In this chapter, we relay our 

work and the hurdles we came across, which will ultimately lead to improved versions of the 

platform. 

 

This chapter is based on the work published in the paper below, with more details on the initial 

virtual screenings and chemistry. 

Burai Patrascu, M., Pottel, J., Pinus, S., Bezanson, M., Norrby, P.O., and Moitessier, N. From 

desktop to benchtop with automated computational workflows for computer-aided design in 

asymmetric catalysis. Nat Catal 3, 574–584 (2020).  

NM developed ACE and the UI for the VIRTUAL CHEMIST platform. JP and NM developed the 

CONSTRUCTS software. MBP developed QUEMIST and implemented it in the VIRTUAL CHEMIST 

platform. MBP and SP performed the VS studies. PON developed Q2MM. All authors contributed 

to writing the manuscript.  
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Chapter 2 

2.1. Introduction 

2.1.1. Chiral molecules. 

Small chiral molecules have a great significance in organic chemistry, in fields involving 

biological systems and drug discovery,104 materials science (e.g., OLED),105, 106 agrochemicals,107 

and more. In the context of the pharmaceutical industry, while some drugs are sold as racemic 

mixtures, having access to the enantiopure compounds has a considerable benefit, since for many 

drugs only one enantiomer is in fact active.108-112 Organic chemists can use different approaches to 

synthesizing enantioenriched products: using enantiopure starting materials (e.g., amino acids, 

natural products such as lactic acid, chiral auxiliaries), separation of the racemic mixture (e.g., 

chiral HPLC, selective crystallization, chiral resolution),113-115 and using an asymmetric catalyst.116 

The use of an asymmetric catalyst has some advantages over the others: starting materials for these 

catalyzed reactions are not limited to an existing library of enantiopure compounds; synthesizing 

an excess of the desired enantiomer is considerably less wasteful (catalytic process) than having 

to separate a racemic mixture, where about 50% of which might not be useable (unless dynamic 

resolution is used); and in many cases the catalyst can be recycled and reused.117 The past 25 years 

have seen a significant advancement in the development and use of asymmetric catalysts, many of 

which are also shown to be compatible with large scale synthesis.118, 119 

2.1.2. Asymmetric catalysis. 

The development of asymmetric catalysts often relies on years of tedious efforts, screening 

of different molecules, and slow improvement and broadening of the substrate scope. The success 
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of the process partially relies on serendipity since there is not always an intuitive understanding of 

the structure-selectivity relationship. The considerable number of variables in the optimization of 

a catalyst and reaction conditions (different ligands, substituents, solvent, temperature, etc.) results 

in a long process that may not always lead to desirable results. This is especially relevant to any 

industry where large-scale synthesis requires the most efficient pathway to be taken (e.g., 

pharmaceutical, agricultural, food, etc.). The product should be obtained in high yield and purity, 

particularly when toxic heavy metals are used (for environmental and public health reasons).120 

2.1.3. Computational methods and existing software for enantioselectivity prediction. 

As discussed in Chapter 1, significant advances in computational chemistry in recent years 

resulted in the slow integration of computational calculations into organic chemistry research. In 

practice, while computational methods have been improving significantly, their useability by non-

expert users is still poor. Frequently, organic chemists will collaborate with computational chemists 

to carry out calculations. Additionally, the calculations are usually done after the experiments have 

been carried out and are used to rationalize observations. Although this is the standard so far, we 

hypothesize that computational chemistry can be made accessible to non-experts. A good example 

of computational chemistry being used daily by organic/medicinal chemists is in the field of drug 

discovery – different docking software have been developed for non-experts. Docking is usually 

done prior to synthesis; the ligand may be optimized based on the predictions, and only the 

potential best ligands would be synthesized and tested. Following our successful development of 

our drug discovery platform FORECASTER, now widely used by medicinal chemists all over the 

world, our group has developed a platform – VIRTUAL CHEMIST - with similar ideas in mind: what 

if an organic chemist was able to screen different potential asymmetric catalysts for a specific 
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reaction, optimize them in silico, and only synthesize and test the best options? A few key points 

should be considered when such a software is designed for non-experts: 

a) The computations should be faster than the laboratory experiment: long calculations 

that take up weeks to complete are not attractive to a chemist that can run the experiment 

in the lab in a few days, or even in a few hours. If using the software reduces the amount 

of time spent on “dead ends”, investing time into optimization and testing of only a small 

number of potential catalysts becomes an attractive strategy. 

b) The software should be easy to use: aiming to be used by non-expert organic chemists, 

the basic concepts of the software should be clear, and the user interface should be intuitive. 

Similar to using Nuclear Magnetic Resonance (NMR), organic chemists usually understand 

the basic concepts of the experiment and are able to know how to use it and how to analyze 

the results. However, deeper understanding of the physics and math behind an NMR 

experiment is not necessary for most organic chemists. 

c) The results need to be as accurate as possible: this point is obvious. If the results obtained 

from using such a software are reliable, chemists are much more likely to incorporate it 

into their toolbox. However, this point poses a considerable challenge since the energy 

difference between different diastereomeric transition states (TS) can be as low as 1 

kcal/mol (a 1 kcal/mol energy difference between diastereomeric TSs results in ~69 %ee). 

Unlike the binding energy of a ligand to a protein docking program predicts (ca. > 12 

kcal/mol for nanomolar inhibitors vs. < 3 kcal/mol for inactive compounds), prediction of 

enantioselectivity must be considerably more accurate (with error < 1 kcal/mol) in order to 

distinguish between good, to moderate, to bad catalysts. 
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2.2. Results 

2.2.1. Running Diels-Alder with proline methyl ester hydrochloride 

The goal of the project was to have both an experimental and a computational validation of 

VIRTUAL CHEMIST. Computationally, seven reaction classes were considered (see section 2.2.3.1.), 

and we subsequently focused on two of them to be experimentally used for validation: the 

organocatalyzed Diels-Alder cycloaddition,121 and the Shi-epoxidation.122 Shi-epoxidation will be 

described in more detail in Chapter 4. 

An important first step was to ensure reproducibility of published experimental results of a known 

catalyst. Not only is it important to establish a working experimental protocol for running the 

reaction (since this reaction will be used as reference for all future reactions), but it is also equally 

important to ensure the product can be purified and the %ee can be measured. For the Diels-Alder 

cycloaddition experiments, proline methyl ester hydrochloride (2.3) was used as the catalyst 

(Scheme 2.1.). A procedure for running the reaction and purification of the product was established 

based on MacMillan’s work.123 For enantioselectivity measurement, many (if not most) published 

procedures use chiral-GC, which is unavailable in our research facility. Gratifyingly, a procedure 

for reducing the aldehyde product into the corresponding alcohol followed by %ee measurement 

using a chiral HPLC column was published by Gotoh et. al..124 Once a full procedure (for all the 

steps) was established, we were well positioned to now search for potential new catalysts for the 

reaction and test them for their selectivity.  
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2.2.2. Validation of VIRTUAL CHEMIST: virtual screens and experimental tests 

In this section, the goal was to conduct a virtual screening of commercially available 

compounds, synthesize or purchase a selected few, and test their enantioselectivity experimentally. 

The virtual screenings were done using our in-house platform, VIRTUAL CHEMIST. Using a modular 

workflow, the software used will be discussed below. 

VIRTUAL CHEMIST. A platform developed by our research group, that may be used during 

the process of asymmetric catalysts design, synthesis, and optimization. The platform streamlines 

the process and enables the user to create their own workflow, comprised of the different software 

that have been incorporated into the VIRTUAL CHEMIST platform. The user may create a virtual 

library of molecules, either by downloading an existing catalogue, or by using REACT2D 

(described below) to perform combinatorial chemistry and create a new library. The potential 

catalysts may then be filtered based on user selected properties (see REDUCE below) and assessed 

for their enantioselectivity using ACE. VIRTUAL CHEMIST allows the user to carry out a catalyst 

design/optimization campaign virtually, before proceeding to synthesis. Additionally, by 

containing a user interface, the platform may be used by organic chemists, without the need to 

Scheme 2.1. Established procedure for carrying out the Diels-Alder cycloaddition with a 

secondary amine salt and obtaining the enantioselectivity from the alcohol. 
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have any experience in computational chemistry and coding. Figure 2.1. illustrates the parallels 

of molecular screening workflows - experimentally (left) and virtually (right).  

FINDERS. Filtering, Identifying, Negating Duplicates and Evaluating Reaction Substructures. 

A program for searching of substructures within a library of molecules, based on a reaction (or 

molecular structure) scheme. Also, incompatible groups can be defined and filtered out.125, 126 

REDUCE. Recognition and Elimination by Descriptors of Undesired Chemical Entities. 

Filters out user selected incompatible groups from a library (e.g., carboxylic acids, alkenes, etc.). 

REDUCE is also used to only keep desired substructures like amines. 

SMART. Small Molecule Atom typing and Rotatable Torsions assignment. This program may 

be used to compute molecular descriptors (e.g., molecular weight, presence of functional groups) 

which will in turn be used by REDUCE to move undesired chemicals. 

SELECT. Selection and Extraction of Libraries Employing Clustering Techniques. This 

program clusters the molecules in the library based on similarity. The clustering takes place over 

several iterations, until a user defined number of clusters is reached, or until the diversity of each 

cluster is reduced below a user defined level. Then, a library of the most diverse compounds may 

be created, with the most representative molecules of each cluster. This enables the user to reduce 

the library size to representative molecules, thus reducing computation time. SELECT may also be 

used to remove any molecules that are too similar to a user defined molecule (e.g., known 

catalyst).126 

DIVERSE. Duplicate Identification Validated by Evaluation of Regio- and Stereochemical 

Exactitudes. Used to ensure the library does not contain any duplicates. 
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REACT2D. Rapid Enumeration by an Automated Combinatorial Tool in 2D. Can be used to 

create a combinatorial library of products, based on two libraries of starting material and a user 

input general reaction scheme (e.g., a library of amines and a library of aldehydes that will undergo 

reductive amination).125 

CONSTRUCTS. Converting and Orienting Native Structures on Templates of Rotatable and 

Unoptimized Chemical Transition States. Using a template of the TS and 2D sketches of the 

catalysts and substrates, CONSTRUCTS assembles the reactants into TSs with reasonable geometry 

that will later be optimized by ACE.  

ACE. Asymmetric Catalyst Evaluation. Employs a conformational search on the TSs created 

by CONSTRUCTS and optimizes them. Predicts enantioselectivity and favoured TSs structure.85, 127 

 

Figure 2.1. Comparison of molecule screening workflows. Left- experimental chemists, right- 

computational chemists. 
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2.2.2.1.Virtual screening #1: ZINC database 

From the ZINC database,128 140,000 molecules containing amines were selected for 

screening. As this reaction is known to be catalyzed by secondary amines, we extracted those from 

the initial library. Thus, using FINDERS, the library was first filtered to contain only secondary 

amines, which represented 50,000 molecules. Next, non-compatible, reactive groups were filtered 

out (i.e., carboxylic acids, double bonds, aldehydes, etc.), using REDUCE, approx. 20,000 

molecules remained. Out of these 20,000 molecules, the 2,000 most diverse were selected using 

SELECT and DIVERSE, and used as input into ACE, which predicted their enantioselectivity.  

The molecules were ranked based on their predicted enantioselectivity. Initially, we were 

planning to closely examine the top 50 molecules. However, we soon came to the realization that 

we had to consider more molecules in the rank-ordered list, since challenges arose at this point: 1) 

Many of the top ranked molecules contained sulfonamides. These classes of functional groups are 

not well parameterised in MM3, the forcefield used by Ace. Thus, the predicted stereoselectivity 

is not expected to be reliable. 2) Although the ZINC database was supposed to only include 

commercially available chemicals, many of the molecules that were on our list were not 

commercially available at all. Many were only available as racemic mixtures, including the chiral 

starting material for several molecules (should we decide to synthesize them). It became apparent 

that the ZINC database assigns chirality to molecules, even the ones that may not be available in 

enantiopure form and does not provide this information. At this stage, we opted for synthesis; since 

the goal was to compare predicted selectivity to experimental selectivity, we prioritized secondary 



Chapter 2 

75 

 

amines that were synthetically feasible; ones that could be synthesized and tested quickly, over 

ones that were predicted to be more selective but were structurally more complex (Figure 2.2). 

The amines chosen were synthesized and tested as catalysts for the Diels-Alder cycloaddition 

(Scheme 2.2). Amine salt 2.8 was prepared by a one pot coupling and cyclization of (1S,2S)-

cyclohexane-1,2-diamine (2.6) with 2-chloroacetic acid (2.7). The recrystallized free amine 

product was then turned into the hydrochloric acid salt using anhydrous HCl in Et2O. Amine salt 

2.11 was synthesized through a PyBOP coupling of N-boc-L-pipecolinic acid (2.9) with 4-methyl 

piperidine (2.10). Using anhydrous HCl in Et2O was used both for the deprotection of the boc-

group and to form the hydrochloric amine salt (2.11).  

Once the synthesized amines were ready, the next step was testing them for their 

enantioselectivity in the cycloaddition, using the common substrates used in this reaction– E-

 

Figure 2.2. Amines 2.8 and 2.11 were selected for synthesis and testing. The ZINC ID is 

provided under the molecules, as well as the average predicted enantioselectivity. 

 

Scheme 2.2. Synthesis of the two selected potential catalysts from the virtual screening. a) i) 

K2CO3, H2O, 10°C to rt, 24h, then 90°C for 2h (52%). ii) HCl in Et2O, THF, 0°C to rt, 24h. 

(quant.). b) PyBOP, DIPEA, DMF, 0°C to rt, 18h (89%). ii) HCl in Et2O, THF, 0°C to rt, 24h. 

(67%). 
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cinnamaldehyde (2.2) and cyclopentadiene (2.1). Under the initial assumption that the reaction 

would go with enough conversion using the established protocol, we started by using 10 mol% of 

the amine salts. Unfortunately, no product was formed. Understanding that the amines we used 

may need higher loading, we decided to use 100 mol%, since at this point, we were aiming to get 

enough product so that the %ee could be measured. Disappointingly, even at 100 mol%, only trace 

amount of product was formed. We hypothesised that this lack of conversion could be a kinetic 

issue. It is possible that the product does not form in the time scale of the reaction, and perhaps the 

amines used are less reactive than the published ones. Since the cyclopentadiene needs to be used 

fresh, and will dimerize over time, the reaction could not be left running for a few days, as it will 

be competing with the dimerization of the cyclopentadiene. (Scheme 2.3) Even though the 

cyclopentadiene is added in excess (3 equiv., relative to the aldehyde), the reaction timescale is 

limited by the dimerization of the substrate. 

This set back brought to light an important drawback of the platform. VIRTUAL CHEMIST, and 

ACE within it, were designed to screen a library of molecules and predict their enantioselectivity. 

The software works under the “assumption” that the chemicals being screened will work as 

catalysts. It did not, at the time, rank or filter the molecules based on their reactivity as catalysts in 

the given reaction. In other words, we had no guarantee that the secondary amines that have been 

screened will indeed catalyze the reaction. An additional issue became apparent while analyzing 

Scheme 2.3. a) Testing of amines 2.8 and 2.11 as catalysts of the Diels-Alder cycloaddition. 

Each catalyst was tested both in 10 mol% and in 100 mol% (relative to the aldehyde). b) 

Cyclopentadiene (2.1) dimerizes into its dimer (2.1a) over time, at rt. 
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the VS results on ZINC database. The analysis became very time consuming, since a good portion 

of the amines were simply not synthesizable for this project. We concluded that the ZINC database 

is not suitable for this type of project and looked for a database that had enantiopure molecules 

that were commercially available, either the starting material or the molecule itself. The ZINC 

database was later used again for the purpose of computational validation (see section 2.2.3.1.) of 

VIRTUAL CHEMIST. Since the goal was only to have a large number of molecules to screen, 

availability and synthetic feasibility was not a concern. 

2.2.2.2.Virtual screening #2: ChemSpace 

Considering our conclusions from the previous virtual screening, we decided to look into a 

library that contained commercially available, enantiopure molecules. We ran a second virtual 

screening, this time using a library of chiral molecules from ChemSpace129, which contained 

100,000 molecules. The library was filtered for chiral secondary amines using FINDERS and 

CONVERT, leaving 50,000 molecules. Incompatible groups (including sulfonamides) were filtered 

out using SMART and REDUCE, and 20,000 molecules remained. The 2,000 most diverse molecules 

were chosen using SELECT. These 2,000 molecules were ranked for their potential reactivity using 

the newly implemented QUEMIST (QUantum Energy of Molecules Inducing Structural 

Transformations). QUEMIST can be used to compute global reactivity parameters for molecules of 

interest. The molecules can then be filtered using these parameters. In this case, the molecules 

were filtered based on the local nucleophilic Fukui function of the sp3 nitrogen atom.130, 131 The 

top 800 molecules were then chosen (SMART) and ranked by selectivity using ACE.  
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While analyzing the results, we noticed that the top ranked molecules were cyclic amines 

(Figure 2.3). However, most known catalysts for this reaction are also cyclic amines,132, 133 and 

our hope was to investigate a different kind of scaffold to truly show ACE’s predictive power. 

Interestingly, some of the molecules that came up were non-cyclic amines, that are adjacent to a 

ring (e.g., bottom 3 molecules in Figure 2.3). 

Curious about the selectivity of such molecules, we decided to focus on these types of amines 

for our testing. It is important to note that ChemSpace is a library that is commonly used for 

screening of active molecules in drug discovery. On its own, this should not make a difference to 

us. However, this results in the molecules being sold in very small quantities for high prices (e.g., 

1-5 mg for $100USD or more). While a few milligrams of compound are enough for testing for 

bioactivity, we knew this would not be feasible for our purposes, since we need enough product to 

purify and measure the selectivity, in addition to the fact that we might want to run the experiment 

more than once and with higher loading. Our solution to this hurdle was to draw inspiration from 

the screening results and compile a library of molecules that we can purchase as enantiopure and 

Figure 2.3. Top 5 results of the ChemSpace virtual screening. Under each molecule is the 

ChemSpace ID and the ACE predicted enantioselectivity. 
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diversify by adding different groups to them. This would be done by creating a new combinatorial 

library, using REACT2D. 

2.2.2.3.Virtual screening #3: React2D library 

Based on the results of the previous screening, we chose a few scaffolds of non-cyclic, chiral, 

primary amines that were adjacent to a ring (Figure 2.4). Two of the scaffolds also contained a 

hydroxy (2.13, 2.14) that was used for further diversification by introducing different substituents 

(Figure 2.4b). The second amine group on the diamine 2.12 was substituted with Cbz. The amine 

library thus contained 10 different primary amines that could be used in reductive amination. Next, 

we looked at different aldehydes that we had available to create the aldehyde library for REACT2D. 

In total, the aldehyde library contained 34 different aldehydes. 

REACT2D was then used to create the library of chiral secondary amines, by using the libraries 

of aldehydes and of primary amines as substrates for a reductive amination (Figure 2.4b). The 

final library contained 340 molecules to be screened for enantioselectivity by ACE. Once we had 

the library in hand, the enantioselectivities were computed using ACE.  

Figure 2.4. a) Amine scaffolds used to create the combinatorial library. In the starting materials 

R1=H. b) A library of 10 amines reacted in REACT2D with 34 aldehydes in reductive amination. 

The final library contained 340 chiral secondary amines. 
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The top 5 molecules are shown in Figure 2.5. Since PMB was the largest group for R1, it 

most likely had the largest effect on conformation and therefore provided better selectivity. 

Additionally, amine 2.15 was not ranked in the top spots. This is likely because unlike the three 

other scaffolds, this amine does not have an additional substituent (additional chiral center), which 

could result in more flexibility in the TS, leading to lower selectivity. 

Although the screening was completed, we did not get the chance yet to synthesize and test 

the compounds. We decided to prioritise understanding the reactivity of the amines better, so that 

in the future it could reliably be computed. 

At this point, it was necessary to take a step back and ask a few questions: when no product 

was observed - was the iminium forming? If the iminium was forming, is it possible it is not 

reactive enough and gets hydrolyzed too quickly? How can we filter the library, so that it will only 

contain amines that will give product? 

 

Figure 2.5. Top five amines ranked in the virtual screening of the library of analogues. 

Predicted selectivity is shown as %ee’s provided under the molecules.  
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2.2.3. Validation by application to four real-life scenarios 

As experimental validations came with numerous challenges, we thought to exploit reported 

experimental data to test our platform. To do so, we considered a few “real-life” scenarios which 

a chemist may encounter, and apply them to VIRTUAL CHEMIST: 

I) Assessment of a small number of catalysts (or just one) at a time.  

II) Finding a new series of catalysts for a known reaction. 

III) Designing and virtually screening analogues for a hit with improved selectivity. 

IV) Evaluation of substrate scope for a catalyst. 

2.2.3.1.Real-life scenario I: Assessment of a small number (or just one) catalyst at a time 

The catalysts can be drawn using a 2D sketcher, and the TS can be used from an existing 

template for the given reaction or built based on literature information. Each structure can then be 

tested virtually for its potential selectivity. We applied this scenario to over 350 reactions (each 

reaction comprising of specific catalyst and substrates) from seven reaction classes (Figure 2.6): 

1. Diels-Alder cycloaddition (chiral auxiliaries), 2. Organocatalyzed Diels-Alder cycloaddition 

(iminium catalyzed), 3. Organocatalyzed Aldol reaction (enamine catalyzed), 4. Organocatalyzed 

Shi epoxidation, 5. Dihydroxylation of alkenes (OsO4), 6. Diethylzinc addition to aldehydes, 7. 

Hydrogenation of alkenes (Rh-catalyzed).  
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Figure 2.6. General reaction schemes for the 7 reaction classes that ACE was tested on, with 

selected examples of ACE-optimized TSs in 3D and 2D. Reproduced from reference Burai 

Patrascu et al.32 
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The accuracy was evaluated by comparing the TS structure generated by ACE to previously 

reported TSs. Additionally, the predicted ∆∆G‡ (energy difference between the diastereomeric TSs) 

computed from ACE was compared to the reported one. The unsigned error (difference between 

predicted and reported ∆∆G‡) was also calculated and compared to the hypothetical unsigned error 

generated from random predictions to evaluate the true potential of this platform in catalyst design 

(Figure 2.7a). 

The average unsigned error (over 5 runs) for all 7 reaction classes tested ranges between 0.94-

0.97 kcal/mol. As an energy difference of ~1.4 kcal/mol corresponds to 90 %er (~82 %ee), an 

energy difference of 1 kcal/mol is considered the gold standard (also referred to as chemical 

accuracy). An unsigned average error of ~1 kcal/mol means that the platform can be applied to 

Figure 2.7. a) Unsigned error for ∆∆G‡ (kcal/mol) between the predicted and experimental 

enantioselectivity for each reaction of the 7 reaction classes. Reaction colour correlated to the 

reaction class on top. Red dot is the average unsigned error. Black dot is the theoretical average 

unsigned error we would get if the predictions made were random; For this calculation random 

values between -4.12 to 4.12 kcal/mol were assigned for ∆∆G‡. This represents maximum 

selectivity margins (ratio of 1000:1). b) A selected example of predicted vs. observed ∆∆G‡ for 

the Shi epoxidation reaction, with 51 asymmetric catalyst/substrate pairs. Positive ∆∆G‡ 

represents one enantiomer whereas negative ∆∆G‡ represents the other enantiomer. Reproduced 

from reference Burai Patrascu et al.32 
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differentiate between poor catalysts and good ones (e.g., ~30 %ee, ∆∆G‡ of ~0.4 kcal/mol vs. ~82 

%ee, ∆∆G‡ of ~1.4 kcal/mol) and differentiate between good catalysts to excellent ones (e.g., ~82 

%ee, ∆∆G‡ of ~1.4 kcal/mol vs. ~97 %ee, ∆∆G‡ of ~2.4 kcal/mol). While the predicted 

enantioselectivity was compared to published data, it is important to keep in mind that many of 

the published catalysts exhibit different enantioselectivities in different conditions (e.g., solvents, 

temperature, additives such as acid co-catalyst, etc.) and are sometimes even reported with 

different enantioselectivities under the same conditions which are not directly accounted for in 

ACE. This experimental variability adds some apparent error. While ACE does have an implicit 

consideration of the solvent, and the temperature is considered in the Boltzmann population 

equation, changing the parameters did not improve the prediction accuracy. 

A closer look at the false positives revealed that most of the inaccuracy in the prediction 

resulted from poor parametrization in the MM3 force field. A few examples for such compounds 

can be seen in Figure 2.8. For example, conjugated systems (2.18, 2.22), sugar derivatives (2.21), 

sulfonamides (2.20), silyl ethers (2.19), and complex phosphines (2.25) are not well parametrized 

in MM3, leading to less accurate predictions.  
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2.2.3.2.Real-life scenario II: Finding a new series of catalysts for a known reaction; virtual 

screening #4: ZINC database 

This screening simulates a real-life scenario where a chemist might be interested in finding a 

new chemical series to catalyze a known reaction. We chose to use the Shi epoxidation and Diels-

Alder cycloaddition for this scenario, since these are well-known reactions with published highly 

selective catalysts. The aim was to combine decoys with known catalysts into a library and evaluate 

whether we can recover the known catalysts within the top hit results. The purpose of this screen 

was to computationally verify the useability of the platform, as well as the accuracy and ability to 

Figure 2.8. Examples of substrates (chiral auxiliary Diels-Alder, 2.16, 2.17) and catalysts that 

had ∆∆G‡ errors of 2 kcal/mol or more. In parentheses the reaction class to which the molecule 

was tested for. 
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recognize not only selective catalysts, but also active ones. For the iminium catalysed Diels-Alder 

cycloaddition, ~140,000 chiral amines from the ZINC database were assembled into a library. The 

workflow described in Figure 2.9 was designed; SMART was used to compute molecular 

descriptors for each of the molecules, such as molecular weight, charge, functional groups, etc. 

The molecules were filtered (REDUCE) using these descriptors, so that the library would only 

contain relevant molecules (e.g., secondary amines, no other reactive group – aldehyde, double 

bond, carboxylic acid, uncharged compounds). FINDERS was then used to further specify the 

search, by substructure search, to only molecules containing secondary amines with a stereocenter 

adjacent to the amine nitrogen. With only molecules of interest in hand, SELECT was used twice. 

First, to remove any molecule too similar to existing, known catalysts to potentially identify new 

chemical series, leaving about 10,000 potential catalysts in the library. Then it was used to ensure 

diversity by removing analogues and keeping the most diverse structures. The purpose of this step 

is to optimize computing time. DIVERSE was next used to make sure no duplicates remained (e.g., 

some libraries may include Pro·HCl and Pro·TFA), leaving 1,307 molecules for screening. 

A second workflow was created to filter the 1,307 chiral secondary amines that remained in 

the library for their reactivity, and then selectivity. Since it was clear by experience that not all 

secondary amines will catalyze this reaction, QUEMIST was used to compute reactivity parameters 

(nucleophilicity). Using proline methyl-ester as the standard, molecules that were predicted to be 

less reactive (based on nucleophilicity indices) were removed using REDUCE. The 789 molecules 

left in the library were assembled into TSs with CONSTRUCTS, which were then input into ACE for 

enantioselectivity computations. In addition to the filtered molecules, the final library also 
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contained 6 known catalysts, which were added at this step (ACE), to assess ACE’s ability to recover 

them. The virtual screening took place over 10 days, using a single core. 

Figure 2.9. a) Workflow for the virtual screening (example with Diels-Alder cycloaddition) 

and reducing the library size into the most diverse molecules with description of actions on the 

right. b) Second workflow created to screen molecules for enantioselectivity, with description 

of actions on the right. c) Molecules screened ranked for enantioselectivity (Diels-Alder 

cycloaddition and Shi epoxidation). The red bars indicate the known catalysts that were added 

to the screening as decoys. The graph indicates the portion of known catalysts compared to the 

library from the ZINC database. The graph is created by ranking order, e.g., for the Diels-Alder 

cycloaddition ~7% of the molecules ranked at the top from the ZINC database, compared to 

~85% of the known catalysts. That is, the known enantioselective catalysts were placed 

correctly at the top of the list. 
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For the Shi epoxidation a similar workflow was designed, this time screening a library of 

chiral ketones. Unlike chiral secondary amines, that are relatively abundant due to their more 

common use in synthesis (e.g., in medicinal chemistry), chiral ketones are less common (<300). 

To have a more sizable library to screen, we decided to use our in-house software REACT2D. A 

library of secondary alcohols that are adjacent to a chiral centre was created, and using REACT2D 

the alcohols were converted into chiral ketones (oxidation reaction). The converted ketones were 

added to the original library of chiral ketones, and the screening workflow was followed. Similar 

to the Diels-Alder cycloaddition, known stereoselective catalysts (18) were added. 

The ability of ACE to recover the known catalysts within the top results of the ranked 

molecules was measured using the Area Under Receiver Operating Curve (AUROC) (Figure 

2.9c). Most of the known selective catalysts have been ranked high, with an overall AUROC of 

0.92 for the Diels-Alder cycloaddition, and 0.79 for the Shi epoxidation. This virtual screening 

validated the platform’s capability for screening many molecules and discovering diverse chemical 

series as potential asymmetric catalysts. The general workflow used can be amended to guide the 

platform towards chemical series of interest (e.g., including a specific chemical group of interest 

or removing ones that will not be compatible). 

2.2.3.3.Real-life scenario III: Designing and screening analogues for a hit with improved 

selectivity. 

This scenario can be envisioned as the next step after Real-life scenario II. A chemist has a 

hit molecule following a screen and is interested in designing analogues and further optimizing it. 

To demonstrate this scenario, we used a detailed optimization study of an organocatalyst for the 

Diels-Alder cycloaddition by Gerosa et al.101 An initial promising core scaffold of a chiral 
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pyrrolidine derivative was identified, and further analogues were synthesized and tested for 

improved selectivity. The authors had to carry this exhaustive study out in the lab by synthesizing 

and testing each analogue, which clearly took a lot of effort and time. As our intention with 

VIRTUAL CHEMIST is to assist in these types of studies by doing a virtual screen, which is faster 

than the synthesis and experiment process, we simulated their workflow virtually (Figure 2.10). 

The first step in the process was to create a virtual library. This was done by using FINDERS 

to create a library of amines with different R1 groups, and a second library of aldehydes with 

different R2 groups. REACT2D was then used to create the combinatorial library, producing all the 

products from an imine formation reaction. With the imine library, a 1,3-dipolar cycloaddition was 

carried out (virtually) using REACT2D again. A library of products was created for each possible 

diastereomer by running REACT2D as 3 parallel nodes. Next, the libraries of potential catalysts 

were combined, and the catalysts were assessed for their enantioselectivity in the endo- and exo-

Diels-Alder cycloaddition. From the screening, the catalysts for both endo- and exo-cycloaddition 

were ranked and compared to the published experimental results. With a mean unsigned error of 

0.33 kcal/mol, the catalyst predicted to be the most enantioselective were experimentally the best 

(for the endo product) and second best (for the exo product). We recognize that the experimental 

study probably took place over a long period of time, requiring product isolation and 

characterization, which requires a lot of synthetic effort. The virtual screen took place over a few 

days, using a standard Windows PC. 
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Figure 2.10. Top: Workflow for the virtual optimization of organocatalysts for the Diels-Alder 

cycloaddition. REACT2D was used to combine a library of primary amines (x represents a 

protecting group) with a library of aldehydes to create a library of imines, by imine formation 

reaction. Then a 1,3-dipolarcycloaddition was done using REACT2D to create a library for each 

isomer product in parallel. All three catalyst libraries were then evaluated for enantioselectivity 

in the Diels-Alder cycloaddition, endo and exo are run separately. Bottom: Results of the virtual 

screen plotted against experimental values (as ∆∆G‡)- predicted on y-axes and observed on x-

axes. Orange dots represent the endo adduct blue dots represent the exo adduct. 
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2.2.3.4. Real-life scenario IV: Evaluation of the substrate scope for a catalyst 

When a new catalyst is developed, the next step is usually testing the catalyst’s selectivity 

with a range of compounds. This measures the substrate scope of the catalyst. In this scenario, the 

substrate scope testing has been done virtually. For this computation we chose a well-known 

catalytic system for which a broad substrate scope has been published. We chose to use the OsO4 

dihydroxylation reaction using (DHQD)2PHAL as the ligand. A virtual library of 25 substrates was 

created and subsequently tested. The computational results were compared to the published ones 

(Figure 2.11.).  

 

. 

Figure 2.11. Results of the substrate scope study done on the Sharpless asymmetric 

dihydroxylation using (DHQD)2PHAL as catalyst with different alkene substrates. Each 

substrate result is plotted as a blue dot, with predicted enantioselectivity (as ∆∆G‡) on the y 

axis and observed experimental enantioselectivity on the x axis. Positive ∆∆G‡ represents 

isomers (R) and (R, R), and negative ∆∆G‡ represents the other isomers. 
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In agreement with experimental results, the catalyst was predicted to be highly 

enantioselective with ~25% of the substrates (>97 %ee, > 2.5 kcal/mol), and poorly 

enantioselective with ~20% of the substrates (<40 %ee, < 0.5 kcal/mol). 3 of the substrates were 

predicted to give the wrong isomer (top left quadrant), and overall, the dihydroxylation reaction 

had a large deviation between predicted and observed selectivity, compared to most other reactions 

tested, as was observed in Figure 2.7a as well. This is most likely due to the large size and high 

flexibility of the ligand, which may require more time and iterations during the conformational 

search. Additionally, a few of the poorer predictions result from limitations in the parametrization 

of the substrates (existing force fields might not be suitable for all the substrates), such as sulfur 

containing groups and cis alkenes. 

2.3. Conclusions and future work 

In this chapter, we worked on evaluating the useability of a software by organic chemists as 

well as its predictive power for different cases as examples. The initial work on the project 

highlighted a lot of limitations that exist. Some we cannot control, such as existing libraries of 

commercially available and/or synthesizable molecules, that can be used for screening as potential 

catalysts. Some we took on as a challenge to tackle, such as the addition of a reactivity index to 

the workflow, to minimize the chances of unreactive molecules in the final library. The work on 

developing some measurement of reactivity for amines brought to light our lack of detailed 

knowledge on what features are necessary for the amine to be a good catalyst (as an example here, 

secondary amine for the iminium catalyzed Diels-Alder cycloaddition, however the reactivity is 

relevant to all potential catalysts), and what step in the mechanism is hindering the formation of 

product – an unreactive iminium, a short lived iminium (gets hydrolyzed too quickly), or an amine 

that simply does not form an iminium.  
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As described in Chapter 2, we were able to validate VIRTUAL CHEMIST platform and apply 

it to different scenarios. However, when it came to experimental validation of the Diels-Alder 

cycloaddition, an issue remained that we could not be certain of what exactly influences the 

reactivity of the amines. Initially, we posited that it was related to poor nucleophilicity, then 

perhaps a combination of nucleophilicity and electron affinity. Eventually we concluded that the 

issue could be more complicated than it initially seemed, and we needed a deeper understanding 

of reactivity in this reaction. While some work has been published regarding the nuances that 

influence the reaction, some details of mechanistic intricacies are still missing. From here we 

decided to dedicate work for this specific issue and learn about the reactivity of different 

molecules, in this case secondary amines. This led us to the mechanistic study of the iminium 

catalyzed Diels-Alder cycloaddition described in Chapter 3. 

 

 

 

 

 

 

This chapter is based on a manuscript in preparation: S. Pinus, J.Genzling, M. Burai-Patrascu and 

N. Moitessier, with additional work done by Christopher Hennecker. 

All the chemistry detailed in this chapter was done by SP, the simulation was done by CH, initial 

computations done by MBP, follow-up computations done by JG. 
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Chapter 3 

3.1. Introduction 

3.1.1. Organocatalyzed Diels Alder cycloaddition. 

Chiral secondary amines have been used as asymmetric organocatalysts in the Diels-Alder 

reaction for over 20 years.123, 132, 134-138 In their first report, the MacMillan group hypothesized that 

the reversible formation of the iminium with an α,β- unsaturated aldehyde could emulate Lewis 

acid (LA) activation by lowering the aldehyde's LUMO energy (Figure 3.1).123 When a chiral 

amine is used, the iminium formed is also chiral, which leads to diastereomeric transition states. 

Upon completion of the cycloaddition, the iminium may be hydrolyzed to release the catalyst and 

the adduct. This general proposed mechanism for this iminium catalyzed cycloaddition is now 

widely accepted (Figure 3.1). However, improving the catalytic efficiency and stereoselectivity 

requires an in-depth understanding of this catalytic cycle.  

We have recently reported VIRTUAL CHEMIST, a computational platform for asymmetric 

catalyst discovery which requires insights into the mechanism of a given reaction.32 Since the 

reactivity of the catalysts was a major issue during our previous attempts to use the platform for 

the design of novel catalysts, we first sought to investigate the mechanism of this transformation. 

Herein, we report our experimental and computational efforts to provide atomistic insight into the 

mechanism of this reaction, including the formation of the iminium species, in the context of 

previously reported data, to gain a better understanding of how the reaction mechanism proceeds 

and provide insights into potential optimizations. 
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3.1.2. Mechanism – what we know. 

Following MacMillan’s pioneering work, there have been a number of follow-up reports 

which led to a number of chiral amine catalysts with different selectivities and scope.132 In 

addition, mechanistic studies have been reported, which can aid in understanding some of the 

factors impacting the reaction rate and catalytic efficiency.139, 140 

The most commonly used amine catalysts for the Diels-Alder cycloaddition reaction are 

based on 5-membered ring amines such as MacMillan’s (3.5) and Jorgensen-Hayashi’s (3.6) 

catalysts (Figure 3.1b), although primary amines have also been considered.132, 135 However, in 

theory, any secondary amine that would form the iminium could be used to catalyze the reaction. 

Increasing the reactivity of these amines by taking advantage of the α-effect was proposed by 

Tomkinson, and 6-membered, acyclic hydrazines were found to be more effective than 5-

membered hydrazine and proline methyl ester.141 Tomkinson et al. rationalized these observations 

 

Figure 3.1. (a) Proposed mechanism for the proline methyl ester (3.1)-catalyzed Diels-Alder 

reaction. For simplicity, only one enantiomer of the iminium and the adduct is shown 

(stereochemistry of products not shown). (b) Known catalysts used in this reaction. 

MacMillan’s imidazolinone based catalyst (3.5), and the pyrrolidine-based catalyst used by 

Hayashi (3.6). (c) LUMO lowering activation with a Lewis acid (top) or with a secondary amine 

salt via the formation of iminium, as proposed by MacMillan’s group. 
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by an increased acidity of the catalyst and lower LUMO of the iminium intermediate (Figure 

3.1c).142 While working on an experimental validation of VIRTUAL CHEMIST for the asymmetric 

organocatalyzed Diels-Alder reaction, we performed a virtual screen on a library of chiral 

secondary amines following the well-documented stereochemistry control.143 While 5-membered 

amines are usually preferred, two 6-membered ring amines were identified through this screening 

as potential stereoselective catalysts. We decided to synthesize and test them. However, no 

conversion was observed. Thus, we thought to go back to the mechanism to understand this 

established preference for 5-membered rings when amines are used, while also accounting for the 

work described so far in the literature. For example, in the original report by MacMillan and co-

workers, it was found that, counter-intuitively, the presence of water increases the rate of iminium 

formation, likely because the water assist the proton transfer in the formation of the iminium.123  

Another report shows that less iminium is formed when water is used as a co-solvent when 

compared to anhydrous conditions.139 The Tomkinson research group proposed that, in methanol, 

water assists in shifting the existing equilibrium towards more of the free aldehyde (vs. the 

dimethyl acetal), thus more aldehyde is present to form a reactive iminium, and, as mentioned 

above, that the proton transfer from catalyst to aldehyde is key to this process. In aprotic solvents 

such as acetonitrile, the water has an important role of dissolving the catalyst and activating the 

aldehyde through hydrogen bonding or protonation. The addition of water also led to increased 

enantioselectivity, compared to when no water was added, which has been attributed to fast 

hydrolysis of the iminium product, therefore decreasing the reversibility. This is in contrast to 

anhydrous conditions, where the iminium product allowed reversibility (thermodynamic control) 

which caused the enantioselectivity to erode over time.144 From these studies, it is clear that water 

should be used as co-solvent when using methanol or acetonitrile as main solvent.  
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Work from the MacMillan group has also revealed that the iminium formed faster and to a 

greater extent when a more acidic co-catalyst was used (e.g., 3.5·HCl vs. 3.5·HClO4). This can be 

explained by the first step of the proposed mechanism for iminium formation: the carbonyl needs 

to be activated by a Brønsted acid. Thus, a lower pKa acid dissociates more, and more protons are 

available for carbonyl activation.139 

The immediate product of the cycloaddition is also an iminium. However, it has never been 

observed and is proposed to hydrolyze immediately into the product, releasing the catalyst. Thus, 

this step is not believed to be the rate-determining step (RDS). In the past, the iminium formation 

has been hypothesized to be the RDS and computations were carried out on simple model systems 

(e.g., dimethyl amine and acrolein) suggesting that the activation of the aldehyde is a key step.145 

However, these computations suggested that the formation of the iminium is disfavored by over 9 

kcal/mol-1 while we observe their formation (see below). 

3.1.3. Mechanism – what we do not know. 

Despite the aforementioned studies, it is still unclear what the impact of the amine reactivity 

on the catalytic cycle is. Although some reactivity studies were published, they were done by 

comparing known catalysts such as 3.5 and 3.6, and the basic structure of the amine (e.g., ring 

size) was not tested.146, 147 It is also not clear what the relative role of the components of the salts 

is. For example, preliminary studies from the MacMillan group revealed that 3.5·HClO4 is the 

catalyzing species, as excess of free amine does not increase the reaction rate.139 In contrast, when 

triluoroacetic acid (TFA) is used as the co-acid, it is often used in two equivalents, although no 

reasoning was found for this change in conditions. In fact, excess acid may result in a racemic 

background reaction, although this was not discussed in these reports.124, 148  
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3.2. Results and Discussion 

3.2.1. Kinetic studies – iminium formation over time 

3.2.1.1.Different solvent systems with proline methyl ester hydrochloride salt. 

Aiming at providing a detailed mechanism for this reaction, we first performed kinetic studies 

on the formation of the iminium intermediates in different solvents and with different amines. The 

studies were done using 1H-NMR experiments, in a deuterated solvent system (see SI for Chapter 

3 for details), measurements were taken at specific time points (manually) or as an array NMR 

experiment (automatic measurement every set time). Measurements that were taken manually are 

shown as marker points with a line connecting them, whereas measurements that were taken 

automatically are shown as a line. Since the aim was to obtain a qualitative view of the reaction 

progression, the measurements were not done in duplicates. As shown in Figure 3.2, when 

cinnamaldehyde (3.2) is stirred in presence of 1 equivalent of methyl proline ester hydrochloride 

salt (3.1) in a mixture of methanol/water (19:1), the acetal 3.7 is quickly formed (maximum at the 

start of the recording), then both cis and trans iminium adducts are formed. Within approximately 

50 minutes, a stable equilibrium is observed with a maximum iminium concentration of 61% 

(acetal concentration of 9%, cinnamaldehyde free 30%). When an acetonitrile/water (19:1) mixture 

was used, the reaction reached equilibrium sooner (approx. 30 minutes), however, the final 

concentration of the iminium was lower (35%). In acetonitrile, the acetal cannot form, and 

therefore the iminium formation is likely to be faster. However, since the formation of the iminium 

likely requires H-transfer, it may form to a lesser extent when an aprotic solvent such as acetonitrile 

is used (as the concentration of water is much lower).148 
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When methanol was used as a single solvent, the initial concentration of the acetal was 

considerably higher (about 50%) compared to the methanol/water mix (initial acetal concentration 

of 20%). This observation is in agreement with the hypothesis that water is important for shifting 

the equilibrium from acetal back to free aldehyde. Interestingly, the final concentration of the 

iminium was only slightly higher (65%) than when water was added, suggesting that having about 

5% water in the reaction does not reduce the final concentration of the iminium. With methanol as 

the only solvent, the time until equilibrium was reached was about double (110 minutes) than it 

was when water was added, which likely results from the higher acetal concentration and slower 

hydrolysis due to the lack of water.  

Having that understanding of the impact different solvents have on the iminium formation 

with 3.1 as the catalyst, we chose to do all future experiments using the methanol/water (19:1) 

solvent system, as to maximize the iminium concentration we would observe, especially since 

many of the other amines used are likely to have much lower iminium concentration at equilibrium. 

  



Chapter 3 

100 

 

 

  

Figure 3.2. Iminium formation and equilibrium over time from proline methyl ester 

hydrochloride (3.1) and cinnamaldehyde (3.2) in three different solvent systems. (a) General 

reaction scheme. Both the amine salt (3.1) and aldehyde are at 1 equiv. in a 1 M solution. The 

colors match the plot’s color over time. (b) Total iminium -3.1a and 3.1b (trans and cis, 

respectively) and acetal (3.7)– formation and equilibrium over time in CD3OD-D2O (19:1). 

Each line color corresponds to the color in (a): 3.2 is blue, 3.1a and 3.1b are summed in the 

green line, 3.7 is orange. (c) Total iminium -3.1a and 3.1b (trans and cis, respectively) and 

acetal (3.7)– formation and equilibrium over time in CD3CN-D2O (19:1). (d) Total iminium -

3.1a and 3.1b (trans and cis, respectively) and acetal (3.7)– formation and equilibrium over 

time in CD3OD. 
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3.2.1.2.Different amine hydrochloride salts. 

With the optimal conditions set, we were next interested in examining the behavior of a range 

of different amines and getting an estimate of equilibrium concentrations and timescale to reach 

equilibrium. MacMillan’s catalyst (Figure 3.3, 3.5) was used with the same conditions 

(methanol/water solution, 19:1). The reaction reached equilibrium within 60 minutes, with 

iminium concentration of 48% (acetal concentration of 12%, free cinnamaldehyde 40%). 

The same experiment was done with sarcosine methyl ester hydrochloride (Figure 3.4, 3.9), 

the reaction reached equilibrium within 27 minutes, with iminium concentration of about 30% 

(acetal concentration of 16%, free cinnamaldehyde 56%: since the concentration is normalized 

based on the first NMR spectrum, an error may occur during integration since the peaks tend to 

broaden – leading sometimes to over slightly 100% concentration). 

Figure 3.3. (a) Iminium formation equilibrium from MacMillan’s imidazolinone-based catalyst 

(3.5) and cinnamaldehyde (3.2). The amine and aldehyde are both 1 equiv. in a 1 M solution of 

CD3OD-D2O (19:1). (b) Iminium formation reaction progression over time, until equilibrium 

is reached. The plot colors correspond to the colors in the scheme. 
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While working on the iminium concentration at 30 minutes experiments (will be described 

later), we observed that the NMR tubes containing amines 3.10 and 3.11 that did not have a 

significant conversion into iminium after 30 minutes, turned bright yellow after 24-48 hours (for 

structures see Figure 3.5). Although the amines tested above for equilibrium have reached 

equilibrium within 1 hour or less, it seemed that some of the less reactive amines needed much 

longer time to reach equilibrium. We wondered whether the low conversions resulted from kinetic 

or thermodynamic effects and investigated the iminium formation over longer periods of time. To 

this end, we extended the duration of the experiments with these amines (Figure 3.5). Indeed, 

amine 3.10 seemed to not reach equilibrium even after 24 hours (Figure 3.5b, green plot), in the 

last measurement the iminium concentration was 39%. Pyrrolidine HCl (3.11) salt also appeared 

to react vert slowly and was still increasing at the last measurement after 12 hours, with iminium 

concentration of 46% (Figure 3.5d). It should be noted that the plot for piperidine HCl (3.10) is 

Figure 3.4. (a) Iminium formation equilibrium from sarcosine methyl ester HCl salt (3.9) and 

cinnamaldehyde (3.2). The amine and aldehyde are both 1 equiv. in a 1 M solution of CD3OD-

D2O (19:1). (b) Iminium formation reaction progression over time, until equilibrium is reached. 

The plot colors correspond to the colors in the scheme. 
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not smooth because the measurements were taken manually every few hours over 24 hours, which 

results in less data and therefore a “sharp” looking plot. For pyrrolidine HCl (3.11) an array 

experiment was used, where the NMR automatically runs a proton NMR every 24 seconds, which 

results in a smoother plot, however the trade-off is the maximum use time being 12 hours. Since 

we were looking at the general trend, the information for these two amines is enough to understand 

that the iminium formation rate may have a much bigger variability, depending on the amine 

structure, than we had expected before running these experiments. 

We were interested in running the same experiment with amine 3.12, however due to poor 

solubility at 1 equiv., we had to dilute it 10-fold (0.1 M solution). The results are described in the 

experimental section. Since we were hoping to have more data points for the beginning of the 

reaction, timepoints 0-2 hours were measured using an array experiment. Due to the time limitation 

on the NMR spectrometer, the rest of the measurements were done on a different spectrometer 

(both spectrometers are 500 MHz) with the same settings. Despite the same parameters, the graph 

clearly has a bump in the integration when the switch in the machines was done. Overall, the 

iminium formed is less than 1% after 30 hours, which confirmed this amine is not efficient in the 

formation of the iminium. These results suggest that the iminium formation might be a very slow 

process for some amine salts, rather than a thermodynamically disfavored equilibrium for these 

amines. 
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Figure 3.5. (a) Iminium formation equilibrium from piperidine HCl salt (3.10) and 

cinnamaldehyde (3.2). The amine and aldehyde are both 1 equiv. in a 1 M solution of CD3OD-

D2O (19:1). (b) Iminium formation reaction progression over time, until equilibrium is reached. 

The plot colors correspond to the colors in the scheme. (c) Iminium formation equilibrium from 

pyrrolidine HCl salt (3.11) and cinnamaldehyde (3.2). The amine and aldehyde are both 1 equiv. 

in a 1 M solution of CD3OD-D2O (19:1). (d) Iminium formation reaction progression over time, 

until equilibrium is reached. The plot colors correspond to the colors in the scheme. 
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3.2.2. Iminium concentration after 30 minutes 

With this information, we decided to screen more secondary amines by measuring the 

conversion after 30 minutes (Figure 3.6). We chose to monitor the conversion at conditions that 

more closely resemble reaction conditions, and so the amine salts were used in 0.2 equiv. to the 1 

equiv. of the aldehyde, in 1 M solution. Although some amines have been observed to take longer 

to reach equilibrium, we were hoping to get an estimate at 30 minutes, since the cyclization 

reaction is expected to run over the course of a few hours to 24 hours, which means the iminium 

will most likely never reach equilibrium before reacting. The amount of iminium observed for 

some amines is drastically lower than for the reference amines investigated above. For instance, 

for amines such as pipecolic methyl ester (6-membered ring, 3.22) and diethylamine (3.21), even 

when 100 mol% were used, 7% and 0% converted into iminium in this time frame, respectively.  

This study (Figure 3.6) suggested that there is a possible correlation between the acidity of 

the ammonium salts used as catalysts and the formation of iminium salts, in line with the 

correlation observed with the pKa of the co-catalyst.139 The data indicate that for most general 

scaffolds, more electron-deficient amines form iminium in larger amounts than electron-rich 

amines. Until now, we assumed equilibrium was reached within 45 – 60 minutes for all the amines 

and confirmed this behavior for the ammonium salts producing the largest concentration of 

iminium salts.  

Overall, no amine exceeded 60% conversion into iminium, which corresponds with the 

kinetic studies, where we observed the equilibrium reaching a plateau with some free amine salt 

remaining. Additionally, it appears that overall, 5-membered ring amines are the most reactive 

ones at forming iminiums, although this only applies to those containing electron withdrawing 
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groups (3.1, 3.5, 3.8). Electron rich pyrrolidine (3.17), or unsubstituted (3.11) were considerably 

less reactive at the time frame of the experiment.  As suspected, all the piperidine based amines 

performed poorly within this time frame, which suggests they would not be good scaffolds for 

catalyst candidates, as even the ones containing electron withdrawing substituents gave less than 

5% conversion (3.12, 3.19, 3.22, 3.23). Interestingly, azetidine (4-membered ring amines) based 

amine salt appeared to be equally reactive, either as the unsubstituted amine 3.13, with 53% 

conversion of the salt into the iminium, or the methyl ester substituted amine 3.15, with 56% 

conversion. We hypothesized that the reactivity we are observing in the formation of the iminium 

is likely a factor of the ability of the nitrogen to give up the proton (as when the nitrogen is 

protonated, it will not react as a nucleophile), which relates to the acidity and presence of electron 

withdrawing groups. It also relates to the structure of the amine (scaffold), that is, while azetidine 

3.13 may not have an electron withdrawing group, the ring strain may result in a more active 

nitrogen, which would result in a faster reaction with the aldehyde.  
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3.2.3. Kinetic studies – Diels Alder cycloaddition 

3.2.3.1.Product formation with different amine salts. 

At this stage, we were interested in learning about how the formation of the iminium (rate + 

concentration) affected the Diels-Alder cycloaddition reaction. It had been previously proposed by 

Tomkinson and coworkers that the cycloaddition is the rate limiting step.149 However, we were 

curious to see what the time dependent curve would look like for reactive and also less reactive 

amines. To do so, we ran the complete Diels-Alder reaction for 50-60 hours, and measured at 

different time points the conversion (by 1H-NMR) of the different reaction components over time 

(Figure 3.7). Although cyclopentadiene is usually used in 3 equiv., we wanted to avoid having 

high excess of cyclopentadiene to not overpower all the other peaks in the NMR spectra and have 

therefore decided on using 1.1 equivalents. We also used 1 equiv. of the amine salts again, for the 

same reason explained for the iminium formation studies. Knowing some of the peaks might be 

very small and difficult to find in very busy spectra, we wanted to make sure the iminium would 

Figure 3.6. Structures of amines used in the study (top), and results of conversion of the amine 

salts into iminium after 30 minutes (bottom graph). The amine salts were used in 20 mol%, in 

a 1 M solution of CD3OD-D2O (19:1). Conversion into iminium is calculated based on 

integration: (Himinium/(Himinium+Hamine)) x100. 
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be detectable. We then proceeded to analyze the NMR spectra by integrating the iminium formed 

(both cis and trans-iminium, when relevant), the cinnamaldehyde, as an indicator of the 

consumption of the substrate, and all the products formed integrated and combined (both exo and 

endo- aldehydes, as well as the corresponding acetals), since we are interested in the general 

progression of the reaction and wanted to simplify the results graph. We then analyzed any 

correlation between the rate of the iminium formation and the product formed. The results are 

shown in Figure 3.7, for three different amines (HCl salts): proline methyl ester (3.1), pyrrolidine 

(3.11), and 2-(trifluoromethyl)pyrrolidine (3.8). We expected to observe a different rate not only 

in the formation of the iminium (which was already monitored), but also in the cycloaddition and 

formation of product. Indeed, 2-(trifluoromethyl)pyrrolidine (3.8) appears to form product 

considerably faster than the other two (Figure 3.7c) with 51% product formed within the first 5 

hours. In the same time frame, the proline methyl ester (3.1) and pyrrolidine (3.11) had 11% and 

0% product formed, respectively. The pyrrolidine was considerably slower overall, as expected, 

and after 50 hours only 13% of the product was formed.  

The final concentration measured for both (trifluoromethyl)pyrrolidine (3.8) and the proline 

methyl ester (3.1) at 72 hours was 88% and 78%, respectively. At this time, we had assumed the 

reaction reached a plateau, since the same concentration was observed at 47 hours. Interestingly, 

the reaction never reached completion. This may be attributed to the lower concentration of 

cyclopentadiene (3.3) that was used in these experiments, as it dimerizes over time. The 

concentration of cyclopentadiene was not added to the plot. Since it is highly hydrophobic and 

fairly volatile (bp = 40°C), it was difficult to monitor what amount was present in solution. The 

observations in these experiments are in agreement with the hypothesis that a more electron 
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deficient amine (such as 3.8) will form an iminium with lower LUMO energy, which would 

therefore react faster with a nucleophile (in this case, the cyclopentadiene). 

Another interesting observation is that for all three reactions, it appears that about 10% 

iminium is formed before the cycloaddition reaction starts taking place. This suggests that some 

minimal level of iminium is necessary for the reaction to occur. As even the more reactive 

iminiums (3.1, 3.8) have this accumulation of iminium prior to reaction, it suggests that indeed the 

cycloaddition reaction is the rate limiting step. However, since some amount of iminium is 

necessary for the cycloaddition to even take place, the rate of iminium formation will also affect 

the overall rate and turnover of the reaction, and reactions with amines that form iminiums 

considerably slower (such as 3.11, and some of the amines presented above) will also be limited 

by the competition of the cyclopentadiene dimerization (deactivation). 
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Figure 3.7. (a) General reaction scheme for the iminium catalyzed Diels-Alder cycloaddition 

with different amine HCl salts (3.1, 3.11, 3.8), cinnamaldehyde (3.2) and cyclopentadiene (3.3). 

The amine and aldehyde are both 1 equiv. in a 1 M solution of CD3OD-D2O (19:1), 

cyclopentadiene is used in 1 equiv. (b) Reaction progression over time with HCl salt of proline 

methyl ester (3.1). The plot colors correspond to the colors in the scheme, brown represents 

total product formed. (c) Reaction progression over time with HCl salt of 2-

(trifluoromethyl)pyrrolidine (3.8). The plot colors correspond to the colors in the scheme, 

brown represents total product formed. (d) Reaction progression over time with HCl salt of 

pyrrolidine (3.11). The plot colors correspond to the colors in the scheme, brown represents 

total product formed. 
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3.2.4. Product formation simulation: effect of rate of each step. 

Using the data from the iminium formation study (Figure 3.2) and Diels-Alder cycloaddition 

study with proline methyl ester HCl (3.1), we were able to simulate the reaction progress over time 

(Figure 3.8). Two scenarios were considered: (i) product formation over time with the first step 

(k1, iminium formation) being x2 faster than its observed rate in the study, and (ii) product 

formation over time with the second step (k2, cycloaddition) being x2 faster than its observed rate 

in the study. In both scenarios, only the rate of one step is changed, the other step remains 

unchanged to the one observed in the experimental study. As a note, the data observed is 

qualitative, and is used to visualize the influence of each step in the reaction on the total rate of 

product formation. The two scenarios are plotted in Figure 3.8b, showing how both steps influence 

the total reaction rate (product formation). The rate of the second step has a greater effect, and is 

therefore the rate determining step, as previously hypothesized, but the first step has a significant 

impact and cannot be disregarded. 
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Figure 3.8. Simulated time course concentration for product formation over time of the full 

cycloaddition reaction with proline methyl ester HCl (3.1), based on the data collected in the 

kinetic studies of iminium formation and full reaction and the best fit parameters (Chapter 3-SI 

Figure S3.13, Table S3.4). (a) Reaction scheme, first step is the iminium formation and marked 

in pale blue (k1), second step is the cycloaddition reaction of the iminium formed with the 

cyclopentadiene and is marked in dark blue (k2). The total product is highlighted in a gray box. 

(b) Results of the simulation plotted as total product concentration over time, plot line colors 

correspond to the different steps as described in (a), with the original rates being marked in 

cyan. The lines added at ~30 hours are meant to help visualize the difference in product 

formation, depending on the rate of each step. The difference should be compared to the original 

line. Increasing the rate of the second reaction (k2) has a larger effect on the overall rate of the 

reaction, suggesting that the second step is the rate limiting step. 
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3.2.5. Detailed mechanism 

The simulation based on our data is in agreement with previously published computations 

using 3.6 as the model system, in which the rate determining step is the cycloaddition step.145 

However, it also sheds light on the effect the iminium formation has on the reaction rate, as well 

as the amine structure’s influence on it. Clearly, a minimal amount of iminium needs to be formed 

before the cycloaddition takes place. For some less reactive amines (e.g., 3.11) this step takes place 

over a considerable amount of time, which does not work well for the time scale of the reaction, 

as the cyclopentadiene dimerizes in addition to the desire of a catalyst to increase the reaction’s 

rate. The result is that less reactive amines will not provide product within the reaction’s time 

frame, not because of the rate determining step being too slow or the iminium not being reactive, 

but because the iminium formation is kinetically too slow for the catalytic cycle to complete. This 

data also led us to propose a detailed mechanism (Figure 3.9) in which the rate determining step 

is the cycloaddition step. The reaction begins with the activation of the aldehyde (3.2a). This initial 

activation is directly proportional to the amount of free acid released by the ammonium salt used 

as organocatalyst (3.1→3.1c). 

Next, the iminium forms through a hemiaminal where the amine is still protonated (3.24). 

Then, we hypothesized two options, based on conclusions from the computational study (detailed 

below). One of the pathways may be, where there is a localized extra equivalent of acid, leading 

to 3.27, where both the nitrogen and the hydroxy are protonated. In the other pathway, first the 

nitrogen gets deprotonated forming 3.28. Then, either the nitrogen of 3.27 gets deprotonated 

forming 3.25_7, or the hydroxy of 3.28 gets protonated forming 3.25_6/8. It should be noted, that 

both 3.25_7 and 3.25_6/8 are the same species, however, they have been labeled differently for 

distinction, to be able to easily follow the protons as well as the computational study. Next, the 
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iminium forms by the release of water (3.1a), and about 10% iminium is accumulated at which 

point the cycloaddition reaction takes place. The cycloaddition adduct (3.26) is likely hydrolyzed 

promptly, as it has not been observed, releasing the catalyst (3.1c, 3.1) and product aldehyde (3.4a 

and 3.4b), which rapidly forms the corresponding acetal (3.4c and 3.4d, the acetal may also form 

directly from the iminium). 

 

Figure 3.9. Diels Alder reaction catalyzed by proline methyl ester (3.1): detailed mechanism. 

The proposed mechanism is described while keeping the HCl and amine ratio as 1:1, based on 

the conditions that were used in our experiments and experiments discussed in the introduction. 

It is possible that locally 2 equivalents of acid are necessary for the iminium formation step 

(structure 3.27).  
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3.2.6. Computational studies 

Our goal was to determine the specific steps for the formation of the iminium species, as 

described in Figure 3.9 (3.24 → 3.1). We started the computations with a model system (proline 

methyl ester hydrochloride, 3.1), and once we find an energetically favourable pathway, we may 

consider adding computations to other amine salts. We hope that computing the pathway to less 

reactive amines (such as piperidine-based) may shed more light on the possible reasons for 

reactivity differences. To analyze different mechanistic pathways, the two bonds involved in the 

proton transfer (Figure 3.10a) were scanned (geometry optimization). The bond cleavage and 

protonation/deprotonation were facilitated by the addition of a water molecule network to the 

system (Figure 3.10b). 

3.2.6.1.Two different hypotheses for the deprotonation of the amine and protonation of the 

hydroxy groups 

Hypothesis I: the protonation of the hydroxy and deprotonation of the nitrogen may not be 

a concerted process (for a concerted process see 3.24 → 3.25, Figure 3.9), and may be influenced 

 

Figure 3.10. (a) The two breaking bonds that were scanned. d1 (orange) the NH--OH2 bond 

(which reflects the N-H bond breaking), and d2 (green) the C-O bond. (b) The model system 

included a network of 6 water molecules all interconnected via H-bonds to facilitate 

protonation/deprotonation.  



Chapter 3 

116 

 

by 1) the placement of the counter anion (chloride in this case), which can stabilize the proton 

transfer, and 2) positive charge formed on the hydroxy. 

To study this idea, three systems were built and studied. For clarity, hereafter we will consider 

the +N-H to be on the top face and the +OH2 on the bottom face of the system (Figure 3.11). The 

three systems, visualized in Figure 3.11, are: 

System 6: the chloride counter anion located on the top face by the protonated nitrogen. 

System 7: local 2 equiv. of HCl, one chloride by the hydroxy, one by the protonated nitrogen, and 

the second proton on a water molecule (as H3O+) also placed initially in proximity of the hydroxy 

and additional chloride. 

System 8: the same as system 6, only the chloride counter anion is placed on the bottom face, by 

the hydroxy group. 

All systems have six water molecules around them in an H-bond network. The number was chosen 

as it was the minimal number of water molecules necessary to allow an H-bond network 

connecting both faces of the molecule (the +NH and OH of the hemiaminal). 

Hypothesis II: regarding system 7; since the system has an additional equiv. of acid, there 

could be two possible pathways: Path a) Similarly to the two other systems, the nitrogen gets 

deprotonated to produce a neutral species (3.28_7, Figure 3.11), or Path b) where the hydroxy 

gets protonated by the excess acid prior to deprotonation of the nitrogen (3.27, Figure 3.11). 
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3.2.6.2.Initial plan 

The three systems in Figure 3.11 were studied in the following order (excluding system 7 

path b, which will be discussed further below), with all the initial structures optimized with no 

constraints first with the same level of theory (wB97x-D3/def2-TZVP level of theory): 

1)  Breaking of the N-H (d1) bond to form a H3O+ molecule – with a proximal water molecule, 

via the H-bond network. 

2)  Proton transfer from the top of the molecule (the nitrogen) to the bottom, for the 

protonation of the hydroxy. 

3)  Release of the water molecule (breaking of the C-O bond, d2) and formation of the iminium 

to map the Potential Energy Surface (PES) of the transformation from the N-protonated 

hemiaminal to the iminium as a 3D map (each d1 distance has a full scan of d2) 
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3.2.6.3. Proton transfer step and re-evaluation of initial plan 

Once the initial geometry optimization and d1 scan is completed, general structure 3.28 

(Figure 3.11) is formed. Mechanistically, our expectation is that the next step, during the later 

stages of d1 scan would be the protonation of the hydroxy to form general structure 3.25. We were 

optimistic that with the water molecule network around, this proton transfer from the deprotonated 

 

Figure 3.11. The three systems used to test our hypothesis and study the stepwise formation of 

the iminium: System 6: the chloride counter anion located on the top face by the protonated 

nitrogen. System 7: local 2 equiv. of HCl, one chloride by the hydroxy, one by the protonated 

nitrogen, second proton on a water molecule (H3O+) by the hydroxy. System 8: the same as 

system 6, but the chloride counter anion is placed on the bottom face, by the hydroxy group. 

All systems have 6 water molecules around in a H-bond network. The proton originating from 

the amine is highlighted in dark pink, the proton originating from the second acid equiv. (only 

in system 7) is highlighted in pale pink. Chlorides are highlighted in blue. All intermediates are 

labeled based on the relevant system. 
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nitrogen (H3O+) would happen independently during optimization. Unfortunately, this did not 

occur. One reason for this may be that DFT is a static process, consequently geometry optimization 

does not capture a dynamic process such as a proton transfer across an H-bond network. For this 

reason, we needed to find different options to model this step. 

We came up with three possible options: 

I. Proceed to work on system 7, where the additional proton in the system is already 

placed by the hydroxy (Figure 3.11) and placing it in closer proximity to the hydroxy, 

(followed by geometry optimization prior to the second scan). The drawback of this 

approach is that experimental observations mentioned in section 3.1.3. showed that the 

amine and acid are needed in a 1:1 ratio (though these studies were done on 

MacMillan’s catalyst, and based on the results, potentially more experiments are 

needed in our case). However, local concentrations in solution are not static. 

II. Model the proton transfer between the individual water molecules with geometries 

scanned, to test whether the system’s energy varies significantly during this process. 

This would be the same scan as we do for d1 and d2, for each water molecule. If the 

energy remains essentially constant, we can conclude that the proton transfer is likely 

to happen spontaneously in solvent.  

III. “Forcing” the proton transfer by removing a proton and placing it on the hydroxy group. 

The geometry would be optimized prior to proceeding with the second scan (d2). This 

possibility poses a few issues. We could not remove the proton from the H3O+ formed 

during the deprotonation of the nitrogen, since it is still on the nitrogen in the early 

steps of scan d1, which means we either had to 1) move it for later stages of scan d1 

once the nitrogen has already been deprotonated (Figure 3.12a), or 2) remove a 
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different proton. The issue with 1) is that the 3D map may end up having variations due 

to reasons not related to the chemistry, but because the entire system’s energy may be 

different within the scan (as the proton was moved for some and not for others). We 

decided to proceed with 2) and remove a proton from one of the water molecules around 

(Figure 3.12b). The issue with this option is that it forms HO- in the system, which 

should be neutralized throughout the scan, but is not a realistic representation of the 

system. Understanding none of these options is ideal, we are hopeful to review the 

results and asses from them how to better perform the scans.  

We proceeded with the second scan (d2) as follows: System 6 and system 8 with possibility 

III, and system 7 with possibility I. Since possibility II is the most time consuming, we decided 

to examine the results of the other options first. 

Figure 3.12. Proton transfer option III for systems 6 & 8. (a) III.1: left: early steps of d1 (N 

still protonated), prior to scan d2. Right: later steps of d1 (N deprotonated) prior to d2 scan. 

Proton transfer neutralizes the hydroxide formed (highlighted in teal). H-transfer bonds labeled 

in pink. (b) III.2: proton is removed from water network for all d1 steps prior to d2 scan, forming 

a hydroxide and a hydronium by the hydroxy (highlighted in teal). 
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3.2.6.4.Results so far 

The computational study is still underway, herein we describe the results as we had them at 

the time of writing this thesis. 

3.2.6.4.1. System 7 

By moving the proton closer to the hydroxy in system 7, paths a and b in fact converge. The 

computation was done in the following order for each scan: 

Path a. 1. Additional HCl equiv. was placed on the bottom face, near the hydroxy, as H3O+ 

(protonated one of the existing water molecules in the network) and Cl-, and the initial geometry 

was optimized. 2. Scan d1 was completed. 3. The additional proton was moved closer to the 

hydroxy, and the geometry was optimized (for each step of d1). (Figure 3.13, left) 4. Scan d2. 

Path b. 1. Additional HCl equiv. was placed on the bottom face, near the hydroxy, as H3O+ 

(protonated one of the existing water molecules in the network) and Cl -, and the initial geometry 

was optimized 2. The additional proton was moved on to the hydroxy and the geometry was 

optimized (Figure 3.13, right). 3. Scan d1 was completed. 4. Scan d2. 
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Upon completion of step 3 for both paths, we noticed that the energy plots for both are very 

similar, as well as the geometry (Figure 3.14). Essentially, whether the protonation of the 

hydroxy/placement of proton closer to it happens as step 3 or 2, results in the same geometry. At 

the end of step 3 for both paths, the additional proton is placed right in between the hydroxy and 

the water molecule right next to it. This positioning of the proton would theoretically allow for a 

quick proton transfer during scan d2. Since the starting point for scan d2 is the same for both paths, 

we will only proceed with one of them, and once the 3D plot is complete, we should be able to see 

at which point of the mechanism the hydroxy is protonated (before or after the nitrogen gets 

deprotonated). 

 

 

 

Proton transfer system 7 

Path a Path b 

Figure 3.13. Proton transfer step for system 7 prior to scan d2, after scan d1 for path a- proton 

placed closed to the hydroxy (left, proton highlighted in teal) and prior to scan d1, for path b-

proton placed on the hydroxy (right, proton highlighted in teal). 
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3.2.6.4.2. Systems 6 and 8 

As discussed above, once the first scan (d1) was completed, the proton was manually 

transferred (as depicted in Figure 3.12) on a water molecule in the proximity of the hydroxy, 

followed by geometry optimization. The goal of this calculation is to rearrange the hydrogens on 

the water network. We expect to see the proton from the +NH to be between the nitrogen and the 

closest water molecule on the top face (depending on the step of d1 scan). For the later steps of 

scan d1 we expect the artificially formed -OH to be neutralized, and for the hydroxy at the bottom 

face be “half protonated” as the proton is between the hydroxy and the closest water molecule. 

The second scan (d2) for all systems is still ongoing as of the writing of this thesis. 

  

System 7 path b System 7 path a System 7 superimposed paths: 
 a (pink) and b (grey) 

a c b 

Figure 3.14. Geometry optimized structures of system 7 after step 3: (a) path a. (b) path b. (c) 

Both paths superimposed, path (a) (pink carbons), path (b) (grey carbons). The systems are 

essentially identical. They only differ on the orientation of the hydroxy, and which water 

molecule is protonated. 
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3.3. Conclusions and future work 

One of the biggest hurdles we encountered in Chapter 2, was the lack of reactivity of the 

amines tested. For this reason, in this chapter we embarked on a deeper investigation of the amine 

structure influence on the iminium formation and the subsequent cycloaddition reaction. Our 

investigations revealed that while this reaction is viewed as a base-catalyzed reaction, the activated 

iminium intermediates formation step is acid-catalyzed. As acid-base reactions are fast, the key 

factor is the concentration of acid available for activation, which must reach a critical amount to 

enable a fast process. Amine salts that lack the reactivity to form enough iminium for the 

cycloaddition reaction to take place, will not produce product. The more acidic amine salts will 

not only form the iminium faster, but will also form a more reactive iminium, and the cycloaddition 

rate will also increase. 6-memebered ring amine salts appear to have the lowest reactivity in the 

formation of iminium, regardless of their acidity. This fact might be attributed to the structure and 

conformation of these amines. 

Although we had a general idea of reactivity based on previous publications and our 

observations, we did not know how big of a difference there can be between the different amines, 

and how much it would affect the general outcome of the reaction. It is important to keep in mind 

that the results are semi quantitative, since the experiments have some intrinsic errors (no 

replicates, a gap between mixing of the different reaction components and taking the first NMR, 

and little control over moisture related water in the reaction) and are meant to provide qualitative 

data on the different steps of the reaction progression. Since the iminium formed is conjugated and 

absorbs within the UV-Vis range, a different way to measure the progression of the first step could 

be by measuring the change in absorbance. There are a few factors that we did not yet address in 
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this work: the acid co-catalyst remained constant, since we were first interested only in the effect 

of the amine structure influence on the reaction rate. However, it has been shown that different 

acids influence the rate (e.g., as mentioned in the introduction, perchloric acid usually increases 

the rate), since the amine is added as a salt, the effect may be attributed to the counter ion present 

in agreement with our computational study suggesting a role for the counter anion. Additionally, 

it has been shown with MacMillan’s imidazolinone catalyst that the acid and amine are required 

in 1:1 ratio, that is, adding more acid does not change the product formation rate, and adding less 

acid will lower the rate as if the extra free amine was not present. For this reason, we chose not to 

investigate the amine: acid ratio for the different amines we tested and used them in a 1:1 ratio for 

all the experiments. Nonetheless, it will be worth exploring whether this is true for the other amines 

as well. In fact, when Hayashi and co-workers used the proline-based catalyst, they used the amine 

and acid in a 1:2 ratio. However, this reaction was carried out under different conditions (toluene 

and TFA), and so the extra acid may have been necessary to assist in proton transfer, similarly to 

the role of the protic solvent in our studies, Furthermore, TFA is not entirely dissociated in toluene, 

which may necessitate the excess. 

When we started the computational studies, we did not expect the small details of the 

reactions to complicate the investigation as much as they did. One of the major challenges was 

how to model the proton transfer from the protonated amine (of the hemiaminal) to the water and 

then to the hydroxy (of the hemiaminal), so that the iminium can be formed with water as a leaving 

group. This hurdle may be a limitation of the method, since in practice, we expect the proton 

transfer to happen spontaneously, though in a computation this might not be the case, and hence 

the model needs to be adjusted. Although we have yet to complete the computational study, we are 

optimistic of its results shedding light on the reactivity trends we observed during experiments.  
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An important detail about carrying out published reactions for the purpose of validation is 

the ability to reproduce published data. In Chapters 2 and 3 we ensured that we could reproduce 

the results of the Diels-Alder cycloaddition using proline methyl ester as the catalyst. In similar 

fashion, in Chapter 4 we were interested in using the Shi Epoxidation as another validation tool 

for the VIRTUAL CHEMIST platform (as described in Chapter 2) and encountered the first problem 

of inability to reproduce the published procedure. Chapter 4 is therefore dedicated to a few 

objectives: 1. Establishing a working, reproducible procedure. 2. Virtual screening of a library of 

chiral ketones. 3. Experimental tests on the reactivity of simple ketone scaffolds. This work will 

set the stage to virtual screening for the discovery of novel epoxidation catalysts. 

 

 

 

 

 

 

 

 

All the chemistry detailed in this chapter was done by SP, virtual screening was done in 

collaboration with Dr. Mihai Burai-Pătrașcu (former graduate student). 
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Chapter 4 

4.1. Introduction 

4.1.1. Alkene epoxidation with Oxone and the formation of dioxirane. 

When R. E. Montgomery reported the decomposition of Oxone (potassium 

peroxymonosulfate, therein referred to as caroate) in the presence of ketones, it did not take long 

for the potential of this pathway to be further investigated.150 18O-labeling provided evidence that 

the Oxone likely reacts with the ketone to form a dioxirane (4.3a, Scheme 4.1.a.). Curci et al.151 

saw an advantage in the electrophilic nature of the dioxirane formed and hypothesized that it could 

be reacted with slightly nucleophilic alkenes, similarly to mCPBPA’s reaction with alkenes. In their 

work, they used acetone as the ketone source (in catalytic amount).  

A significant benefit of this reaction was that the dioxirane formed is reactive enough to react 

even with unfunctionalized alkenes in mild conditions. The reaction was carried out at 2-8°C, at a 

neutral pH (7-7.5), either in acetone-water mixture, or in a biphasic solution with the addition of a 

phase transfer catalyst (such as tetrabutylammonium hydrogensulfate, TBAHS) (Figure 4.1b and 

c). This meant that the reaction could be used to form reactive peroxides, that may be 

 

Scheme 4.1. General epoxidation conditions as published by Curci et al.; a) general structure 

of the dioxirane that is formed by reaction of the ketone with Oxone. b) acetone in water 

solution. c) biphasic solution with tetrabutylammonium hydrogensulfate as a phase transfer 

catalyst.  
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acid/base/temperature sensitive, as well as reaction of hydrophobic alkenes that are water 

insoluble.151, 152 

4.1.2. Mechanism, proposed transition state and reactivity. 

Once there was evidence that the reactive species in the reaction is a dioxirane, a general 

mechanism was proposed (Scheme 4.2): the Oxone reacts with the ketone (4.3) to form a 

tetrahedral intermediate (4.3b), which cyclizes intramolecularly to form the dioxirane (4.3a). Next, 

the dioxirane can react with a nucleophile such as an alkene (Scheme 4.2, pathway (i), 4.4) to form 

the epoxide product (4.4a). The reaction has the potential for three different unproductive 

pathways (Scheme 4.2): (ii) Oxone auto decomposition; (iii) Baeyer-Villiger oxidation of the 

catalyst, which renders it unreactive; (iv) or reaction of the dioxirane (4.3a) with Oxone to 

reproduce the ketone (even though the catalyst is regenerated, the Oxone is consumed by this step). 

The unproductive pathways will be discussed further below.151, 153 

 

 

Scheme 4.2. General mechanism for the reaction of a ketone (4.3) with Oxone to give the 

epoxide product (4.4a) as well as 3 unproductive pathways (dashed arrows) that can inhibit 

product formation.  
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Another aspect of this reaction is the stereospecificity, that is, the epoxide that is formed 

retains the stereochemistry of the double bond. A trans alkene will always lead to the formation of 

a trans epoxide (as can be seen in Scheme 4.1), and a cis alkene will lead to the formation of a cis 

epoxide (for chiral molecules, both stereoisomers are formed).152, 154 

Two general possible transition states (TS) were proposed for the epoxidation step. The 

dioxirane can either approach the alkene forming a planar TS or a spiro TS (Figure 4.1). 

Observations by Baumstark and co-workers reveal that the spiro TS is likely the favoured one.154 

This is due to the reactivity difference between cis and trans alkenes; the cis hexenes were found 

to be more reactive than their trans counterpart by a factor of ~8. The preference towards cis 

alkenes can be explained as a steric preference in the spiro TS, whereas in the planar TS one would 

expect the reactivities to be similar.154 Further computational work by Houk and co-workers agreed 

with this hypothesis: the spiro TS was lower in energy, and this was explained by a secondary 

interaction between the oxygen’s n orbital and the alkene’s π* (Figure 4.1).155-157 

 

 

 

 

 

 

Figure 4.1. Two possible transition states proposed. Left: spiro TS, secondary interaction 

between the oxygen HOMO (n orbital) and the alkene LUMO (π* orbital). Right: planar TS, 

the secondary interaction is not possible (or is minimal).  
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A few reactivity and efficiency observations are worth mentioning: 

a) α-trifluoromethyl (Figure 4.2a) groups on the ketone enhance the reactivity of both the 

ketone and the dioxirane formed (likely by increasing the electrophilicity), and reduce 

reaction times.158  

b) The Oxone is susceptible to auto-decomposition. Trace metals in the reaction can increase 

the decomposition rate (Scheme 4.2, pathway (ii)). This is mitigated by the addition of a 

chelating agent such as Na2EDTA. Additionally, the Oxone solution is added with Teflon 

needles, instead of metal ones.153, 159 

c) Addition rate of the Oxone solution plays a big role in the reaction’s outcome: 

i. Once the dioxirane is formed, the presence of excess Oxone in the solution can lead 

to dioxirane decomposition, prior to the epoxidation reaction taking place (Scheme 

4.2, pathway (iv)). 

ii. Auto-decomposition also increases with an increase in pH as well as with high 

Oxone concentration (Scheme 4.2, pathway (ii)). 

Keeping the Oxone concentration low throughout the reaction by slowly adding a fresh 

solution instead of initial addition of excess Oxone can mitigate the problem of these 

unproductive pathways.153 

d) The reaction has a strong dependence on pH. Specifically, the dioxirane formation has been 

shown to be at its maximum at pH 7.5-8.0. As pH control is necessary and formation of 

dioxirane is coupled with the formation of hydrogen sulfate (weakly acidic), a buffer is 

usually used.153 Further discussion on the reaction’s conditions, including pH, will be 

presented under the asymmetric epoxidation section. 
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e) Baeyer-Villiger oxidation of the ketone is a probable side reaction that leads to catalyst 

deactivation (Scheme 4.2, pathway (iii)).151, 153, 159 Although the ester products have not 

been observed in many cases, Denmark et al. observed some lactone formation when 

testing 3-oxopiperidinium compounds as catalysts (Figure 4.2b).153 

 

4.1.3. Asymmetric epoxidation and Shi’s catalyst. 

The first asymmetric variation was published by Curci et al. shortly after their initial 

publication, with the use of two chiral ketones, albeit producing low stereoselectivities (4.2-12.5 

%ee) (Figure 4.3, structures 4.8 and 4.9).160 A big step forward came when Shi et al. published 

their fructose-derived chiral ketone catalyst for the reaction (Figure 4.3, 4.10). Enantioselectivities 

reported between 70-95 %ee for multiple substrates proved the system to be promising (Scheme 

4.3a).122 

 

Figure 4.2. (a) Dioxiranes with α-trifluoromethyl groups, 4.5a, are more reactive than their 

methyl counterparts, 4.6a. The ketones from which the dioxiranes are formed likely follow the 

same reactivity trend in the dioxirane formation (4.5 being more reactive than 4.6). (b) 3-

oxopiperidinium (4.7) that was tested by Denmark et al. and lactone formation from the Baeyer-

Villiger oxidation was observed. 
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A benefit of the catalyst designed by Shi is that it has been designed to offer high selectivity 

for trans alkenes. As mentioned in the previous section, the reaction likely favours the spiro-TS 

(Figure 4.1). As observed by the lower reactivity of trans alkenes, the steric clash in this TS means 

their selectivity will likely also be lower, since both faces of the alkene will clash to some degree. 

Using trans-stilbene (4.14) as an example for the system, Shi was able to provide further evidence 

that the reaction likely goes through a spiro TS (Scheme 4.3). The major enantiomer (R,R) (4.14a) 

in the reaction likely goes through a spiro TS (Scheme 4.3b, Spiro 1), as a planar TS (Scheme 

4.3b, Planar 1) involves steric clashes between the phenyl of the substrate and the acetal oxygens 

of the ketone that render this TS less favorable, and therefore less likely. The Planar 2 TS could 

also be a pathway the reaction could proceed through. However, had the reaction proceeded via 

this TS, the major enantiomer would have been the (S,S)-epoxide (4.14b). Theoretically, the 

reaction likely proceeds through both competing TS (Spiro 1 and Planar 2), and the 

enantioselectivity depends on factors that affect the energy difference between these two TS (such 

as substrate structure- steric and electronic interactions). From this, one can conclude that the most 

favored TS (for the substrate 4.14) is the Spiro 1 TS.122, 157, 161 

 

Figure 4.3. Chiral ketone catalysts published by Curci et al. (4.8 and 4.9), Shi et al. (4.10), 

Yang et al. (4.11), Denmark et.al. (4.12), and Armstrong et al. (4.13). 
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Shi’s chiral ketone (4.10) also provided impressive enantioselectivities for trisubstituted 

alkenes (>90 %ee). However, for cis- and terminal- alkenes the enantioselectivities are not as good. 

Shi proposed eight different TSs that are possible for tri-substituted alkenes (for disubstituted some 

of the TSs will be equivalent) (Figure 4.4). Four of the TSs are “spiro” (Spiro A-D), the other four 

are planar (Planar E-H). As can be seen in Figure 4.4, TS Spiro B-D and Planar F-H all contain 

some steric clash with the catalyst’s acetal group (highlighted with red arrows). This reduces the 

most likely TSs for the reaction to go through to two: Spiro A and Planar E (in dashed rectangle). 

 

Scheme 4.3. (a) Initial epoxidation conditions as published by Shi et al., with trans stilbene 

(4.14) as the example, using chiral ketone 4.10. (b) Four proposed TSs for the epoxidation of 

trans stilbene (or any symmetrical alkene). The major enantiomer being 4.14a provides 

evidence for the favored TS being Spiro 1. 
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As these two TSs lead to opposite enantiomeric products, the energy difference between them will 

determine the percentage of enantioselectivity, as well as the major enantiomer (as was 

demonstrated above for the specific case of trans-stilbene).157 

Generally, conjugated groups, such as the trans-stilbene (4.14) favoured the product obtained 

by going through the Spiro TS (Spiro 1, Scheme 4.3b, or Spiro A, Figure 4.4, where R2=H). This 

observation can be explained by the lower energy of the alkene LUMO (π* orbital) due to 

conjugation, which increases the orbital interaction as shown in Figure 4.1. Increasing the size of 

the R3 group disfavors Planar E (increased clash with the axial H). Similarly, decreasing the size 

of the R1 group favours the Spiro A TS. 

4.1.4. Reaction conditions 

As mentioned above, the reaction’s conditions have a major effect on the reaction’s outcome. 

Interestingly, most of the work published achieved better results with a pH kept at around 7.5-8.0. 

 

Figure 4.4. Eight possible TSs for trisubstituted alkenes. The major competing TSs, that lead 

to the opposite enantiomers, are Spiro 1 and Planar E. For the disfavored TS, steric clashes 

are highlighted with red arrows. 
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The change from running the reaction at pH 8.0 to running it at pH 8.5 in Denmark’s study 

(with ketone 4.7) showed a significant decrease in epoxide formation; from ~95% after 25 hours 

at pH 8.0, to ~12% of epoxide forming after 25 hours at pH 8.5.153 Although they do not address 

this in their report, it is likely due to the Oxone auto decomposition happening faster at a higher 

pH, and the catalyst not being able to out-compete this reaction, leading to consumption of the 

oxidant. 

It is important to note here that each group uses a different variation of the conditions (ketone, 

alkene substrate, solvent, temperature, Oxone addition rate and amount, etc.). Thus, the 

observations provided here of differing conditions, such as pH, are broad and meant to give an 

understanding and perspective, since different catalysts will not have the same reactivity at the 

same conditions or may even be unstable in some. 

After observing that their ketone catalyst (4.10) was rapidly decomposing at pH 7-8, Shi and 

co-workers also studied the reactivity of their ketone catalyst under different pHs.162 They 

hypothesized that a higher pH could favor the epoxidation over the possible catalyst deactivation 

by Baeyer-Villiger oxidation, as well as higher nucleophilicity of the Oxone. In addition to a higher 

stability of their catalyst at higher pH (although they did not discuss the nature of the 

decomposition, one can assume that the acetals would be more labile at near neutral conditions in 

the presence of water). The reaction showed a significant increase in conversion at a pH of 10.5, 

from which they deducted that the possible racemic background reaction, as well as the auto 

decomposition of the Oxone, are negligible compared to the epoxidation by the ketone.162 
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4.2. Results 

4.2.1. Procedure establishment with Shi’s chiral ketone catalyst 

Our ultimate goal is to develop novel catalysts using VIRTUAL CHEMIST to identify novel 

chemical series. However, as discussed in Chapter 2, the first necessary step is to ensure the 

published results are reproducible by us, so we can compare our results to them. This step proved 

to take a lot more effort than anticipated, and multiple attempts and different published procedures 

were carried out and will be described here (Table 4.1). The general reaction scheme is shown in 

Scheme 4.5. Although the reaction has been published and tested on different test substrates, out 

of these we chose to conduct our studies using trans-stilbene. This is because the enantioselectivity 

can be measured using a chiral HPLC, whereas many of the other substrates used by Shi et al. 

(such as trans-β-methylstyrene) required a chiral GC, which we do not have direct access to. 

Initially, the optimised conditions as published by Shi et al.162 were carried out (Entry 1). 

The chiral ketone (4.10) was added in 30 mol% (0.3 equiv.), the Oxone and the potassium 

carbonate were added dropwise over 90 minutes using a syringe pump, at 0°C. The only difference 

was that a smaller scale was used (0.6 mmol of trans-stilbene, instead of 1 mmol). The reaction 

was kept at 0°C throughout and was quenched once the addition was completed. Unfortunately, 

only about 5% conversion was observed (by 1H-NMR), the rest was recovered starting material.  

As the obvious difference in our conditions was the reaction’s scale, we decided to run it 

again, but at the same scale as the published reaction (1 mmol of the trans-stilbene) (Entry 2). 

While this reaction afforded 18% conversion, most of the recovered material was still starting 

material. This conversion was significantly lower than the reported 73%. 
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The reaction has previously been published under different conditions, so we decided to 

simplify the conditions and use acetone as the ketone (Entry 3). The only difference here 

compared to the previous conditions is the use of acetone (in excess, 3 equiv.) instead of the chiral 

ketone, the rest remaining the same. Using 1 mmol of trans-stilbene, and 3 equiv. (3 mmol) of 

acetone, with Oxone and potassium carbonate solutions, added separately over 95 minutes. This 

reaction yielded only starting material, and no conversion was observed.  

Since the reaction has many variables, it was hard to know which one was the culprit to the 

low conversion (with ketone 4.10) in the setup. We decided to screen a wide range of conditions 

in the hopes of improving the yields. 

Some of the conditions were kept identical to the previous ones, 1 mmol trans-stilbene, 0.3 

equiv. (30 mol%) of the chiral ketone catalyst, base and Oxone solutions added separately over 

100 minutes using a syringe pump, all these steps being done at 0°C (Entry 4). This time, instead 

of quenching the reaction at the end of the addition, the reaction was left to stir for an additional 

3.5 hours, at 0°C. Encouragingly, 38% conversion was observed. 

Encouraged by this improvement, we theorized that maybe the reaction needed more stirring 

time. Additionally, Oxone itself can decompose overtime in storage, and the phase transfer catalyst 

(TBAHS) is very hygroscopic, so it was possible that the catalytic amount measured for the 

reaction was considerably smaller and not enough for the time scale of the reaction. To test this, 

two more (smaller scale) test reactions were carried out; one with twice the amount of Oxone 

(Entry 5), and the other with twice the amount of TBAHS (Entry 6). Both reactions were allowed 

to stir for longer once the addition was complete. Conversion (qualitative) was monitored by TLC, 

and after 20-24 hours it was clear that the reactions would not convert to product in a significant 
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amount. The product remained a very faint spot-on TLC, and mostly starting material was 

observed. Although TLC is not a quantitative method, i.e., the starting material stilbene has a 

stronger UV absorption, and so always seems like there is more of it compared to the product, it 

was clear enough that the conversion was minimal. The reactions were therefore not worked-up 

further. 

The next two reactions were carried out using other published conditions by Shi et al.;163 

(Entry 7) In this reaction the oxidant used is hydrogen peroxide instead of the Oxone, and the 

addition and reaction time are slightly different (see experimental section). This reaction afforded 

a disappointing 13% conversion. 

As the amounts of Oxone and phase transfer catalyst were not the main issue, and hydrogen 

peroxide also did not seem to improve the results, the Oxone was tested as an oxidant in a different 

reaction to verify its reactivity. The reaction was an oxidation of p-tolualdehyde into p-toluic acid 

(Scheme 4.4a).164 The reaction afforded 87% conversion of the starting material into product. 

From this, it was safe to conclude that the Oxone was still reactive and could be used in the Shi 

epoxidation. By this point, the variables that were ruled out as to why the reaction was not 

producing as much product as expected were the scale, the catalyst, stirring time after addition of 

the Oxone and the base, the oxidant amount, the oxidant reactivity, and phase transfer catalyst 

amount. It should also be mentioned that the trans-stilbene was tested for purity by 1H-NMR and 

was also successfully used in a racemic epoxidation reaction using mCPBA as the oxidant 

(Scheme 4.4b). 
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Similarly to using hydrogen peroxide, Shi’s group initial published conditions were also 

slightly different (Entry 8), where the ketone catalyst, Oxone, and sodium bicarbonate were 

simultaneously added portion wise over 10 minutes (Scheme 4.3a).122 The reaction was stirred for 

an additional 12 more minutes at 0°C, and then at room temperature for 48 hours with 27 % yield. 

Next, we decided to run the reaction again using the original conditions, however this time 

using 1 equiv. (100 mol%) of the chiral ketone catalyst instead of 0.3 equiv. (Entry 9). The reaction 

was quenched once the addition of the Oxone and base was completed (100 minutes). Additionally, 

more attention to small details made sure the stilbene is properly dissolved in the DMM before 

anything else was added, the ketone catalyst was pulverised prior to addition, and the flask was 

sonicated once it was added. This reaction afforded 25% conversion, which was encouraging, yet 

far from the reported yields. Although previously we found that additional stirring time added to 

the conversion, we decided to not continue testing this option as it has been mentioned that longer 

reaction time with the Oxone present can lead to more side products (see Introduction). We 

therefore hoped to achieve comparable conversion when the reaction is quenched once the addition 

is complete.  

 
Scheme 4.4. (a) Test reaction of Oxone’s reactivity in a different oxidation reaction. (b) Trans-

stilbene (4.14) racemic epoxidation with mCPBA. 
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The next variable we changed was the addition time, using a slower addition of the Oxone 

and base solutions (Entry 10). The base solution and the Oxone solution were added using a 

syringe pump over 2 hours instead of over 90 minutes, and the reaction was quenched once the 

addition was completed, giving 35% conversion. With this promising result, the reaction was 

repeated (Entry 11), however this time the addition was done over 3.5 hours. Gratifyingly, this 

reaction afforded 79% conversion and 59% yield after purification of the product. 

When the reaction was repeated with addition over 3 hours but with a catalytic amount of the 

ketone catalyst (30 mol%), only 50% conversion was observed (Entry 12). It is logical to assume 

that a lower amount of catalyst would require a longer reaction time (longer addition time). And 

so, the reaction was repeated, with 30 mol% of the catalyst, and Oxone and base solutions which 

were added over 6 hours, affording 72% conversion (Entry 13).  

At this point, we were satisfied that we were able to modify the procedure such that we can 

carry out the reaction with other ketones and compare the results to our original system. We 

decided that using the 3.5-hour addition, with 100 mol% catalyst would be the system we would 

compare all other ketones (i.e., potential new catalysts) to. Once the product was in hand and 

purified, obtaining the %ee using a chiral HPLC was possible, where the results were comparable 

to published ones (see Supporting Information).  

 

Scheme 4.5. General scheme for the epoxidation reaction carried out with different conditions 

(as detailed in Table 4.1.). TBAHS: tetrabutylammonium hydrogensulfate, DMM: dimethoxy 

methane. 



Chapter 4 

141 

 

 

Entry 

Trans-stilbene 

a (4.14) 

[mmol] 

Ketone 

[equiv.] 

(mol%) 

Addition 

time [min] or 

[h] 

Additional 

stirring time 

[h] 

Conversion b 

[%] 

Additional 

changes 

1 0.6 0.3 (30) 90 min - 5 - 

2 1 0.3 (30) 100 min - 18 - 

3 1 3 (300) 95 min - -ndc 

Acetone as 

ketone 

4 1 0.3 (30) 100 min 3.5 h 38 - 

5 0.3 0.3 (30) 30 min 20 h -ndc 

x 2 amount 

of Oxone 

6 0.3 0.3 (30) 30 min 24 h -ndc 

x 2 amount 

of TBAHS 

7 1 0.3 (30) - - 13 

H2O2 as 

oxidant 

8 0.2 3 (300) - - 27 

Potion wise 

addition 

9 1 1 (100) 100 min - 25 - 

Table 4.1. Different conditions that were used for the epoxidation reaction, with the purpose of 

improving yield and reaching a result comparable to the published one. 
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10 1 1 (100) 2 h - 35 - 

11 1 1 (100) 3.5 h - 79 - 

12 1 0.3 (30) 3 h - 50 - 

13 1 0.3 (30) 6 h - 72 - 

a trans-stilbene is always 1 equiv. b determined by 1H-NMR. c not determined. 

4.2.2. Virtual screening: ChemSpace library 

Once we had a working procedure in hand, we next set out to do a virtual screening on chiral 

ketones. As described in Chapter 2, the ZINC database was problematic, as ideally the compounds 

would be purchased as enantiopure or synthesizable. To address this issue, the virtual screen was 

done on the ChemSpace library of chiral cyclic ketones. Cyclic ketones were chosen since they 

have less possible conformations, and therefore more ordered TSs. The less options of different 

TSs there are, the better chances are for higher enantioselectivity (for this reason the reported 

catalysts are also cyclic). It became clear that the library size was considerably smaller when 

compared to the amine library, which left us with only 230 compounds to screen and filter. To 

increase the library size, we created a library of secondary cyclic alcohols that are next to a chiral 

center and used REACT2D to oxidise them into ketones (Scheme 4.6). While these ketones would 

not be directly accessible from commercial vendors, they would be synthesizable in a single step 

from commercial material. This new library of ketones was merged with the original cyclic ketone 

library, 631 ketones total, which was now ready for screening with VIRTUAL CHEMIST. The library 

was filtered to contain cyclic 4, 5, 6, and 7-membered chiral ketones.  
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The results of this screening showed very little diversity in the general scaffolds that were 

top ranked (Figure 4.5). The library had been filtered to contain 4, 5, 6, and 7-membered rings, 

because we wanted to have more variability in it. However, we did not have a lot of prior 

knowledge about the reactivity of ketones of different ring sizes, or if maybe even non-cyclic 

ketones could be considered. Learning from the Diels-Alder study, we decided to first try out 

simple ketones of various ring sizes, as well as non-cyclic ones, and test them for reactivity in this 

reaction. Once we had a better understanding of which ketones are reactive enough, a new library 

could be constructed. It is important to note that based on the proposed mechanism of the reaction, 

as well as some previous studies, it is known that more electron poor (i.e., more electrophilic) 

ketones perform better in this reaction. However, other structural influences on reactivity are less 

clear, and it was therefore worth studying.  

 

 

Scheme 4.6. General scheme for creating the virtual library of chiral cyclic ketones: cyclic 

ketones adjacent to a stereocenter, with ring sizes of 4-7 carbons (bottom) were filtered for, 

resulting in a very small library. Cyclic secondary alcohols (of inconsequential stereochemistry 

at the hydroxy carbon) adjacent to a stereocenter, with ring sizes of 4-7 carbons (top) were also 

selected in a separate library. These alcohols were then virtually oxidized into the corresponding 

ketones using REACT2D (these ketones are highlighted to differentiate them from the ketones 

derived directly from the ChemSpace library). The ketone libraries were merged into a single 

library that was used in the virtual screening. 
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4.2.3. Initial study of structure-activity relationship 

Some ketone structure probing studies have previously been reported.153, 165, 166 In the study 

done by Denmark et al.153 the general conclusions were that α-substitution on acyclic ketones 

significantly lowered reactivity. For cyclic ketones the reactivity was ring size dependent, with 

cyclohexanone being the most reactive (with 67% conversion, although less reactive than acetone 

in their studies which had 87% conversion). The increase of electrophilicity of the ketones 

(trifluoroacetone or hexafluoroacetone) decreased their reactivity significantly (2-29% 

conversion). The last observation is in contradiction to the observation made by Yang et al.,158 

which observed higher reactivity for trifluoromethylacetone. However, in 2002 Denmark et al. 

designed a new catalyst (Figure 4.3, 4.12) where fluorine was added as an electron withdrawing 

group in order to increase reactivity under different conditions.167 Denmark et. al. also probed the 

ring size’s influence on the reactivity of their ammonium salt catalysts (Figure 4.6a).153 The 

ammonium group was added to serve the phase transfer function, in addition to the epoxidation 

 

Figure 4.5. Top results of the ChemSpace virtual screening. All the highlighted ketones come 

from secondary alcohols that were oxidized into ketones with REACT2D. Under each molecule 

is the ChemSpace ID for the molecule the ketones are derived from, and the averaged %ee as 

predicted by ACE. 
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catalysis. The most reactive salt was the 6-membered ring 4.7. Yang et al. developed a different 

series of chiral ketones (Figure 4.6b). Ketone 4.11a was tested to examine the importance of the 

ester groups in 4.11. It was found that the ester groups were indeed necessary for good conversion 

(10 % conversion was observed for 4.11a). They rationalized this observation by comparing the 

electron withdrawing ability of an ester compared to the ether. The ester being a stronger electron 

withdrawing group, it activated the ketone better than the ether. Further work done by Shi et al.166 

will be discussed further below.  

While there appears to be a general trend, the results are likely also affected by the conditions 

used. Additionally, the experience of developing a procedure where the reaction works well with 

a known catalyst and with good reproducibility led us to conduct our own structure activity 

relationship of different ketones.  

The goal of this study is to learn about the reactivity of different ketones under the same 

conditions we optimized in the previous section (Scheme 4.7). To get a general sense of reactivity 

we chose to use the ketones in excess (10 equiv.), since it is obvious some ketones will not be very 

reactive. We were interested in knowing if some product was formed, or none. The initial plan 

was: (i) find general scaffolds that show some reactivity (albeit low initially). (ii) assemble a new 

library of chiral ketones and secondary alcohols (oxidised into ketones using REACT2D), based on 

 

Figure 4.6. Chiral ketones with different structures tested for their reactivity (a) by Denmark 

et al. (b) by Yang et al. 
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the findings from the previous steps. (iii) run a virtual screen for enantioselectivity on the library. 

(iv) select a few selected ketones from the results, synthesize/purchase them, and test them under 

the reaction conditions for both reactivity and selectivity. 

So far, four different simple ketones have been tested (Scheme 4.7). Cyclohexanone (4.18, 

93% conversion) shows significantly increased reactivity compared to the other ketones, with the 

least reactive ketone being the cyclopentanone (4.17, 0% conversion). The Baeyer-Villiger 

oxidation product was not observed in any of the reactions. Additionally, it is safe to assume that 

when a low conversion is observed (4.16 and 4.19), the product was obtained through epoxidation 

with the ketone and not a direct epoxidation through the Oxone, as for 4.17, under the same 

conditions, no product was observed.  

As an initial analysis of the reactivity difference between the different ketones, the ketone 

conformation and accessibility of the carbonyl carbon may make a difference on the initial 

nucleophilic attack by the Oxone (Scheme 4.2, 4.3b). 

Another difference can arise from the reactivity and stability of the dioxirane (Scheme 4.2, 

4.3a) that is formed (if it is formed). The dioxirane can react with more equivalents of Oxone 

which leads to reformation of the free ketone prior to reaction with the alkene (Scheme 4.2, 

 

Scheme 4.7. General procedure used to test different ketones’ reactivity. The ketones tested 

thus far are on the right. Under each ketone is the % conversion into product as measured by 
1H-NMR. 
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pathway (iv)). Less stable dioxiranes will decompose faster than they will react with the alkene, 

which will lead to lower yields. It has been previously observed, that for noncyclic ketones such 

as 4.16 the lower reactivity may result from steric hindrance. The flexibility of the ethyl groups on 

each side of the carbonyl may impede the initial formation of the dioxirane.153 

Interestingly, cyclopentanone (4.17) yielded no product at all. In previous work, Shi and co-

workers tested a 5-membered cyclic ketone, which resulted in very low conversion (Figure 4.7, 

4.20 and 4.21, 14 and 0% conversion, respectively). In their work, they did not provide a 

hypothesis as to the significant decrease in reactivity.166 Denmark et al. also had no conversion 

when using an electron-poor 5-membered ring ketone (Figure 4.7, 4.22), they concluded in their 

study that the dioxirane likely does not form. However, there is no hypothesis as to why this ketone 

would be less reactive.153 

Due to time constraints, as of now only the first goal (i) has been reached, simple ketones 

have been tested on the reaction conditions and the conversion measured. Baeyer-Villiger 

oxidation product has not been observed for any of the ketones tested. There are significant 

reactivity differences between the different cyclic ketones, though it is yet not entirely clear where 

the difference is coming from. 

 

Figure 4.7. 5-membered ring ketones tested by Shi et al. (4.20, 4.21) and Denmark et al. (4.22).  
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4.3. Conclusions and future work 

In this chapter a reliable procedure for running the Shi epoxidation in the lab was optimized, 

as well as initial work into different ketone structure reactivity. This chapter emphasizes again how 

little is known about different well-established reactions, and the need to further investigate the 

reactivity of potential catalysts. 

Unfortunately, we were unable to continue through all the planned steps. However, 

everything is now ready to proceed with a new virtual screening. Based on our results, the library 

should be limited to 6-membered rings, and REACT2D should be employed to increase its size. In 

the chapter we used REACT2D to increase the size by oxidizing secondary alcohols into ketones. 

More reactions may be considered in order to increase the size, such as the hydrolysis of acetals, 

alkene cleavage via ozonolysis, and others can be employed. 

This project presents a few challenges, different than the ones faced in the iminium study 

(Chapter 3). The reaction has many variables, and it is difficult to assess how the change of one 

would affect the outcome (such as the significant change in conversion when addition time was 

changed), including stereoselectivity. Additionally, as has been briefly mentioned in the 

introduction, each catalyst requires some optimization of the conditions, with the conditions used 

in this study being derived from Shi’s work. However, it is important to remember that the 

conditions are not universal, and we can only infer about reactivity here under those conditions. 

Interestingly, the use of VS would significantly reduce this burden. If the project yields a reactive 

enough ketone, optimization of the conditions for ideal reactivity should be done. Practically, since 

the reaction necessitates addition over 3.5 hours using a syringe pump, the throughput of the 

procedure also limits the number of reactions that can be tested.  
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In terms of virtual screening, the relatively small size of the initial library for chiral ketones 

is another obstacle that needs to be overcome. Since most currently available libraries (such as 

ZINC database and ChemSpace) are directed towards drug discovery, and ketones are not a 

common functional group in this field, the number of available molecules in them is limited. 

Discussions with Liverpool Chiro Chem have been initiated. 

This study highlights that VIRTUAL CHEMIST should include some more catalysts descriptors. 

While we found that pKa was key in the Diels Alder reaction (and a pKa predictor is being 

developed), the measure of reactivity (i.e., electron-poor in this case) would also be required and 

implementations and evaluation of reactivity descriptors have started. As a note, these descriptors 

must be fast enough (long DFT calculations are not an option) to maintain the throughput of the 

virtual screening procedures. 
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Chapters 1-4 describe the connection between computational chemistry and asymmetric 

catalysis. In Chapter 5 we joined the efforts of targeting SARS-CoV-2 using our group’s expertise 

in combining computational chemistry with drug discovery. Although the theme of the chapter is 

different, the approach remains parallel to the development of a new catalyst; published data is 

used to gain insight into structure-activity relationships, a compound is computationally designed, 

synthesized, and tested. Unlike the previous chapters, we did not conduct a virtual screen in this 

case due to the lack of information at the outset of this work on active compounds on PLpro, an 

enzyme that has been known to be difficult to target. For this reason, we chose here to use published 

data and proceed with rational design.  

 

 

 

 

The work on this chapter is based on work published in the preprint, the chapter details the work 

of SP and not the entire paper. 

Ying Huang, H.; Pinus, S.; Zhang, X. C.; Wang, G.; Rueda, A. M.; Souaibou, Y.; Huck, S.; Huot, 

M.; Vlaho, D.; Pottel, J.; Venegas, F.; Lu, Z.; Hennecker, C.; Stille, J.; Tjutrins, J.; Miron, C.; 

Labarre, A.; Plescia, J.; Burai-Patrascu, M.; Mittermaier, A.; Moitessier, N. Integration of 

Computational and Experimental Techniques for the Discovery of SARS-CoV-2 PLpro Covalent 

Inhibitors. ChemRxiv 2023. This content is a preprint and has not been peer reviewed. 

All the synthesis and design work described in this chapter was done by SP, except for the synthesis 

detailed in Scheme 5.5 which was carried out by YS, and the synthesis detailed in Scheme 5.9 

which was carried out by SH. The biological assays were done by YHH. 
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Chapter 5 

5.1. Introduction 

5.1.1. General information about the virus and pandemic 

SARS-CoV-2 is a single stranded positive RNA virus. It belongs to the same family 

(coronavirus) as other known coronaviruses, some of which are as mild as the common cold,168, 

169 however also includes SARS-CoV (which resulted in the 2001 epidemic), and MERS (2007).170 

SARS-CoV-2 is responsible to the COVID-19 pandemic that started in Wuhan, China towards the 

end of 2019. Since the beginning of the COVID-19 pandemic there have been over 760 million 

confirmed cases, and 6.8 million cumulative deaths, worldwide (in Canada 4.6 million confirmed 

cases and 51.6 thousand deaths).171 In addition to the severe health effects, the pandemic also 

caused serious economic slump. In Canada alone, the unemployment rate spiked from 5.7% in 

2019, to 9.5% in 2020, the highest it has been in almost 20 years. While the unemployment rate is 

encouragingly decreasing, the affect it had on individuals can take years to stabilize.172  

5.1.2. Infection and viral replication  

The viral replication of SARS-CoV-2 begins with the attachment and entry into the host cell 

membrane followed by the translation of viral proteins into a polyprotein. Proteolysis of this 

polyprotein chain is achieved via two proteases – PLpro (papain-like protease) and 3CLpro (3-

chymotrypsin-like protease). Following, the RNA will be replicated, and the transcription and 

translation of structural and accessory proteins will take place. The process concludes with the 

assembly, packaging, and release of SARS-CoV-2. Thus, inhibiting any of the stages of the viral 

replication would be a viable strategy to combat the disease.170, 173 
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5.1.3. Response to the pandemic 

As the pandemic progressed ample effort was placed into coming up with preventative 

measures, such as vaccines, which have been produced, tested, and put into use rapidly.174, 175 

Considerable effort has also been put into the development novel, and the utilization of 

existing drugs as anti-SARS-CoV-2 drugs.176, 177 The first anti-viral drug to be approved was 

remdesivir, approved to be repurposed for the treatment of Covid-19 patients in October 2020. 178 

Unfortunately, despite much faith in the treatment, clinical trials revealed mixed results, and in 

general, it seemed to not have a significant effect on hospitalized patients as evidenced by 

ventilation initiation and overall mortality.179 

The quick response and the ability to fast track clinical trials and approval, led to the approval 

of three antiviral drugs (Figure 5.1). Paxlovid (nirmatrevir and ritonavir) developed by Pfizer, is 

a covalent drug targeting 3CLpro.180, 181 Another drug that targets 3CLpro is Xocova (Ensitrelvir), 

developed by Shionogi, a non-covalent anti-viral.182 Molnupiravir has been developed by Merck 

and targets RNA-dependent RNA polymerase (RdRp).183 In early 2023 a study was published to 

show some resistance to Paxlovid in a few strains, including omicron and WA1, which 

demonstrates the need for continuous efforts for anti-viral drugs, as other resistant strains may 

appear in the future. This result also showcases the importance of having more than one target (i.e., 

targeting RdRp and PLpro, for instance).184 
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5.1.4. PLpro activity and published inhibitors  

PLpro is a cysteine protease, it is one of the nonstructural proteins (nsps) encoded in the viral 

RNA (nsp3). It is necessary for viral replication by cleaving the viral polypeptide between nsp1-

nsp2, nsp2-nsp3, and nsp3-nsp4, and is doing so by recognizing the motif LXGG (Figure 5.2) that 

is found in between them. PLpro also carries two other proteolytic activities; removal of ubiquitin 

(Ub) protein and of ISG15 (interferon-induced gene 15) protein, which is also referred to as Ubl 

(ubiquitin like protein). By doing so (deubiquitination and deISGylation), PLpro also interferes 

with the immune response upon viral infection.185 

Figure 5.1. Antiviral drugs approved for use against COVID-19. On top- commercial name and 

manufacturer, in parentheses-what viral component targeted, below compounds- common 

name. 
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As shown in Figure 5.2a PLpro’s active site consists of a catalytic triad: cysteine, histidine, 

and aspartic acid. The catalytic triad’s role is in activation of the serine (making it more 

nucleophilic) by charge relay through hydrogen bonds and enabling its reaction with a substrate 

amide bond.186, 187 A comprehensive investigation done by Rut et al.185 on the selectivity of the 

active site revealed that PLpro has high specificity in the P2 position, and only glycine is accepted. 

Interestingly, the S3 pocket (P3 position interaction in the peptide) tolerates not only positively 

charged residues (such as Lys and Arg, Figure 5.2c), but also hydrophobic ones, thus displaying 

Figure 5.2. (a) Crystal structure of PLpro (PDB: 6WX4). Catalytic residues in the active sight 

are colored pale orange and shown as sticks, as well as a 2D illustration on the right box. (b) 

Cleavage points of PLpro with the conserved motif LXGG. Nsp: nonstructural protein, C-term: 

carboxylic terminus. (c) 2D illustration of the conserved motif. Cleavage point is marked with 

dashed line and scissors. 
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low specificity in this position. The S4 pocket (conserved Leu position) only tolerates hydrophobic 

residues. 

Based on these findings, Rut et al.185 designed a covalent tetra pseudopeptide inhibitor for 

PLpro, VIR251 (Figure 5.3). The pseudopeptide contains the glycine-like covalent group 

vinylmethyl ester (VME), which reacts with the nucleophilic cysteine at the β-position to form a 

covalent bond. They were able to crystallize the protein bound to the ligand, which shows PLpro’s 

narrow tunnel-like shape of the active site. A closer look at this structure revealed that the glycine-

VME (glycine-like) motif fits well into this tunnel, while also demonstrating why larger residues 

were not tolerated by the enzyme. VIR251 and the detailed study carried out by Rut et. al. provides 

an excellent starting point for the design of inhibitors. 

Based on the high sequence similarity between SARS-CoV and SARS-CoV-2 PLpro, Fu et 

al.188 tested GRL0617, which had originally been designed for SARS-CoV PLpro in 2008,189 on 

SARS-CoV-2 PLpro. GRL0617 (Figure 5.4.) is a non-covalent inhibitor of PLpro, which has been 

shown to inhibit PLpro’s deubiquitination as well as the deISGylating.188 GRL0617 has a 

promising IC50 of 2.1 µM, although further improvement is required to reach potency of interest 

for development into a therapeutic.190 

Figure 5.3. Covalent tetrapeptide ligand VIR251 (left). On the right, VIR251 (pink) co-

crystalized with PLpro (shown as grey surface, PDB: 6WX4). The structure is shown from two 

perspectives, to demonstrate the entrance to the tunnel where the active site it, as well as a side 

view.  
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As shown in Figure 5.4., GRL0617 interacts with the enzyme at binding sites S3 and S4 

(located at the entrance to the tunnel), which are wider. By doing that, the ligand blocks the 

entrance to the tunnel, hence blocking substrates from binding and accessing the active site. The 

positioning of GRL0617 and VIR251 in this area is very similar, and they both block the tunnel, 

while VIR251 also bonds near the catalytic site, forming a covalent bond with the catalytic 

cysteine. 

In contrast to 3CLpro,  PLpro has proven to be a challenging target due to the shallow binding 

points, as well as the narrow tunnel where the active site resides. As mentioned above, the active 

site tunnel only tolerating Gly-Gly (or Gly-like) residues presents a challenge for the design of an 

inhibitor that is to interact with the active site residues.191 As a result, the success rate for finding 

new lead inhibitors is fairly low, and therefore GRL0617 served as the lead for further work done 

by different groups.  

For example, Shen et al.192 used GRL0617 as the starting point, and investigated changing 

the different elements in the scaffold to increase interactions with the enzyme (Figure 5.5a). They 

designed the analogues with the aim of forming an interaction with Glu167 by adding a longer 

Figure 5.4. Non-covalent inhibitor GRL0617 (left) with IC50 value underneath. On the right: 

co-crystal structure of GRL0617 (pink) with SARS-CoV-2 PLpro (shown as a grey surface, 

PDB: 7JIR). The structure is shown from two different perspectives to demonstrate where the 

ligand interacts with the protein, as well as the entrance to the tunnel, where the active site is.  
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chain with a H-bond donor on the aniline, as well as forming more hydrophobic interactions in the 

BL2 groove (the groove formed behind the BL2 loop, labeled in Figure 5.5b), by switching the 

naphthalene with different biaryl analogues. They hypothesize that adding an interaction with 

Glu167, which normally forms an interaction with Arg72 of ubiquitin would increase binding 

affinity (Figure 5.5b).193 Their work led to the design of multiple inhibitors with improved 

inhibitory activity (IC50 of 0.113 µM for XR8-89 and 0.21 µM for XR8-83), compared to 

GRL0617. (Figure 5.5). The co-crystal of XR8-83 (Figure 5.5b) reveals the important 

interactions formed between the enzyme and the ligand. As hypothesized, the longer chain with a 

H-bond donor indeed forms an interaction with Glu167. 

A different approach, albeit also based on GRL0617 was taken by Sanders et al..194 They 

chose to design a covalent inhibitor, which contains an electrophile, and would interact with the 

catalytic cysteine (Figure 5.6a). As a linker that would fit through the narrow tunnel into the active 

site N,N’-acetylacetohydrazine, which mimics the Gly-Gly in the natural substrate. Of the different 

covalent warheads tested, the fumarate ester proved to be the best one, compound 7, with an IC50 

Figure 5.5. (a) The most active GRL0617 analogues synthesized by Shen et al. with IC
50

 values 

underneath. (b) Compound XR8-83 (pink) co-crystallized with PLpro (cyan, PDB: 7LLF). 

Residues that form interactions with the compound are shown in stick and labeled. 

b a 
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of 0.094 µM (after a 30-minute incubation). Cell assays on Vero E6 cells infected with SARS-

CoV-2 also provided promising results for the compound with EC50 of 1.1 µM and no cytotoxicity 

(CC50 > 30 µM). Interestingly, the analogue with NHAc para to the linker chain (compound 8) 

showed no significant cytoprotective effects, although having an IC50 of 0.230 µM, and appeared 

to be inactive in infected cells. Compound 7 was co-crystallized with PLpro (PDB:7LLF), the 

important interactions the compound forms with the enzyme (H-bonds, and covalent bond with 

Cys111) can be seen in Figure 5.6b.  

5.2. Results 

5.2.1. Design of a hybrid covalent inhibitor 

Inspired by the studies on VIR251 and GRL0617, we aimed to design a hybrid covalent 

inhibitor, in a strategy similar to that reported by Sanders et al.194 while our work was in progress. 

The compound would contain a chain that resembles the Gly-Gly motif with a covalent warhead 

(vinyl alkyl ester, like the VME in VIR251) and the GRL0617 scaffold. The crystal structure of 

GRL0617 shows the methyl group pointing towards the active site, and so it could be replaced by 

  

a b 

Figure 5.6. (a) Covalent analogues of GRL0617 synthesized by Sanders et al. with IC50 values 

under each compound. (b) Compound 7 (pink) co-crystallized with PLpro (cyan, PDB: 

8EUA). Residues that form interactions with the compound are shown in stick and labeled. 
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a longer linker that contains an electrophilic covalent warhead. The hybridinhibitor was designed 

to accommodate synthetic feasibility as well. 

The first compound (5.1) was designed to retain as much of the original compounds 

(GRL0617 and VIR251) as possible. The Gly-Gly motif was replaced with a 3-carbon chain 

connected to the covalent warhead via an amide bond. The group resembles glycine, it does not 

contain any substituents and is not bulky, which is necessary for it to reach the active site (Figure 

5.7c). 

The planned synthesis of 5.1 included synthesizing the covalent warhead and GRL0617 part 

separately, and then connecting them via a Michael addition of the phenol to an acrylic ester 

(Figure 5.7a). 

Before proceeding with the synthesis, we were interested in confirming the validity of the 

design and gaining insights into potential favourable interactions of our designed compound with 

PLpro. We therefore used the automated covalent docking software, FITTED, a docking program 

developed in our group.195-197 

Docking of 5.1 to PLpro (PDB: 6WX4) revealed possible interactions of the compound 

within the residues around the active site (Figure 5.7b); residues Tyr273, Gly163, Gly271, His272, 

and Trp106 have the potential to form H-bonds with ligand 5.1. Additionally, an overlay of 5.1 and 

VIR251 (Figure 5.7c, d) in the active site, shows similarities in how both ligands occupy the 

space. 
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5.2.2. Synthesis and change in original design. 

The first step in the synthesis was to prepare the GRL0617-like motif of the compound 

(Scheme 5.1a) via peptide coupling. To evaluate the impact of the substitution of the methyl carbon 

of GRL0617 for an oxygen atom, the methyl ether analogue was also synthesized (5.3). Initially, 

the plan for any functionalization of the hydroxy group (including the methylation) was to use a 

weak base, and thus selectively alkylate the oxygen over the amine (or amide) of 5.2. Multiple 

attempts to methylate the hydroxy group selectively, using methyl iodide or dimethyl sulfonate, 

resulted in a mixture of products, where the amide also got methylated (Scheme 5.1b). Although 

a free amine is more nucleophilic than a hydroxy group, we chose to use a weak base (Cs2CO3) to 

 

Figure 5.7. (a) Designed hybrid compound 5.1. Blue dashed lines represent planned synthesis for 

the compound, reaction classes are written in blue. (b) Docking pose of 5.1 (pink) in PLpro’s active 

site (teal), with potential interactions with residues (in stick, labeled). PDB: 6WX4. (c) Docked 

pose of 5.1 with PLpro shown as grey surface, indicating the ligand’s fir in the narrow active site. 

(d) Overlay of the original co-crystallized ligand (VIR251, blue) with the docked pose of 5.1, with 

PLpro as a grey surface, indicating similar space occupancy.  
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convert the latter into an alkoxide while leaving the amine unchanged. This chemoselective 

deprotonation would render the oxygen more nucleophilic than the amine, thus hopefully getting 

chemoselectivity for the methylation reaction. Unfortunately, the problem was not only the amine 

nitrogen, but also the amide, and we reasoned that a methylating agent might be too electrophilic. 

To prepare 5.3, we used methyl ether benzoic acid as starting material and through an amide 

coupling obtained 5.3 (Scheme 5.1a). Considering the added difficulty of working with the para-

amine group, due to both reactivity and stability (the starting material 5.2 oxidizes upon standing 

in room temperature over time), we decided to start with the nitro derivative of the starting material 

(5.4), with the objective to later reduce the nitro group into the amine. As we knew that the hydroxy 

group of this scaffold (5.4) would be considerably less reactive, we started by testing whether it 

could still be functionalized. A few test alkylation reactions on a simpler starting material (1-

hydroxy-4-nitrobenzene) unfortunately yielded no product (Scheme 5.1c, d). Methylation with 

methyl-iodide resulted in only starting materials, while alkylation with 3-bromopropionic acid 

resulted also in a mix of starting materials, some alkylated product (5.4a, minor) and elimination 

product (acrylic acid).  
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Scheme 5.1. (a) Synthesis of GRL0617 analogues; PyBOP, DIPEA, DCM, rt, 24h, GRL0617, 

(74%), 5.2, (51%), 5.3, (73%); EDCl, HOBt·H2O, DIPEA, DCM, rt, 24h, 5.4, (43%). (b) 

Methylation attempts of the hydroxy group on 5.2; i) (CH3)2SO4, Cs2CO3, DMF, rt, 24h. ii) 

CH3I, Cs2CO3, DMF, rt, 24h. Both conditions resulted in a mixture of methylation products. (c) 

Methylation attempt on the hydroxy group of the nitro derivative 5.4; CH3I, K2CO3, acetone, 

rt, 24h. Only starting material was observed by TLC. (d) Test alkylation on a simpler starting 

material, 4-nitrophenol; i) 3-bromopropanoic acid, KOH, H2O, reflux for 5.5h, then rt for 19h. 

ii) 3-bromopropanoic acid, DIPEA, THF, MW, 120ºC, 15 min. Both conditions resulted in a 

mixture of alkylated product as well as the elimination product, acrylic acid (almost 1:1). 
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At this point it was clear that the hydroxy is too unreactive in this scaffold (5.4) and we 

needed to consider a different alternative. We tried two routes in parallel (Scheme 5.2): (I) The 

reactivity of the starting material is flipped – instead of a hydroxy, the starting material would 

contain a halide that would later be reacted with a nucleophile in an SNAr reaction. (II) Revisiting 

the crystal structure of GRL0617 in PLpro, it appears that the aniline group does not make any 

specific interaction with the protein but is pointing away towards solvent (although it may interact 

with a network of water molecules in the binding site and orient the molecule in the relevant 

binding mode). Based on this observation, we hypothesized that the amine group could be replaced 

by another polar group (or a simple methyl group, as we tested with 5.11, which led us to consider 

5.10). Additionally, while 5.1 was originally designed to have the covalent warhead group linked 

to the GRL0617-based scaffold via an ether group, other linking options were investigated (e.g., 

amine, C-C, ester). Referring to the docking result in Figure 5.7b, the ether oxygen would not 

necessarily form important interactions, and so we felt confident that diverting from the original 

plan to increase synthetic feasibility was also an option. Throughout the synthesis many challenges 

arose which led us to try different SMs that could lead to a slightly different product than 5.1 (e.g., 

changing the number carbon atoms in the Gly-like link). However, the core idea remains the same 

– form a hybrid of the scaffold of GRL0617 with a covalent warhead linked with a Gly-like group, 

as in VIR251.  
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5.2.2.1.Route I. 

Intermediate 5.6 was first obtained by a HATU coupling reaction (Scheme 5.2a) then was 

subjected to SNAr reaction conditions (Scheme 5.3a): using glycine tert-butyl ester with Na2CO3 

in THF at reflux, as well as a microwave reaction with DIPEA in dioxane at 120ºC. Unfortunately, 

 

Scheme 5.2. Different routes for the synthesis of GRL0617 analogs. (a) Route I, amine group 

is kept or masked as nitro, reactivity is flipped, a halide is used instead of the hydroxy. i) HATU, 

DIPEA, acetonitrile, rt, 24h, 5.6, (71%), 5.7, (80%); PyBOP, DIPEA, acetonitrile, rt, 24h, 5.8, 

(91%). ii) Boc2O, ethanol, rt, 24h, 5.9, (48%). (b) Route II, amine group replaced by different 

substituents. i) HATU, DIPEA, acetonitrile or DCM rt, 24h, 5.10, (DCM, 54%), 5.11, 

(acetonitrile, 71%), 5.12, (acetonitrile, 48%), 5.13, (DCM, 87%). ii) acetyl chloride, Et3N, rt, 

DCM, 21h, 61%, 5.14. 
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neither condition produced the desired product. In an attempt to increase the reactivity, we decided 

to work with an aryl-bromide, which is known as a better substrate for the amination reactions we 

were planning on conducting next.198 Thus the synthesis of compound 5.7 was achieved through a 

HATU amide coupling reaction (Scheme 5.2a). The simplified substrate 1-bromo-4-nitrobenzene 

(Scheme 5.3b) was used as a model system to test different reaction conditions. 

Two different Ullmann amination conditions were tested: (Scheme 5.3b, i)) using glycine, 

CuI, and K2CO3 in DMF at 90ºC. (Scheme 5.3b, ii)) using glycine tert-butyl ester, L-proline as a 

ligand, CuI, and K2CO3 in DMF at 90ºC.199, 200 Unfortunately, only starting material was recovered 

in both reactions with this model compound. The conditions were therefore not applied to 

intermediate 5.7. A Buchwald-Hartwig amination was next attempted. Unfortunately, using 

glycine tert-butyl ester with Pd2(dba)3, BINAP, and Cs2CO3 in THF under reflux for 24h did not 

produce the desired product (Scheme 5.3b, iii)). A second Buchwald-Hartwig amination with the 

same reagents on small scale (Scheme 5.3b, iv)), in toluene and at 100ºC for 24h was more 

promising as indicated by a new spot on TLC. These same reaction conditions were applied to 5.7 

(Scheme 5.3c. i)) which provided the desired product (5.15), albeit with low yield (13%), even 

after scale-up. 
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At this stage, we went back to the blackboard and further revised our original design 

considering these synthetic challenges. Another avenue we explored was using a Boc-protected 

aniline instead of the nitro derivatives (5.9). The advantage of this route is that the Boc protecting 

group could be removed from the aniline in the same step as the tert-butyl group of the glycine. 

Intermediate 5.9 was synthesized from aryl bromide 5.8 (Scheme 5.2a) which was protected with 

a Boc group.201 The Boc protected SM (5.9) was then subjected to the same Buchwald-Hartwig 

amination conditions. Disappointingly, no product was obtained, and only starting materials were 

recovered. While various coupling conditions can be tested to optimize the reaction’s yield (e.g., 

ligand, solvent, temperature, etc.), we decided instead to explore a different synthetic plan as we 

believed it was more promising. This is described below.  

Exhaustive literature search into amination reactions revealed evidence about a few 

drawbacks in our current plan: first, it appeared that specifically glycine and glycine esters were 

poor substrates for the Buchwald-Hartwig amination, most likely due to the products’ tendency to 

oxidize to α-keto imine, a π-system that can coordinate the metal and hamper the reaction (Scheme 

5.4).202, 203 In addition, the coupled glycine product is also sensitive to oxidation into the 1,2-diketo 

derivatives, which can further decompose in the presence of oxygen and an organic solvent.202-204 

This issue persists for the Ullmann amination as well since the product will be the same, and α-

keto imines have been previously used as ligands in copper-catalyzed reactions, which suggests 

they can easily form in situ under reaction conditions.203 It became clear that even if we obtained 

Scheme 5.3. (a) i) Na2CO3, THF, reflux, 24h. ii) DIPEA, dioxane, MW, 120ºC, 1h, 5.15. (b) i) 

CuI, K2CO3, DMF, 90ºC, 48h, 5.7a. ii) CuI, L-proline K2CO3, DMF, 90ºC, 48h, 5.7b. iii) 

Pd2(dba)3, BINAP, Cs2CO3, THF, reflux, 24h, 5.7b. iv) Pd2(dba)3, BINAP, Cs2CO3, toluene, 

100ºC, 24h, 5.7b. v) Pd(PPh3)4, K2CO3, DMF, 80ºC, 20h, 27%, 5.7c. (c) i) Pd2(dba)3, BINAP, 

Cs2CO3, toluene, 100ºC, 24h, 23%, 5.15. ii) Pd(PPh3)4, K2CO3, DMF, 80ºC, 20h, 5.16. (d) i) 

Pd2(dba)3, BINAP, KOtBu, toluene, 100ºC, 48h, 5.17. 
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the coupled product, once we expose the para-aniline group (either by deprotection or by 

reduction), the 1,4-phenylenediamine derivative produced is very likely to be oxygen sensitive and 

decompose similarly to 5.2.205 

With this information, we decided to make a final attempt in this route by coupling an alkyl 

group via the Suzuki-Miyaura cross coupling reaction. A test reaction of the boronic ester with 1-

bromo-4-nitrobenzene under common conditions of Pd(PPh3)4 and K3PO4 in anhydrous DMF led 

to the expected product in 27% yield.206 Unfortunately, when the same conditions were applied to 

5.7 no product was obtained, and only a mix of side products was recovered. The poor reactivity 

of the substrate bearing the ortho amide group compared to the simplified substrate used when 

testing seemed to be a recurring issue. Unfortunately, the issue could be the result of multiple 

parameters. It is well known that cross coupling reactions often need to be tweaked for a specific 

substrate. Since the reaction has many variables and optimization can be a long process, we 

decided to prioritize route II and potentially return to this one in the future.  

 

Scheme 5.4. (a) Potential oxidation products of the amination product when t-butyl glycinate 

is used. (b) Potential metal coordination of α-keto imine to a metal center. 
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5.2.2.2.Route II. 

This route was worked on in parallel to route I, and so some of the reactions that we carried 

out in route I, and later decided to not continue with, will also be described here. In this route, the 

5-NH2 substituent was replaced by other groups. In addition to conclusions drawn by analyzing 

the crystal structure of PLpro with GRL0617, work published by Ma et al.207 provided further 

evidence that the amine in GRL0617 analogues can be replaced by other groups, while 

maintaining activity (Figure 5.8). 

 The first scaffold, 5.10, was used in different alkylation reactions, under the assumption that 

the hydroxyl group is not as deactivated as in 5.4, but the amine group of 5.2 is not present and so 

would not interfere with the reaction. A simple acetylation reaction to give 5.14 worked well 

(Scheme 5.2b). However, all attempts to alkylate the hydroxy resulted in failure (Scheme 5.5). 

Initially, different alkyl bromides were used as electrophiles for an SN2 reaction with the hydroxy 

of 5.10. Using 3-bromopropionic acid (5.19) under different conditions resulted in recovery of 

starting material and some elimination product. Since the elimination product, acrylic acid, is a 

conjugated acid, we decided to try bromoacetate (to give product 5.18), which would be unable to 

eliminate, and 4-bromobutyric acid (to give product 5.20), which would not produce a conjugated 

elimination product. Unfortunately, both approaches turned out to also be unsuccessful, and only 

 

Figure 5.8. Example of GRL0617 analogues designed by Ma et al. with inhibitory activity 

against PLpro, despite the amine group being replaced by a hydroxy (Jun9-87-1) or replaced 

by a hydroxy and moved from the meta position to the alkyl amine to para (Jun9-72-2). 
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starting material was recovered (and some elimination product in the case of 4-bromobutyric acid). 

We hypothesized that the presence of the free carboxylic acid could be an issue, as it is more acidic 

than the hydroxy, so excess base is needed. The negatively charged carboxylate might then be less 

reactive, and in the case of 4-bromobutyric acid could also lead to cyclization forming γ-

butyrolactone. The alcohol version of these groups was then considered (to form 5.23, 5.24). 

Although the conversion was low, the product was obtained using a weak base (K2CO3), so 

selective deprotonation of the phenol was achieved. The next step was to oxidize the primary 

alcohol, so that the resulting carboxylic acid (5.25) could be used in a coupling with the covalent 

warhead (5.30). The oxidation reaction was unfortunately unsuccessful. In parallel, formation of 

an ester, instead of an ether, was also investigated (to form 5.21, 5.22). While no products were 

observed with succinic acid, using the mono-tert-butyl succinate provided some coupled product, 

although in low yield (10%). The ester analogue was not pursued further since the phenol, being a 

good leaving group, could cause the molecule to have undesired reactivity in this position. The 

ether scaffold was also not further pursued, as the hydroxy group proved to be unreactive. We also 

hypothesized that the elimination product recovered in some of the SN2 reactions could have been 

formed after the nucleophilic substitution took place, since the phenol is a good leaving group. For 

these reasons, we decided to investigate other scaffolds, and consider a similar approach as in route 

I, where the reactivity between the coupling partners is switched. 



Chapter 5 

171 

 

Thus, aryl chloride 5.11 was reacted under SNAr conditions with methyl 3-

hydroxypropanoate as the nucleophile NaOMe or DBU as base and (Scheme 5.6) to form 5.26. 

Unfortunately, only starting materials were recovered. At this stage, we switched to an amine 

nucleophile and worked initially with glycine tert-butyl ester (also for SNAr reaction, Scheme 5.6, 

to form 5.27). Both attempts were carried out in a microwave reactor. Using DIPEA in ethanol at 

120ºC or DBU in iso-propanol at 150 ºC, both resulted in unreacted starting material.  

 

Scheme 5.5. i) 5.18: NaH, DMF, rt, 24h; 5.19: K2CO3, DMF, 60ºC, 24h / NaI, acetone, rt, 5h / 

KOH, H2O-THF (4:1), 80ºC, 4h / K2CO3, DMF, MW, 120ºC, 2h; 5.20: K2CO3, 80ºC, DMF, 24h 

/ NaH, DMF, rt, 24h. ii) 5.21: DCC, DMAP, DMF, rt, 3h; 5.22: EDCl, DMAP, DMF, rt, 24h 

(10%). iii) 5.23: K2CO3, DMF, rt, 24h (32%); 5.24: K2CO3, DMF, rt, 24h (28%). iv) 5.25: 

TCCA, TEMPO, NaBr, acetone, rt, 24h.  
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With the previously observed problems with the aniline and the nitro group, we decided to 

investigate a substituent that would also make the final compound less synthetically challenging, 

while more drug-like. 5.13 was chosen, as iodine is known to have better reactivity in many cross-

coupling reactions, as the C-I bond is weaker than other aryl halide bonds.198, 208  Trifluoromethyl 

was chosen as the para-substituent, as it is a well-established group in medicinal chemistry and an 

electron withdrawing group facilitating the reaction.209 

We decided to revisit the Ullmann amination, using aryl iodide and β-alanine methyl ester 

instead of glycine (Scheme 5.7a). The procedure used is based on the work published by Ma et 

al.208 in which β-amino acid esters are used as both the ligand and the coupling partner. A small 

amount of water was added to the reaction to allow the hydrolysis of the ester in this one-pot 

reaction. The assumption is that the ester is first hydrolyzed, and the free amino carboxylate 

proceeds to react.208 However, when running the reaction, a mixture of hydrolyzed and 

unhydrolyzed coupled products were obtained, and an additional hydrolysis step with NaOH was 

needed. While the reaction did not proceed exactly as intended, this was the first time a coupled 

 

Scheme 5.6. i) 5.26: NaOMe (25 w% in methanol), dioxane, MW, 150 ºC, 30 min, then 

additional 1.05 equiv. of methyl-3-hydroxypropanoate and 1.5 equiv. of NaOMe were added, 

170 ºC for 60 more min; DBU, dioxane, MW, 150 ºC, 30 min. ii) 5.27: DIPEA, ethanol, MW, 

120 ºC, 90 min.; DBU, isopropanol, MW, 150 ºC, 90 min. 
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product was observed in reasonable amount. Since the ester is expected to be hydrolyzed, we 

decided to attempt the reaction under similar conditions with the free acid, without adding water 

and at a slightly lower temperature. Surprisingly, after 48h the reaction was not complete, and the 

major product was a side product (not characterized). The reaction was run again under modified 

conditions (Scheme 5.7b):210 the base was switched to Cs2CO3 that should be more soluble in 

DMF and should reduce the issue of residue collecting above the solvent line, the reaction flask 

was purged, and the liquid mixture was degassed with argon. Running the reaction at 105ºC under 

argon atmosphere resulted in the reaction being complete within 3h. Although the side product was 

still formed, the ratio was in favor of the desired product. Gratifyingly, the coupled, free acid was 

separated and isolated by FCC to finally give the coupled product 5.28. 

With the left portion of the final molecule in hand, we turned our attention to the other half. 

The covalent warhead was synthesized using published conditions for the Horner-Woodward-

Emmons (HWE) reaction using N-Boc-2-aminoacetaldehyde, to form the Boc-protected product 

5.29.211 Next, Boc-deprotection was accomplished with TFA to provide the free amine salt in 

 

Scheme 5.7. (a) i) CuI, K2CO3, DMF-H2O (14:1), 100°C, 20 h, ii) NaOH (1.6 M aq.), methanol, 

rt, 1 h, 36% (5.28) (b) CuI, Cs2CO3, DMF, 100°C, 3 h, 50% (5.28). 
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quantitative yield (Scheme 5.8a). The two pieces of the target compound (5.28 and 5.30) were 

finally ready to be coupled to form the final product. This was achieved using PyBOP coupling, 

and after flash column chromatography. the final compound, 5.1a, in 37% yield (Scheme 5.8b). 

Once the chemistry was established and the synthesis of 5.1a was completed, an 

undergraduate research assistant (Solène Huck) was able to synthesize analogues of the compound 

(Scheme 5.9). 

The analogue with no para substituent on the benzene ring (5.35) was synthesized as a 

comparison to compound 7 (Figure 5.6), and to learn about the influence different substituents 

have on the compounds’ activity. 

Compound 5.36 was initially synthesized with the hope to later reduce the nitro to the amine, 

as the amine is present in GRL0617. However, all reduction attempts led to decomposition or 

recovery of starting material, as the resulting 1,4-phenylenediamine derivative would likely be 

sensitive to oxidation (as was compound 5.2). The nitro was therefore kept as it is. 

 

Scheme 5.8. (a) i) NaH, THF, 0°C to rt, 3.5 h, 60% (5.29); ii) TFA, DCM, 0°C, 2 h, quantitative 

yield (5.30). (b) DIPEA, PyBOP, DCM, 0°C to rt, 18 h, 37% (5.1a). 
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5.2.3. Biological activity evaluation 

The compounds that were synthesized were assessed by Ho Ying Huang as PLpro inhibitors 

using a peptide (Z-RLRGG-AMC) as a fluorescent substrate (Table 5.1). 

 

Compound 

(50 μM) 
Structure 

Peptide 

(50 μM, % inhibition) 

GRL0617 

 

60% 

5.2 

 

< 5% 

Table 5.1. Biological activity evaluation of compounds synthesized against PLpro. 

 

Scheme 5.9. Synthesis of 5.1a analogues: i) HATU, DIPEA, acetonitrile, rt, 24 h, 40% (5.31), 

78% (5.32). ii) CuI, Cs2CO3, DMF, 100 °C, 3 h, 58% (5.33), 52% (5.34). iii) DIPEA, PyBOP, 

DCM, 0 °C to rt, 18 h, 11% (5.35), 58% (5.36). 
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5.4 

 

< 5% 

5.6 

 

12 ± 1 

5.7 

 

< 5% 

5.8 

 

60 ± 3 

5.11 

 

15 ± 3 

5.12 

 

< 5% 

5.13 

 

< 5% 

5.14 

 

12 ± 0 

5.29  < 5% 

5.1a 

 

80 ± 2 

5.35 

 

27 ± 6 
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5.36 

 

37 ± 1 

When the methyl group of GRL0617 was replaced by a hydroxy group (5.2) the activity was 

completely lost, however, when a bromine was used (5.8), 60% inhibition was measured. Although 

we do not know the exact reason as to this significant difference in reactivity, a few hypotheses 

can explain it: compound 5.2 is easily oxidizable, as we have observed the solution turns black 

over time at room temperature, which means that the concentration of 5.2 in solution over time 

was lower than expected. 

Unlike the bromine and methyl, the hydroxy may participate better in electron donation into 

the aryl ring, which changed the electronic properties and may influence the conformation. 

Additionally, the hydroxy also makes the molecule more water soluble, therefore less likely to 

bind. Interestingly, all the non-covalent GRL0617 analogues lost activity when the amine was 

replaced with another group, even though the role of the amine for activity is unclear from the 

crystal structure. Gratifyingly, despite the lack of activity of the GRL0617 non-covalent analogue 

5.12, the hybrid compound 5.1a with the covalent warhead displayed 80% inhibition. 

Unfortunately, the analogues of 5.1a lost activity when the trifluoromethyl group was replaced by 

either a hydrogen (5.35) or a nitro (5.36), displaying 27 and 37% inhibition, respectively. The dose 

response curve of 5.1a was consequently measured (Figure 5.9), and the IC50 was measured to be 

13.3 ± 9 μM, similar to that of GRL0617 (5.8 ± 1 μM).  
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We were satisfied that the synthetic efforts led to an active compound, which is expected to 

be tested in cell assays. Based on the in vitro and cell assay results, more analogues may be 

synthesized and tested, potentially probing the role of the para substituent’s inhibitory activity. 

5.3. Conclusions and Future work 

In this chapter a hybrid covalent inhibitor for SARS-CoV-2’s PLpro was designed and 

synthesized. Although the original design had to be revisited and adapted as synthetic challenges 

arose, the original designed scaffold was achieved. The project began during the pandemic, as our 

group was working on targeting both 3CLpro and PLpro. As more literature was published, it 

became clear that targeting PLpro was more challenging than anticipated, as the active site is 

located within a narrow tunnel. As there were very few publications with potent compounds, it was 

a challenge to find a starting point for the design of a new potential inhibitor. The idea of combining 

the GRL0617 scaffold with a covalent linker, similar to VIR251, was very appealing. 

As the synthesis presented more challenges than we had anticipated, it took major efforts to 

make it to the last step and have the first hybrid molecule in hand. During this time, a few 

Figure 5.9. Dose response curves for 5.1a (left) and GRL0617 (right) against PLpro, with Z-

RLRGG-AMC as substrate. 
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publications came out that were also using GRL0617 as a starting point, and different non-covalent 

analogues were made (as shown in the introduction). Recently, another group worked with a 

similar idea to ours and published a successful covalent inhibitor, Compound 7. This demonstrates 

the narrow starting point as well as the challenges in targeting PLpro. 

Now that we have established a synthetic strategy, and two analogues were already 

synthesized and tested, further small changes to the scaffold may be made and tested for reactivity 

in a structure-activity relationship study. The NO2 analogue was made (5.36), and the plan was to 

reduce it to the corresponding amine, with the aim of learning how the change in this group affects 

activity. Unfortunately, though not surprisingly, any attempt to reduce the nitro resulted in only 

what was likely decomposition of the unstable product. The analogue where the group was entirely 

removed (replaced by -H, 5.35) was made in order to have a comparison to compound 7 and any 

future analogue with different groups. For example, changes to the naphthalene side of the 

molecule can be carried out, and inspiration can be drawn from the work done on XR8-89. The 

“easiest” part of the molecule to introduce variance is the position of the -CF3 group on the 

benzene ring. This is because different starting materials can be purchased (the same way 5.35 and 

5.36 were designed and synthesized) containing different groups that can be further manipulated. 

A closer look at the crystal structure of XR8-83 may give some ideas to future analogues. 

The molecule has an amine 3 atoms away from the benzene ring that forms a H-bond with Glu167 

(Figure 5.5).  

Potential analogues that may be synthesized and tested may incorporate a similar element, 

such as the ones shown in Figure 5.10. 
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A limitation of this plan is the relatively lower availability of aryl iodides, which is necessary 

for the Ullmann coupling step, when compared to aryl bromides or chlorides, although it is not 

impossible to add steps to the synthesis and access further analogues.  

 

Figure 5.10. Compound XR8-83 (left), and potential analogues of compound 5.1a (right). The 

region in the compounds inspired by XR8-83 is hilighted in blue in XR8-83. The region 

changed in the anaogues compared to 5.1a is highlighted in purple. 
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Chapter 6 – Conclusions and Future Work 

Asymmetric catalysis is an indispensable field in organic chemistry, providing an efficient 

route for the synthesis of chiral molecules with high enantioselectivities. The traditional way by 

which asymmetric catalysts are developed and optimized is unfortunately time consuming, 

expensive, and tedious. Advances in computational chemistry have enabled its integration into the 

field of medicinal chemistry and drug discovery, with docking and pharmacophore software used 

to screen potential ligands in silico, thus allowing only selected few to be synthesized. Similarly, 

the integration of computational methods for the prediction of enantioselectivity for the purpose 

of asymmetric catalysts design and optimization is becoming more prevalent. However, it still 

requires constant validation and improvement, as the accuracy required for the prediction of 

enantioselectivity is considerably higher than that required for ligand docking (~1 kcal/mol vs. 

~5kcal/mol energy differences). Presently, no software exist that are available to be truly used by 

organic chemists, without prior computational chemistry knowledge, and very few such software 

are being developed. As a result, these are still seldomly applied by organic chemists, as the 

paradigm shift for the incorporation of such tools requires trusted validation and confidence by the 

chemists as well as user-friendliness. 

In this thesis, we aimed to demonstrate the application of such software by an organic 

chemist, as well as to highlight the current challenges in the field (most importantly, the lack of a 

suitable library of chiral molecules for virtual screening, that is designed for the purpose of 

asymmetric catalysis rather than medicinal chemistry). During our work, we encountered 

unexpected challenges that led us to reassess what information and software development are still 

needed. We are optimistic that with further work demonstrating the usefulness and useability by 
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an organic chemist, the field will adopt computational methods more frequently, which in turn will 

also provide feedback to the computational chemists working on software development, as to 

points of improvement. 

In Chapter 1, we provide an overview of existing computational methods for the predictions 

of enantioselectivity, their application, and their transferability to new reactions and/or catalysts. 

The information is provided from my perspective, as an organic chemist, with input from 

computational chemists. The goal is to demonstrate current applications of the methods to organic 

chemistry reactions, and to make the methods and terminology accessible and clear to organic 

chemists with no background in computational methods. We hope the review will inspire organic 

chemists to further incorporate predictive computational methods into their research. 

In Chapter 2 we sought to validate the accuracy of the VIRTUAL CHEMIST platform that has 

been developed in our group. We were also interested in the useability of the software by an organic 

chemist. Having a constant feedback loop between the computational chemists (developers) and 

organic chemists (users) enabled us to solve some issues in real time, while also taking note of 

aspects that required further attention. The initial hurdle we came across was the lack of a suitable 

library of chiral, enantiopure compounds that are either commercially available or synthesizable. 

The initial screen was done using the ZINC database, which is directed more towards medicinal 

chemistry. A collaboration with ChemSpace gave us access to chiral libraries that are commercially 

available. However, since these libraries are also aimed towards medicinal chemistry, we ran into 

problems of diversity (many compounds exist as a repetitive scaffold with different substituents), 

library size for some compounds that are less common in medicinal chemistry (chiral ketones), 

and price of the compounds that are sold in amounts for biological assays, and not amounts that 

would allow us to conduct multiple experiments, unfortunately. There is still a need for a publicly 
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available repository of chiral, enantiopure compounds that can be used for such endeavors. This is 

especially significant now. As software for virtually screening asymmetric catalysts/ligands 

become more powerful, they may become an inseparable part of asymmetric catalysts development 

and optimization projects. Another major impediment to this project was the lack of knowledge 

about the reactivity of potential catalysts. This issue came to light when we conducted the first 

virtual screening and were looking through the results for compounds that were synthesizable, and 

later discovered they were not active at all in catalyzing the Diels-Alder reaction. Later, when the 

ChemSpace library was used, we encountered diversity issues, and when looking to increase the 

library size we wanted to be sure only to include reactive amines. As a result of this hurdle, Dr. 

Mihai Burai-Patrascu from our group worked on incorporating a QM tool (QUEMIST) to the 

VIRTUAL CHEMIST suite, where different reactivity measures can be computed. Reactivity 

measures such as electron affinity and nucleophilicity can be computed and used for filtering 

compounds. However, an issue remained that we could not be certain of what exactly influences 

the reactivity of the amines in the Diels-Alder cycloaddition. Initially, we assumed it was related 

to poor nucleophilicity, then perhaps a combination of nucleophilicity and electron affinity, and 

eventually we concluded the issue is more complicated than perhaps it initially seemed, and we 

needed a deeper understanding of reactivity in this reaction. While some work has been published 

regarding the nuances that influence the reaction, some details of mechanistic intricacies were still 

missing. From there we decided to address this specific issue and learn about the reactivity of 

different molecules, in this case secondary amines. 

This need for a better understanding of the reactivity observed in Chapter 2 led us to the 

mechanistic study of iminium catalyzed Diels-Alder cycloaddition in Chapter 3. In this chapter, 

we investigated different secondary amines as their hydrochloric acid salts and evaluated their 
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reactivity and rate in the formation of the iminium, as well as the reactivity and rate of the full 

cyclization reaction for a sample of the amines. We learned that pyrrolidine-based amines with 

electron withdrawing substituents (rendering the amine salt more acidic) form the iminium faster 

and catalyze the cycloaddition reaction faster. 

While most piperidine-based amines were essentially completely unreactive in the formation 

of the iminium, we observed that for some (such as piperidine) the iminium formation is a 

kinetically slow process, which can take over 48 hours to reach equilibrium (compared to < 1h for 

the more reactive amines). This observation was in fact also the case for pyrrolidine, and it seems 

that the more electron rich pyrrolidines are most likely hindered by a very slow kinetic process. 

Based on the observation from product formation, we concluded that the cycloaddition is most 

likely the rate determining step, as about 10% iminium needs to form before the cycloaddition 

takes place at a reasonable rate. 

Nonetheless, iminium formation rate also has an impact on the total rate of the reaction, albeit 

less so than the cycloaddition, as demonstrated by reaction progression simulation. In addition to 

the experimental studies, we also investigated the mechanistic details computationally. This turned 

out to be considerably more complicated than we had originally anticipated, and the results may 

lead to further experimental investigations. 

One of the major challenges we encountered when working on the computational study was 

the iminium formation in a protic solution. It appeared computations suggested that the proton 

transfer from the amine to the oxygen in the hemiaminal in an intramolecular process was 

energetically disfavoured. Explicit water/methanol was necessary to facilitate this step. This led us 

to add a few water molecules to the system, hoping that the proton transfer would occur 



Chapter 6 

185 

 

independently. Despite investigating three different pathways, the proton transfer had to be done 

manually, which complicated the investigations and forced us to focus on a single pathway. Since 

this part of the project will help us understand the intricacies of our experimental results, it is still 

ongoing, though not completed within this thesis. Depending on the progress of the computations 

and the computational study’s results, more experiments may need to be carried out to have the 

full picture of the process. 

The conclusions from this project can be exploited to derive a reactivity trend that will be 

used in future virtual screenings. This project holds significance since our observations can 

certainly apply to more reactions beyond the Diels-Alder cycloaddition: iminium activation in 

asymmetric organocatalysis is an indispensable method to add nucleophiles to unsaturated 

aldehydes and ketones. Another important impact of our work, and part of the constant feedback 

loop in our group, is the development of a pKa predictor, to be incorporated into VIRTUAL CHEMIST.  

Future work in this project is currently underway. The computational study is carried out 

and will reveal whether more experiments are needed. Once a 3D plot for the iminium formation 

is obtained, the same system for computing the mechanistic path may be used on other amines, 

such as pyrrolidine and triflouoromethyl pyrrolidine. Having the preferred pathway for iminium 

formation of each amine will enable the comparison between them and shed light on the reactivity 

differences. As mentioned above, a pKa predictor is being developed by our group, and once 

incorporated into VIRTUAL CHEMIST may be used as an indicator of the amine salt’s acidity. Ideally, 

we would be able to define the reactivity with one or two parameters that can be used to filter un-

/less reactive compounds. Once complete, a new virtual screening may take place, where not only 

the selectivity but also the reactivity of the amines will be computed as part of the screening and 

tested experimentally for selected amines. 
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An important factor when carrying out published reactions for the purpose of validation is 

the ability to reproduce published data. In Chapters 2 and 3 we had to make sure that we could 

reproduce the results of the Diels-Alder cycloaddition using proline methyl ester as the catalyst. 

Similarly, in Chapter 4 we were interested in using the Shi Epoxidation as another validation tool 

for the software (as described in Chapter 2) and encountered the problems to reproduce the 

published procedure. Since the reaction contains many variables, it took many attempts to find a 

procedure that worked for us and was reproducible. This revealed the need to have more detailed 

procedures reported, as some apparently insignificant technical details for the chemists developing 

a given reaction may turn out to be critical for reproducibility. This optimized procedure was used 

for the rest of the studies of this reaction. 

Another issue that has been mentioned in Chapter 2 was the lack of a suitable chiral library 

for the screening of chiral ketones. Since these scaffolds are less common in medicinal chemistry, 

when we were interested in doing a virtual screening, we came up with the solution of augmenting 

the library by also including chiral secondary alcohols that have been oxidized into ketones in 

silico using our software REACT2D. Although this should be a good solution for increasing library 

size in future screenings as well, the issue remained that the library lacked diversity. Similar to the 

conclusions that led to Chapter 3, here we also decided that we were missing experimental 

information about structure-activity relationship of different ketones, with the conditions used by 

Shi and by us. To know what general scaffolds to keep in our library (like the iminium 

investigation), we decided to test simple ketone scaffolds for the reactivity. The study here is of a 

different nature to that described in Chapter 3 since the reaction is carried out in a biphasic solution. 

With the oxidant and base added throughout the reaction’s time frame, it is not as simple to gather 

information by using NMR studies. Nonetheless, the studies carried out in chapter 4 revealed that 
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6-membered cyclic ketones are considerably more reactive than other ketones tested and should 

be the only ones included in the library. 

With optimized reaction conditions and a better understanding of reactivity, everything is in 

place for the next stage, a new virtual screening. Although this reaction can be viewed as more 

specific as the ketone is not used as a catalyst for other transformations, the asymmetric installation 

of epoxides, without the use of toxic metals, is nonetheless an important transformation, especially 

in medicinal chemistry and natural product synthesis.  

Future work in this chapter may include a new virtual screening, including only hexanone-

based scaffolds. As the issue remains, with not many chiral ketones being available, other reactions 

may be considered to increase the library size using REACT2D. Reactions such as ozonolysis of 

methylenecyclohexane derivatives and acetal hydrolysis can be used to incorporate more ketones 

in the library. Additionally, as a potential collaboration with Liverpool Chiral Chem is underway, 

their resources may be used to obtain a larger library size.  

Ultimately, virtual screenings for both the iminium catalyzed Diels-Alder cycloaddition and 

the chiral ketone catalyzed Shi epoxidation reactions will be done with the new knowledge and 

inputs. With this, not only can the useability of the VIRTUAL CHEMIST platform be reevaluated, as 

intended, but also our investigation as to reactivity can be tested. Commercially available and/or 

synthesizable chiral molecules can be tested for their selectivity and reactivity. 

Chapter 5 introduces a new topic, as the pandemic hit and we went into lockdown early 

2020, we decided to use our lab’s expertise in medicinal chemistry and join the efforts of targeting 

SARS-CoV-2. The chapter focuses on the design and synthesis of a potential PLpro inhibitor, the 

many synthetic challenges that we faced during this project, redesign of our target based on more 
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published information and synthetic feasibility, and finally the synthesis of a covalent inhibitor 

with encouraging inhibitory activity against PLpro.  

Future work on this project is still ongoing in our group. With an established synthetic route, 

the project is ready for the synthesis of additional analogues, with hopefully improved activity 

against PLpro. As of the writing of this thesis, projects targeting SARS-CoV-2, and specifically 

PLpro are still being targeted by our group. A summer intern was working on synthesizing 

analogues for the molecule described in Chapter 5, and a PhD student is working on other scaffolds 

targeting the enzyme as well. Future students may continue work on the scaffold described in this 

chapter, to further improve the potency. The compounds were also sent for cell assays to establish 

their inhibitory activity in live cells. Based on the results of the assays, more analogues can be 

designed using docking. The most promising ones may be synthesized and tested, hopefully 

showing inhibitory activity. This would potentially lead to a potent inhibitor for PLpro.
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Scheme S2.4. Established procedure for carrying out the Diels-Alder cycloaddition with a 

secondary amine salt and obtaining the enantioselectivity from the alcohol. 

 

Cyclopentadiene was distilled at 180°C from its dimer before using. 

Cinnamaldehyde was purified by silica gel chromatography (Hex: EA, 9:1) before using. 

Cinnamaldehyde (3.369 mmol) was added to a solution of (L)-Pro-OMe·HCl (0.3369 mmol) in 

MeOH/H2O 1M (95:5 v/v). The solution was stirred for 2 minutes before addition of the distilled 

diene (10.107 mmol). Reaction was monitored with TLC: toluene - iPrOH 1%, stained with 

KMnO4. Cinnamaldehyde Rf=0.31, reaction adduct Rf=0.55. The reaction stirred at room 

temperature for 24h. After 24h, the reaction mixture was diluted with Et2O and extracted from the 

aqueous layer. Organic layer was then washed successively with H2O and brine, dried with 

Na2SO4, filtered and concentrated. Hydrolysis of the dimethyl acetal (from the MeOH) was 

performed by stirring the crude product mixture in TFA: H2O: CHCl3 (1: 1: 2, 0.5ml: 0.5ml: 1ml) 

for 2h at room temperature, followed by neutralization with sat. aq. NaHCO3, addition of water, 

and extraction with Et2O. Crude was then dried with Na2SO4, filtered and concentrated. 

Purification of the Diels-Alder adduct from staring material was accomplished by silica gel 

chromatography (tol: iPrOH 1%). Reaction went with 82% conversion, and a d.r. of 2.5:1 Exo: 

endo.  
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In order to determine the enantioselectivity of the catalyst, 2.4 was further reduced to its derived 

alcohol (2.5) using NaBH4. 212 

Figure S2.5. Compounds used for virtual screening #3: (a) 10 different primary amine scaffolds. 

(b) 34 different aldehydes used with the primary amines to create a library of 340 chiral secondary 

amines, using REACT2D. 
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Figure S2.2. (a) Reaction scheme of chiral auxiliary asymmetric Diels-Alder cycloaddition. (b) 

Dienophiles. (c) Dienes. 
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Table S2.1: Observed %ee (endo adducts only), temperature, and reference from which the data 

was collected. 

Entry Auxiliary Dienophile Diene 
Temp. 
(oC) 

Observed d.e. (%) Ref. 

1 1 a 21 -100 86 (R) 213 

2 1 a 22 -100 66 (R) 213 

3 1 b 21 -100 90 (2R,3S) 213 

4 1 b 22 -100 68 (S,S) 213 

5 1 c 21 -22 86 (2S,3S) 213 

6 1 e 21 -22 50 (nd)b 213 

7 2 a 21 -100 90 (R) 213 

8 2 a 22 -100 90 (R) 213 

9 2 a 23 -100 >99 (R) 213 

10 2 b 21 -100 94 (S,S) 213 

11 2 b 22 -30 88 (S,S) 213 

12 2 b 23 -30 98 (S,S) 213 

13 3 a 21 -100 90 (S) 213 

14 3 b 21 -100 96 (2S, 3R) 213 

15 3 d 21 -78 64 (nd) 213 

16 4 b 22 -100 33 (S,S) 213 

17 5 b 22 -100 58 (S,S) 213 

18 6 a 22 -30 98 (S,S) 213 

19 6 b 21 -100 99 (2R,3S) 213 

19 6 b 22 -30 >98 (S,S) 213 

21 6 c 21 -100 >99 (S,S) 213 

22 7 a 22 -30 94 (S,S) 213 

24 7 b 21 -100 99 (2R,3S) 213 

23 7 b 22 -30 94 (S,S) 213 

25 7 c 21 -100 >99 (S,S) 213 

26a 8 a 21 -78 95 (S) 214 

27a 9 - 21 -78 97 (R,R)b 214 

28a 10 a 21 0 47 (R) 215 

29a 11 a 21 0 64 (R) 215 
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30 12 a 21 -78 96 (S) 216, 217 

32 12 b 21 -78 97 (2S,3R) 216, 217 

33 12 c 21 -22 98 (R,R) 216, 217 

34 13 a 21 -78 81 (R) 218 

35 13 b 21 -78 >99 (2R,3S) 218 

36 13 c 21 -22 >99 (S,S) 218 

37 14 a 21 -78 >95 (R) 218 

38 14 b 21 -78 >99 (2R,3S) 218 

39 15 a 21 -78 82 (S) 219 

40 15 b 21 -22 94 (2S,3R) 219 

41 16 a 21 -78 80 (R) 220 

42 16 b 21 -78 89 (2R,3S) 220 

43 17 a 21 -78 87 (S) 221 

44 17 c 21 -22 63 (2S,3R) 221 

45 18 a 21 -78 92 (S) 217 

46 18 b 21 -78 94 (2S,3R) 217 

47 18 c 21 -78 94 (R,R) 217 

48 19 a 21 -78 98 (R) 217 

49 19 b 21 -78 98 (S,S) 217 

50 19 c 21 -78 98 (2R,3S) 217 

51 20 a 21 -78 89 (R) 222 

52 20 b 21 -78 96 (R) 222 

a Me2AlCl is used in place of Et2AlCl. b does not match with the template with CONSTRUCTS. 
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Figure S2.3. (a) Reaction scheme of Shi epoxidation reaction. (b) Chiral ketone catalysts (c) 

Alkenes. 
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Table S2.2. Experimental information and references from which the data was collected.  

Entry Catalyst Substrate Temperature (oC) Observed e.e. (%) Ref 

1 47 66 25 29 (R) 223 

2 47 67 25 56 (R,R) 223 

3 47 68 25 76 (R,R) 223 

4 47 69 25 69 (R,R) 223 

5 47 70 25 18 (1R,2S) 223 

6 47 71 25 73 (R,R) 223 

7 47 72 25 22 (R) 223 

8 47 73 25 83 (R) 223 

9 48 68 25 54 (R,R) 223 

10 49 68 25 86 (R,R) 223 

11 50 68 25 83 (R,R) 224, 225 

12 51 66 25 48 (R) 226 

13 51 68 25 93-95 (R,R) 224, 226 

14 51 69 25 82 (R,R) 226 

15 51 73 25 98 (R,R) 226 

16 51 75 25 3 (R,R) 226 

17 52 66 25 2 (S) 225 

18 52 68 25 64 (S,S) 225 

- 52 72 25 8 (S) 225 

19 53 67 25 70 (R,R) 227 

20 53 68 25 86 (R,R) 227 

21 54 67 25 22 (R,R) 227 

22 55 67 25 0 (R,R) 227 

23 56 67 0 88 (R,R) 228 

24 56 68 0 94 (R,R) 228 

25 56 69 0 59 (R,R) 228 

26 56 74 0 43 (R) 228 

27 57 66 25 19 (S) 229 

- 57 68 25 81 (S,S) 229 

28 57 72q 25 7 (S) 229 

29 58 77 -10 93 (2S,3R)a 230 
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30 59 76 -10 92 (2S,3R)a 230 

31 60 66 -10 15-24 (R) 231 

32 60 67 -10 88-95 (R,R) 231, 232 

33 60 68 0 95-98 (R,R) 231, 232 

34 60 69 - 91-98 (R,R) 231, 232 

35 60 70 - 12-32 (1S,R) 231 

36 60 71 - 92-95 (R,R) 231, 232 

37 60 72 - 20-28 (S) 231 

38 60 73 - 92-96 (R) 231, 232 

39 61 66 -10 15 (R) 233 

40 61 67 -10 87 (R,R) 233 

41 61 68 0 88 (R,R) 233 

42 62 66 -10 31 (R) 233 

43 62 67 -10 88 (R,R) 233 

44 62 68 0 89 (R,R) 233 

45 63 66 -10 24 (S) 233 

46 63 67 -10 77 (S,S) 233 

47 64 66 -10 14 (R) 233 

48 64 67 -10 46 (R,R) 233 

49 64 68 0 66 (R,R) 233 

50 65 67 -10 38 (R,R) 233 

51 65 68 0 72 (R,R) 233 

a Substrates containing 2 double bonds, CONSTRUCTS cannot differentiate double bonds by 

reactivity and will simply react the first one it finds. These substrates cannot be considered. 
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Figure S2.4. (a) Reaction scheme for the organocatalyzed Diels-Alder cycloaddition. (b) Chiral 

secondary amine catalysts used. (c) Dienophiles used. 

 

Table S2.3. Experimental information used and referenced. 

Entry Catalyst Substrate  Observed e.e. (%) Ref. 

1 1 20 exo 3-17 (2S) 234 

2 1 20 endo 0-9 (2R) 234 

3 2 20 exo 3-36 (2S) 234 

4 2 20 endo 0-36 (2R) 234 

5 3 18 exo 66-89 (2R) 234 

6 3 18 endo 57-83 (2R) 234 

7 3 19 exo 68-84 (2S) 234 

8 3 19 endo 58-60 (2S) 234 

9 3 20 exo 69-72 (2S) 234 

10 3 20 endo 45-58 (2R) 234 
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11 4 18 exo 90 (2R) 234 

12 4 18 endo 95 (2R) 234 

13 4 19 exo 89 (2S) 234 

14 4 19 endo 90 (2S) 234 

15 4 20 exo 85 (2S) 234 

16 4 20 endo 93 (2R) 234 

17 5 18 exo 86 (2R) 234, 235 

18 5 18 endo 90 (2R) 234, 235 

19 5 19 exo 93 (2S) 234, 235 

20 5 19 endo 93 (2S) 234, 235 

21 5 20 exo 79-86 (2S) 234, 235 

22 5 20 endo 90-96 (2R) 234, 235 

23 6 19 exo 88 (4S) 212 

24 6 19 endo 97 (4S) 212 

25 7 18 exo 11-22 (nd)a 236 

26 7 18 endo 10-24 (nd)a 236 

27 7 19 exo 37-57 (nd)a 236 

28 7 19 endo 36-66 (nd)a 236 

29 8 18 endo 83 (2S) 237 

30 8 19 exo 78 (2R) 237 

31 8 19 endo 93 (2R) 237 

32 8 20 exo 66 (2R) 237 

33 8 20 endo 90 (2R) 237 

34 9 19 exo 90 (2R) 238 

35 9 19 endo 82-88 (2R) 238 

36 9 20 exo 81 (2R) 238 

37 10 19 exo 48 (2R) 235 

38 11 19 exo 59 (2S) 235 

39 12 19 exo 57 (2R) 235 

40 13 19 exo 74 (2R) 235 

41 14 19 exo 9 (R) 239 

42 14 19 endo 15 (R) 239 

43 15 19 exo 38 (S) 239 

44 15 19 endo 27 (R) 239 
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45 16 19 exo 53 (R) 239 

46 16 19 endo 39 (R) 239 

47 17 18 exo 88 (S) 239 

48 17 19 exo 72-92 (R) 239 

49 17 19 endo 68-91 (R) 239 

a Absolute stereochemistry not assigned. 
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Figure S2.5. (a) Reaction scheme for the organocatalyzed aldol reaction. (b) chiral secondary 

amine catalysts used. (c) aldehydes used. 
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Table S2.4. Experimental information and references. 

Entry Catalyst Substrate Observed e.e. (%) Ref. 

1 1 37 59-73 (R) 240 

2 1 38 77 (R) 240 

3 2 37 76 (R) 241, 242 

4 2 38 96 (R) 241, 242 

5 2 40 77 (R) 241, 242 

     

6 3 37 86 (R) 241, 242 

7 3 38 94 (R) 241, 242 

8 3 40 88 (R) 241, 242 

9 4 37 73 (R) 241, 242 

10 5 37 78 (R) 241, 242 

11 6 37 62 (R) 241, 242 

12 7 37 95 (R) 243 

13 7 40 95 (R) 243 

14 8 37 81 (R) 243 

15 9 37 61-92 (R) 244 

16 10 37 44-87 (R) 244 

17 11 39 72-93 (R) 245 

18 12 37 84-94 (R) 245 

19 12 39 54-93 (R) 245 

20 12 40 81 (R) 245 

21 13 37 37 (R) 246 

22 14 37 45 (R) 246 

23 15 39 15 (R) 246 

24 16 39 27 (R) 247 

25 17 39 75 (R) 247 

26 18 37 22-35 (R) 247 

27 19 37 77-85 (R) 247 

28 20 37 46 (R) 248 

29 21 37 33 (R) 248 
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30 22 37 48 (R) 248 

31 23 37 52 (R) 248 

32 24 37 49 (R) 248 

33 25 37 44 (R) 248 

34 26 37 64 (R) 248 

35 27 37 69-93 (R) 248 

36 27 38 98 (R) 248 

37 27 40 84 (R) 248 

38 28 37 15 (R) 249 

39 29 37 72 (R) 249 

40 30 37 15 (R) 249 

41 31 37 87-99 (R) 249 

42 31 38 >99 (R) 249 

43 31 39 99 (R) 249 

44 32 37 17 (R) 249 

45 33 37 67 (R) 249 

46 34 37 96 (R) 250 

47 35 37 60 (R) 250 

48 36 37 95 (R) 250 

49 36 40 96 (R) 250 
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Figure S2.6. (a) Reaction scheme for the OsO4 catalyzed dihydroxylation. (b) Chiral ligands used. 

(c) alkenes used. 

 

Table S2.5. Experimental information and references. 

Entry Catalyst Substrate Observed e.e. (%) Ref. 

1 1a 1 97 (R) 251, 252 

2 1b 1 97 (S) 251, 252 

3 2a 1 80 (R) 251 

4 3a 1 99 (R) 251 

5 3b 1 97 (S) 251 

6 4a 1 98 (R) 251 

7 4b 1 96 (S) 251 
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8 5a 1 96 (R) 252, 253 

9 5b 1 93 (S) 252 

10 6a 1 80-92 (R) 252 

11 6b 1 79-85 (S) 252 

12 7a 1 87 (R) 254 

13 8a 1 60-74 (R) 255 254 

14 8b 1 54 (S) 255 

15 9a 1 78 (R) 254 

16 10 1 93 (R) 256 

17 11 1 21 (S) 257 

18 12a 1 89 (R) 258 

19 12b 1 85 (S) 258 

20 14 1 76 (R) 253 

21 1a 2 94 (R) 251 

22 1b 2 93 (S) 251 

23 2a 2 69 (R) 251 

24 3a 2 96 (R) 251 

25 3b 2 92 (S) 251 

26 4a 2 94 (R) 251 

27 4b 2 94 (S) 251 

28 5a 2 93 (R) 252 

29 6a 2 72 (R) 252 

30 8a 2 33 (R) 255 

31 12a 2 82 (R) 258 

32 1a 3 >99.5 (R,R) 259 

33 1b 3 >99.5 (S,S) 259 

34 5a 3 99 (R,R) 253 

35 7a 3 98 (R,R) 254 

36 8a 3 
85-88 (R,R) 

99 (R,R) 

255 
254 

37 8b 3 78 (S,S) 255 

38 9a 3 99 (R,R) 254 

39 10 3 99.5 (R,R) 256 

40 11 3 40 (S,S) 257 
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41 14 3 92 (R,R) 253 

42 8a 4 65 (R,R) 255 

43 8b 4 55 (S,S) 255 

44 10 4 97 (R,R) 256 

45 11 4 19 (S,S) 257 

46 12a 4 92 (R,R) 258 

47 1a 5 42 (1R,2S) 251, 260 

48 2a 5 35 (1R,2S) 251, 260 

51 3a 5 20 (1R,2S) 251 

50 4a 5 53 (1R,2S) 251 

51 11 5 12 (1S 2R) 257 

52 12a 5 63 (1R,2S) 258 

53 1a 6 64 - 

54 1b 6 66 - 

55 2a 6 92 - 

56 2b 6 87 - 

57 3a 6 59 - 

58 3b 6 65 - 

59 4a 6 67 - 

60 4b 6 73 - 

61 7a 6 79 (R) - 

62 8a 6 44 (R) - 

63 9a 6 79 (R) - 
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Figure S2.7. Chiral ligands used for the diethyl zinc addition to aldehydes. 
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Table S2.6. Experimental information and references. 

Entry Catalyst Substrate Observed e.e. (%) Ref. 

1 1 41a 90 (S) 261 

2 1 41c 78 (S) 261 

3 1 41d 88 (S) 261 

4 2 41a 97 (R) 262, 263 

5 2 41c 95 (R) 262, 263 

6 2 41d 88 (R) 262, 263 

7 3 41a 85 (R) 262, 263 

8 3 41d 78 (R) 262, 263 

9 4 41a 67 (R) 262 

10 5 41a 98 (S) 264 

11 5 41b 90 (S) 264 

12 5 41d 61 (S) 264 

13 6 41a 24 (R) 265 

14 7 41a 75 (S) 265 

15 8 41a 24 (S) 265 

16 9 41a 68 (R) 266 

17 10 41a 81.8 (S) 267 

18 11 41a 99 (S)a 268 

19 11 41c 99 (S)a 268 
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20 11 41d 80 (S)a 268 

21 12 41a 84 (S) 269 

22 13 41a 58 (R) 269 

23 14 41a 99 (R) 269 

24 15 41a 78 (R) 270 

25 16 41a 48 (R) 270 

26 17 41a 80 (S) 270 

27 18 41a 31 (R) 271 

28 19 41a 36.7 (S) 271 

29 20 41a 57.9 (R) 271 

30 21 41a 87.5 (R) 271 

31 22 41a 81 (R) 272 

32 22 41c 93 (R) 272 

33 23 41a 66 (S) 273 

34 23 41b 70 (S) 273 

35 24 41a 28 (R) 273 

36 25 41a 26 (R) 273 

37 26 41a 79 (R) 273 

38 26 41b 69 (R) 273 

39 27 41a 96.7 (R) 267 

40 28 41a 95.9 (R) 267 

41 29 41a 36.1 (R) 267 

42 30 41a 61 (R) 274 

43 31 41a 91 (R) 274 

44 32 41a 36 (R) 275 

45 33 41a 80 (S) 275 

46 34 41a 80 (S) 275 

47 35 41a 86 (R) 275 

48 36 41a 98 (S) 276 

49 36 41b 93 (S) 276 

50 36 41c 98 (S) 276 

51 36 41d 92 (S) 276 

52 37 41a 50 (S) 277 

53 38 41a 24 (S) 277 
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54 39 41a 97 (S) 277 

55 40 41a 29 (R) 277 
a This catalyst features an aziridine which does not match with the template used in Constructs. 
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Figure S2.8. Ruthenium ligands and substrates used in the hydrogenation reaction. 
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Table S2.7. Experimental information and references. 

Entry Catalyst Substrate Observed e.e. (%)a Ref. 

1 1 11 29 (S) 278 

2 2 11 30 (S) 278 

3 3 11 87 (R) 278 

4 4 11 86 (S) 278 

5 5 11 37 (R) 278 

6 6 11 74 (S) 278 

7 1 12 67 (S) 278 

8 2 12 78 (S) 278 

9 3 12 36 (R) 278 

10 4 12 94 (S) 278 

11 5 12 82 (R) 278 

12 6 12 60 (S) 278 

13 1 13 30 (S) 278 

14 2 13 17 (S) 278 

15 3 13 82 (R) 278 

16 4 13 96 (S) 278 

17 5 13 80 (R) 278 

18 6 13 88 (S) 278 

19 1 14 49 (S) 278 

20 2 14 55 (S) 278 

21 3 14 22 (R) 278 

22 4 14 95 (S) 278 

23 5 14 75 (R) 278 

24 6 14 53 (S) 278 

25 1 15 18 (S) 278 

26 2 15 8 (S) 278 

27 3 15 71 (R) 278 

28 4 15 65 (S) 278 

29 5 15 57 (R) 278 

30 6 15 81 (S) 278 

31 1 16 54 (S) 278 
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32 2 16 24 (S) 278 

33 3 16 24 (R) 278 

34 4 16 78 (S) 278 

35 5 16 72 (R) 278 

36 6 16 67 (S) 278 

37 1 17 56 (S) 278 

38 2 17 45 (S) 278 

39 3 17 79 (R) 278 

40 4 17 95 (S) 278 

41 5 17 82 (R) 278 

42 6 17 80 (S) 278 

43 7 17 98 (S)b 279 

44 1 18 49 (S) 278 

45 4 18 96 (S) 278,280 

46 5 18 95 (R) 278 

47 7 18 99 (S)b 279 

48 8 18 21 (R)b 281 

49 1 19 83 (S) 280 

50 3 19 95 +(R) 280 

51 4 19 95 (S) 280 

52 5 19 91 (R) 280 

53 7 19 99 (S)b 279 

54 8 19 15 (R)b 281 

55 4 20 55 (S) 278 

56 5 20 0 278 

57 9 20 96 (R) 282 

58 10 20 98.2 (R) 282 

59 9 21 96.2 (R) 282 

60 10 21 97.5 (R) 282 

61 9 22 85.1 (R) 282 

62 10 22 96.8 (R) 282 

63 9 23 96.8 (R) 282 

64 10 23 97.2 (R) 282 

65 9 24 99.0 (R) 282 
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66 10 24 98.6 (R) 282 

67 9 25 96.2 (R) 282 

68 10 25 98.6 (R) 282 

69 9 26 95.0 (R) 282 

70 10 26 98.4 (R) 282 

71 9 27 98.2 (R) 282 

72 10 27 98.6 (R) 282 

73 9 28 93.7 (R) 282 

74 10 28 98.0 (R) 282 
a Stereochemistry inverted when assigned by CONSTRUCTS. This results from the presence of 

Rhodium in the TS where the product will have a hydrogen. b These substrates do not match with 

the template used in CONSTRUCTS. 
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Figure S2.9. Substrates set used in the substrate scope study with (DHQD)2PHAL.a 

 

Table S2.8. Experimental information and references. 

Entry Substrate Observed e.e. (%) Ref. 

1 1 79 (R) 251 

2 2 84 (R) 251 

3 3 63 (S) 251 

4 4 64 (R) 251 

5 5 88 (R) 251 

6 6 97 (R) 251 

7 7 99 (R) 251 

8 8 78 (R) 251 

9 9 94 (R) 251 

10 10 97 (R,R) 251 

11 11b 98 (R) 251 

12 12 35 (1R,2S) 251 

13 13 15 (1R,2S) 251 

14 14 42 (1R,2S) 251 

15 15 64 (1S,2R) 251 

16 16 63 (S) 258 
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17 17 40 (S) 258 

18 18 63 (S) 258 

19 19 99 (2S,3R) 258 

20 20 94 (S,S) 258 

21 21 44 (R) 258 

22 22 99 (R,R) 259 

23 23 97 (2S, 2R) 259 

24 24 >99.5 (R,R) 259 

25 25 77 (S) 259 

26 26 91 (S) 259 
a (DHQD)2PHAL is catalyst 1a in Table D5. b the two double bonds cannot be distinguished by 

CONSTRUCTS. This substrate was discarded. 
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Supplementary information Chapter 3 

Time-dependent experiment for the formation of 3.1a and 3.1b in CD3OD with 3.1 

Methyl L-prolinate hydrochloride (3.1) (106.5 mg, 0.65mmol) dissolved in 0.3 µL of CD3OD was 

added to a solution of cinnamaldehyde (3.2) (82 µL, 0.65 mmol) in 0.35 µL of CD3OD. The time-

dependent experiment was conducted on a Varian VNMRS 500 MHz NMR spectrometer where 

ns = 8, SW = 16ppm, RG = 20 and temp = 25°C. The initial experiment was reported as t = 0.4 

min. The concentration vs time curve (Figure S3.1) was calibrated from the initial concentration 

(integral) of cinnamaldehyde (3.2) present in the reaction mixture during the time of the 

experiment (t = 0.4 min)  

When t = 0.4 min, Ʃ integrals [cinnamaldehyde (3.2) + acetal (3.7) + iminium (3.1a & 3.1b)] = 1 

Chemical shifts considered for integration [ppm]: cinnamaldehyde (3.2) 9.63-9.71, acetal (3.7) 

6.12-6.18, trans- and cis-iminium (3.1a & 3.1b) 8.86-9.01 & 9.02-9.14, amine (3.1) 3.82-3.84. 

Figure S3.1. Concentration vs time curve for the formation of 3.1a and 3.1b with 3.1 
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Time-dependent experiment for the formation of 3.1a and 3.1b in CD3OD: D2O (19:1) 3.1 

Methyl L-prolinate hydrochloride (3.1) (108 mg, 0.65mmol) dissolved in 0.3 µL of CD3OD: D2O 

(19:1) was added to a solution of cinnamaldehyde (3.2) (82 µL, 0.65 mmol) in 0.35 µL of CD3OD: 

D2O (19:1). The time-dependent experiment was conducted on a Varian VNMRS 500 MHz NMR 

spectrometer where ns = 8, SW = 16 ppm, RG = 20 and temp = 25°C. The initial experiment was 

reported as t = 0 min. The concentration vs time curve (Figure S3.2) was calibrated from the initial 

concentration (integral) of cinnamaldehyde (3.2) present in the reaction mixture during the time of 

the experiment (t = 0 min)  

When t = 0 min, Ʃ integrals [cinnamaldehyde (3.2) + acetal (3.7) + iminium (3.1a & 3.1b)] = 1 

Chemical shifts considered for integration [ppm]: cinnamaldehyde (3.2) 9.63-9.70, acetal (3.7) 

4.89-4.95, trans- and cis-iminium (3.1a & 3.1b) 8.87-9.15, amine (3.1) 3.83-3.85. 

Figure S3.2. Concentration vs time curve for the formation of 3.1a and 3.1b with 3.1. 
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Time-dependent experiment for the formation of 3.1a and 3.1b in CD3CN: D2O (19:1) with 

3.1. 

Methyl L-prolinate hydrochloride (3.1) (111.6 mg, 0.67mmol) dissolved in 0.3 µL of CD3CN: D2O 

(19:1) was added to a solution of cinnamaldehyde (3.2) (82 µL, 0.65 mmol) in 0.35 µL of CD3CN: 

D2O (19:1). The time-dependent experiment was conducted on a Varian VNMRS 500 MHz NMR 

spectrometer where ns = 8, SW = 16 ppm, RG = 16 and temp = 25°C. The initial experiment was 

reported as t = 0 min. The concentration vs time curve (Figure S3.3) was calibrated from the initial 

concentration (integral) of cinnamaldehyde (3.2) present in the reaction mixture during the time of 

the experiment (t = 0 min)  

When t = 0 min, Ʃ integrals [cinnamaldehyde (3.2) + acetal (3.7) + iminium (3.1a & 3.1b)] = 1 

Chemical shifts considered for integration [ppm]: cinnamaldehyde (3.2) 9.64-9.70, trans- and cis-

iminium (3.1a & 3.1b) 8.93-9.23, amine (3.1) 3.79-3.82. 

Figure S3.3. Concentration vs time curve for the formation of 3.1a and 3.1b with 3.1 in acetonitrile 

and water: 
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Time-dependent experiment for the formation of 3.5a and 3.5b in CD3OD: D2O (19:1) with 

MacMillan’s catalyst 3.5. 

MacMillan’s catalyst (3.5, 165.5 mg, 0.65mmol) dissolved in 0.3 µL of CD3OD: D2O (19:1) was 

added to a solution of cinnamaldehyde (3.2) (82 µL, 0.65 mmol) in 0.35 µL of CD3OD: D2O (19:1). 

The time-dependent experiment was conducted on a Varian VNMRS 500 MHz NMR spectrometer 

where ns = 8, SW = 16 ppm, RG = 16 and temp = 24°C. The initial experiment was reported as t 

= 0 min. The concentration vs time curve (Figure S3.4) was calibrated from the initial 

concentration (integral) of cinnamaldehyde (3.2) present in the reaction mixture during the time of 

the experiment (t = 0 min)  

When t = 0 min, Ʃ integrals [cinnamaldehyde (3.2) + acetal (3.7) + iminium (3.5a & 3.5b)] = 1 

Chemical shifts considered for integration [ppm]: cinnamaldehyde (3.2) 9.63-9.67, acetal (3.7) 

6.11-6.20, trans- and cis-iminium (3.5a & 3.5b) 0.89-0.93 & 0.95-0.97, amine (3.5) 1.61-1.67. 

Figure S3.4. Concentration vs time curve for the formation of 3.5a and 3.5b with 3.5. 
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Time-dependent experiment for the formation of 3.9a and 3.9b in CD3OD: D2O (19:1) with 

3.9. 

Sarcosine methyl ester hydrochloric acid salt (3.9, 91.25 mg, 0.65mmol) dissolved in 30 uL of 

CD3OD: D2O (19:1) was added to a solution of cinnamaldehyde (3.2) (82 uL, 0.65 mmol) in 35 

uL of CD3OD: D2O (19:1). The time-dependent experiment was conducted on a Varian VNMRS 

500 MHz NMR spectrometer from t = 0 minutes to t = 228 minutes, where ns = 8, SW = 14 ppm, 

RG = 20 and temp = 25°C. The concentration vs time curve (Figure S3.5) was calibrated from the 

initial concentration (integral) of cinnamaldehyde (3.2) present in the reaction mixture during the 

time of the experiment (t = 0 min)  

When t = 0 min, Ʃ integrals [cinnamaldehyde (3.2) + acetal (3.7) + iminium (3.9a & 3.9b)] = 1 

Chemical shifts considered for integration [ppm]: cinnamaldehyde (3.2) 9.60-9.68; acetal (3.7) 

4.90-4.92; cis and trans-iminium (3.9a & 3.9b) 8.83-9.05. 

Figure S3.5. Concentration vs time curve for the formation of 3.9a and 3.9b with 3.9. 
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Time-dependent experiment for the formation of 3.12a and 3.12b in CD3OD: D2O (19:1) with 

3.12. 

Amine 3.12 (12.4 mg, 0.065mmol) dissolved in 30 uL of CD3OD: D2O (19:1) was added to a 

solution of cinnamaldehyde (3.2) (8.2 uL, 0.065 mmol) in 35 uL of CD3OD: D2O (19:1). The time-

dependent experiment was conducted on a Varian VNMRS 500 MHz NMR spectrometer from t = 

0 minutes to t = 179.6 minutes, where ns = 8, SW = 16 ppm, RG = 34 and temp = 25°C. The Bruker 

500 MHz NMR was used for t = 243.6 to t = 1803.5 minutes. where ns = 8, SW = 20 ppm, RG = 

106.6 and temp = 25°C. The concentration vs time curve (Figure S3.6) was calibrated from the 

initial concentration (integral) of cinnamaldehyde (3.2) present in the reaction mixture during the 

time of the experiment (t = 0 min)  

When t = 0 min, Ʃ integrals [cinnamaldehyde (3.2) + acetal (3.7) + iminium (3.12a & 3.12b)] = 1 

Chemical shifts considered for integration [ppm]: cinnamaldehyde (3.2) 9.74-9.60, acetal (3.7) 

6.10-6.21, trans- & cis-iminium (3.12a, 3.12b)8.85-9.05-8.84, amine (3.12) concentration consists 

of the averaged integration of the following peaks: 1.63-1.34ppm (4H), 2.21-1.75ppm (4H), 3.52-

3.43ppm (1H), 3.22-3.13ppm (1H). All peaks were divided by the number of protons prior to 

averaging. 

Figure S3.6. Concentration vs time curve for the formation of 3.12a and 3.12b with 3.2. 
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Time-dependent experiment for the formation of 3.10a in CD3OD: D2O (19:1) with 

piperidine hydrochloride (3.10). 

Piperidine hydrochloride (3.10, 79.1 mg, 0.65mmol) dissolved in 0.3 uL of CD3OD: D2O (19:1) 

was added to a solution of cinnamaldehyde (3.2) (82 uL, 0.65 mmol) in 0.35 uL of CD3OD: D2O 

(19:1). The time-dependent experiment was conducted on a QANUC 500 MHz NMR spectrometer 

from t = 0 minutes to t = 1413.4 minutes (23.5 hours), where ns = 4, SW = 14 ppm, RG = 22 and 

temp = 23°C. The concentration vs time curve (Figure S3.7) was calibrated from the initial 

concentration (integral) of cinnamaldehyde (3.2) present in the reaction mixture during the time of 

the experiment (t = 0 min)  

When t = 0 min, Ʃ integrals [cinnamaldehyde (3.2) + acetal (3.7) + iminium (3.10a)] = 1 

Chemical shifts considered for integration [ppm]: cinnamaldehyde (3.2) 9.64-9.66, acetal (3.7) 

4.89-4.91, iminium (3.10a) 8.70-8.75. 

Figure S3.7. Concentration vs time curve for the formation of 3.10a with 3.2. 
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Time-dependent experiment for the formation of 3.11a in CD3OD: D2O (19:1) with 

pyrrolidine hydrochloride (3.11) 

Pyrrolidine hydrochloride (3.11, 69.3 mg, 0.65mmol) dissolved in 0.3 uL of CD3OD: D2O (19:1) 

was added to a solution of cinnamaldehyde (3.2) (82 uL, 0.65 mmol) in 0.35 uL of CD3OD: D2O 

(19:1). The time-dependent experiment was conducted on a VARIAN500 MHz NMR spectrometer 

from t = 0 minutes to t = 720 minutes (12 hours), where ns = 8, SW = 16 ppm, RG = 34 and temp 

= 25°C. The concentration vs time curve (Figure S3.8) was calibrated from the initial 

concentration (integral) of cinnamaldehyde (3.2) present in the reaction mixture during the time of 

the experiment (t = 0 min)  

When t = 0 min, Ʃ integrals [cinnamaldehyde (3.2) + acetal (3.7) + iminium (3.11a)] = 1 

Chemical shifts considered for integration [ppm]: cinnamaldehyde (3.2) 9.62-9.67, acetal (3.7) 

4.88-4.94, iminium (3.11a) 8.76-8.84, amine (3.11) 3.20-3.30. 

Figure S3.8. Concentration vs time curve for the formation of 3.11a with 3.2. 
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Amine catalysed iminium formation at t = 30min 

Scheme S3.1. General reaction scheme for iminium formation.  

 

 

 

 

General Information (Table S3.1) 

All amines were purchased from Sigma-Aldrich, and Combi Blocks unless specified. Amine 

hydrochlorides (3.12, 3.23) were synthesized as described in literature1. Amine salt (3.10, 3.11, 

3.18, 3.20, 3.21) were synthesized according to reported protocol.2 1H NMR spectra were obtained 

on a Varian VNMRS 500 MHz NMR spectrometer or Varian Inova 500 MHz NMR Spectrometer 

(“QANUC 500”) at McGill University. Chemical shifts are reported in δ (ppm) referenced to the 

residual solvent signal. 1H NMR spectra are tabulated in the following order: chemical shift, 

multiplicity (s = singlet, d = doublet, t = triplet, q = quartet, m = multiplet, p = pentet, and br s = 

broad singlet), coupling constant(s) (J) in hertz (Hz), and number of protons. 1H NMR time-

dependent experiments were recorded on Varian VNMRS 500 MHz NMR spectrometer or Varian 

Inova 500 MHz NMR Spectrometer (“QANUC 500”). Chemical shifts are calibrated in δ (ppm) 

referenced to the residual solvent signal. 

 

General synthesis of amine salts (3.10, 3.11, 3.18, 3.20, 3.21, 3.12) 

In a flame dried flask, amine was dissolved in anhydrous THF (0.5 M) or DCM (0.5 M) and the 

reaction mixture was cooled to 0°C. At 0°C, HCl (2 M solution in Et2O, 1.5 equiv.) was added 

dropwise. The reaction was allowed to warm to rt and stirred for 24 hours. Solvent and volatiles 

were removed under reduced pressure to give a white solid.  
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Piperidine hydrochloride, 3.10: 0.2 mL piperidine in 5 mL DCM, 1.5 mL HCl (2 M solution in 

Et2O). 243 mg, 99% yield. 1H NMR (500 MHz, DMSO–d6) δ (ppm) 9.03 (s, 2H), 3.00 – 2.92 (m, 

4H), 1.67 (p, J = 5.8 Hz, 4H), 1.58 – 1.50 (m, 2H). 

Pyrrolidine hydrochloride, 3.11: 0.3 mL pyrrolidine in 7 mL anhydrous THF, 2.7 mL HCl (2 M 

solution in Et2O). 296 mg, 75% yield. 1H NMR (500 MHz, DMSO–d6) δ (ppm) 9.37 (s, 2H), 3.11 

– 3.00 (m, 4H), 1.87 – 1.76 (m, 4H). 

2-Methylpiperidine hydrochloride, 3.18: 0.5 mL 2-methyl piperidine in 9 mL anhydrous THF, 3.2 

mL HCl (2 M solution in Et2O). 570 mg, 99% yield. 1H NMR (500 MHz, DMSO–d6) δ (ppm) 9.31 

– 8.63 (m, 2H), 3.16 (d, J = 12.7 Hz, 1H), 3.03 (s, 1H), 2.77 (q, J = 11.9 Hz, 1H), 1.79 – 1.66 (m, 

3H), 1.66 – 1.53 (m, 1H), 1.48 – 1.35 (m, 2H), 1.22 (d, J = 6.5 Hz, 3H). 

Azepane hydrochloride, 3.20: 0.5 mL azepane in 9 mL anhydrous THF, 3.3 mL HCl (2 M solution 

in Et2O). 590 mg, 98% yield. 1H NMR (500 MHz, DMSO–d6) δ (ppm) 9.18 (s, 2H), 3.03 (d, J = 

7.0 Hz, 4H), 1.76 (dtdd, J = 7.6, 5.8, 4.2, 2.3 Hz, 4H), 1.58 (dt, J = 7.4, 2.7 Hz, 4H). 

Diethylamine hydrochloride, 3.21: 0.5 mL diethyl ether in 9.5 mL anhydrous THF, 3.6 mL HCl (2 

M solution in Et2O). 497 mg, 94% yield. 1H NMR (500 MHz, DMSO–d6) δ (ppm) 9.05 (s, 2H), 

2.86 (q, J = 7.3 Hz, 4H), 1.18 (t, J = 7.3 Hz, 6H). 

 

General synthesis of amine hydrochlorides (3.12, 3.23) 

(4aS,8aS)-octahydroquinoxalin-2(1H)-one hydrochloride, 3.12: (1S,2S)-cyclohexane-1,2-

diamine (500 mg, 4.379 mmol) was dissolved in water (13.27 mL, 0.33 M). The solution was 

cooled to 10°C and a solution of chloroacetic acid (413.74 mg, 4.379 mmol) in water (4.38 mL, 1 

M) was added dropwise at 10°C over 7 minutes. A solution of potassium carbonate (968.21 mg, 

7.006 mmol) in water (2.62 mL, 2.67 M) was then also added dropwise 10°C. Reaction mixture 

was allowed to warm up to room temperature and stirred at room temperature for 24 hours. After 
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24 hours, the reaction mixture was heated to 90°C (a reflux condenser was added) for 2 hours. 

After 2 hours the reaction was allowed back to room temperature and was concentrated under 

reduced pressure. The resulting solid was then dissolved in boiling ethanol, and the solution was 

filtered hot. The filtrate was concentrated to give a white powder that was then recrystallized from 

toluene to give white needle like crystals. 352 mg, 52% yield. 1H NMR (500 MHz, Acetone) δ 

6.75 (s, 1H), 3.34 (d, J = 3.0 Hz, 2H), 2.96 (ddd, J = 11.1, 9.1, 3.8 Hz, 1H), 2.34 (ddd, J = 11.4, 

9.1, 3.7 Hz, 1H), 1.96 (s, 1H), 1.91 – 1.66 (m, 4H), 1.44 – 1.15 (m, 4H). 13C NMR (126 MHz, 

Acetone) δ 169.84, 59.39, 59.14, 51.06, 32.38, 31.69, 25.74, 24.73. HRMS (ESI+) for C8H15N2O 

[M + H]+, calcd: 155.11789, found: 155.11792. 

The hydrochloride salt of the amine was made according to the general procedure, (200 mg, 

1.297 mmol) (4aS,8aS)-octahydroquinoxalin-2(1H)-one in 3 mL anhydrous THF, 0.5 mL 1,4-

dioxane, 1 mL HCl (2M solution in Et2O) quantitative yield. 1H NMR (500 MHz, DMSO) δ 10.34 

– 9.96 (m, 2H), 8.40 (s, 1H), 3.74 – 3.61 (m, 1H), 3.57 (dd, J = 16.7, 4.4 Hz, 1H), 3.52 – 3.37 (m, 

1H), 3.00 (qd, J = 10.6, 3.5 Hz, 1H), 2.06 (dt, J = 12.2, 3.6 Hz, 1H), 1.97 – 1.88 (m, 1H), 1.75 (d, 

J = 12.2 Hz, 1H), 1.69 – 1.63 (m, 1H), 1.43 (qd, J = 12.3, 3.7 Hz, 1H), 1.33 – 1.11 (m, 3H). 13C 

NMR (126 MHz, DMSO) δ 162.97, 55.45, 51.91, 44.08, 30.42, 26.83, 23.55, 22.72.  

(S)-(4-methylpiperidin-1-yl)(piperidin-2-yl)methanone hydrochloride, 3.23: In a flame dried flask 

under argon, Boc-L-pipecolic acid (300 mg, 1.308 mmol) was dissolved in DCM (10 mL, 0.13 

M). Solution was cooled to 0°C, then DIPEA (0.25 mL, 1.427 mmol), PyBOP (685 mg, 1.316 

mmol), and 4-methyl piperidine (0.14 mL, 1.189 mmol) were added. Reaction was allowed slowly 

back to room temperature and stirred at 0°C → room temperature for 24 hours. DCM and saturated 

aqueous NH4Cl were added.  Phases were separated and organic phase was washed with saturated 

aqueous NH4Cl (x2), then with saturated aqueous NaHCO3 (x1), and then with brine (x1). Organic 
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phase was then dried (Na2SO4), filtered, and concentrated, to give a clear yellowish oil, that 

solidified upon standing. Crude was purified by flash column chromatography (5 → 40% ethyl 

acetate in hexanes) to give a white solid. 274 mg, 74 % yield. 1H NMR (500 MHz, CDCl3) δ 5.10 

– 4.77 (m, 1H), 4.61 – 4.41 (m, 1H), 4.03 – 3.74 (m, 2H), 3.45 – 3.15 (m, 1H), 3.07 – 2.83 (m, 

1H), 2.63 – 2.45 (m, 1H), 1.93 – 1.30 (m, 17H), 1.18 – 1.00 (m, 2H), 0.94 (dd, J = 6.6, 2.8 Hz, 

3H). 

In a flame dried flask, tert-butyl (S)-2-(4-methylpiperidine-1-carbonyl)piperidine-1-

carboxylate (189 mg, 0.609 mmol) was dissolved in anhydrous THF (2 mL, 0.3M). Solution was 

cooled to 0°C and HCl (2M solution in Et2O, 2.3 mL, 4.51 mmol) was added. Reaction stirred at 

0°C → room temperature for 24 hours. Solvent and volatiles were removed to give an off-white 

solid that was then recrystallized from acetonitrile to give a white solid. 70 mg, 47% yield. 1H 

NMR (500 MHz, MeOD) δ 4.45 (tdt, J = 12.3, 4.7, 2.4 Hz, 1H), 4.31 (ddd, J = 17.7, 12.3, 3.0 Hz, 

1H), 3.82 (ddq, J = 11.2, 4.3, 2.1 Hz, 1H), 3.42 – 3.35 (m, 1H), 3.19 – 2.99 (m, 2H), 2.71 (qd, J = 

12.9, 2.8 Hz, 1H), 2.17 – 2.06 (m, 1H), 1.96 – 1.51 (m, 8H), 1.26 – 1.01 (m, 2H), 0.98 (dd, J = 6.4, 

4.1 Hz, 3H). 13C NMR (126 MHz, MeOD) δ 168.04, 57.43, 57.36, 46.89, 46.51, 44.89, 44.83, 

43.86, 43.60, 35.82, 35.62, 34.89, 34.70, 32.08, 31.96, 28.19, 27.63, 22.86, 22.83, 22.81, 22.78, 

22.03, 21.83. HRMS (ESI+) for C12H23N2O [M+H]+ calcd: 211.1805, found: 211.1805. 

Procedure for 1H NMR time-dependent experiment  

Cinnamaldehyde (3.2, 106 µL, 0.842 mmol) was added to a solution of the amine (0.2 equiv. 

0.1684 mmol) dissolved in 0.842 mL of CD3OD: D2O (19:1) unless otherwise specified. 

Amine 3.1. Cinnamaldehyde (3.2, 126 µL, 1 mmol) was added to a solution of the Amine 3.1: (0.2 

equiv. 0.2 mmol) dissolved in 0.968 mL of CD3OD: D2O (19:1).  
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Amine 3.9. Cinnamaldehyde (3.2, 119 µL, 0.947 mmol) was added to a solution of the methyl 

methylglycinate hydrochloride (3.9) (0.2 equiv. 0.1894 mmol) dissolved in 0.88 mL of CD3OD: 

D2O (19:1).  

 

After 30 minutes, the 1H NMR of the reaction mixture was taken on a Varian VNMRS 500 MHz 

NMR spectrometer or Varian Inova 500 MHz NMR Spectrometer (“QANUC 500”) (Table S5). 

The % of iminium conversion was calculated from the concentration (integral) of iminium present 

in the reaction mixture during the time of the experiment (t = 30 min) (Table S3.2) 

When t = 30 min, Ʃ integrals [cinnamaldehyde (3.2) + acetal (3.7) + iminium (Xa & Xb)] = 1 

 Where X = relevant amine number. 

Table S3.1. List of amines and mass weighed for the experiments. 

Amine Structure MW (gmol-1) Mass (mg) 

3.1 

 

165.62 34.24 

3.5 

 

254.76 42.47 

3.8 

 

175.58 30.07 

3.13 

 

93.55 15.38 

3.14 

 

149.5 25.76 

3.15 

 

151.59 25.19 
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3.9 

 

139.58 26.36 

3.16 

 

193.67 32.25 

3.10 

 

121.61 20.56 

3.11 

 

107.58 18.38 

3.17 

 

121.61 20.47 

3.18 

 

135.64 22.77 

3.19 

 

189.61 31.89 

3.20 

 

135.64 22.52 

3.21 
 

109.6 18.56 

3.22 

 

179.74 30.30 

3.12 

 

190.67 32.38 
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3.23 

 

246.78 41.20 
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Table S3.2. Time-dependent 1H NMR experiments on the formation of iminium after 30 min 

 

 

 

 

 Amine 

Concentration (M) at t = 30 min 

cinnamaldehyde (3.2) acetal (3.7) Iminium  Amine 

3.1 0.648 0.214 0.138 0.1 

3.5 0.9662 0.232 0.106 0.08 

3.8 0.653 0.189 0.157 0.22 

3.13 0.680 0.218 0.102 0.09 

3.14 0.689 0.214 0.096 0.0933 

3.15 0.704 0.218 0.077 0.06 

3.9 0.707 0.219 0.074 0.13 

3.16 0.719 0.230 0.050 0.150 

3.10 0.741 0.244 0.015 0.185 

3.11 0.759 0.228 0.014 0.24 

3.17 0.775 0.225 0 0.18 

3.18 0.819 0.180 0 0.203 

3.19 0.746 0.246 0.007 0.20 

3.20 0.862 0.129 0.009 0.188 

3.21 0.826 0.173 0 0.23 

3.22 0.730 0.263 0.007 0.15 

3.12 0.740 0.270 0.00 0.12 

3.23 0.806 0.194 0 0.20 
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Figure S3.9. Amine(s) catalysed iminium formation at t = 30 min: percent of amine converted into 

iminium 
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Scheme S3.2. Amine catalysed iminium formation at t = 30min with HFIP as co-solvent  

 

Procedure for 1H NMR time-dependent experiment with HIPF 

Cinnamaldehyde (3.2, 106 µL, 0.842 mmol) was added to a solution of the amine (0.2 equiv. 

0.1684 mmol) dissolved in 0.842 mL of CD3OD-D2O-HFIP (90:5:5). 

Table S3.3. List of amines and results of time-dependent 1H NMR experiments on the formation 

of iminium after 30 min 

 Concentration (M) at t = 30 min 

Amine 
Mw 

[gr/mol] 

Amount 

[mg] or 

[µL] 

Cinnamaldehyde 

(3.2) 

Acetal 

(3.7) 
Iminium Amine 

 

189.61 29.5 0.76 0.24 0 0.21 

 

175.58 29.35 0.67 0.19 0.14 0.07 

 

139.12 20 1 0 0 - 

 

 

  



Supplementary information Chapter 3 

260 

 

Time dependent Diels-Alder cycloaddition reaction 

Experimental conditions for each of the amines used: 

Methyl L-prolinate hydrochloride (3.1) (21.86 mg, 0.13mmol), cinnamaldehyde (3.2) (82 µL, 0.65 

mmol) and cyclopentadiene (3.3, 60 µL, 0.715 mmol) were dissolved in 0.65 mL of CD3OD: D2O 

(19:1) The time-dependent experiment was conducted on a Varian Inova 500 MHz NMR 

spectrometer where ns = 4, SW = 16 ppm, RG = 18 and temp = 24°C. The initial experiment was 

reported as t = 0 min. The concentration vs time curve (Figure S5) was calibrated from the initial 

concentration (integral) of cinnamaldehyde (2) present in the reaction mixture during the time of 

the experiment (t = 0 min)  

When t = 0 min, Ʃ integrals [cinnamaldehyde (3.2) + acetal (3.7) + iminium (3.1a & 3.1b)] = 1 

Chemical shifts considered for integration [ppm]: cinnamaldehyde (3.2) 9.57-9.67, trans- and cis-

iminium (3.1a & 3.1b) 8.79-9.04, exo- and endo-aldehyde (3.4a & 3.4b) 9.75-9.82 & 9.41-9.45, 

exo- and endo-acetal (3.4c & 3.4d) 4.31-4.38 & 3.85-3.94. 

 

Pyrrolidine hydrochloride (3.11) (14.36 mg, 0.13mmol), cinnamaldehyde (3.2) (82 µL, 0.65 mmol) 

and cyclopentadiene (3.3, 60 µL, 0.715 mmol) was dissolved in 0.65 mL of CD3OD: D2O (19:1) 

The time-dependent experiment was conducted on a Varian Inova 500 MHz NMR Spectrometer 

where ns = 4, SW = 16 ppm, RG = 20 and temp = 24°C. The concentration vs time curve (Figure 

S3.10) was calibrated from the initial concentration (integral) of cinnamaldehyde (3.2) present in 

the reaction mixture during the time of the experiment (t = 0 min)  

When t = 0 min, Ʃ integrals [cinnamaldehyde (3.2) + acetal (3.7) + iminium (3.11a)] = 1 
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Chemical shifts considered for integration [ppm]: cinnamaldehyde (3.2) 9.57-9.66, iminium (3.11) 

8.68-8.77, exo- and endo-aldehyde (3.4a & 3.4b) 9.75-9.82 & 9.41-9.46, exo- and endo-acetal 

(3.4c & 3.4d) 4.31-4.37 & 3.87-3.92. 

 

2-(trifluoromethyl)pyrrolidine hydrochloride (3.8) (26.56 mg, 0.13mmol), cinnamaldehyde (3.2) 

(82 µL, 0.65 mmol) and cyclopentadiene (3.3, 60 µL, 0.715 mmol) was dissolved in 0.65 mL of 

CD3OD: D2O (19:1) The time-dependent experiment was conducted on a Varian Inova 500 MHz 

NMR Spectrometer where ns = 4, SW = 16 ppm, RG = 20 and temp = 24°C. The concentration vs 

time curve (Figure S3.10) was calibrated from the initial concentration (integral) of 

cinnamaldehyde (3.2) present in the reaction mixture during the time of the experiment (t = 0 min)  

When t = 0 min, Ʃ integrals [cinnamaldehyde (3.2) + acetal (3.7) + iminium (3.8a & 3.8b)] = 1 

Chemical shifts considered for integration [ppm]: cinnamaldehyde (3.2) 9.59-9.64, trans- and cis-

iminium (3.8a & 3.8b) 9.00-9.07, exo- and endo-aldehyde (3.4a & 3.4b) 9.77-9.82 & 9.49-9.54, 

exo- and endo-acetal (3.4c & 3.4d) 4.33-4.39 & 3.88-3.94. 
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Figure S3.10. Concentration vs time curve for the formation of 3.4  
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Time course simulation over time 

Figure S3.11. Time course concentration profiles for each species measured using 1H-NMR. 

Experimental data is plotted as points and the predicted concentrations corresponding to Model S3 

with best-fit parameters found in Table S3.4 are plotted as solid lines. 

 

Figure S3.12. Simulated time course concentration profiles for product formation using Model S3 

and the best-fit parameters found in Table S3.4. The profile from the original parameters is shown 

in cyan. The profile showing what happens when the rate of the first step of the reaction (k1) is 

increased by a factor of two is shown in light blue. The profile showing what happens when the 

rate of the second step of the reactions (k2) is increased by a factor of two is shown in dark blue. 

Increasing the rate of the second reaction (k2) has a larger effect on the overall rate of the reaction, 

suggesting that the second step is the rate limiting step. 
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Figure S3.13. Model S3: Reaction scheme showing the four reactions that were considered during 

the fitting of experimental data. The first two steps show the successful conversion of 

Cinnamaldehyde and Cyclopentadiene into the product. The third step considers the dimerization 

of cyclopentadiene which has shown to occur in solution. The fourth step considers 

cinnamaldehyde reacting with the solvent (methanol) to produce an acetal. In the case of the fourth 

reaction, the concentration of methanol was assumed to be constant. 

  



Supplementary information Chapter 3 

265 

 

Table S3.4. Rate constants corresponding to best-fit parameters of Model S3 to the experimental 

data shown in Figures S3.10b and S3.2. k1, k2, k-2, k3 and k4 are reported in M-1 h-1.  

k-1, k-3, and k-4 are reported in h-1. Errors were calculated as reported in the data analysis section. 

As a note, the high errors in the parameters like k-2 are there because we can be reliably measured. 

Meaning there is a higher confidence in these parameters. Although it is important to keep in mind 

that the main purpose is to get qualitative understanding more than to get accurate numbers. 

k1 k-1 k2 k-2 

1.9 ± 0.2 0.17 ± 0.05 0.74 ± 0.06 0.03 ± 0.02 

k3 k-3 k4 k-4 

1.5 ± 0.4 1.2 ± 0.3 0.79 ± 0.04 2.7 ± 0.1 

 

Data analysis 

All data analysis was performed with MATLAB 2023a. The differential equations shown below 

(Equations 1-6) describe the complete reaction scheme Model S3, were integrated using 

MATLAB’s built in ODE solver ode15s. 

Equation (1) 

𝑑[𝑃𝑟𝑜𝑙𝑖𝑛𝑒]𝑡

𝑑𝑡
= −𝑘1 ∗ [𝑃𝑟𝑜𝑙𝑖𝑛𝑒]𝑡 ∗ [𝐶𝑖𝑛𝑛𝑎𝑚𝑎𝑙𝑑𝑒ℎ𝑦𝑑𝑒]𝑡 + 𝑘−1 ∗ [𝐼𝑚𝑖𝑛𝑖𝑢𝑚]𝑡                               

− 𝑘−2 ∗ [𝑃𝑟𝑜𝑑𝑢𝑐𝑡]𝑡 ∗ [𝑃𝑟𝑜𝑙𝑖𝑛𝑒]𝑡 + 𝑘2 ∗ [𝐼𝑚𝑖𝑛𝑖𝑢𝑚]𝑡 ∗ [𝐶𝑦𝑐𝑙𝑜𝑝𝑒𝑛𝑡𝑎𝑑𝑖𝑒𝑛𝑒]𝑡 

 

Equation (2) 

𝑑[𝐶𝑖𝑛𝑛𝑎𝑚𝑎𝑙𝑑𝑒ℎ𝑦𝑑𝑒]𝑡

𝑑𝑡
= −𝑘1 ∗ [𝑃𝑟𝑜𝑙𝑖𝑛𝑒]𝑡 ∗ [𝐶𝑖𝑛𝑛𝑎𝑚𝑎𝑙𝑑𝑒ℎ𝑦𝑑𝑒]𝑡 + 𝑘−1 ∗ [𝐼𝑚𝑖𝑛𝑖𝑢𝑚]𝑡  

                               −𝑘4 ∗ [𝐶𝑖𝑛𝑛𝑎𝑚𝑎𝑙𝑑𝑒ℎ𝑦𝑑𝑒]𝑡 + 𝑘−4 ∗ [𝐴𝑐𝑒𝑡𝑎𝑙]𝑡 

 

Equation (3) 
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𝑑[𝐼𝑚𝑖𝑛𝑖𝑢𝑚]𝑡

𝑑𝑡
= 𝑘1 ∗ [𝑃𝑟𝑜𝑙𝑖𝑛𝑒]𝑡 ∗ [𝐶𝑖𝑛𝑛𝑎𝑚𝑎𝑙𝑑𝑒ℎ𝑦𝑑𝑒]𝑡 − 𝑘−1 ∗ [𝐼𝑚𝑖𝑛𝑖𝑢𝑚]𝑡                               

+ 𝑘−2 ∗ [𝑃𝑟𝑜𝑑𝑢𝑐𝑡]𝑡 ∗ [𝑃𝑟𝑜𝑙𝑖𝑛𝑒]𝑡 − 𝑘2 ∗ [𝐼𝑚𝑖𝑛𝑖𝑢𝑚]𝑡 ∗ [𝐶𝑦𝑐𝑙𝑜𝑝𝑒𝑛𝑡𝑎𝑑𝑖𝑒𝑛𝑒]𝑡 

 

Equation (4) 

𝑑[𝐶𝑦𝑐𝑙𝑜𝑝𝑒𝑛𝑡𝑎𝑑𝑖𝑒𝑛𝑒]𝑡

𝑑𝑡
= 𝑘−2 ∗ [𝑃𝑟𝑜𝑑𝑢𝑐𝑡]𝑡 ∗ [𝑃𝑟𝑜𝑙𝑖𝑛𝑒]𝑡 − 𝑘2 ∗ [𝐼𝑚𝑖𝑛𝑖𝑢𝑚]𝑡 ∗ [𝐶𝑦𝑐𝑙𝑜𝑝𝑒𝑛𝑡𝑎𝑑𝑖𝑒𝑛𝑒]𝑡  

                  −𝑘4 ∗ [𝐶𝑦𝑐𝑙𝑜𝑝𝑒𝑛𝑡𝑎𝑑𝑖𝑒𝑛𝑒]𝑡
2

+ 𝑘−4 ∗ [𝐷𝑖𝑐𝑦𝑐𝑙𝑜𝑝𝑒𝑛𝑡𝑎𝑑𝑖𝑒𝑛𝑒]𝑡 

 

Equation (5) 

𝑑[𝑃𝑟𝑜𝑑𝑢𝑐𝑡]𝑡

𝑑𝑡
= −𝑘−2 ∗ [𝑃𝑟𝑜𝑑𝑢𝑐𝑡]𝑡 ∗ [𝑃𝑟𝑜𝑙𝑖𝑛𝑒]𝑡 + 𝑘2 ∗ [𝐼𝑚𝑖𝑛𝑖𝑢𝑚]𝑡 ∗ [𝐶𝑦𝑐𝑙𝑜𝑝𝑒𝑛𝑡𝑎𝑑𝑖𝑒𝑛𝑒]𝑡 

 

Equation (6) 

𝑑[𝐴𝑐𝑒𝑡𝑎𝑙]𝑡

𝑑𝑡
= 𝑘4 ∗ [𝐶𝑖𝑛𝑛𝑎𝑚𝑎𝑙𝑑𝑒ℎ𝑦𝑑𝑒]𝑡 − 𝑘−4 ∗ [𝐴𝑙𝑑𝑒ℎ𝑦𝑑𝑒]𝑡  

 

Equation (7) 

𝑑[𝐷𝑖𝑐𝑦𝑐𝑙𝑜𝑝𝑒𝑛𝑡𝑎𝑑𝑖𝑒𝑛𝑒]𝑡

𝑑𝑡
= 𝑘4 ∗ [𝐶𝑦𝑐𝑙𝑜𝑝𝑒𝑛𝑡𝑎𝑑𝑖𝑒𝑛𝑒]𝑡

2
− 𝑘−4 ∗ [𝐷𝑖𝑐𝑦𝑐𝑙𝑜𝑝𝑒𝑛𝑡𝑎𝑑𝑖𝑒𝑛𝑒]𝑡 

where 𝑘1, 𝑘2, 𝑘3, 𝑎𝑛𝑑 𝑘4  are the forward rate constants for each reaction, and 

𝑘−1, 𝑘−2, 𝑘−3, 𝑎𝑛𝑑 𝑘−4 are the reverse rate constants for each reaction. 

[𝑃𝑟𝑜𝑙𝑖𝑛𝑒]𝑡, [𝐶𝑖𝑛𝑛𝑎𝑚𝑎𝑙𝑑𝑒ℎ𝑦𝑑𝑒]𝑡 , [𝐼𝑚𝑖𝑛𝑖𝑢𝑚]𝑡 , [𝐶𝑦𝑐𝑙𝑜𝑝𝑒𝑛𝑡𝑎𝑑𝑖𝑒𝑛𝑒]𝑡 , [𝑃𝑟𝑜𝑑𝑢𝑐𝑡]𝑡 ,

[𝐴𝑙𝑑𝑒ℎ𝑦𝑑𝑒]𝑡 , 𝑎𝑛𝑑 [𝐷𝑖𝑐𝑦𝑐𝑙𝑜𝑝𝑒𝑛𝑡𝑎𝑑𝑖𝑒𝑛𝑒]𝑡 are the total concentrations of each species at time 𝑡.  

Kinetic parameters were globally fit to all identifiable species by minimizing the target function to 

the following species in solution:  
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[𝑃𝑟𝑜𝑙𝑖𝑛𝑒]𝑡, [𝐶𝑖𝑛𝑛𝑎𝑚𝑎𝑙𝑑𝑒ℎ𝑦𝑑𝑒]𝑡, [𝐼𝑚𝑖𝑛𝑖𝑢𝑚]𝑡, [𝐶𝑦𝑐𝑙𝑜𝑝𝑒𝑛𝑡𝑎𝑑𝑖𝑒𝑛𝑒]𝑡, [𝑃𝑟𝑜𝑑𝑢𝑐𝑡]𝑡, 𝑎𝑛𝑑   [𝐴𝑙𝑑𝑒ℎ𝑦𝑑𝑒]𝑡,  

 

(Equation 7) 

𝑅𝑆𝑆 =  ∑([𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙]𝑛 − [𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑]𝑛)2

𝑁

𝑛=0

 

where the RSS is the residual sum of squared differences, [Experimental]n is the experimental 

concentration for each species in solution, and [Simulate]n is the predicted concentration of each 

species in solution, and 𝑁 is the total number of time points. The minimization of this function 

was done in MATLAB 2023a using fminsearch. Errors for fitted parameters were calculated using 

a jackknife approach,283 in which each sample was obtained by resampling the original data with 

one less time point. For example, if the original dataset contained N points, each jackknife sample 

is constructed by removing a single point, and the data set would now contain N-1 points. There 

are a total of N data sets that can be made with N-1 points from the original set of data. The errors 

in the extracted parameters were taken as the standard deviations of these fitted sets of parameters 

obtained for all jackknife samples. 

Computational study of iminium formation 

All the computation is done at DFT level with the following keywords: 

# avogadro generated ORCA input file  

# Basic Mode 

#  
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! wB97X-D3 Opt def2-TZVP RIJCOSX AutoAux SOSCF KDIIS defgrid2 TightSCF AnFreq 

CPCM(Methanol) 

%geom  

    scan  

       B 38 44 = 1.82, 0.82, 21   # H2O....HNCR 

 end # B: bond; 38 45: atoms 39 and 46; 1.82 0.82: max and min distance; 21: iterations 

 constraints 

 {B 0 21 C} 

 end 

    fullScan true # let the TS scan go to the end. If false it will stop when the max is reached to 

search for TS 

 MaxIter 500 

end 

%pal 

 nprocs 16 

end 

%scf 
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 MaxIter 500 

end 

 

%maxcore 4900 

 

wB97X-D3: Range-separated hybrid DFT functional with Grimme’s D3 dispersion correction.284  

Opt: Optimizing the structure as we go and don’t compute only the energies 

Def2-TZVP: Basis set used. Valence triple-zeta basis set (Ahlrichs family) with polarization 

RIJCOSX: Resolution of Identity (RI) approximation to speed up calculation while introducing a 

very small error. Here RI-J is used for the Coulomb integrals and numerical chain-of-sphere 

integration for the HF Exchange integrals (COSX). This can speed up the calculation enormously. 

This is nowadays the default for hybrid-DFT in ORCA 5.0. The RI-J auxiliary basis set is picked 

automatically (AutoAux) 

SOSCF + KDIIS: Second-Order Self-Consistent Field and Krylov-Subspace Direct Inversion of 

the Iterative Subspace algorithms. They are both used to accelerate the convergence of 

computations. The first one is using second-order information to improve the convergence of the 

SCF cycle. The second works by constructing a sequence of trial vectors from previous iterates, 

and then employs a direct inversion technique within a subspace (Krylov subspace in the case of 
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KDIIS) to generate a combination of these vectors. This combination minimizes the error in 

subsequent iterates, helping the algorithm converge faster to the self-consistent solution. 

Defgrid2: Size of the DFT integration grid. It’s the default one and has been chosen to be 

numerically robust and more accurate.  

TightSCF: SCF Convergence tolerance. The maximum accepted is an Energy change 1.0e-08 au. 

Default for geometry optimizations. 

AnFreq: Performs anharmonic frequency calculations for a more detailed understanding of 

molecular vibrations and their interactions. These calculations are computationally more 

demanding than standard harmonic frequency calculations due to the inclusion of higher-order 

terms, but they provide a more comprehensive description of the molecular vibrational behavior. 

CPCM(Methanol): Continuum solvation using Methanol, its dielectric constant and refractive 

index.  

%geom Scan: A scan optimization is done, meaning the bond length of either bond is changed and 

the geometry is optimized at each point. The entire scan is done as fullScan is True 

As an output of a scan job, the relaxscanscf energies are used. RELAXSCANSCF optimizes the 

geometry with respect to the scan coordinate considering the entire electronic structure and all 

molecular orbitals, unlike RELAXSCANACT. 

Scan d1: 21 iterations, the distance between the H and the O of the closest water molecule varies. 

From 1.82 Å to 0.82 Å with a 0.1 Å step. 
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Scan d2: 53 iterations, the distance between the C and the O of the protonated hydroxy varies. The 

distance of d1 is kept constant (each d1 distance has a full scan of d2). From 1.40 Å to 4 Å, 0.1 Å 

step. 
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Results of first scan (d1) NH···OH2 

System 6: Cl-
 by the N-H+ (top face): 

Figure S3.14. Plot of relative energy of the system when the bond distance d1 decreases (and as a 

result the N-H bond length increases). 

 

 

System 7: Cl- by the N-H+ (top face) + additional HCl by the OH (bottom face) 

Figure S3.15. Plot of relative energy of the system when the bond distance d1 decreases (and as a 

result the N-H bond length increases). 
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System 8: Cl- by the OH (bottom face) 

Figure S3.16. Plot of relative energy of the system when the bond distance d1 decreases (and as a 

result the N-H bond length increases). 
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1H NMR spectra of amine hydrochlorides 

Amine 3.10 1H NMR (DMSO–d6) Varian VNMRS 500 MHz 
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Amine 3.11 1H NMR (500MHz) QANUC500 DMSO-d6 
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Amine 3.18 1H NMR (500MHz) QANUC500 DMSO-d6  

  



Supplementary information Chapter 3 

277 

 

Amine 3.20 1H NMR (500MHz) QANUC500 DMSO-d6  
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Amine 3.21 1H NMR (500MHz) VARIAN500 DMSO-d6 
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Free amine 3.12 1H NMR (500MHz) Bruker500 Acetone-d6 
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Free amine 3.12 13C NMR (126MHz) Bruker500 Acetone-d6 
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Free amine 3.12 HRMS 

 

  

220909-01ESI- HRMS-Moitessier-S Pinus... 09/09/22 07:45:32

220909-01ESI- HRMS-Moitessier-S Pinus-SP-289 #764-779 RT: 2.49-2.52 AV: 16 NL: 2.41E9

T: FTMS + p ESI Full ms [70.0000-500.0000]
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220909-01ESI- HRMS-Moitessier-S Pinus-SP-289 #764-779 RT: 2.49-2.52 AV: 16 NL: 2.41E9

T: FTMS + p ESI Full ms [70.0000-500.0000]
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m/z= 155.11337-155.12054
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RDB 
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Compositionm/z Intensity Relative Resolution Charge Theo. Mass Delta 
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RDB 

equiv.

Composition

 155.11792  2416333568.0   100.00 44845.52     1.00  155.11789     0.21     2.5 C 8 H 15 O N 2
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Amine 3.12 HCl salt 1H NMR (500MHz) Bruker500 DMSO-d6 
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Amine 3.12 HCl salt 13C NMR (126MHz) Bruker500 DMSO-d6 
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Amine 3.23 with Boc-protecting group 1H NMR (500MHz) VARIAN500 CDCl3 
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Amine 3.23 HCl salt 1H NMR (500MHz) Bruker500 in CD3OD 
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Amine 3.23 HCl salt 13C NMR (126MHz) Bruker500 DMSO-d6 
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Amine 3.23 HCl salt HRMS 
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Supplementary information Chapter 4 

Table S1: Different reaction conditions used for optimization. 

Reaction 

number 

Trans-

stilbene 

[mmol] 

Catalyst 

[equiv.] 

Addition time 

[min] or [h] 

Additional 

stirring time 

[h] 

Conversion 

[%] 

Additional 

changes 

SP-74a 0.6 0.3 90 min - 5 - 

SP-77 a 1 0.3 100 min - 18 - 

SP-82 a 1 3 95 min - 0 
Acetone as 

ketone 

SP-89 a 1 0.3 100 min 3.5 h 38 - 

SP-94 a 0.3 0.3 30 min 20 h -b 
x 2 amount of 

Oxone 

SP-95 a 0.3 0.3 30 min 24 h -b 
x 2 amount of 

TBAHS 

SP-97 a 1 0.3 - - 13 H2O2 as oxidant  

SP-99 a 0.2 3 - - 27 
Potion wise 

addition  

SP-100 1 1 100 min - 25 - 

SP-101 1 1 2 h - 35 - 

SP-102c 1 1 3.5 h - 79 - 

SP-103 1 0.3 3 h - 50 - 

SP-105 1 0.3 6 h - 72 - 

a Unlike in the optimized conditions, in these reactions the catalyst was not pulverized, and the 

flask was not sonicated after addition of the solids. 

b Reaction was not worked up, based on TLC it was concluded there was no conversion. 

c Optimized conditions chosen. Using 0.3 equiv. required the reaction to take place over 6 hours 
(SP-105), and the conversion (72%) was comparable to using 1 equiv. for 3.5 hours. For the sake 

of efficiency, we chose to use 1 equiv. of catalyst, and compare other ketones tested to these 

conditions. 

Optimized general procedure for the Shi Epoxidation: 

In a three-necked flask, E-stilbene (180.25 mg, 1 mmol, 1 equiv.) was dissolved in CH3CN-DCM 

(15 mL, 1:2 v/v). Mixture was sonicated and stirred for about 10 minutes (flask should be capped, 

to avoid loss of solvent), to ensure the stilbene dissolved. Subsequently were added: buffer (10 mL 

of 0.05M of Borax in 4x10-4 aq. Na2EDTA), tetrabutylammonium hydrogensulfate (TBAHS) (15 
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mg, 0.04 mmol, 0.04 equiv.), Shi’s ketone catalyst (258.27 mg, 1 mmol, 1 equiv.; catalyst was 

pulverized prior to addition). Mixture was sonicated for about 30 seconds, and then cooled down 

to 0°C. A syringe pump with two different syringes (equipped with Teflon needles); one containing 

Oxone (851.13 mg, 2.76 mmol, 2.76 equiv.) solution in 6.5 mL 4x10-4 aq. Na2EDTA, the second 

one containing K2CO3 (801.589 mg, 5.8 mmol, 5.8 equiv.) solution in 6.5 mL H2O. These two 

solutions were added to the reaction simultaneously over 3.5 hours at 0°C (reaction mixture should 

be stirring vigorously). Once the addition was completed, 30 mL of H2O was added, and the 

product was extracted with Hexanes (x4, 40 mL). Combined organic layers were washed with 

brine (x2), dried (Na2SO4), filtered, and concentrated to give a yellowish pale oil which solidified 

upon standing. Conversion was analyzed by crude 1H-NMR, unless specified otherwise. 

Reaction with Shi’s chiral ketone catalyst – optimized conditions 

Reaction was run according to the optimized general procedure. Conversion was measured as 79%. 

Crude was purified by column chromatography: crude was dry loaded on silica (Et2O and about 

1% Et3N), and run using hexanes: Et3N 99:1 as eluent. 59% isolated yield. 1H NMR (500 MHz, 

CDCl3) δ 7.45 – 7.30 (m, 10H), 3.88 (s, 2H). Chiral separation was achieved using HPLC, 

Chiracel-OD column, hexanes: iso-propanol 80:20 eluent. 95.5 %ee. 
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Reaction with cyclohexanone 

Reaction was run according to the optimized general procedure: cyclohexanone 1 mL, 10 mmol, 

10 equiv.). Conversion was measured as 93%. 

Reaction with cyclopentanone 

Reaction was run according to the optimized general procedure: cyclohexanone (0.86 mL, 10 

mmol, 10 equiv.). Conversion was measured as 0%, only starting material was observed. 

Reaction with cycloheptanone 
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Reaction was run according to the optimized general procedure: cycloheptanone (1.2 mL, 10 

mmol, 10 equiv.). Conversion was measured as 13%. 

Reaction with 3-pentanone 

Reaction was run according to the optimized general procedure: 3-pentanone (1.1 mL, 10 mmol, 

10 equiv.). Conversion was measured as 10%. 
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Supplementary information Chapter 5 

(R)-5-Amino-2-methyl-N-(1-(naphthalen-1-yl)ethyl)benzamide (GRL0617). To a solution 

of 5-amino-2-methylbenzoic acid (200 mg, 1.32 mmol) in DCM (5.5 mL, 0.25M) under Argon at 

0°C was added DIPEA (0.58 mL, 3.31 mmol, 2.5 equiv.), (R)-(+)-1-(1-naphthyl)ethylamine (0.23 

mL, 1.45 mmol, 1.1 equiv.), and PyBOP (0.772 g, 1.45 mmol, 1.1 equiv.). Reaction was allowed 

back to room   temperature and stirred at room temperature for 24 hours. Water and an aq. Saturated 

solution of NH4Cl were added to the reaction mixture. Phases were separated and the organic phase 

was washed with aq. saturated NH4Cl (x2), aq. saturated NaHCO3 (x2), and brine (x1). Combined 

organic layers were dried (Na2SO4), filtered, and concentrated to give an orange oil. Crude was 

purified by column chromatography on silica gel using 0-40% (10% MeOH/1% NH4OH in DCM) 

in DCM as an eluent. Product was triturated with heptane and evaporated to afford a beige powder, 

300 mg, 74% yield. 1H NMR (500 MHz, CDCl3) δ 8.23 (d, J = 8.5 Hz, 1H), 7.88 (dd, J = 8.1, 1.5 

Hz, 1H), 7.81 (d, J = 8.2 Hz, 1H), 7.61 – 7.43 (m, 4H), 6.94 (d, J = 8.0 Hz, 1H), 6.62 – 6.54 (m, 

2H), 6.11 (p, J = 7.0 Hz, 1H), 5.97 (d, J = 8.4 Hz, 1H), 3.53 (s, 2H), 2.29 (s, 3H), 1.77 (d, J = 6.7 

Hz, 3H). 13C NMR (126 MHz, CDCl3) δ 169.18, 144.23, 138.22, 137.13, 134.09, 131.94, 131.34, 

128.92, 128.60, 126.73, 126.08, 125.48, 125.32, 123.72, 122.69, 116.78, 113.50, 44.93, 20.78, 

18.86. HRMS (ESI+) for C20H20N2NaO (M+Na) calcd 327.1468 found 327.1465. 

(R)-5-Amino-2-hydroxy-N-(1-(naphthalen-1-yl)ethyl)benzamide (5.2). To a solution of 5-

aminosalycilic acid (300 mg, 1.96 mmol) in DCM (10 mL, 0.2M) under Argon at 0°C was added 

DIPEA (0.68 mL, 3.92 mmol, 2 equiv.), (R)-(+)-1-(1-naphthyl)ethylamine (0.35 mL, 2.15 mmol, 

1.1 equiv.), and PyBOP (1.143 g, 2.15 mmol, 1.1 equiv.). Reaction was allowed back to room 

temperature and stirred at room temperature for 24 hours. DCM and an aq. Saturated solution of 

NH4Cl were added to the reaction mixture. Phases were separated and the organic phase was 
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washed with aq. saturated NH4Cl (x2), aq. saturated NaHCO3 (x2), and brine (x1). Combined 

organic layers were dried (Na2SO4), filtered, and concentrated to give an orange oil. Crude was 

purified by column chromatography on silica gel using 0-20% (10% MeOH/1% NH4OH in DCM) 

in DCM as an eluent. Product was triturated with hexanes and evaporated to afford an off-white 

powder, 306 mg, 51% yield. 1H NMR (800 MHz, CDCl3) δ 11.64 (s, 1H), 8.11 – 8.08 (m, 1H), 

7.91 – 7.87 (m, 1H), 7.84 (d, J = 8.2 Hz, 1H), 7.59 (dt, J = 7.2, 1.0 Hz, 1H), 7.57 – 7.45 (m, 3H), 

6.81 (d, J = 8.7 Hz, 1H), 6.74 (dd, J = 8.7, 2.7 Hz, 1H), 6.55 (d, J = 2.7 Hz, 1H), 6.44 (d, J = 7.7 

Hz, 1H), 6.07 (p, J = 7.0 Hz, 1H), 3.29 (s, 2H), 1.77 (d, J = 6.8 Hz, 3H). 13C NMR (201 MHz, 

CDCl3) δ 168.94, 154.77, 137.99, 137.72, 134.13, 131.20, 129.04, 128.87, 127.02, 126.18, 125.37, 

123.27, 123.01, 122.87, 119.37, 114.23, 111.09, 45.17, 20.68. HRMS (ESI+) for C19H18N2NaO2 

(M+Na) calcd 329.1258 found 329.1261. 

(R)-5-Amino-2-methoxy-N-(1-(naphthalen-1-yl)ethyl)benzamide (5.3). To a suspension of 

5-amino-2-methoxybenzoic acid (100 mg, 0.60 mmol, 1.2 equiv.) in acetonitrile (6 mL, 0.1M) 

under Argon at 0°C was added DIPEA (0.11 mL, 0.60 mmol, 1.2 equiv.), (R)-(+)-1-(1-

naphthyl)ethylamine (0.08 mL, 0.50 mmol, 1 equiv.), and PyBOP (311.32 mg, 0.60 mmol, 1.2 

equiv.). Reaction was allowed back to room   temperature and stirred at room temperature for 24 

hours. Solvent was removed under reduced pressure and ethyl acetate and an aq. Saturated solution 

of NH4Cl were added. Phases were separated and the organic phase was washed with aq. saturated 

NH4Cl (x2), aq. saturated NaHCO3 (x2), and brine (x1). Combined organic layers were dried 

(Na2SO4), filtered, and concentrated to give a red oil. Crude was purified by column 

chromatography on silica gel using 20-100% ethyl acetate in hexanes as an eluent. Product was 

triturated with hexane and evaporated to afford an off-white powder, 117 mg, 73% yield. 1H NMR 

(500 MHz, CDCl3) δ 8.39 (d, J = 7.8 Hz, 1H), 8.21 (d, J = 8.4 Hz, 1H), 7.89 – 7.84 (m, 1H), 7.79 
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(d, J = 8.2 Hz, 1H), 7.60 – 7.42 (m, 5H), 6.75 (d, J = 2.5 Hz, 2H), 6.11 (p, J = 7.0 Hz, 1H), 3.72 (s, 

3H), 1.74 (d, J = 6.8 Hz, 3H). 13C NMR (126 MHz, CDCl3) δ 164.34, 150.87, 140.71, 139.42, 

134.14, 131.17, 128.89, 128.16, 126.44, 125.83, 125.46, 123.81, 122.64, 122.45, 119.29, 118.70, 

113.45, 56.78, 45.57, 21.71. HRMS (ESI+) for C20H21O2N2 calcd 321.15975 found 321.15966. 

(R)-2-Hydroxy-N-(1-(naphthalen-1-yl)ethyl)-5-nitrobenzamide (5.4). To a suspension of 5-

nitrosalycilic acid (200 mg, 1.09 mmol) in DCM (10 mL, 0.1M) under Argon at 0°C was added 

EDCl (251.24 mg, 1.31 mmol, 1.2 equiv.). Reaction stirred for 30 minutes at 0°C (turned clear). 

HOBt·H2O (54 mg, 0.328 mmol, 0.3 equiv.), .), (R)-(+)-1-(1-naphthyl)ethylamine (0.21 mL, 1.31 

mmol, 1.2 equiv.), and DIPEA (0.19 mL, 1.09 mmol, 1 equiv.) were added. Reaction was allowed 

back to room   temperature and stirred at room temperature for 24 hours. DCM and an aq. Saturated 

solution of NH4Cl were added. Phases were separated and the organic phase was washed with aq. 

saturated NH4Cl (x2), aq. saturated NaHCO3 (x2), and brine (x1). Combined organic layers were 

dried (Na2SO4), filtered, and concentrated to give a yellow oil. Crude was purified by column 

chromatography on silica gel using 0-20% ethyl acetate in hexanes as an eluent. Product was 

triturated with heptane and evaporated to afford a yellow powder, 157 mg, 43% yield. 1H NMR 

(500 MHz, CDCl3) δ 8.29 (d, J = 2.6 Hz, 1H), 8.23 (dd, J = 9.2, 2.6 Hz, 1H), 8.07 (d, J = 8.4 Hz, 

1H), 7.92 – 7.82 (m, 2H), 7.62 (d, J = 7.1 Hz, 1H), 7.60 – 7.45 (m, 3H), 7.05 (d, J = 9.2 Hz, 1H), 

6.77 (d, J = 7.7 Hz, 1H), 6.12 (p, J = 7.0 Hz, 1H), 1.82 (d, J = 6.8 Hz, 3H). 13C NMR (126 MHz, 

CDCl3) δ 167.61, 167.42, 139.26, 136.86, 134.16, 131.05, 129.46, 129.23, 129.18, 127.08, 126.24, 

125.46, 123.07, 122.83, 122.43, 119.58, 113.57, 45.60, 20.67. HRMS (ESI+) for C19H16N2NaO4 

(M+Na) calcd 359.1002 found 359.1005. 

(R)-5-chloro-2-hydroxy-N-(1-(naphthalen-1-yl)ethyl)benzamide (5.10). To a solution of 5-

chlorosalycilic acid (200 mg, 1.16 mmol, 1.2 equiv.) in DCM (10 mL, 0.1M) under Argon at 0°C 
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was added DIPEA (0.17 mL, 0.96 mmol, 1 equiv.), and HATU (440.67 mg, 1.16 mmol, 1.2 equiv.). 

DMF (0.5 mL) was added to help dissolve the starting material. Mixture stirred at 0°C for 20 

minutes. (R)-(+)-1-(1-naphthyl)ethylamine (0.15 mL, 0.96 mmol, 1 equiv.), and DIPEA (0.17 mL, 

0.96 mmol, 1 equiv.) were added. Reaction was allowed back to room temperature and stirred at 

room temperature for 24 hours. DCM and water were added. Phases were separated and the 

aqueous phase was extracted with DCM (x3). Combined organic phases were washed with aq. 

saturated NH4Cl (x1), aq. saturated NaHCO3 (x1), and brine (x1), dried (Na2SO4), filtered, and 

concentrated to give an orange oil. Crude was purified by column chromatography on silica gel 

using 2-20% ethyl acetate in hexanes as an eluent to afford an off-white powder, 169 mg, 54% 

yield. 1H NMR (500 MHz, CDCl3) δ 12.29 (s, 1H), 8.11 – 8.06 (m, 1H), 7.93 – 7.83 (m, 2H), 7.64 

– 7.47 (m, 4H), 7.31 (dd, J = 8.9, 2.5 Hz, 1H), 7.22 (d, J = 2.5 Hz, 1H), 6.93 (d, J = 8.8 Hz, 1H), 

6.42 (d, J = 7.8 Hz, 1H), 6.10 (p, J = 7.0 Hz, 1H), 1.79 (d, J = 6.8 Hz, 3H). 13C NMR (126 MHz, 

CDCl3) δ 168.01, 160.41, 137.27, 134.29, 134.17, 131.12, 129.15, 129.06, 127.07, 126.23, 125.41, 

125.08, 123.40, 123.04, 122.93, 120.33, 115.14, 45.37, 20.70. HRMS (ESI+) for C19H15O2NCl 

calcd 324.07968 found 324.07927. 

 (R)-4-chloro-2-((1-(naphthalen-1-yl)ethyl)carbamoyl)phenyl acetate (5.14). To a solution 

of (R)-5-chloro-2-hydroxy-N-(1-(naphthalen-1-yl)ethyl)benzamide (1e) (73.7 mg, 0.23 mmol, 1 

equiv.) in DCM (2 mL, 0.1 M) under Argon at 0°C was added triethyl amine (67 µL, 0.48 mmol, 

2.1 equiv.) and acetyl chloride (18 µL, 0,25 mmol, 1.1 equiv.). Reaction was allowed back to room 

temperature and stirred at room temperature for 24 hours. Water and DCM were added. Phases 

were separated and the aqueous phase was extracted with DCM (x3). Combined organic layers 

were washed with aq. Saturated NH4Cl (x1), aq. saturated NaHCO3 (x1), and brine (x1), dried 

(Na2SO4), filtered, and concentrated to give a white solid, 52 mg, 61% yield 1H NMR (500 MHz, 
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CDCl3) δ 8.16 – 8.10 (m, 1H), 7.91 – 7.80 (m, 3H), 7.60 – 7.45 (m, 4H), 7.38 (ddd, J = 8.7, 2.7, 

1.5 Hz, 1H), 6.95 (dd, J = 8.7, 0.9 Hz, 1H), 6.59 – 6.50 (m, 1H), 6.10 (p, J = 7.0 Hz, 1H), 1.77 (d, 

J = 6.7 Hz, 3H), 1.54 (s, 4H). 13C NMR (126 MHz, CDCl3) δ 168.66, 163.04, 146.24, 137.59, 

134.12, 132.15, 131.81, 131.32, 130.38, 129.66, 128.95, 128.88, 127.13, 126.32, 125.38, 124.74, 

123.54, 122.93, 45.13, 20.25, 20.00. HRMS (ESI+) for C21H18O3NClNa calcd 390.08674 found 

390.08617. 

(R)-2-chloro-N-(1-(naphthalen-1-yl)ethyl)-5-nitrobenzamide (5.6). To a solution of 5-

chloronitrobenzoic acid (100 mg, 0.496 mmol, 1.2 equiv.) in acetonitrile(5 mL, 0.1M) under Argon 

at 0°C was added DIPEA (0.08 mL, 0.455 mmol, 1.1 equiv.), and HATU (187 mg, 0.496 mmol, 

1.2 equiv.). Mixture stirred at 0°C for 25 minutes. (R)-(+)-1-(1-naphthyl)ethylamine (0.07 mL, 

0.413 mmol, 1 equiv.) was added, a precipitate formed soon after the addition. Reaction was 

allowed back to room temperature and stirred at room temperature for 24 hours. Solvent was 

removed under reduced pressure, ethyl acetate was added, and precipitate was filtered and washed 

with ethyl acetate (precipitate is clean product, white solid). Filtrate was then washed with aq. 

saturated NH4Cl (x3), aq. saturated NaHCO3 (x2), and brine (x2), dried (Na2SO4), filtered, and 

concentrated to give an orange solid. Washed crude was recrystallized from ethyl acetate to afford 

a white fluffy solid, combined product,104 mg, 71% yield. 1H NMR (500 MHz, DMSO) δ 9.32 

(d, J = 7.8 Hz, 1H), 8.31 – 8.17 (m, 3H), 7.97 (dd, J = 8.1, 1.4 Hz, 1H), 7.87 (d, J = 8.1 Hz, 1H), 

7.82 (d, J = 8.8 Hz, 1H), 7.67 – 7.50 (m, 4H), 5.91 (p, J = 7.0 Hz, 1H), 1.62 (d, J = 6.9 Hz, 3H). 

13C NMR (126 MHz, DMSO) δ 163.40, 145.96, 139.21, 137.75, 137.15, 133.39, 131.27, 130.35, 

128.70, 127.53, 126.29, 125.71, 125.48, 125.38, 123.54, 123.15, 122.69, 44.88, 21.27. HRMS 

(ESI+) for C19H15ClN2NaO3 calcd 377.0663  found 377.0657. 
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(R)-2-chloro-5-methyl-N-(1-(naphthalen-1-yl)ethyl)nicotinamide (5.11). To a solution of 5-

chloro-5-methylnicotinic acid (150 mg, 0.874 mmol, 1.2 equiv.) in acetonitrile(8.5 mL, 0.1M) 

under Argon at 0°C was added DIPEA (0.15 mL, 0.874 mmol, 1.2 equiv.), and HATU (335 mg, 

0.881 mmol, 1.2 equiv.). Mixture stirred at 0°C for 25 minutes. (R)-(+)-1-(1-naphthyl)ethylamine 

(0.12 mL, 0.728 mmol, 1 equiv.) was added. Reaction was allowed back to room temperature and 

stirred at room temperature for 24 hours. Solvent was removed under reduced pressure, ethyl 

acetate was added and crude was washed with aq. saturated NH4Cl (x2), aq. saturated NaHCO3 

(x2), and brine (x1), dried (Na2SO4), filtered, and concentrated to give a dark orange solid. Crude 

was recrystallized from methanol to afford a beige solid, 145 mg, 61% yield 1H NMR (500 MHz, 

CDCl3) δ 8.23 (d, J = 2.4 Hz, 1H), 8.21 – 8.17 (m, 1H), 7.91 – 7.86 (m, 2H), 7.82 (d, J = 8.1 Hz, 

1H), 7.62 – 7.55 (m, 2H), 7.55 – 7.44 (m, 2H), 6.71 (d, J = 8.0 Hz, 1H), 6.13 (p, J = 7.0 Hz, 1H), 

2.32 (s, 3H), 1.81 (d, J = 6.8 Hz, 3H). 13C NMR (126 MHz, CDCl3) δ 163.91, 151.31, 144.34, 

140.35, 137.68, 134.12, 133.03, 131.15, 130.50, 129.02, 128.79, 126.80, 126.12, 125.40, 123.48, 

122.90, 45.98, 20.82, 17.65. HRMS (ESI+) for C19H17ClN2NaO calcd 347.0927 found 347.0925. 

(R)-2-bromo-N-(1-(naphthalen-1-yl)ethyl)-5-nitrobenzamide (5.7). To a solution of 2-

bromo-5-nitrobenzoic acid (400 mg, 1.63 mmol, 1.2 equiv.) in acetonitrile (10 mL, 0.1M) under 

Argon at 0°C was added DIPEA (0.28 mL, 1.63 mmol, 1.2 equiv.), and HATU (620 mg, 1.63 

mmol, 1.2 equiv.). Mixture stirred at 0°C for 25 minutes. (R)-(+)-1-(1-naphthyl)ethylamine (0.22 

mL, 1.36 mmol, 1 equiv.) was added. Reaction was allowed back to room temperature and stirred 

at room temperature for 19 hours. Solvent was removed under reduced pressure, solid was washed 

with ethanol and recrystallized from ethyl acetate to afford beige needle like crystals, 435 mg, 80% 

yield 1H NMR (500 MHz, DMSO) δ 9.30 (d, J = 7.9 Hz, 1H), 8.22 (d, J = 8.5 Hz, 1H), 8.17 (dd, J 

= 8.7, 2.8 Hz, 1H), 8.13 (d, J = 2.7 Hz, 1H), 8.01 – 7.94 (m, 2H), 7.87 (d, J = 8.1 Hz, 1H), 7.68 – 
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7.60 (m, 2H), 7.59 – 7.51 (m, 2H), 5.90 (p, J = 7.0 Hz, 1H), 1.63 (d, J = 6.9 Hz, 3H). 13C NMR 

(126 MHz, DMSO) δ 164.39, 146.46, 139.98, 139.13, 134.47, 133.39, 130.36, 128.69, 127.54, 

126.83, 126.33, 125.71, 125.48, 125.22, 123.22, 123.18, 122.77, 44.84, 21.24. HRMS (ESI+) for 

C19H15O3N2BrNa calcd 421.01583 found 421.-1570. 

(R)-5-amino-2-bromo-N-(1-(naphthalen-1-yl)ethyl)benzamide (5.8). To a suspension of 5-

amino-2-bromobenzoic acid (500 mg, 2.31 mmol, 1.2 equiv.) in acetonitrile (9 mL, 0.2M) under 

Argon at 0°C were added DIPEA (0.4 mL, 2.31 mmol, 1.2 equiv.), PyBOP (1.24 gr, 2.38 mmol, 

1.2 equiv.), and (R)-(+)-1-(1-naphthyl)ethylamine (0.31 mL, 1.93 mmol, 1 equiv.). Reaction was 

allowed back to room temperature and stirred at room temperature for 20 hours. Solvent was 

removed under reduced pressure, and ethyl acetate was added. Organic phase was washed with aq. 

saturated NH4Cl (x3), then with aq. saturated NaHCO3 (x2), aq. saturated NaCl (x2), and water 

(x1). Organic phase was then dried (Na2SO4), filtered and concentrated to give an orange solid. 

Crude was purified by flash column chromatography with 60 – 100% ethyl acetate in hexanes as 

eluent to give a pale orange solid, 496 mg, 70% yield. 1H NMR (500 MHz, CDCl3) δ 8.21 (dd, J 

= 8.6, 3.7 Hz, 1H), 7.90 – 7.77 (m, 2H), 7.57 (ddd, J = 8.6, 6.8, 1.4 Hz, 2H), 7.53 – 7.41 (m, 2H), 

7.22 (d, J = 8.5 Hz, 1H), 6.76 (d, J = 2.9 Hz, 1H), 6.50 (dd, J = 8.6, 2.9 Hz, 1H), 6.28 (d, J = 8.3 

Hz, 1H), 6.14 – 6.06 (m, 1H), 3.51 (s, 3H), 1.79 (d, J = 6.8 Hz, 3H). 13C NMR (126 MHz, CDCl3) 

δ 166.87, 146.05, 137.99, 137.88, 134.02, 131.24, 128.91, 128.64, 126.73, 126.06, 125.34, 123.74, 

122.89, 118.03, 115.93, 106.55, 45.65, 20.72. HRMS (ESI+) for C19H18ON2Br calcd 369.05970 

found 369.05927. 

tert-butyl (R)-(4-bromo-3-((1-(naphthalen-1-yl)ethyl)carbamoyl)phenyl)carbamate (5.9). 

To a solution of (R)-5-amino-2-bromo-N-(1-(naphthalen-1-yl)ethyl)benzamide (5.8, 250 mg, 0.68 

mmol, 1 equiv.) in ethanol (1.5 mL, 0.5M) under Argon, was added Boc2O (0.23 mL, 1.02 mmol, 
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1.5 equiv.). Reaction stirred at room temperature for 25 hours. Solvent was removed under reduced 

pressure to give a beige solid. Crude was used in the next step without further purification. 

Ethyl (E)-4-((tert-butoxycarbonyl)amino)but-2-enoate (5.29). To a suspension of NaH (60% 

suspension in oil, 32 mg, 0.75 mmol, 1.6 equiv.) and molecular sieves in THF (3.7 mL) under 

Argon at 0°C was added triethyl phosphonoacetate (0.14 mL, 0.71 mmol, 1.5 equiv.). The solution 

stirred at 0°C for 20 minutes. N-Boc-2-aminoacetaldehyde (73.5 mg, 0.46 mmol, 1 equiv.) was 

dissolved in THF (5 mL, final reaction concentration is 0.17 M) and added dropwise to the reaction 

mixture at 0°C. The reaction stirred at 0°C for 1 hour, the ice bath was then removed, and the 

reaction stirred at room temperature for 2 hours. When the starting material appeared to be 

consumed by TLC (4:1 Hexanes: Ethyl Acetate, Rf=0.28) the reaction was quenched with ethanol. 

Solvent was then removed by evaporation to give the crude product as a yellow oil. Crude was 

purified by column chromatography on silica gel using 4-40% ethyl acetate in hexanes as an eluent 

to afford a colorless oil, 31 mg, 31% yield. 1H NMR (500 MHz, CDCl3) δ 6.90 (dt, J = 15.7, 4.9 

Hz, 1H), 5.93 (dt, J = 15.7, 2.0 Hz, 1H), 4.69 (s, 1H), 4.19 (q, J = 7.1 Hz, 2H), 3.91 (d, J = 6.0 Hz, 

2H), 1.45 (s, 9H), 1.28 (t, J = 7.1 Hz, 3H). 13C NMR (126 MHz, CDCl3) δ 166.10, 155.57, 144.73, 

121.37, 79.92, 60.46, 41.35, 28.36, 14.24. HRMS (ESI+) for C11H19O4NNa calcd 252.12063 found 

252.12053. 

Ethyl (E)-4-aminobut-2-enoate trifluoroacetic acid salt (5.30). A solution of Ethyl (E)-4-

((tert-butoxycarbonyl)amino)but-2-enoate (5.29, 50 mg, 0.22 mmol, 1 equiv.) in DCM (0.5 mL, 

0.4 M) was cooled to 0°C, and TFA (0.07 mL, 0.92 mmol, 4 equiv.) was added dropwise. The 

reaction stirred at 0°C for 10 minutes, and then allowed back to room temperature for 2 hours. 

Solvent was removed to give an orange oil. Product was used for the next reaction without further 

purification. 
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(R)-2-methyl-N-(1-(naphthalen-1-yl)ethyl)-5-(trifluoromethyl)benzamide (5.12). To a 

solution of 2-methyl-5-(trifluoromethyl)benzoic acid (200 mg, 0.980 mmol, 1.2 equiv.) in 

acetonitrile(6.5 mL, 0.15M) under Argon at 0°C was added DIPEA (0.17 mL, 0.980 mmol, 1.2 

equiv.), and HATU (373 mg, 0.980 mmol, 1.2 equiv.). Mixture stirred at 0°C for 30 minutes. (R)-

(+)-1-(1-naphthyl)ethylamine (0.13 mL, 0.817 mmol, 1 equiv.) was added. Reaction was allowed 

back to room temperature and stirred at room temperature for 24 hours. Solvent was removed 

under reduced pressure, ethyl acetate was added, and precipitate was filtered and washed with 

ethyl acetate (precipitate is clean product, beige solid). Filtrate was then washed with aq. saturated 

NH4Cl (x2), aq. saturated NaHCO3 (x2), and brine (x1), dried (Na2SO4), filtered, and concentrated 

to give an orange solid. Washed crude was recrystallized from isopropanol to afford a pale yellow 

solid, combined product, 141 mg, 48% yield. 1H NMR (500 MHz, CDCl3) δ 8.22 (d, J = 8.5 Hz, 

1H), 7.89 (dd, J = 8.1, 1.4 Hz, 1H), 7.83 (d, J = 8.1 Hz, 1H), 7.63 – 7.44 (m, 6H), 7.30 (d, J = 7.8 

Hz, 1H), 6.15 (p, J = 6.9 Hz, 1H), 6.00 (d, J = 8.4 Hz, 1H), 2.47 (s, 3H), 1.82 (d, J = 6.7 Hz, 3H). 

13C NMR (126 MHz, CDCl3) δ 167.72, 140.45, 137.68, 137.14, 134.15, 131.55, 131.28, 129.06, 

128.86, 128.53, 128.26, 126.84, 126.60, 126.57, 126.54, 126.51, 126.21, 125.34, 125.01, 123.63, 

123.60, 123.57, 123.54, 123.48, 122.85, 45.25, 20.68, 19.91. HRMS (ESI+) for C21H18F3NNaO 

calcd 380.1233 found 380.1232. 

(R)-2-iodo-N-(1-(naphthalen-1-yl)ethyl)-5-(trifluoromethyl)benzamide (5.13). To a 

solution of 2-iodo-5-(trifluoromethyl)benzoic acid (400 mg, 1.266 mmol, 1.2 equiv.) in DCM (8 

mL, 0.16M) under Argon at 0°C was added DIPEA (0.22 mL, 1.266 mmol, 1.2 equiv.), and HATU 

(480 mg, 1.266 mmol, 1.2 equiv.). Mixture stirred at 0°C for 25 minutes. (R)-(+)-1-(1-

naphthyl)ethylamine (0.17 mL, 1.055 mmol, 1 equiv.) was added. Reaction was allowed back to 

room temperature and stirred at room temperature for 18 hours. Solvent was removed under 
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reduced pressure, ethyl acetate was added, and precipitate was filtered and washed with ethyl 

acetate (precipitate is clean product, white solid). Filtrate was then washed with aq. saturated 

NH4Cl (x2), aq. saturated NaHCO3 (x2), and brine (x1), dried (Na2SO4), filtered, and concentrated 

to give an orange solid. Washed crude was recrystallized from isopropanol to afford a pale orange 

solid, combined product, 431 mg, 87% yield. 1H NMR (500 MHz, CDCl3) δ 8.25 (d, J = 9.0 Hz, 

1H), 7.96 (d, J = 8.3 Hz, 1H), 7.89 (dd, J = 8.2, 1.4 Hz, 1H), 7.83 (d, J = 8.2 Hz, 1H), 7.64 – 7.57 

(m, 2H), 7.57 – 7.51 (m, 2H), 7.48 (dd, J = 8.2, 7.2 Hz, 1H), 7.29 (dd, J = 8.3, 2.2 Hz, 1H), 6.20 – 

6.10 (m, 1H), 6.03 (d, J = 8.3 Hz, 1H), 1.86 (d, J = 6.7 Hz, 3H). 13C NMR (126 MHz, CDCl3) δ 

167.14, 142.99, 140.75, 137.24, 134.12, 131.26, 131.11, 130.84, 129.01, 128.95, 127.58, 127.55, 

126.97, 126.24, 125.32, 125.03, 125.00, 123.70, 123.11, 122.46, 97.02, 45.76, 20.45. HRMS 

(ESI+) for C20H15F3INNaO calcd 492.0043 found 492.0055. 

(R)-3-((2-((1-(naphthalen-1-yl)ethyl)carbamoyl)-4-

(trifluoromethyl)phenyl)amino)propanoic acid (5.28). (R)-2-iodo-N-(1-(naphthalen-1-

yl)ethyl)-5-(trifluoromethyl)benzamide (SP-307, 75 mg, 0.160 mmol, 1 equiv.), β-alanine (16 mg, 

0.176 mmol, 1.1 equiv.), Cs2CO3 (stored in the oven, 130 mg, 0.4 mmol, 2.5 equiv.), CuI (15 mg, 

0.08 mmol, 0.5 equiv.) were added to a flask. The flask was capped and purged with vacuum and 

argon (x3). DMF was added (1 mL, 0.16M) and solution was degassed by bubbling argon into it 

while stirring. Flask was kept under argon atmosphere and heated to 105ºC. Reaction was 

monitored by TLC and was completed after 3 hours. Reaction mixture was then cooled to room 

temperature and filtered through celite using ethyl acetate, filtrate is a pale green solution. Water 

was added to the filtrate and pH was adjusted to 3 using 1M HCl. Phases were separated and 

aqueous phase was extracted with ethyl acetate (x5). Combined organic layers were washed with 

acidic water (pH 3) (x3), brine (x2), dried (Na2SO4), filtered and concentrated to give an orange 
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oil. Crude was co-evaporated with heptane to remove as much DMF as possible. Crude was 

purified by flash column chromatography on silica gel using 0-5% methanol in DCM as eluent. 

Solvent was removed from combined fractions to give a pale orange solid, 19 mg, 28% yield. 1H 

NMR (500 MHz, CDCl3) δ 8.11 (d, J = 8.4 Hz, 1H), 7.87 (dd, J = 8.0, 1.5 Hz, 1H), 7.81 (d, J = 8.2 

Hz, 1H), 7.59 – 7.45 (m, 6H), 6.71 (d, J = 9.3 Hz, 1H), 6.36 (d, J = 7.6 Hz, 1H), 6.04 (p, J = 6.9 

Hz, 1H), 3.51 (t, J = 6.9 Hz, 2H), 2.68 (t, J = 6.9 Hz, 2H), 1.74 (d, J = 6.8 Hz, 3H). 13C NMR (126 

MHz, CDCl3) δ 176.23, 167.91, 151.36, 138.02, 134.14, 131.14, q: (129.81, 129.78, 129.75, 

129.72, 3JC-F=3.51 Hz), 129.07, 128.71, q: (127.84, 125.69, 123.54, 121.39, 1JC-F=270 Hz), 126.81, 

126.07, 125.44, q: (124.96, 124.93, 124.90, 124.87, 3JC-F=3.84 Hz), 123.23, 122.75, q: (117.16, 

116.90, 116.63, 116.37, 2JC-F=33.07 Hz), 114.79, 111.22, 53.57, 45.39, 38.39, 21.02. . HRMS 

(ESI+) for C23H21F3N2NaO3 calcd 453.1396 found 453.1396. 

Ethyl (R,E)-4-(3-((2-((1-(naphthalen-1-yl)ethyl)carbamoyl)-4-

(trifluoromethyl)phenyl)amino)-propanamido)but-2-enoate (5.1a). To a solution of (R)-3-((2-

((1-(naphthalen-1-yl)ethyl)carbamoyl)-4-(trifluoromethyl)phenyl)amino)propanoic acid (5.28, 88 

mg, 0.204 mmol, 1.2 equiv.) in DCM (0.6 mL) under Argon at 0°C were added DIPEA (0.04 mL, 

0.229 mmol, 1.3 equiv.) and PyBOP (106 mg, 0.204 mmol, 1.2 equiv.). In a separate flask, ethyl 

(E)-4-aminobut-2-enoate trifluoroacetic acid salt (5.30, 43 mg, 0.177 mmol, 1 equiv.) was 

dissolved in DCM (0.6 mL) and DIPEA (0.04 mL, 0.229 mmol, 1.3 equiv.) was added to neutralize 

the salt. Neutralized amine mixture was added to reaction mixture (DCM final amount 1.2 mL, 

0.17M, DIPEA 0.08 mL, 0.458 mmol, 2.6 equiv.). Reaction was allowed back to room temperature 

and stirred at room temperature for 18 hours. Solvent was removed under reduced pressure and 

ethyl acetate and an aq. Saturated solution of NH4Cl were added. Phases were separated and the 

organic phase was washed with aq. saturated NH4Cl (x2), aq. saturated NaHCO3 (x1), and brine 
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(x1). Combined organic layers were dried (Na2SO4), filtered, and concentrated to give an orange 

solid. Crude was purified by flash column chromatography on silica gel using 5-60% ethyl acetate 

in DCM as an eluent. The product was co-evaporated with chloroform to afford a white solid, 36 

mg, 37% yield. 1H NMR (500 MHz, CDCl3) δ 8.18 (d, J = 8.4 Hz, 1H), 7.91 – 7.83 (m, 2H), 7.80 

(d, J = 8.2 Hz, 1H), 7.59 – 7.41 (m, 6H), 6.73 (d, J = 8.7 Hz, 2H), 6.62 (dt, J = 15.7, 5.1 Hz, 1H), 

6.06 (p, J = 7.0 Hz, 1H), 5.70 (t, J = 5.9 Hz, 1H), 5.64 (dt, J = 15.7, 1.9 Hz, 1H), 4.11 (q, J = 7.1 

Hz, 2H), 3.93 (dddd, J = 17.5, 6.2, 5.1, 1.9 Hz, 1H), 3.81 (dtd, J = 17.5, 5.5, 1.9 Hz, 1H), 3.53 (ddt, 

J = 16.1, 13.3, 6.7 Hz, 2H), 2.51 – 2.36 (m, 2H), 1.74 (d, J = 6.8 Hz, 3H), 1.23 (t, J = 7.1 Hz, 3H). 

13C NMR (126 MHz, CDCl3) δ 170.77, 167.98, 166.08, 151.21, 143.61, 138.39, 134.12, 131.17, 

q: (129.63, 129.60, 129.58, 129.55, 3JC-F=3.66 Hz), 129.11, 128.53, q: (127.85, 125.70, 123.55, 

121.40, 1JC-F=270 Hz), 126.64, 126.00, 125.51, q: (125.15, 125.13, 125.09, 125.06, 3JC-F=3.66 Hz), 

123.36, 122.79, 121.65, q: (117.16, 116.90, 116.63, 116.37, 2JC-F=32.92 Hz), 115.18, 111.40, 60.66, 

45.14, 40.13, 39.15, 36.53, 21.05, 14.27. HRMS (ESI+) for C29H30O4N3F3Na calcd 564.20806 

found 564.20820. 

(R)-tert-butyl (4-chloro-2-((1-(naphthalen-1-yl)ethyl)carbamoyl)phenyl) succinate (5.22). To 

the stirred solution of mono-tert-succinate (58.7 mg, 0.337 mmol, 1.1 equiv.) in an anhydrous 

DCM (10 mL) at 0°C was added DMAP (64.6 mg, 0.337 mmol, 1.1 equiv) and EDCl (41.2 mg, 

0.337 mmol, 1.1 equiv.). The mixture stirred at 0°C for 5 minutes, before (R)-5-chloro-2-hydroxy-

N-(1-(naphthalen-1-yl)ethyl)benzamide (5.10, 100 mg, 0.307 mmol, 1 equiv.) was added. The 

reaction then stirred at room temperature overnight. The precipitated urea was filtered and the 

filtrate was evaporated under vacuum. The residue was dissolved in DCM and water (15 mL) was 

extracted (20 mL x 3). The organic layers were combined, washed with water, dried (Na2SO4), 

filtered, and evaporated under vacuum. The crude was purified by flash chromatography on silica 
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gel using 20-90% ethyl acetate in hexane to afford a white solid, 15 mg, 10% yield. 1H NMR (500 

MHz, CDCl3) δ 8.16 (d, J = 8.4 Hz, 1H), 7.90 (dd, J = 8.0, 1.6 Hz, 1H), 7.88 – 7.82 (m, 2H), 7.64 

– 7.47 (m, 5H), 7.39 (dd, J = 8.7, 2.7 Hz, 1H), 7.01 (d, J = 8.7 Hz, 1H), 6.68 (d, J = 8.4 Hz, 1H), 

6.18 – 6.08 (m, 1H), 2.28 – 2.05 (m, 4H), 1.91 – 1.82 (m, 1H), 1.79 (d, J = 6.8 Hz, 3H), 1.44 (s, 

9H). 13C NMR (126 MHz, CDCl3) δ 171.03, 170.38, 162.88, 146.12, 137.60, 133.90, 131.92, 

131.68, 131.15, 130.32, 129.32, 128.80, 128.64, 126.92, 126.11, 125.28, 124.60, 123.46, 122.95, 

81.06, 77.30, 77.05, 76.79, 45.01, 29.64, 28.52, 28.07, 20.10. HRMS (ESI+) for C27H28ClNNaO5 

(M + Na), calcd: 504.1548, found: 504.1558. 

(R)-5-chloro-2-(3-hydroxypropoxy)-N-(1-(naphthalen-1-yl)ethyl)benzamide (5.23). 5.10 (100 

mg, 0.307 mmol, 1 equiv.) and K2CO3 (84.8 mg, 0.614 mmol, 2 equiv.) were disolved in DMF (10 

mL) and sonicated for 5 minutes. 3-bromopropanol (51.2 mg, 0.369 mmol, 1.2 equiv) was added 

and the resulting solution mixture was stirred at room temperature overnight.  When the reaction 

appeared to be complete by TLC water was added, and the mixture was extracted with EtOAc (3x 

30 mL). The organic layers were combined, washed with water, dried (Na2SO4), filtered and 

evaporated under. The crude was purified by flash chromatography on silica gel using 20-90% 

ethyl acetate in hexane to afford a white solid, 5.23, 37 mg, 31% yield. 1H NMR (500 MHz, CDCl3) 

δ 8.24 (d, J = 7.6 Hz, 1H), 8.17 (dd, J = 10.3, 5.1 Hz, 2H), 7.87 (d, J = 8.1 Hz, 1H), 7.82 (t, J = 

9.0 Hz, 1H), 7.59 (d, J = 7.3 Hz, 1H), 7.56 – 7.44 (m, 4H), 7.35 – 7.27 (m, 1H), 6.79 (t, J = 10.3 

Hz, 1H), 6.14 – 6.06 (m, 1H), 4.08 – 4.00 (m, 1H), 4.00 – 3.88 (m, 1H), 3.26 (dd, J = 10.4, 5.3 Hz, 

2H), 1.92 (dd, J = 12.0, 5.9 Hz, 1H), 1.85 – 1.77 (m, 3H), 1.76 (s, 1H), 1.56 (tt, J = 11.3, 4.6 Hz, 

2H). 13C NMR (126 MHz, CDCl3) δ 163.11, 155.40, 138.52, 133.94, 132.26, 131.78, 131.16, 

128.75, 128.34, 126.63, 126.52, 125.95, 125.27, 123.62, 122.94, 122.67, 113.68, 66.44, 58.78, 

45.22, 31.39, 20.51. HRMS (ESI+) for C22H22ClNNaO3 (M + Na), calcd: 406.1180, found: 
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406.1197. 

(R)-5-chloro-2-(4-hydroxybutoxy)-N-(1-(naphthalen-1-yl)ethyl)benzamideSame (5.24). The 

same general procedure as for 5.23 was used: 5.10 (100 mg, 0.307 mmol, 1 equiv.), K2CO3 (84.8 

mg, 0.614 mmol, 2 equiv.) and 3 -bromo-butanol (51.5 mg, 0.369 mmol, 1.2 equiv). The crude 

was purified by flash chromatography on silica gel using 20-90% ethyl acetate in hexane to afford 

the product 5.24, as a white solid, 36 mg, 28% yield. 1H NMR (500 MHz, CDCl3) δ 8.28 – 8.20 

(m, 2H), 8.18 (d, J = 8.3 Hz, 1H), 7.88 (dt, J = 7.7, 1.8 Hz, 1H), 7.85 – 7.78 (m, 1H), 7.61 (dq, J 

= 7.2, 1.1 Hz, 1H), 7.54 (ddd, J = 8.4, 6.1, 1.5 Hz, 1H), 7.52 – 7.44 (m, 2H), 7.32 (dt, J = 8.7, 2.6 

Hz, 1H), 6.79 (dd, J = 8.8, 2.3 Hz, 1H), 6.11 (p, J = 6.9 Hz, 1H), 4.13 (q, J = 7.1 Hz, 2H), 3.97 

(dtd, J = 8.7, 6.3, 2.2 Hz, 1H), 3.85 (dtd, J = 8.5, 6.4, 1.8 Hz, 1H), 3.35 (q, J = 5.7 Hz, 2H), 1.79 

(dd, J = 6.7, 1.3 Hz, 3H), 1.54 – 1.38 (m, 3H), 1.31 – 1.12 (m, 5H). 13C NMR (126 MHz, CDCl3) 

δ 171.20, 155.46, 138.47, 133.95, 132.27, 131.95, 131.26, 128.71, 128.35, 126.63, 126.61, 125.93, 

125.23, 123.66, 122.85, 122.71, 113.69, 69.26, 61.86, 45.19, 28.82, 25.31, 21.06. 

(R)-2-iodo-N-(1-(naphthalen-1-yl)ethyl)benzamide (5.31). To a suspension of 2-iodobenzoic 

acid (200 mg, 0.81 mmol) in acetonitrile (8 mL, 0.1M) under Argon at 0°C was added DIPEA 

(0.14 mL, 0.81 mmol, 1.2 equiv.), and HATU (306.5 mg, 0.81 mmol, 1.2 equiv.). Mixture stirred 

at 0°C for 30 minutes. (R)-(+)- 1-(1-naphthyl)ethylamine (0.11 mL, 0.67 mmol, 1 equiv.) was 

added. Reaction was allowed back to room temperature and stirred at room temperature for 24 

hours. Solvent was removed under reduced pressure, ethyl acetate was added, and precipitate was 

filtered and washed with ethyl acetate (precipitate is clean product, beige solid). Filtrate was then 

washed with aq. saturated NH4Cl (x2), aq. saturated NaHCO3 (x2), and brine (x1), dried 

(Na2SO4), filtered, and concentrated to give an orange solid. Washed crude was recrystallized 

from isopropanol to afford a white solid, combined product, 107 mg, 40% yield. 1H NMR (500 
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MHz, CDCl3) δ 8.27 (d, J = 8.5 Hz, 1H), 7.91 – 7.85 (m, 1H), 7.82 (dd, J = 8.2, 1.7 Hz, 2H), 7.63 

– 7.56 (m, 2H), 7.52 (ddd, J = 8.1, 6.9, 1.2 Hz, 1H), 7.47 (dd, J = 8.2, 7.2 Hz, 1H), 7.35 – 7.27 (m, 

2H), 7.05 (ddd, J = 7.9, 6.5, 2.6 Hz, 1H), 6.19 – 6.10 (m, 1H), 5.98 (d, J = 8.4 Hz, 1H), 1.84 (d, J 

= 6.7 Hz, 3H). 

(R)-2-iodo-N-(1-(naphthalen-1-yl)ethyl)-5-nitrobenzamide (5.32). To a suspension of 2-iodo-

5- nitrobenzoic acid (200 mg, 0.68 mmol) in acetonitrile (8 mL, 0.1M) under Argon at 0°C was 

added DIPEA (0.12 mL, 0.68 mmol, 1.2 equiv.), and HATU (259.5 mg, 0.68 mmol, 1.2 equiv.). 

Mixture stirred at 0°C for 30 minutes. (R)-(+)-1-(1-naphthyl)ethylamine (0.09 mL, 0.57 mmol, 1 

equiv.) was added. Reaction was allowed back to room temperature and stirred at room temperature 

for 24 hours. Solvent was removed under reduced pressure, ethyl acetate was added, and 

precipitate was filtered and washed with ethyl acetate (precipitate is clean product, beige solid). 

Filtrate was then washed with aq. saturated NH4Cl (x2), aq. saturated NaHCO3 (x2), and brine 

(x1), dried (Na2SO4), filtered, and concentrated to give an orange solid. Washed crude was 

recrystallized from isopropanol to afford a white solid, combined product, 199 mg, 78% yield. 1H 

NMR (500 MHz, DMSO) δ 9.25 (d, J = 7.8 Hz, 1H), 8.22 (dd, J = 20.1, 8.5 Hz, 2H), 8.02 – 7.93 

(m, 3H), 7.87 (d, J = 8.1 Hz, 1H), 7.70 – 7.60 (m, 2H), 7.59 – 7.49 (m, 2H), 5.90 (p, J = 7.1 Hz, 

1H), 1.64 (d, J = 6.9 Hz, 3H). 

(R)-3-((2-((1-(naphthalen-1-yl)ethyl)carbamoyl)-4-nitrophenyl)amino)propanoic acid (5.33). 

(R)-2-iodo-N-(1-(naphthalen-1-yl)ethyl)benzamide (5.31, 100 mg, 0.25 mmol, 1 equiv.), β-alanine 

(24.4 mg, 0.27 mmol, 1.1 equiv.), Cs2CO3 (stored in the oven, 203 mg, 0.62 mmol, 2.5 equiv.), 

CuI (23.7 mg, 0.12 mmol, 0.5 equiv.) were added to a flask. The flask was capped and purged with 

vacuum and argon (x3). DMF was added (2.5 mL, 0.16M) and solution was degassed by bubbling 

argon into it while stirring. Flask was kept under argon atmosphere and heated to 105ºC. Reaction 
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was monitored by TLC and was completed after 3 hours. Reaction mixture was then cooled to 

room temperature and filtered through celite using ethyl acetate, filtrate is a pale green solution. 

Water was added to the filtrate and pH was adjusted to 3 using 1M HCl. Phases were separated 

and aqueous phase was extracted with ethyl acetate (x5). Combined organic layers were washed 

with acidic water (pH 3) (x3), brine (x2), dried (Na2SO4), filtered and concentrated to give an 

orange oil. Crude was co-evaporated with heptane to remove as much DMF as possible. Crude 

was purified by flash column chromatography on silica gel using 0-5% methanol in DCM as eluent. 

Solvent was removed from combined fractions to give a translucent oil, 52 mg, 58% yield. 1H 

NMR (500 MHz, CDCl3) δ 8.13 (d, J = 8.4 Hz, 1H), 7.86 (dd, J = 7.7, 1.4 Hz, 1H), 7.80 (d, J = 

8.1 Hz, 1H), 7.59 – 7.42 (m, 4H), 7.29 – 7.27 (m, 1H), 7.24 (d, J = 1.6 Hz, 1H), 6.70 (dd, J = 8.5, 

1.1 Hz, 1H), 6.54 (ddd, J = 8.1, 7.2, 1.1 Hz, 1H), 6.34 (d, J = 7.8 Hz, 1H), 6.06 – 5.91 (m, 1H), 

3.49 (t, J = 6.9 Hz, 2H), 2.67 (t, J = 6.9 Hz, 2H), 1.74 (d, J = 6.8 Hz, 3H). 

(R)-3-((2-((1-(naphthalen-1-yl)ethyl)carbamoyl)-4-nitrophenyl)amino)propanoic acid (5.34). 

(R)-2-iodo-N-(1-(naphthalen-1-yl)ethyl)-5-nitrobenzamide (5.32, 190 mg, 0.42 mmol, 1 equiv.), 

βalanine (41.7 mg, 0.47 mmol, 1.1 equiv.), Cs2CO3 (stored in the oven, 346.8 mg, 1.06 mmol, 2.5 

equiv.), CuI (40.5 mg, 0.21 mmol, 0.5 equiv.) were added to a flask. The flask was capped and 

purged with vacuum and argon (x3). DMF was added (2.5 mL, 0.16M) and solution was degassed 

by bubbling argon into it while stirring. Flask was kept under argon atmosphere and heated to 

105ºC. Reaction was monitored by TLC and was completed after 3 hours. Reaction mixture was 

then cooled to room temperature and filtered through celite using ethyl acetate, filtrate is a pale 

green solution. Water was added to the filtrate and pH was adjusted to 3 using 1M HCl. Phases 

were separated and aqueous phase was extracted with ethyl acetate (x5). Combined organic layers 

were washed with acidic water (pH 3) (x3), brine (x2), dried (Na2SO4), filtered and concentrated 
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to give an orange oil. Crude was co-evaporated with heptane to remove as much DMF as possible. 

Crude was purified by flash column chromatography on silica gel using 0-5% methanol in DCM 

as eluent. Solvent was removed from combined fractions to give a pale orange solid, 170 mg, 52% 

yield. 1H NMR (500 MHz, DMSO) δ 9.25 (d, J = 7.8 Hz, 1H), 8.22 (dd, J = 20.1, 8.5 Hz, 2H), 8.02 

– 7.93 (m, 3H), 7.87 (d, J = 8.1 Hz, 1H), 7.70 – 7.60 (m, 2H), 7.59 – 7.49 (m, 2H), 5.90 (p, J = 7.1 

Hz, 1H), 1.64 (d, J = 6.9 Hz, 3H). 

Ethyl (R,E)-4-(3-((2-((1-(naphthalen-1-

yl)ethyl)carbamoyl)phenyl)amino)propanamido)but-2- enoate (5.35). (R)-3-((2-((1-

(naphthalen-1-yl)ethyl)carbamoyl)-4-nitrophenyl)amino)propanoic acid (5.33, 200 mg, 0.55 

mmol, 1.2 equiv.) in DCM (3.5 mL) under Argon at 0°C were added DIPEA (0.09 mL, 0.55 mmol, 

1.2 equiv.) and PyBOP (286 mg, 0.55 mmol, 1.2 equiv.). In a separate flask, ethyl (E)-4- aminobut-

2-enoate trifluoroacetic acid salt (5.30, 104.9 mg, 0.46 mmol, 1 equiv.) was dissolved in DCM (0.6 

mL) and DIPEA (0.08 mL, 0.46 mmol, 1 equiv.) was added to neutralize the salt. Neutralized 

amine mixture was added to reaction mixture (DCM final amount 6 mL, 0.17M, DIPEA 0.17 mL, 

1.01 mmol, 2.2 equiv.). Reaction was allowed back to room temperature and stirred at room 

temperature for 18 hours. Solvent was removed under reduced pressure and ethyl acetate and an 

aq. Saturated solution of NH4Cl were added. Phases were separated and the organic phase was 

washed with aq. saturated NH4Cl (x2), aq. saturated NaHCO3 (x1), and brine (x1). Combined 

organic layers were dried (Na2SO4), filtered, and concentrated to give an orange solid. Crude was 

purified by flash column chromatography on silica gel using 5-60% ethyl acetate in DCM as an 

eluent. The product was co-evaporated with chloroform to afford a white solid, 213. mg, 52% 

yield. 1H NMR (500 MHz, CDCl3) δ 8.17 (d, J = 8.4 Hz, 1H), 7.91 – 7.85 (m, 1H), 7.81 (d, J = 8.2 

Hz, 1H), 7.59 – 7.42 (m, 4H), 6.77 – 6.72 (m, 1H), 6.71 (t, J = 5.2 Hz, 0H), 6.56 (td, J = 7.5, 1.1 
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Hz, 1H), 6.48 (d, J = 7.8 Hz, 1H), 6.04 (p, J = 7.0 Hz, 1H), 5.92 (s, 1H), 5.75 (dt, J = 15.8, 1.9 Hz, 

1H), 4.12 (q, J = 3.6 Hz, 2H), 4.02 – 3.84 (m, 2H), 3.53 (td, J = 6.6, 3.0 Hz, 2H), 2.50 (td, J = 6.6, 

4.3 Hz, 2H), 2.04 (s, 0H), 1.74 (d, J = 6.8 Hz, 3H), 1.24 (t, J = 7.1 Hz, 4H). 13C NMR (126 MHz, 

CDCl3) δ 171.26, 168.76, 166.01, 148.96, 143.70, 138.43, 134.00, 132.91, 131.10, 128.90, 128.39, 

127.54, 126.58, 125.90, 125.32, 123.35, 122.56, 121.67, 116.02, 115.54, 111.99, 60.46, 44.94, 

40.10, 39.49, 36.67, 20.91, 14.21. HRMS (ESI+) for C28H31O4N3 calcd 496.2207 found 496.2204. 

Ethyl (R,E)-4-(3-((2-((1-(naphthalen-1-yl)ethyl)carbamoyl)-4- 

nitrophenyl)amino)propanamido)but-2-enoate (5.36). (R)-3-((2-((1-(naphthalen-1- 

yl)ethyl)carbamoyl)-4-nitrophenyl)amino)propanoic (5.34, 140 mg, 0.34 mmol, 1.2 equiv.) in 

DCM (0.6 mL) under Argon at 0°C were added DIPEA (0.04 mL, 0.229 mmol, 1.2 equiv.) and 

PyBOP (177 mg, 0.34 mmol, 1.2 equiv.). In a separate flask, ethyl (E)-4-aminobut-2-enoate 

trifluoroacetic acid salt (5.30, 43 mg, 0.177 mmol, 1 equiv.) was dissolved in DCM (0.6 mL) and 

DIPEA (0.06 mL, 0.34 mmol, 1 equiv.) was added to neutralize the salt. Neutralized amine mixture 

was added to reaction mixture (DCM final amount 3.5 mL, 0.17M, DIPEA 0.11 mL, 0.62 mmol, 

2.2 equiv.). Reaction was allowed back to room temperature and stirred at room temperature for 

18 hours. Solvent was removed under reduced pressure and ethyl acetate and an aq. Saturated 

solution of NH4Cl were added. Phases were separated and the organic phase was washed with aq. 

saturated NH4Cl (x2), aq. saturated NaHCO3 (x1), and brine (x1). Combined organic layers were 

dried (Na2SO4), filtered, and concentrated to give an orange solid. Crude was purified by flash 

column chromatography on silica gel using 5-60% ethyl acetate in DCM as an eluent. The product 

was co-evaporated with chloroform to afford a white solid, 148. mg, 58% yield. 1H NMR (500 

MHz, DMSO) δ 9.31 (d, J = 7.6 Hz, 1H), 8.97 (t, J = 5.7 Hz, 1H), 8.66 (d, J = 2.7 Hz, 1H), 8.26 

(t, J = 5.7 Hz, 1H), 8.18 (d, J = 8.4 Hz, 1H), 8.13 (dd, J = 9.4, 2.6 Hz, 1H), 7.95 (dd, J = 8.0, 1.6 
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Hz, 1H), 7.84 (d, J = 8.1 Hz, 1H), 7.64 (dd, J = 7.2, 1.2 Hz, 1H), 7.60 – 7.49 (m, 3H), 6.87 (d, J = 

9.5 Hz, 1H), 6.80 (dt, J = 15.7, 4.7 Hz, 1H), 5.93 (p, J = 7.0 Hz, 1H), 5.85 (dt, J = 15.7, 1.9 Hz, 

1H), 4.07 (q, J = 7.1 Hz, 2H), 3.85 (dq, J = 5.6, 1.9 Hz, 2H), 3.56 – 3.43 (m, 2H), 2.47 (t, J = 6.7 

Hz, 2H), 1.62 (d, J = 7.0 Hz, 3H), 1.16 (t, J = 7.1 Hz, 3H). 13C NMR (126 MHz, DMSO) δ 170.15, 

166.60, 165.43, 153.80, 145.74, 140.04, 134.60, 133.36, 130.39, 128.69, 128.15, 127.33, 126.22, 

125.56 (d, J = 11.0 Hz), 123.01, 122.57, 120.31, 113.28, 110.85, 59.83, 44.66, 34.37, 21.20, 14.08. 

HRMS (ESI+) for C28H30O6N4 calcd 541.20576 found 541.20448. 
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Compound GRL0617 1H NMR
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Compound GRL0617 13C NMR

 

Compound GRL0617 ESI (+) HRMS
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Compound GRL0617 HPLC
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Compound 5.2 1H NMR
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Compound 5.2 13C NMR

 

Compound 5.2 ESI (+) HRMS
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Compound 5.2 HPLC
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Compound 5.3 1H NMR
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Compound 5.3 13C NMR

 

Compound 5.3 ESI (+) HRMS
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Compound 5.3 HPLC
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compound 5.10 1H NMR
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Compound 5.10 13C NMR

 

Compound 5.10 ESI (+) HRMS
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Compound 5.10 HPLC
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Compound 5.4 1H NMR
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Compound 5.4  13C NMR

 

Compound 5.4 ESI (+) HRMS
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Compound 5.4 HPLC 
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Compound 5.6 1H-NMR
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Compound 5.6  13C NMR
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Compound 5.6 ESI (+) HRMS

 

Compound 5.6 HPLC 
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Compound 5.11 1H-NMR
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Compound 5.11 13C NMR

 

Compound 5.11 ESI (+) HRMS
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Compound 5.11 HPLC 
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Compound 5.29 1H-NMR
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Compound 5.29 13C NMR

 

Compound 5.29 ESI (+) HRMS

 

 

 

 

220808-12ESI- HRMS-Moitessier-S Pinus... 08/08/22 13:21:53

220808-12ESI- HRMS-Moitessier-S Pinus-SP-280 #536-569 RT: 1.27-1.34 AV: 34 SB: 5 0.07-0.15 NL: 4.78E8

T: FTMS + p ESI Full ms [150.0000-500.0000]

160 180 200 220 240 260 280 300 320 340 360 380 400 420 440 460 480 500

m/z

0

10

20

30

40

50

60

70

80

90

100

R
e
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252.12053

247.16527 481.25222
196.05804

254.12551

284.11006 294.10842174.07612 426.20985412.19415350.11841 440.22513 465.20319320.10780 398.17836210.07353 362.09637152.06826 496.28837

220808-12ESI- HRMS-Moitessier-S Pinus-SP-280 #536-569 RT: 1.27-1.34 AV: 34 SB: 5 0.07-0.15 NL: 4.78E8

T: FTMS + p ESI Full ms [150.0000-500.0000]

251.8 252.0 252.2 252.4 252.6 252.8 253.0 253.2 253.4 253.6 253.8 254.0 254.2
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254.12551252.01059 252.22962 253.17312

252.09861

253.01239252.47990

220808-12ESI- HRMS-Moitessier-S Pinus-SP-280#536-569 RT: 1.27-1.34 AV: 34

SB: 5 0.07-0.15

T: FTMS + p ESI Full ms [150.0000-500.0000]

m/z= 252.11127-252.12580

m/z Intensity Relative Resolution Charge Theo. Mass Delta 

(ppm)

RDB 

equiv.

Compositionm/z Intensity Relative Resolution Charge Theo. Mass Delta 

(ppm)

RDB 

equiv.

Composition

 252.12053  478648480.0   100.00 34605.03     1.00  252.12063    -0.40     2.5 C 11 H 19 O 4 N Na

 252.11956     3.83    -1.0 C10H25N2Br
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Compound 5.29 HPLC 
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Compound 5.14 1H NMR
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Compound 5.14 13C NMR

 

Compound 5.14 ESI (+) HRMS

 

 

 

 

 

220831-02ESI- HRMS-Moitessier-S Pinus... 08/31/22 10:29:06

220831-02ESI- HRMS-Moitessier-S Pinus-SP-266 #507-533 RT: 1.83-1.89 AV: 27 SB: 33 0.40-0.47 NL: 4.75E8

T: FTMS + p ESI Full ms [150.0000-500.0000]

150 160 170 180 190 200 210 220 230 240 250 260 270 280 290 300 310 320 330 340 350 360 370 380 390 400 410 420 430 440 450 460 470 480 490 500

m/z
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392.08304

368.10436
394.08945

432.07444413.16211 441.19293385.13076 467.20984236.10403155.08583 326.09348304.29905 348.07594 486.10576199.08393171.04925 496.14730217.00023179.07375 275.17277261.12924 285.09721

220831-02ESI- HRMS-Moitessier-S Pinus-SP-266 #507-533 RT: 1.83-1.89 AV: 27 SB: 33 0.40-0.47 NL: 4.75E8

T: FTMS + p ESI Full ms [150.0000-500.0000]

390.0 390.2 390.4 390.6 390.8 391.0 391.2 391.4 391.6 391.8 392.0 392.2 392.4 392.6 392.8 393.0 393.2 393.4
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391.08942

393.08624

390.04627 390.29790 392.29753391.87601

392.04211

393.20724390.88560 391.30210

220831-02ESI- HRMS-Moitessier-S Pinus-SP-266#507-533 RT: 1.83-1.89 AV: 27

SB: 33 0.40-0.47

T: FTMS + p ESI Full ms [150.0000-500.0000]

m/z= 390.06733-390.10765

m/z Intensity Relative Resolution Charge Theo. Mass Delta 

(ppm)

RDB 

equiv.

Compositionm/z Intensity Relative Resolution Charge Theo. Mass Delta 

(ppm)

RDB 

equiv.

Composition

 390.08617  474878976.0   100.00 26944.55     1.00  390.08674    -1.46    12.5 C 21 H 18 O 3 N Cl Na
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Compound 5.14 HPLC 
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Compound 5.7 1H NMR
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Compound 5.7 13C NMR

 

Compound 5.7 ESI (+) HRMS

 

  

220808-13ESI- HRMS-Moitessier-S Pinus... 08/08/22 13:27:18

220808-13ESI- HRMS-Moitessier-S Pinus-SP-279 #218-222 RT: 0.53-0.54 AV: 5 SB: 6 0.14-0.15 NL: 5.78E7

T: FTMS + p ESI Full ms [150.0000-500.0000]

160 180 200 220 240 260 280 300 320 340 360 380 400 420 440 460 480 500

m/z

0

10

20

30

40

50

60

70

80

90

100

R
e

la
ti
v
e

 A
b

u
n

d
a

n
c
e

421.01570

236.07141
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418.05827

332.33082 438.98768377.06594 463.00409214.08962

223.09390

477.12876 489.00382270.19657185.11516169.04250 360.36236299.14727

239.07121

220808-13ESI- HRMS-Moitessier-S Pinus-SP-279 #218-222 RT: 0.53-0.54 AV: 5 SB: 6 0.14-0.15 NL: 5.78E7

T: FTMS + p ESI Full ms [150.0000-500.0000]

420.8 421.0 421.2 421.4 421.6 421.8 422.0 422.2 422.4 422.6 422.8 423.0 423.2 423.4 423.6 423.8 424.0 424.2 424.4 424.6 424.8 425.0 425.2 425.4 425.6
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422.01900 424.01678

425.01968
423.24768 425.24903421.30506 424.24327422.33714

220808-13ESI- HRMS-Moitessier-S Pinus-SP-279#218-222 RT: 0.53-0.54 AV: 5

SB: 6 0.14-0.15

T: FTMS + p ESI Full ms [150.0000-500.0000]

m/z= 420.99850-421.03423

m/z Intensity Relative Resolution Charge Theo. Mass Delta 

(ppm)

RDB 

equiv.

Compositionm/z Intensity Relative Resolution Charge Theo. Mass Delta 

(ppm)

RDB 

equiv.

Composition

 421.01570  59765920.0   100.00 25308.31     1.00  421.01583    -0.31    12.5 C 19 H 15 O 3 N 2 Br Na



Supplementary information Chapter 5 

340 

 

Compound 5.7 HPLC
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Compound 5.8 1H-NMR 
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Compound 5.8 13C-NMR 
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Compound 5.8 ESI (+) HRMS 

 

230717-04-ESI HRMS-Moitessier-Sharon ... 07/17/23 11:30:05

230717-04-ESI HRMS-Moitessier-Sharon Pinus-SP-297 #440-451 RT: 1.05-1.07 AV: 12 SB: 23 0.31-0.36 NL: 6.07E7

T: FTMS + p ESI Full ms [150.0000-500.0000]

150 160 170 180 190 200 210 220 230 240 250 260 270 280 290 300 310 320 330 340 350 360 370 380 390 400 410 420 430 440 450 460 470 480 490 500
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207.03095193.01536 221.04655 427.11224407.01481229.00507 444.14658244.01902 468.16494 495.49193280.94038 325.10976 343.49196 484.99853308.97171 388.08443359.00158263.09247 294.95652

230717-04-ESI HRMS-Moitessier-Sharon Pinus-SP-297 #440-451 RT: 1.05-1.07 AV: 12 SB: 23 0.31-0.36 NL: 6.07E7

T: FTMS + p ESI Full ms [150.0000-500.0000]

368.8 369.0 369.2 369.4 369.6 369.8 370.0 370.2 370.4 370.6 370.8 371.0 371.2 371.4 371.6 371.8 372.0 372.2
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371.01925369.25786368.86295 370.86488 371.25720

369.02392

370.49684

230717-04-ESI HRMS-Moitessier-Sharon Pinus-SP-297#440-451 RT: 1.05-1.07 AV: 12

SB: 23 0.31-0.36

T: FTMS + p ESI Full ms [150.0000-500.0000]

m/z= 369.04411-369.07311

m/z Intensity Relative Resolution Charge Theo. Mass Delta 

(ppm)

RDB 

equiv.

Compositionm/z Intensity Relative Resolution Charge Theo. Mass Delta 

(ppm)

RDB 

equiv.

Composition

 369.05927  61065436.0   100.00 27153.43     1.00  369.05970    -1.17    11.5 C 19 H 18 O N 2 Br
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Compound 5.12 1H NMR
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Compound 5.12 13C NMR
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Compound 5.12 HRMS
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Compound 5.12 HPLC 
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Compound 5.13 1H NMR
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Compound 5.13 13C NMR
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Compound 5.13 HRMS
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Compound 5.13 HPLC 
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Compound 5.28 1H-NMR 
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Compound 5.28 13C-NMR 
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Compound 5.28 HRMS 
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Compound 5.1a 1H NMR
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Compound 5.1a 13C NMR
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Compound 5.1a HRMS

  

230125-07ESI- HRMS-Moitessier-Sharon ... 01/25/23 13:25:56

230125-07ESI- HRMS-Moitessier-Sharon Pinus-SP-319 #118-132 RT: 0.28-0.31 AV: 15 NL: 4.35E8

T: FTMS + p ESI Full ms [150.0000-600.0000]

160 180 200 220 240 260 280 300 320 340 360 380 400 420 440 460 480 500 520 540 560 580 600
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238.14136 542.22606506.20330272.18863 447.29307409.21152 599.27642322.14276304.29986

559.27824

484.22100174.14896

583.32552

216.15958197.07862 367.20039

230125-07ESI- HRMS-Moitessier-Sharon Pinus-SP-319 #118-132 RT: 0.28-0.31 AV: 15 NL: 4.35E8

T: FTMS + p ESI Full ms [150.0000-600.0000]

563.6 563.8 564.0 564.2 564.4 564.6 564.8 565.0 565.2 565.4 565.6 565.8 566.0 566.2 566.4 566.6 566.8 567.0 567.2
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230125-07ESI- HRMS-Moitessier-Sharon Pinus-SP-319#118-132 RT: 0.28-0.31 AV: 15

T: FTMS + p ESI Full ms [150.0000-600.0000]

m/z= 564.17302-564.23129

m/z Intensity Relative Resolution Charge Theo. Mass Delta 

(ppm)

RDB 

equiv.

Compositionm/z Intensity Relative Resolution Charge Theo. Mass Delta 

(ppm)

RDB 

equiv.

Composition

 564.20820  437236704.0   100.00 22745.77     1.00  564.20806     0.25    14.5 C 29 H 30 O 4 N 3 F 3 Na
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Compound 5.1a HPLC 
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Compound 5.22: 1H NMR (500 MHz, CDCl3) 
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Compound 5.22:  13C NMR (125 MHz, CDCl3) 
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Compound 5.22: ESI(+) HRMS  

 

 

Compound 5.22: HPLC  
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Compound 5.23: 1H NMR (500 MHz, CDCl3) 
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Compound 5.23: 13C NMR (125 MHz, CDCl3) 
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Compound 5.23: ESI(+) HRMS  
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Compound 5.23: HPLC  
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Compound 5.24: 1H NMR (500 MHz, CDCl3) 
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Compound 5.24: 13C NMR (125 MHz, CDCl3) 

 

 

Compound 5.24: ESI(+) HRMS  
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Compound 5.24: HPLC  
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Compound 5.31 1H-NMR 
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Compound 5.32 1H-NMR 
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Compound 5.33 1H-NMR 
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Compound 5.34 1H-NMR 
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Compound 5.35 1H-NMR 
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Compound 5.36 1H-NMR 
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Compound 5.36 13C-NMR 
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Compound 5.36 HRMS 
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