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ABSTRACT

Extending and integrating ecological concepts and theories can provide new solu-

tions for difficult ecological problems. The ecosystem concept and ecosystem ecology
theory have seen important developments through the elaborations of metaecosystem
theory, which extends the ecosystem concept through spatial flows of energy, mate-
rials and organisms between interconnected ecosystems, and ecological stoichiome-
try, which extends ecological energetics by examining multiple chemical balances of
substances in ecological interactions. However, these two extensions of ecosystem
ecology theory have not been brought together in any form. In this thesis, I first
extend both ecological stoichiometry and metaecosystem theory, and then integrate
them in order to clarify difficult ecological concepts and to provide new solutions to
ecological problems.
My overall approach is to develop mathematical models to formally articulate eco-
logical concepts such as nutrient colimitation, stoichiometric imbalances and metae-
cosystem connectivity within the frameworks of ecological stoichiometry and metae-
cosystem theory. First, I present a parameterized stoichiometric ecosystem model
that examines the relationship between mechanisms and phenomenology of nutrient
colimitation, and how the mechanisms may interact with stoichiometrically imbal-
anced trophic interactions. I show that there are no clear relationships between
mechanisms and phenomena, and that the mechanisms of colimitation are key in
determining ecological dynamics and functioning.

I then examine in a spatially-explicit model how the connectivity of a metaecosystem
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and the relative movement rates of nutrients and organisms can drive dynamics of
spatially perturbed metaecosystems. I show that the eigenvalues of the matrix that
describes metaecosystem connectivity can be used to predict the spatial dynamics
of a metaecosystem and the kinds of dynamics present depends heavily on relative
movement rates.

Lastly, I bring metaecosystem theory and ecological stoichiometry together in a
spatially-explicit stoichiometric metaecosystem model to examine how spatial flows
of nutrients and organisms can act as a mechanism to cause nutrient colimitation
at local and regional scales. The model indicates that nutrient colimitation can be
caused by spatial flows and this mechanism can be used to explain many confounding

patterns in colimited growth responses found in the empirical literature.
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ABREGE

L’extension et l'intégration des théories et des concepts écologiques peuvent
nous aider a trouver de nouvelles solutions pour des problemes écologiques dif-
ficiles. Le concept de ’écosysteme et la théorie des écosystemes ont survécu a
d’importants changements par 1’élaboration de la théorie des métaécosystemes, qui
ajoute au concept de I’écosysteme des flux d’énergie, de matériaux et d’organismes
entre des écosystemes liés ensemble, et la stoechiométrie écologique, qui étend la
théorie énergétique des écosystemes par I'inclusion de ’équilibre de plusieurs sub-
stances chimiques dans les interactions écologiques. Pourtant, ces deux extensions
de la théorie des écosystemes ne sont pas encore réunies. Dans ma these, j'étends
la théorie des métaécosystemes et la stoechiométrie écologique, et par la suite je les
unis ensemble pour adresser des concepts écologiques difficiles et pour trouver des
solutions aux problemes écologiques.

La méthodologie pour aborder ces sujets consiste a développer des modeles mathéma-
tiques pour l'articulation des concepts écologiques comme la limitation du crois-
sance par plusieurs nutriments, les déséquilibres stoechiométriques et la connectivité
des méta- écosystemes dans le cadre de la théorie des métaécosystemes et la stoe-
chiométrie écologique. Premierement, je présente un modele stoechiométrique d'un
écosysteme avec des parametres pris d’un écosysteme réel qui a pour but d’examiner
les relations entre les mécanismes et les phénomenes de la limitation de la croissance
par plusieurs nutriments. En plus, j’examine comment cette limitation peut intéagir

avec les déséquilibres stoechiométriques entre les autotrophes et les herbivores.



Deuxiement, j’étudie avec un modele spatial comment la connectivité d’un méta-
écosysteme et les taux relatifs de mouvement des nutriments et des organismes peu-
vent diriger les dynamiques des métaécosystemes perturbés. Je montre que les valeurs
charactéristiques de la matrice qui décrit la connectivité du métaécosysteme peuvent
etre utilisées pour prédire les dynamiques spatiales du métaécosysteme et les types
de dynamiques dépendent des taux relatifs de mouvement.

Finalement, j'unis la théorie des métaécosystemes avec la stoechiométrie écologique
dans un modele qui contient un métaécosysteme stoechiométrique. J'utilise ce modele
pour examiner si les flux de nutriments et des organismes peuvent agir comme un
mécanisme de limitation de la croissance par plusieurs nutriments dans les écosystemes
locaux et les métaécosystemes. Le modele indique que la limitation de la croissance
par plusieurs nutriments peut étre causée par les flux spatiaux et ce mécanisme
a la capacité d’expliquer plusieurs phénomemes empiriques dans le domaine de la

limitation par plusieurs nutriments.
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gence of the ecosystem ecology research tradition.
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research tradition framework
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the mechanisms need to be the primary focus, not the growth responses.
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explain multiple confounding patterns seen in the nutrient addition literature
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Chapter 1
GENERAL INTRODUCTION

On a pale blue dot with flecks of green and brown, fantastical things appear
above, below and on its surface. The world is a great engine, churning out heat
from its energy transformers of all shapes and sizes (Lotka, 1925). There are super-
organisms everywhere that colonize, react and develop as they strive for their final
climax (Clements, 1916). There are systems, embedded in one another from the
atom to the ecosystem to the universe, that overlap, interlock and interact with one
another (Tansley, 1935).

Ecologists of old used wild metaphors, speculative concepts and borrowed frame-
works from more developed sciences to grapple with the unruly complexity of the
world we live in. As their science has matured and grown, many of these concepts
and ideas have been debated, refined, formalized and used as jumping off points for
whole domains of ecological study and theory, including community and ecosystem
ecology (McIntosh, 1985; Golley, 1993; Kingsland, 1995, 2005; Cuddington & Beisner,
2005). This is not to say that all ecologists are satisfied with how these concepts and
their associated theories have developed, far from it (O’Neill, DeAngelis, Waide, &
Allen, 1986; Peters, 1991; Shrader-Frechette & McCoy, 1993; Lawton, 1999; O’Neill,
2001; Ricklefs, 2008; Reiners & Lockwood, 2009). In contrast, other ecologists feel

certain enough about the conceptual, empirical and theoretical progress observed in



ecology that general theories and laws can be found (Turchin, 2001; Pickett, Kolasa,
& Jomes, 2007; Scheiner & Willig, 2008, 2011).

The major difficulty in deciding who is ‘right’ in these debates is the lack of clear
philosophical, normative propositions that are shared between ecologists about what
makes for good concepts and good theories. For example, Peters (1991) would only
accept theories that make ‘useful’ predictions, while Reiners and Lockwood (2009)
would accept a wide variety of theories that could just provide explanations. In
addition, many ecologists are partisans of Kuhnian paradigms (e.g. Cuddington &
Beisner, 2005; Pickett et al., 2007), which generally lack criteria for changes between
them (Kuhn, 1970; Lakatos, 1970; Lakatos & Musgrave, 1970; Laudan, 1977). There-
fore, it could be the case that ecological concepts and theories are adopted based on
non-scientific reasons where ‘anything goes’ (Feyerabend, 1993).

In this general introduction, I will present my own views on how scientific con-
cepts and theories evolve over time in order to better motivate the work done in this
thesis. I follow this brief philosophical section by compactly examining the evolu-
tion of the ecosystem concept and its associated theories from its coining in 1935 up
until the late 1970s, and I indicate how these developments can be viewed through
a philosophical lens. This is followed by a concise examination of two extensions of
the ecosystem concept and its theories: ecological stoichiometry and metaecosystem
theory. Finally, I examine the potential of extending and integrating metaecosystem
theory with ecological stoichiometry to explain and predict ecological problems by

outlining my thesis (Figure 1.1).



Research Traditions, Conceptual Problems and Explanatory Unification

In their insightful book on using the philosophy of science to help improve our
understanding of ecological theory, Pickett et al. (2007) propose that there are at
least four ‘paradigms’ in ecology: ‘Stuff’ ecology, ‘Thing’ ecology, ‘Now’ ecology and
‘Then’ ecology. For the remainder of this introduction, I will focus only on the ‘Stuft’
and ‘Thing’ ecology paradigms.

The difficulty with the ‘paradigms’ is that they would share many phenomena
within the same domain, i.e. the spatiotemporal scale and phenomena that the
‘paradigm’ is addressing (Pickett et al., 2007). This would mean that the paradigms
would be, in some sense, competing with one another for adherents, which does not
lend itself to a Kuhnian analysis (Lakatos, 1970; Laudan, 1977). Rather, the state of
theory in ecology would be better represented through what have been described as
‘research traditions’ (Laudan, 1977).

A research tradition has certain central tenants about the world and gives rise
to many allied theories, concepts and models, but is too general to be used to make
explicit predictions or explanations (Laudan, 1977). For example, the ‘general’ the-
ory for ecology proposed by Scheiner and Willig (2008) represents a research tra-
dition for ‘Thing’ ecology, i.e. evolutionary, population and community ecology,
broadly defined (Pickett et al., 2007). ‘Stuff’ ecology, which many associate with
ecosystem ecology and biogeochemistry, would be a distinct research tradition with
principles relating to fluxes and pools of material and energy (Pickett et al., 2007).
This division of ecological research traditions has long been recognized, sometimes

under the guises of biodemography and biogeochemistry (Hutchinson, 1948) or by



population /community-ecosystem /process dichotomy (O’Neill et al., 1986; Pickett
et al., 2007). Since ‘Stuff’” and ‘Things’ may be a bit vague, I will use popula-
tion/community ecology as one research tradition and ecosystem ecology as the other
research tradition for the remainder of the introduction.

The constitutive theories that are partially derived from these research traditions
(only partially due to the need of other assumptions, concepts and methodologies to
make the theory operational) are then used to solve ‘problems’ (Laudan, 1977). For
instance, both food web theory (from the population/community ecology research
tradition) and ecological energetics theory (from the ecosystem ecology research tra-
dition) could be applied to solve an empirical problem, such as the eutrophication
of Lake Winnipeg. These theories would then try to ‘solve’ the problem through
the creation of models, experiments and other methods proscribed within their re-
search tradition (Laudan, 1977). The way that research traditions would compete is
through ‘solving problems’, such that scientists would pick and choose which research
tradition to follow based on its problem-solving ability (Laudan, 1977).

However, not all problems are empirical. Many problems within science are con-
ceptual, i.e. theories may be logically internally inconsistent or logically inconsistent
with other theories within its domain or beyond its domain (Laudan, 1977). For ex-
ample, Clements’ successional theory relied in part on Lamarckian evolution, which
was logically inconsistent with the broader understanding of evolutionary theory in
the 1940s and caused conceptual problems for Clements’ theory (Kingsland, 2005).
Resolving conceptual problems is perhaps more important than solving empirical

problems in ecology, as there is frequent conceptual confusion and vagueness within



our discipline (O'Neill et al., 1986; Peters, 1991; Shrader-Frechette & McCoy, 1993;
O’Neill, 2001; Pickett et al., 2007; Reiners & Lockwood, 2009).

For example, there has been frequent debates about what relationship, if any,
exists between ecosystem complexity and ecosystem stability (Loreau, 2010). Because
of the multitude of concepts related to ‘stability’, it was very difficult to evaluate
whether certain models or experiments addressed the type of ‘stability’ proposed
(Loreau, 2010). Only through strenuous theoretical work have these conceptual dif-
ficulties been resolved and clearer answers can be provided about how and when in-
creases in ecosystem complexity could result in increased ecosystem stability (Loreau,
2010).

Therefore, I agree with Laudan (1977) that research traditions and the theories
that constitute them are ‘good’ when they solve many ‘empirical’ problems while
keeping any ‘conceptual’ problems to a minimum. Unfortunately, Laudan (1977)
failed to mention how ‘problems’ are solved in science. My own position is that
empirical and conceptual problems can both be solved when we can explain them
through unifying our theories and research traditions (Kitcher, 1981, 1993; Maki,
2001; Pickett et al., 2007; Odenbaugh, 2011).

For example, Darwin’s theory of natural selection uses minimal set of consistent
principles in order to explain phenomena observed in palaeontology, anatomy and
many other biological fields of study (Kitcher, 1993; Odenbaugh, 2011). Of course,
full-blown unification is likely difficult in ecology, but piecemeal integration can help

accelerate the synthesis between theories and their research traditions, hopefully



resulting in better explanations of phenomena and less conceptual problems (Pickett
et al., 2007; Loreau, 2010; Odenbaugh, 2011).

My goal for my thesis, then, is to help reduce some of the conceptual problems
that are causing difficulties within ecological research traditions by integrating dif-
ferent theories together, in the hopes of providing stimulus for a future unification
of the two major research traditions in ecology. Of course, it may be helpful to un-
derstand why we have two research traditions in the first place, which I investigate

in the next section.

The Ecosystem: Concepts and Theories

“The fundamental concept appropriate to the biome considered together

with all the effective inorganic factors of its environment is the ecosystem,

which is a particular category among the physical systems that make up

the universe. In an ecosystem the organisms and the inorganic factors

alike are components which are in relatively stable dynamic equilibrium.

Succession and development are instances of the universal processes tend-

ing towards the creation of such equilibrated systems.”

Arthur G. Tansley in The Use and Abuse of Vegetational Concepts and

Terms

Despite Tansley’s argument for it being the appropriate fundamental concept in

which to consider succession and other ecological phenomena, the ecosystem concept
had an inauspicious start in ecology (Golley, 1993). The concept was barely used in

its first few years of existence, and only became prevalent in the ecological literature



after Eugene Odom’s Fundamentals of Ecology was first published in 1953 (Golley,
1993; Kingsland, 2005). There are many reasons for its slow adoption, including the
competing concepts of the holocoen, coined by entomologist Karl Friederichs, and
the biosphere, which was proposed by Vladimir Vernadsky, the founder of biogeo-
chemistry (Golley, 1993). But what may have been the main stumbling block for
the concept was its lack of a theoretical foundation within ecology itself. Nowhere
within Tansley’s article can we find out how the components of the ecosystem inter-
act in order to give rise to the properties such as a dynamically stable equilibrium
of species within a defined area (Tansley, 1935). Without such an explanation, the
concept lacked the necessary tools to solve the primary problem of ecology at the
time, ecological succession (Kingsland, 2005).

This is in sharp contrast with the biotic community concept of Frederick Clements
and his followers, which posited that the strong biological interactions of competition
and facilitation gave rise to such a well-organized entity that it could be viewed as an
organism and succession represented the development of that organism (Clements,
1916). One of Tansley’s stated goals for the ecosystem concept was to replace the
concept of biological community within the budding field of successional theory, as he
viewed the biological community to be a wholly unsatisfactory concept as it lacked
any consideration of inorganic processes and suggested the validity of certain vi-
talistic ideas in ecology (Tansley, 1935; Kingsland, 2005). He was also aware that
succession did not necessarily lead to well-organized climax communities and abi-

otic factors could direct vegetational change, which left the successional theory of



Clements open to criticism from ecologists who promoted ‘individualistic’ views of
plant community organization (Gleason, 1926, 1927).

It could be said that while Tansley’s new concept of the ecosystem tried to
alleviate certain conceptual problems of the biotic community and successional theory
in general, it introduced new conceptual problems by having no explanation for
how the abiotic and biotic components formed a system. Furthermore, Tansley was
trying to use the ecosystem as a component of the population/community ecology
research tradition, which generally focused on organisms and entities with similarities
to organisms (i.e. biotic communities). The ecosystem, from this point of view, was
ill-suited due to its abiotic components which may not be entities.

It did not have to be this way. A well-thought out and mathematically rigorous
theory for a ‘physical biology’ had already been developed by Lotka (1925) and could
have been used by Tansley to demonstrate the power of his concept. Unfortunately,
Lotka’s work was never fully integrated or acknowledged during the early develop-
ment of the ecosystem concept (Golley, 1993). The concept had to be exhumed and
developed by others.

The languishing of the ecosystem concept ended when Raymond Lindeman
posthumously published his seminal paper, ‘The Trophic-Dynamic Aspect of Ecol-
ogy’. Within this paper, the link between the abiotic and biotic components was
made explicit through the transfers of energy between biotic components with the
original energy source being solar radiation (Lindeman, 1942). Furthermore, the

ecosystem was then brought together with the idea of the lake as a fundamental



ecological unit, such that its productivity, energy budgets and energy efficiencies all
could be related to the succession of Cedar Bog Lake (Lindeman, 1942).

Hence, the ecosystem concept could now relate how the abiotic and biotic factors
interacted to bring about succession, leading to immediate conceptual and theoret-
ical advances (Lindeman, 1942). Furthermore, it represented the emergence of the
ecosystem ecology research tradition and the beginnings of ecological energetics (Gol-
ley, 1993). This emergence was perhaps first recognized by Lindeman’s supervisor,
G. E. Hutchinson described Lindeman’s work as being part of the biogeochemical
approach to ecology (Hutchinson, 1948).

The next step in the development of the ecosystem concept occurred when Eu-
gene Odum used it as the centralizing concept for his ecology textbook, the Funda-
mentals of Ecology (Golley, 1993; Kingsland, 2005). He emphasized that the ecosys-
tem was the fundamental unit of ecological inquiry and began, with his brother
Howard T. Odum, to study it as an entity in its own right (Odum, 1953; Golley,
1993; Kingsland, 2005). For example, they studied a reef ecosystem and measured
its ‘metabolism’ by measuring changes in oxygen found in the waterflow (Odum &
Odum, 1955).

Their emphasize on the flows of energy and materials in the ecosystem was also
coupled to a cybernetic approach, which indicated that ecosystems had mechanisms
to control these flows and this control was an emergent property of the ecosystem
(Odum, 1969; Golley, 1993). Furthermore, a great deal of emphasis was placed on
maximizing principles that ecosystems supposedly tried to meet, and thermodynamic

principles became part of standard ecological practice (Odum, 1969). These ideas



were not new, as Lotka (1925) emphasized the same aspects of ecological systems
before the ecosystem concept was coined, but this represented the first systemati-
zation of the ecosystem ecology research tradition acceptable to many ecologists
(Golley, 1993; Kingsland, 2005).

With the elaboration of this ‘new ecology’ or ecosystem ecology, the way the
ecosystem concept was used changed. FEcosystems, under Odum’s definition, were
not only the abiotic components and biotic components within a given area, but they
also required a flow of energy in order to give rise to characteristic trophic structures
and material cycles (Odum, 1969). Ecosystems ‘developed’ through succession, and
the major characteristics of this succession were increasing control of material cycles,
increased biomass, increased species diversity and increased stability (or resistance to
external perturbation) through increasingly strong biotic interactions (Odum, 1969).
Therefore, a properly developed ecosystem was closed to material flows, highly struc-
tured and highly stable, which should give rise to very distinct entities (Odum, 1969).
The parallels between Odum’s concept of the ecosystem and the ‘community as or-
ganism’ concept of Clements are striking (Kingsland, 2005).

This change in the concept and its theoretical articulations were widely suc-
cessful, especially within American ecology (Golley, 1993; Kingsland, 2005). The
emphasis of flows of materials was aided by new technologies involving radioactive
isotopes, such that many of the ecologists who adopted the ecosystem ecology re-
search tradition were funded by Atomic Energy Commission and such funding helped
spur further research (Golley, 1993). This new research tradition also used the lat-

est advances in computing in order to compute the predictions of the cybernetic
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models proposed by Howard T. Odum and others (Golley, 1993). Furthermore, it
provided new solutions to ecological problems by emphasizing the dynamical sta-
bility of ecosystems, such that resolving environmental issues required improving
ecosystem functioning (Odum, 1969).

The apogee of the research tradition was the International Biology Program
(IBP) in the 1970s, which was based upon the principles of the ecosystem ecology
expounded by Odum and others (Golley, 1993). Involving nearly 1,800 scientists and
five different biomes across the world, its goals were to significantly advance ecosys-
tem ecology theory and practice (Golley, 1993). Unfortunately, no advance of theory
occurred and various conceptual difficulties were becoming paramount (Golley, 1993;
Kingsland, 2005; de Laplante, 2005).

A major conceptual problem concerned the methodology of studying ecosys-
tems. According to Odum, teams of specialized scientists were needed to tackle
ecological research (Odum, 1977). In contrast, many ecologists preferred to work
individually with occasional collaborations, even during ecosystem studies (Golley,
1993). The relative success of the Hubbard Brook ecosystem study compared to that
of the IBP was one of many studies that helped remove the allure of ‘Big Ecology’ by
showing fundamental ecosystem studies could be done quasi-independently (Golley,
1993). Furthermore, projects like the IBP were costly and many government agen-
cies stopped funding large ecosystem study projects, making team building difficult
(Golley, 1993).

Another non-empirical problem for the theory was the training of ecosystem

ecologists (Golley, 1993). Ecologists generally originate from biology departments
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in universities, and are therefore trained in plant and animal physiology, cell and
molecular biology, genetics and other biological disciplines. However, this training
leaves ecologists poorly prepared to deal with the abiotic components of the ecosys-
tem (Golley, 1993). This fact could explain the shift towards a more biotic view of
the ecosystem concept, particularly Eugene Odum’s as he was trained in physiology
(Golley, 1993).

In addition, the repurposing of the ecosystem concept led to a fundamental re-
trenchment in the scope of ecosystem ecology theory and difficulties in applying cer-
tain terms. Ecosystems could only be recognized if they were well-organized, closed
to fluxes of organisms and materials, spatially homogeneous, stable and their species
were substitutable for others of ‘similar functionality’ (Odum, 1969; O’Neill, 2001).
Very few natural systems would actually meet all the criteria as many ecosystems are
highly open to fluxes, are spatially heterogeneous and many of their species are not
substitutable (e.g. Turner, 1989; O’Neill, 2001; Polis, Power, & Huxel, 2004). Fur-
thermore, the stability of ecosystems was conceptually fraught, as what was ‘stable’
and what ‘stable’ meant were ambiguous (O’Neill, 2001).

There was also an ominous absence of evolutionary theory from the field (O’Neill,
2001; de Laplante, 2005), which was undergoing large advances due to the molecular
revolution in biology (Olby, 1990). The use of evolutionary theory in order to explain
problems in ecology helped renew the vitality of the population/community ecology
research tradition as seen in the work of MacArthur and others (Cody & Diamond,
1975; Kingsland, 1995). Furthermore, the advances in molecular biology also led

to the creation of new disciplines within the population/community ecology research
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tradition including population biology, ecological genetics and molecular ecology (e.g.
Singh & Uyenoyama, 2004) With the major competitor on the upswing with new
concepts, models, techniques and tools on the one hand, and the lack integration
with evolutionary theory on the other, ecologists entering the field may have decided
to not adopt the ‘new ecology’ of Odum as their research tradition (Laudan, 1977).

Finally, there were predictive failures, especially with the cybernetic and eco-
logical energetic theories associated with Odum’s conception of the ecosystem. The
attempts to fully model ecosystems in the IBP with the cybernetic approach was
viewed as unsuccessful, and energetic models were unable to explain a number of
phenomena residing firmly within the ecosystem ecology research tradition such as
the large mismatches in chemical compositions of organisms compared to their en-
vironments or the relative flows of energy through different trophic chains (Reiners,
1986; Golley, 1993). Furthermore, many of Odum’s predictions about ecosystem de-
velopment were shown to be incorrect by those working within the research tradition,
generating greater uncertainty about the conceptual foundations of the research tra-
dition and leading to new formulations of the ecosystem concept (O’Neill et al., 1986;
Reiners, 1986).

A major property of these new concepts was an attempt to integrate various
elements of the population/community ecology research tradition within the ecosys-
tem concept. For example, the metabolic theory of ecology tries to go from basic
physiological principles of metabolism to explaining ecosystem-level processes within
the same framework (Brown, Gillooly, Allen, Savage, & West, 2004). Other formu-

lations tried to move beyond the spatial assumptions of Odum’s ecosystem concept,
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like landscape ecology (Turner, 1989, 2005). While many of the new formulations
hold promise for potential integration between the ecological research traditions, I
will be focusing on two for the remainder of this thesis: ecological stoichiometry and

metaecosystem theory.

Ecological Stoichiometry and Metaecosystem Theory

One new formulation of the ecosystem concept brought to the fore the con-
straints of matter, rather than the constraints imposed by energy as Odum did
(Reiners, 1986). Clearly, the circulation of matter had always been a part of ecosys-
tem ecology, but much of this circulation was considered only in conjunction with en-
ergetics (e.g. Lindeman, 1942). Lotka (1925) did clearly differentiate the importance
of matter separately from that of energy, with special emphasis on the stoichiom-
etry of living things compared to that of the abiotic environment. Unfortunately,
very little work followed Lotka’s approach to matter in ecology outside of Redfield’s
fundamental work on C:N:P ratios in phytoplankton until the 1980s (Reiners, 1986;
Sterner & Elser, 2002).

The fundamental insight gained by looking into the chemical compositions of
organisms is how different they are compared to their surrounding environments, and
how maintaining their compositions is of fundamental importance to organisms as
maintaining these compositions are required for protein synthesis, DNA replication
and many other essential biological processes (Reiners, 1986; Sterner & Elser, 2002).
From this insight and from other assumptions derived from evolutionary biology,

biochemistry and the law of conservation of matter, a number of key predictions
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emerge about elemental limitation of growth, recycling and depletion of nutrients,
differences in interspecific competitive ability and global changes in biogeochemical
cycles over evolutionary timescales (Reiners, 1986; Sterner & Elser, 2002).

Ecological stoichiometry, as this approach to the ecosystem ecology research
tradition is called, brings multiple benefits to the ecosystem concept. For example,
it allows for more abiotic components within the ecosystem to be explicitly con-
sidered, providing clearer understanding of the relationships and feedbacks between
biotic and abiotic controls on biogeochemical cycles (Reiners, 1986; Sterner & Elser,
2002; Lenton & Klausmeier, 2007). In addition, by focusing on relative balances
of chemical substances, it provides alternative mechanisms and theories to ecosys-
tem energetics concerning the controls of ecosystem production and other ecosystem
functions (Reiners, 1986; Sterner & Elser, 2002; Elser, Fagan, Kerkhoff, Swenson,
& Enquist, 2010). Ecological stoichiometry also allows for ecologists to view the
chemical stoichiometries of organisms to be one of their traits, which can be acted
upon through natural selection and provides a vital link between evolutionary theory
and the ecosystem concept (Elser, Dobberfuhl, MacKay, & Schampel, 1996; Elser,
O’Brien, Dobberfuhl, & Dowling, 2000; Elser, Fagan, et al., 2010).

Because ecological stoichiometry resolved some of the conceptual issues within
ecosystem ecology, it was widely adopted and applied to many new and novel phe-
nomena, such as issues of food quality (Urabe & Sterner, 1996; Urabe, Kyle, et
al., 2002), consumer-driven recycling (Elser & Urabe, 1999; Nugraha, Pondaven, &
Treguer, 2010), food web dynamics (Andersen, Elser, & Hessen, 2004; Hall, 2009),

plant competition (Daufresne & Hedin, 2005; Danger, Daufresne, Lucas, Pissard, &
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Lacroix, 2008) and ecological succession (Litchman, Klausmeier, Miller, Schofield,
& Falkowski, 2006; Marleau, Jin, Bishop, Fagan, & Lewis, 2011). Many of these
studies also attempt to solve problems within the population/community ecology
research tradition (Moe et al., 2005), which may allow for a future synthesis between
the ecological research traditions through ecological stoichiometry (Sterner & Elser,
2002).

However, ecological stoichiometry did not respond to the problems of space and
of scale that have loomed large over the entire domain of ecology for the past forty
years (Levin, 1974; Levin & Paine, 1974; O’Neill et al., 1986; Wiens, 1989; Levin,
1992). Ecological systems, whether viewed as entities or processes, can be highly
heterogeneous and scale-dependent in space (Wiens, 1989; Levin, 1992). How the
major research traditions responded to this challenge differed.

Ecologists within the population/community ecology research tradition first de-
veloped the concept of the metapopulation (Levins, 1969; Hanski, 1999), which ide-
alized a population of populations as living in discrete patches that either went
extinct, were maintained or were newly colonized. This concept was refined through
such extensions as local population densities, and then extended to the whole biotic
community (Leibold et al., 2004). A major benefit of this approach has been its abil-
ity to help capture the dynamics driven by spatial flows of organisms and provide
insight on the emergence of spatial patterning within ecological systems (Hanski,
1999; Leibold et al., 2004)

Researchers within the ecosystem ecology research paradigm, however, took

a different approach by focusing primarily on the abiotic and biotic heterogeneity
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within a given area or landscape, which led to landscape ecology (Turner, 1989,
2005). Once again, the world is divide up into patches, but instead of focusing on
organisms arriving, establishing and leaving, the landscape concept in ecosystem
ecology focused on how the characteristics of each patch, such as productivity, suit-
ability for organism z and so on, and the connectivity between the continuous patches
drive ecosystem processes and maintain ecosystem functioning (Turner, 1989; Urban
& Keitt, 2001; Turner, 2005).

While it has helped resolve some of the conceptual issues involved with spatial
homogeneity in the ecosystem concept, the landscape concept is itself highly limited
to a specific physical scale and its associated theories largely ignore dynamic flows
of materials and organisms in space (Loreau, Mouquet, & Holt, 2003; Loreau, 2010).
This is unfortunate as a very large body of empirical literature has demonstrated that
the spatial flows of energy, materials and organisms across landscape and ecosystem
boundaries can dramatically affect local populations, communities and ecosystem
functions (Polis, Anderson, & Holt, 1997; Polis, Power, & Huxel, 2004).

In an attempt to bring a greater emphasis on spatial flows of energy, materials
and organisms and to help a partial integration of ecological research traditions, at
least in spatial ecology, the metaecosystem concept was introduced (Loreau, Mou-
quet, & Holt, 2003). The metaecosystem concept borrows from the metapopulation
and metacommunity concepts their use of discrete patches, their focus on spatial
flows and their flexible spatial scale, while it takes from landscape ecology its focus
on the spatial distribution of abiotic factors and material cycling (Loreau, Mou-

quet, & Holt, 2003). This conjunction of two of the most important spatial theories
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of ecology has led to a number of new theoretical models that have demonstrated
the explanatory power of the new concept and ecologists have begun testing these
ideas in the field (Loreau, Mouquet, & Holt, 2003; Loreau & Holt, 2004; Leroux &
Loreau, 2008; Gravel, Guichard, Loreau, & Mouquet, 2010; Gravel, Mouquet, Loreau,
& Guichard, 2010; Marleau, Guichard, Mallard, & Loreau, 2010; Loreau, 2010; Mas-
sol et al., 2011; Largaespada, Guichard, & Archambault, 2012). In particular, this
new body of theory has demonstrated the key role of nutrients in coupling ecosys-
tems and how nutrient movement can drastically alter local ecosystem dynamics and
functioning (Gravel, Guichard, et al., 2010; Gravel, Mouquet, et al., 2010; Marleau,
Guichard, et al., 2010).

Nevertheless, metaecosystem theory is still lacks articulation in a number of
areas including the presence of multiple limiting nutrients and somewhat more re-
alistic spatial structures. Without extending metaecosystem theory in those direc-
tions, many ecologists may not see the utility in developing and testing the theory,
especially when landscape ecology does provide detailed theoretical ideas about how
the connectivity of habitats should impact ecosystem function and the persistence
of populations in the environment (Urban & Keitt, 2001; Turner, 2005). Bringing
such elements into metaecosystem theory would therefore help it compete with the
landscape concept and perhaps lead to a future synthesis between the constitutive
theories of spatial processes within the ecosystem ecology research tradition.

Since ecological stoichiometry lacks a spatial approach and metaecosystem the-

ory has not examined in any great detail the effects of the spatial flows of multiple
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limiting nutrients, it seems that the two theories would be ripe for some sort of in-
tegration. Of course, such an undertaking requires some motivation as integration
is not a simple matter, especially in modelling. One of greatest benefits to the tra-
ditional energetic approach to ecosystems is the linearity of processes, which led to
easily testable predictions and simple conceptual models. In contrast, models with
ecological stoichiometry are generally highly non-linear and involve positive feedback
loops through recycling, making it more difficult to understand causation and to test
against empirical data. Adding spatial dynamics on top of that generally leads to the
loss of tractability and may limit our potential to ‘solve’ certain types of problems
unless simplifying assumptions are made.

Therefore, there are tradeoffs not only within modelling itself (e.g. Levins, 1966),
but at the level of theories and research traditions (Kuhn, 1970; Laudan, 1977; Fey-
erabend, 1993). For example, one can view the dynamics of succession as a simple,
progressive process using Odum’s ecosystem concept (Odum, 1969), with everything
that does not fit no longer corresponds to succession, or one can use the modern view
that the dynamics of succession are highly unpredictable and non-linear but covers
most vegetational change (Walker & del Moral, 2003).

However, I am of the view that the costs of not integrating ecological stoichiom-
etry and metaecosystem theory are greater than integrating them, and many other
ecologists are also supportive of further integration between our theories and research
traditions (Pickett et al., 2007; Scheiner & Willig, 2008; Loreau, 2010; Scheiner &
Willig, 2011). In particular, I feel that the absence of spatial processes within ecolog-

ical stoichiometry greatly hampers our ability to apply the framework in ecosystems

19



with large nutrient inputs from surrounding ecosystems. With this settled, I now
turn my focus to how I will extend and integrate ecological stoichiometry with metae-
cosystem theory.

Extending and Integrating: Outline of Thesis

In order to show the benefits of integrating ecological stoichiometry with metae-
cosystem theory, I need to show how this integration can ‘solve’ problems that the
distinct theories could not. In this view, the primary goal of my thesis is to show the
superior problem solving ability of the integration. The problem that I have chosen
to investigate is nutrient colimitation, which has a number of definitions (Giisewell,
Koerselman, & Verhoeven, 2003; Arrigo, 2005; Saito, Goepfert, & Ritt, 2008; Craine,
2009; Harpole et al., 2011). What is minimally required for nutrient colimitation is
the presence of at least two potentially limiting nutrients, which means the concept
naturally fits within the confines of ecological stoichiometry.

Therefore, in Chapter 2, I develop a stoichiometric ecosystem model that is
parameterized using data from Mount St. Helens in order to clarify the concept and
extend the problem solving abilities of ecological stoichiometry by looking at the
relationship between local nutrient colimitation mechanisms and colimited growth
responses in nutrient addition experiments, and to see how nutrient colimitation
mechanisms interact with stoichiometrically imbalanced herbivory to alter ecosystem
dynamics and functioning (Figure 1.1).

The above model ignores spatial processes that may influence nutrient limita-

tion status in autotroph communities (Hagerthey & Kerfoot, 2005), and suggests
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a role for metaecosystem theory. However, that study noted that it was the spa-
tial structuring of the nutrient flows that created spatial heterogeneity in the lake’s
autotroph community, which is currently absent from all previous theoretical treat-
ments in metaecosystem theory. Because of this, I develop in Chapter 3 a spatially
structured metaecosystem model to look at how metaecosystem connectivity and
differences in movement rates for the different ecosystem compartments can affect
ecosystem dynamics, functioning and stability (Figure 1.1).

In Chapter 4, I bring ecological stoichiometry and metaecosystem theory to-
gether in a spatially structured, stoichiometric metaecosystem model in order to
investigate the ability of spatial flows of nutrients and organisms to cause nutri-
ent colimitation at local and regional scales, thereby demonstrating the benefits of

integrating the two theories.
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Table and Figure Captions

Figure 1.1: Outline of the thesis. In Chapter 1, I survey the development of
ecosystem ecology theory and its evolution due to emergence of ecological stoichiom-
etry and metaecosystem theory. In Chapter 2, I extend ecological stoichiometry by
applying it to the problem of nutrient colimitation. In Chapter 3, I extend metae-
cosystem theory by looking at how spatial structure and differences in spatial flows
between ecosystem compartments affect ecosystem dynamics and functioning. In

Chapter 4, I integrate ecological stoichiometry and metaecosystem theory together

in order to investigate if nutrient colimitation at local and regional scales can be
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caused by spatial flows of nutrients and organisms.
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Abstract

Recent experimental work has indicated that primary production in many ecosys-
tems is limited by two or more nutrients (colimitation). The presence of colimitation
in ecosystems suggests an important role of stoichiometric constraints on ecosystem
processes beyond primary production, but little has been done to integrate colimita-
tion into the larger framework of ecological stoichiometry. In this study, we present
a general ecosystem model to examine different colimitation mechanisms and their
interactions with stoichiometric imbalances between autotrophs and herbivores in or-
der to elucidate impacts on ecosystem dynamics and functioning. Our results show
that nutrient colimitation and stoichiometric imbalances can lead to declines in au-
totroph biomass with increasing nutrient availability, long-term transient cyclical dy-
namics and abrupt collapses of ecosystem production. Furthermore, the mechanisms
of colimitation can lead to highly different ecosystem outcomes despite similarities
in growth responses to nutrient additions, which indicates inadequacies of growth
response-based definitions of colimitation. These results suggest that nutrient colim-
itation and stoichiometric imbalances are key mechanisms in determining ecosystem

properties and need to be considered in our ecosystem management strategies.
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Introduction

The relative abundance of elements or stoichiometry of an organism rarely
matches the availability of those elements in the abiotic environment and can be
significantly different from other organisms (Sterner & Elser, 2002). Because of the
molecular and biochemical constraints on the creation of functional carbohydrates,
lipids, nucleic acids and proteins within organisms, the elemental or stoichiomet-
ric mismatch between the resource and the consumer can control the consumer’s
growth (Lotka, 1925; Reiners, 1986; Sterner & Elser, 2002). While many elements
may be in insufficient amounts for optimal growth of the consumer, there has long
been a dominant view in ecology that the element which is least available relative
to consumer demand should control the growth rate of the consumer, which is typ-
ically called ‘Liebig’s law of the minimum’ (e.g. Redfield, 1958; Chapin, Matson, &
Mooney, 2002). This principle of a single element being the primary controlling or
limiting factor of growth has been extended beyond single organisms or species to
whole communities of primary producers and to ecosystems (e.g. Martin, Gordon, &
Fitzwater, 1991; Schindler et al., 2008).

However, this view has been challenged both on empirical and conceptual grounds.
On the empirical side, a recent meta-analysis of 641 experimental studies involving
nitrogen and phosphorus additions found primary producer communities are fre-
quently limited in biomass growth by both elements, such that either the primary
producers respond to either nutrient added independently or require both to be added
simultaneously (Figure 2.1a; Harpole et al., 2011). On the conceptual side, ecolo-

gists have invoked a number of mechanisms that should lead to primary producer
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growth being limited by multiple elements (Figure 2.1b; Bloom, Chapin, & Mooney,
1985; Chapin, Bloom, Field, & Waring, 1987; O’Neill, DeAngelis, Pastor, Jackson, &
Post, 1989; Chapin, Matson, & Mooney, 2002; Arrigo, 2005; Klausmeier, Litchman,
& Levin, 2007; Danger, Daufresne, Lucas, Pissard, & Lacroix, 2008; Saito, Goepfert,
& Ritt, 2008; Craine, 2009). These include i) abiotic supply rates of essential ele-
ments being extremely low (e.g. Arrigo, 2005), ii) different species in the community
being limited by different elements (e.g. Arrigo, 2005; Danger et al., 2008), iii) the
biochemical uptake and assimilation processes of one element within organisms can
be helped by the presence of another element (e.g. Saito et al., 2008) and iv) the
attempts of organisms to adapt to their external environments to achieve optimal or
‘balanced’” growth (Bloom et al., 1985; Abrams, 1987; Chapin, Bloom, et al., 1987;
Chapin, Schulze, & Mooney, 1990; Gleeson & Tilman, 1992; Chapin, Matson, &
Mooney, 2002; Klausmeier et al., 2007), though it should be noted that they are not
mutually exclusive mechanisms (Figure 2.1b).

When the elements in question are essential nutrients such as nitrogen and phos-
phorus, ecologists talk about primary producers and other trophic levels as being
colimited. However, there is no consistency in the literature about what ‘nutrient
colimitation’ actually means. For some ecologists, if the biomass of a population
increases more with the addition of two nutrients is greater than with the addition of
either nutrient, then that population is colimited (e.g. Trommer, Pondaven, Siccha,
& Stibor, 2012). For others, only if there is a positive biomass response to the simul-
taneous addition of both nutrients does nutrient colimitation occur (e.g. Giisewell,

Koerselman, & Verhoeven, 2003). Neither of these definitions of nutrient colimitation
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is satisfactory, and Harpole et al. (2011) have attempted a synthesis of the various
definitions presented in the literature to create two usable categories of colimitation,
independent and simultaneous, for use in the field (Figure 2.1a).

However, these biomass response patterns are supposed to inform us of the
underlying mechanisms, which then need to be incorporated into our models and
theories (Harpole et al., 2011). A major concern is that these patterns do not corre-
spond to any specific mechanisms and could easily be categorized as a ‘special case’ of
‘Liebig’s law of the minimum’ (Harpole et al., 2011). If a pattern could be explained
by a Droop or Tilman-like autotroph growth model (e.g. Droop, 1973; Tilman, 1982)
that implements ‘Liebig’s law’ through a minimum function, it is unclear there would
be nutrient colimitation (Saito et al., 2008; Harpole et al., 2011). It could also be
the case that the presence of a mechanism that clearly indicates a dependence of one
nutrient on another may not lead to ‘colimited’ biomass response patterns.

Because of such concerns, we will be using a mechanistic definition of nutrient
colimitation which differs somewhat from other ecologists who do not clearly delin-
eate between ‘Liebig’s law’ and nutrient colimitation (Saito et al., 2008). Nutrient
colimitation occurs when the uptake or assimilation of one nutrient by an ecological
entity (i.e. organism, population, community, ecosystem) is dependent on the pres-
ence of another nutrient. While similar to ‘biochemical colimitation’, this definition
is expansive enough to include community and adaptive colimitation as both allow
for the modification of nutrient uptake by the presence of another nutrient (Figure

2.1b Klausmeier et al., 2007; Danger et al., 2008).
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Furthermore, the definition does allow us to rule out Tilman and Droop models
as having a mechanism of colimitation (Figure 2.1b) and it should be able to accom-
modate different timescales of nutrient colimitation, be they proximate (short-term
growth responses) or ultimate (changes in community structure) forms of limita-
tion (Vitousek, Porder, Houlton, & A. 2010; Chapin, Matson, & Vitousek, 2011). A
number of models with autotrophs having nutrient colimitation being implemented
through such mechanisms have been produced and in some cases perform better at
fitting data than a typical Droop or Tilman model (O’Neill et al., 1989; Pahlow &
Oschlies, 2009; Poggiale, Baklouti, Queguiner, & Kooijman, 2010). What has not
been explored in much detail (though see Poggiale et al., 2010) is how introducing
nutrient colimitation mechanisms in ecosystem models will affect ecosystem dynam-
ics and functioning, especially when interacting with stoichiometrically mismatched
herbivores.

Previous studies have indicated that stoichiometric mismatches between her-
bivores and autotrophs can dramatically alter nutrient limitation status of the au-
totrophs, which can potentially alter ecosystem dynamics and functioning(Urabe &
Sterner, 1996; Attayde & Hansson, 1999; Daufresne & Loreau, 2001; Grover, 2002,
2003, 2004; Andersen, Elser, & Hessen, 2004; Cherif & Loreau, 2007, 2009, 2013;
Elser et al., 2010; Trommer et al., 2012). In one classic experiment, increasing the
stoichiometric imbalance between herbivore and autotroph lead to the herbivores be-
ing surrounded by so many low quality algae that they exhibited barely any growth
(Urabe & Sterner, 1996). Such imbalances, if sustained for a prolonged period, can

easily lead to herbivore extirpation and potential food web collapse (Andersen et al.,
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2004). Nevertheless, herbivores can potentially mitigate such stoichiometric imbal-
ances by altering the nutrient limitation status of the autotrophs through nutrient
recycling (Daufresne & Loreau, 2001; Urabe, Elser, et al., 2002; Trommer et al.,
2012).

Furthermore, the presence of herbivores should lead to different responses to
nutrient additions by the autotrophs, especially when there are strong stoichiometric
imbalances (Hall, Leibold, Lytle, & Smith, 2006; Diehl, 2007; Hall, 2009). Declines in
autotroph biomass, rather than biomass increases or stability, can occur due to the
stoichiometry of the autotrophs becoming closer to the stoichiometry of the herbivore
with the nutrient addition (Hall et al., 2006). However, the previous studies have
only investigated the response of autotrophs to herbivores with Droop or Tilman
formulations for autotroph growth (Hall et al., 2006; Hall, 2009). Therefore, it is
an open question if nutrient colimitation would reinforce or attenuate this effect of
herbivores on autotrophs.

In this study, we evaluate the interactions between colimitation mechanisms and
stoichiometric imbalances and investigate how they produce colimited biomass re-
sponses as well as impact the dynamics and functioning of ecosystems. To do so, we
construct a general two nutrient-autotroph-herbivore ecosystem model that explicitly
tracks the dynamics of nutrients inside the autotroph (primary producer) and herbi-
vore communities and use this model to examine how colimitation and stoichiometric
imbalances affect ecosystem persistence, the presence of oscillatory dynamics, as well
as autotroph and herbivore biomass and production. Our results indicate that the

incorporation of stoichiometric imbalances with colimitation can dramatically alter
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the dynamics and functioning of ecosystems. Familiar patterns of top-down control
are skewed and sudden shifts in model behaviour can be observed, though this is
strongly dependent on the colimitation mechanism. We conclude by examining how
these results require new thinking about colimited ecosystems and the stoichiometric

imbalances within them.

Methods
General Stoichiometric Ecosystem Model

Consider an ecosystem with two available inorganic nutrients that can poten-
tially limit autotroph growth (R and S), autotrophs (X) with biomass Bx (in mol
carbon) that uptake (F' and U) these inorganic nutrients and herbivores (Y') with
biomass By (in mol carbon) hat in turn consume (W) the autotrophs, with no mi-
gration or immigration of autotrophs and herbivores (Figure 2.2). The internal stock
per mol carbon of nutrient j for the autotrophs is then defined to be @) x;, which is
the amount of nutrient j (in moles) per mol carbon. For our purposes, we will only
track explicitly the dynamics of nutrients R and S in autotrophs (Qxr and Qxg)
and in herbivores (qyr and gyg, which are regulated at a constant level).

The growth of the autotrophs (G) is determined by Qxr and Qxg as all other
nutrients are assumed to be non-limiting (Figure 2.2a). The growth of the herbivore
is determined by herbivory (W) and stoichiometric constraints (Z) (Figure 2.2a).
Nutrients that are not assimilated into the biomass of the herbivores due to a stoi-
chiometric imbalance between them and the autotrophs are excreted (C' and D) and

return to the available inorganic nutrient pools. The autotrophs and the herbivores
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suffer losses of nutrients due to mortality and non-mortality based losses such as
shedding or leaf senescence (M and L, respectively), with some of those nutrients
being recycled back into the inorganic nutrient pools. The pools of inorganic nutri-
ents receive inputs (I and ®) from numerous sources, such as atmospheric deposition
(in terrestrial ecosystems) and upwelling (in aquatic ecosystems), and suffer losses
(E and A) due to processes such as water runoff (in terrestrial ecosystems) and the
sinking of organic matter (in aquatic ecosystems; Figure 2.2a).

With these assumptions, we have the following general system of equations for

our model:
U 1(B)~ B(B) ~ F(R.5,Qun. Qxs)Bx + M (Bx)Qxn  (21a)
+ xrL(By)avr + C(Qxr, Qxs, Bx)By
% = ®(S) — A(S) —U(R, S,Qxr, Qxs)Bx + esM(Bx)Qxs (2.1b)
+ XsL(By)ays, +D(Qxr, Qxs, Bx)By
Tt P(R,S, Qxr, Qxs) ~ Gl@xn, Qxs)Qxn (2.1¢)
TS _ U(R,5,Qun, Qxs) — OQxn Qxs)Qxs (2.1d)
d% — G(Qxr, Qxs)Bx — M(Bx) — W(Byx, By) (2.1¢)
dd% = Z(Qxnr, Qxs)W(Byx, By) — L(By) (2.1f)

Where Z describes the stoichiometric imbalances between the autotroph and

herbivores and modifies the growth of herbivores from consuming the biomass of
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autotrophs. Since the focus of our study is on nutrient colimitation and stoichio-
metric imbalances, we will be specifying simple functional forms for certain pro-
cesses: nutrient inputs will be held constant, i.e. I(R) = I' and ®(5) = ¢, and
losses of nutrients from compartments will be linear functions, i.e. E(R) = nR,
A(S) =05, M(Bx) = mBx and L(By) = [By. Furthermore, we will be specifying
a Lotka-Volterra functional response for herbivore consumption of autotrophs, i.e.

W(Bx, By) = CUBxBy.

Implementing colimitation mechanisms

There are a bewildering number of ways of implementing colimitation mecha-
nisms in model ecosystems (e.g O’Neill et al., 1989; Gleeson & Tilman, 1992; Klaus-
meier et al., 2007; Saito et al., 2008; Poggiale et al., 2010). However, one can define
two major types of biotic mechanisms, i.e. those that affect nutrient uptake and
those that affect nutrient assimilation during growth (Figure 2.2b). Nutrient up-
take of one limiting nutrient can be colimited when the uptake is at least partially
dependent on the presence of another nutrient, such as in the case of phytoplank-
ton carbon uptake which greatly increases in the presence of additional zinc (Saito
et al., 2008). Furthermore, colimitation through nutrient uptake can possibly occur
due to external nutrient availabilities or internal nutrient availabilities (Figure 2.2b).
Colimitation through nutrient assimilation during growth can occur when limiting
nutrients are partially substitutable (cobalt and zinc in phytoplankton) in cellular

machinery or through other processes (Figure 2.2b; Saito et al., 2008).
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For our purposes, we will use somewhat phenomenological modifications in or-
der to add in colimitation, though some have been derived mechanistically (Pahlow
& Oschlies, 2009; Poggiale et al., 2010). We do so for ease of comprehension, imple-
mentation and tractability. Furthermore, we will be using asymmetric colimitation
for nutrient uptake (i.e. nutrient R affects S uptake, but not vice-versa) in order to
emphasize the effects of the colimitation mechanism.

Before implementing a colimitation mechanism into nutrient uptake, the type
of uptake function needs to be considered. For our purposes, we have decided to use
modified Michaelis-Menten uptake kinetics that have a maximum uptake rate for
nutrient j, v;, and a half-saturation constant, K, but are also affected negatively by
increasing internal nutrient stock of j. Therefore, without a colimitation mechanism,

uptake for nutrients R and S can be described by the following equations:

v R max __
F(R,S,Qxr,Qxs) = F(R,Qxgr)= (KRR—i— R) ( AL — Qﬁﬁ) (2.2a)
XR XR

S max __
U(R,S,Qxr,Qxs) = U(S,Qxs) = (Kz‘: S> ( X5 — Qi;‘i) (2.2b)
XS XS

To implement internal nutrient stock as a colimitation mechanism of nutrient uptake,
we multiply the above uptake functions by a function that goes from 0 when the
‘other’ nutrient is at minimum levels in the autotroph to 1 when the other nutrient
is at maximal levels in the autotroph:

v R max _ . min
F(R,S,Qxr,Qxs) = (KRR+ R) ( 2R Qiﬁ) (Qn)fi ﬁi) (2.3a)

XR ~— WXR Xs = XS
vgS e — Qxs Qxr — OXR
= . : 2.3b
VUL Qe Q) <Ks+8>( W - %)( Qg )
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To add colimitation through external nutrient concentration, we can modify the half-
saturation constants by making them functions of the other nutrient (Poggiale et al.,

2010):

FIRS.Qxn.Qxs) = F(R.S.Qxn) = (it ) (G2 Yo
XR XR

U(R,S,Qxpr,Qxs) = U(R,S,st)Z( vs5 )( gi_Qﬁii)(Q-‘lb)

1+S5 1+ R
Kn(S) = Krp—g—. Ks(R) = Ks—

Without colimitation, we will use a Droop formulation for ‘Liebig’s law of the mini-
mum’ to model growth. We note that Saito et al. (2008) have argued that the Droop
formulation itself is a colimitation mechanism (‘type I according to their schema),
but we and other ecologists dispute such an assertion as any ecosystems demonstrat-
ing serial limitation would be considered colimited (e.g. Craine, 2009; Harpole et al.,
2011). With a colimitation mechanism affecting growth, we will use a multiplica-
tive formulation for growth (Saito et al., 2008). Therefore, we have the following

expressions for GG, the growth function of the autotrophs:

_ : Q%R ?33?)

G(Qxr,@xs) = pmin (1 QXR o1 Oxn (2.5a)
_ _ Q%R Q%R

G(Qxr,Qxs) = n (1 QXR) (1 QXR) (2.5b)

Where p is the theoretical maximum growth rate under no limitation. There does
exist issues with the theoretical maximum growth rate formulation under serial lim-

itation (Cherif & Loreau, 2010), though we will not address them here they are not
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the primary concern of this paper.

Stoichiometric constraints and imbalances

Both the autotrophs and the herbivores are under stoichiometric constraints with
regards to their elemental compositions. The autotrophs have flexible stoichiometries
that must remain within certain ranges to allow for their growth and assimilation
of new nutrients, such that the internal stock of any nutrient j per mol C will
have a minimum value, Q%ij“, and a maximum value, Q5. For the herbivores, we
have already indicated a fixed stoichiometry, which they regulate by excreting excess
nutrients.

Because of the variability in the autotroph stoichiometry and the fixed stoi-
chiometry of the herbivores, stoichiometric imbalances between the autotrophs and
the herbivores are likely to occur (Figure 2.2b). They can occur if the autotrophs are
relatively richer in R than herbivores, if autotrophs are relatively richer in S than
herbivores or if autotrophs are relatively richer in both R and .S than the herbivores.

These three circumstances can be expressed through the use of a minimum function

and leads to the following expression for Z:

(2.6)

Z(Q@xr,Qxs) = min (QXR %)

Gvr’ qvs
If there is a perfect match in stoichiometry for the two nutrients (Qxr = gyr, Qxs =
Qys), then Z is equal to one and there is a perfect conversion of autotroph biomass
to herbivore biomass. For our purposes, we will generally restrict the parameter

ranges explored to a specific ecosystem where the autotrophs are much poorer in the
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limiting nutrient than the herbivore, thus Z will always be less than one (2.6) and
(2.7) The stoichiometric mismatches lead to the recycling of the excess nutrients by

the herbivores which are expressed in the following forms for C' and D:

C(Qxr,Qxs, Bx) = max (QXR - Z—}; XS 0) wBx (2.7a)
dvs

D(Qxgr,Q@xs, Bx) = max (QXS T 0) wBx (2.7b)
YR

Model parameterization

Parameter values for the model were chosen to reflect elements of a colimited
ecosystem found on Mount St. Helens, Washington, USA (Fagan, Bishop, & Schade,
2004; Gill et al., 2006; Apple, Wink, Wills, & Bishop, 2009; Bishop et al., 2010; Mar-
leau, Jin, Bishop, Fagan, & Lewis, 2011). The plant community, which was initially
dominated by Lupinus lepidus, has demonstrated strong nitrogen and phosphorus
limitation, with asters such as Hypochaeris radicata greatly benefiting from the in-
creases in nitrogen (Gill et al., 2006). In addition, there is strong evidence that the
herbivore community is also limited by nutrients, particularly phosphorus (Fagan
et al., 2004; Apple et al., 2009; Bishop et al., 2010). Furthermore, there are strong
mismatches in the stoichiometry between the herbivores and autotrophs, making this
an ideal system for the model to be applied to (Fagan et al., 2004).

For this study, we will only use parameters for a subset of the plant and herbivore
communities. For the plants, we use Hypochaeris radicata as the representative
autotroph in the ecosystem due to its high abundance and detailed data on its uptake
kinetics (Schoenfelder, Bishop, Martinson, & Fagan, 2010; Marleau et al., 2011).

For the herbivores, we chose the Orthoptera order as they are generalist herbivores
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that affect all of the autotroph community (Bishop et al., 2010). In particular, we
use available parameters for Anabrus simplex as little is available on the elemental
compositions of the other Orthoptera on Mount St. Helens. The parameters for the
model can be found in Table 2.1.

We note that Anabrus simpler is much richer in nitrogen and phosphorus than
Hypochaeris radicata and therefore should be limited by these nutrients rather than
other nutrients (Table 2.1). We can therefore expect that both nutrients will not be

recycled simultaneously by Anabrus simplez.

Model analysis

Our analysis of the above model can be separated into two parts. In the first
part, we examine differences in growth responses of the autotrophs for the colimita-
tion mechanisms in the absence of herbivores. We do so by numerically evaluating
four different formulations of equation (2.1) (three colimitation mechanisms and one
without colimitation mechanisms) at a control level of N and P input (/. and ®..),
at higher N input (21, and ®.), at higher P input (/. and 2®.) and at higher in-
put levels of both N and P (2I. and 2®.). We then take the equilibrium values
for autotrophs biomass for each nutrient input condition and normalize them by the
control equilibrium values, such that the control value is always equal to 1. We also
examined the effects of adding herbivores to the ecosystem on the growth responses
to nutrient additions.

In the second section, we examine the biomass and production responses of

autotrophs and herbivores to changes in nutrient levels with differing colimitation

47



mechanisms. Autotroph production is defined by the growth function multiplied
by autotroph biomass (G(Qxgr,@xs)Bx), while herbivore production is defined as
Z(Qxr,Qxs,qvr,qys)W (Bx, By), or herbivory modified by stoichiometric imbal-
ance. However, at equilibrium, there can be simpler expressions for production at
equilibrium, which will be seen below. Analytically, we examine certain equilibrium
properties of the model in order to understand the roles played by stoichiometric
imbalances and colimitation mechanisms. We complement this equilibrium analysis
with numerical simulations of ecosystem dynamics using Matlab and the evaluation

of the stability of those ecosystem dynamics using the bifurcation analysis software

XPP AUT.

Results
Colimitation mechanisms can lead to a variety of growth responses
Depending on the control nutrient levels, the presence of a colimitation mech-
anism did not lead to a colimited biomass response for autotrophs and colimited
biomass responses were observed with no colimitation mechanism whatsoever (Figure
2.3). At low levels of N and P input, all mechanisms lead to nitrogen-limited growth
(Figure 2.3A). At high P input levels, only one type of colimitation mechanism, i.e.
uptake of P is influence by external N concentrations, leads to a colimited growth re-
sponse (Figures 2.3B and 2.3D). All other mechanisms demonstrate nitrogen-limited
growth responses (Figures 2.3B and 2.3D). Over these three control conditions, very
little differentiation exists between colimitation mechanisms except for one type of

external uptake colimitation.
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At high N and low P input levels, there is a wide variety of growth responses
from the different mechanisms (Figure 2.3C). With no colimitation mechanism or
with internal nutrient uptake colimitation mechanisms, autotrophs exhibits a simul-
taneous colimited growth response (Figure 2.3C). When autotrophs are modelled
with a growth colimitation or nitrogen uptake being influenced by external P con-
centrations, we see growth responses match independent colimitation (Figure 2.3C).
However, when P uptake is influenced by external N concentrations, we see nitrogen-
limited growth responses (Figure 2.3C).

Based on the growth responses, there seems to be a clear indication that in-
dependent colimitation growth responses correspond to a colimitation mechanism
(Figure 2.3). However, growth responses demonstrating simultaneous colimitation
can be found without a mechanism at certain nutrient levels, which suggests that
these growth responses should not be taken as indicative of a mechanism of colimi-
tation (Figure 2.3C).

When herbivores are present in the ecosystem, there is generally negative growth
responses to nutrient addition for autotrophs, while herbivore biomass responds to
nitrogen addition (Figure A1). Intriguingly, slight independent colimitation can ap-

pear in herbivores, despite a lack of colimitation mechanism (Figure A1).
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Interactions between nutrient colimitation and stoichiometric imbalances
on equilibrium ecosystem properties

With an equilibrium that has both autotrophs and herbivores coexisting in the
ecosystem, the biomass of autotrophs depends heavily on the stoichiometric imbal-

ance between it and herbivores:

l
wmin (—Q}R —Q}S)

B, = (2.8)

gvr’ aQvs

Equation (2.8) indicates that the more the stoichiometric imbalance is reduced be-
tween autotrophs and herbivores, the lower the biomass for autotrophs. This result
makes intuitive sense since, if the stoichiometric imbalance between herbivore and
autotroph is smaller, the autotroph is more nutritious for the herbivore and more
herbivore biomass can be produced per biomass of autotroph consumed, which leads
to more herbivory on the autotrophs and less autotroph biomass at equilibrium.

The biomass of herbivores depends on the (co)limitation status of autotrophs

at equilibrium:

,umin(l ?‘lﬁ,l—%)—m

QxR Qxs

By = or (2.9a)
w
u<1—$> <1—$>—m
B = XS Dics (2.9b)
w

Equation (2.9) indicates that the biomass of herbivores increases with increasing
internal nutrient stocks (Qxr and @)xg) of autotrophs. The primary reason for
this increase in herbivore biomass is the increase in autotroph biomass production

with higher Qxr and Qxg values. The biomass production of autotrophs (Ilx) at
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equilibrium is also a function of internal nutrient stocks, though it is somewhat more

complex:
min min [pmin (1 — g%’ 1— %)
[Ix = pmin (1 — ZXE - fs) By = X X52 (2.10a)
Qxr Qxs wmin <M’ M)
9y R qy s

XS

min min l/.L (1 — ﬁ) (1 — g)
Q Q
Iy = 1— ﬂ) (1 — XS) B%: = X XS 2.10b
o ( Qkr Qxs/) omin (33}3 Q}s) (2.10D)
Y

R’ qvs

Where equation (2.10a) represents equilibrium production if autotroph growth obeys
Liebig’s Law of the Minimum and equation (2.10b) is autotroph production is derived
from colimited growth. One aspect concerning autotroph biomass production is that
if autotroph growth and herbivore growth are limited by the same nutrient (R or S)
as in (2.10a), then autotroph biomass production is constant. This result does not
necessarily hold with (2.10b). In both cases, it is possible for increases or decreases in
autotroph biomass production with changes in internal nutrient stock. The biomass
production herbivores at equilibrium is just a function of its biomass multiplied by

its lost rate (:

. Qmin min
umm(l— X501 — XS) —-m

I = B =1 Oxn' s or (2.11a)
w
_ Q%R _QRE) _
Y — Y — W :

Therefore, increases (or decreases) in herbivore biomass result in increases in herbi-
vore production, which is not necessarily the case for autotrophs. While it is possible

to derive expressions for %, and (%, they are much too complex to be interpreted
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here.

Abrupt changes and the emergence of oscillations in ecosystem biomass
dynamics

The responses of autotrophs and herbivore biomass to increasing nitrogen input
(T") are striking, with abrupt changes and the unexpected emergence of oscillations
in biomass dynamics (Figure 2.4). Ecosystems modelled with no colimitation mech-
anism or with colimitation through external or internal P acting on N uptake all
exhibit an initial gradual decline in autotroph biomass accompanied with a gradual
increase in herbivore biomass with increasing I until I' reaches a value that causes
a collapse in autotroph biomass (Figure 2.4A). For values of T' beyond that point,
both autotroph and herbivore biomass oscillate around somewhat steady mean value
of biomass, with the amplitudes of the oscillations ever increasing with greater I'
(Figure 2.4A).

For ecosystems with the other colimitation mechanisms, no similar collapse in
autotroph biomass can be observed, but oscillations do occur after some threshold
value of I' (Figures 2.4B-2.4D). Instead of a collapse, there are declines from initial
high values towards the mean autotroph biomass found at the onset of oscillations,
with some declines being steeper than others Figures 2.4B-2.4D). While the biomass
dynamics of herbivores are broadly similar between colimitation mechanisms, the
growth colimitation mechanism does have a lower threshold I' value for oscillations
and a lower mean value for herbivore biomass at high I' (Figure 2.4B).

The onset of oscillations occurs due to a shift from nitrogen limitation to phos-

phorus limitation for herbivores, while the abrupt collapse in autotroph biomass
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requires a similar shift to occur for autotrophs in addition to that of herbivores (Fig-
ure B1). The restricted range of internal phosphorus stock for the autotroph and
the lack of influence of increasing nitrogen on internal phosphorus stock promote
the abrupt shift, such that if the nitrogen addition does alter internal phosphorus
stocks, there will not be such a collapse. In addition, if these shifts did not occur,
such that autotrophs and herbivores remained nitrogen-limited, then there would
be no collapse nor any oscillations within the parameter ranges chosen (Figure B2).
This is not to say the oscillations would never occur if only limited by nitrogen, as
very large nitrogen inputs would eventually lead to complex eigenvalues as in similar
predator-prey models (McCann, 2011).

Furthermore, there is no need for any recycling of nutrients for the oscillations
to occur, but there does need to be upper limits on autotroph internal N and P con-
centrations (Figure B3). In addition, no oscillations or collapses in biomass dynamics
can be observed at lower phosphorus input (¢), though there are significant differ-
ences between colimitation mechanisms in biomass responses to nitrogen enrichment
(Figure B4).

The oscillations, which persist over extremely long time periods in the numerical
simulations (over 30000 days), do not seem to be produced by a bifurcation accord-
ing to numerical computation of the eigenvalues by AUTO (Figure B5). Rather, the
oscillations emerge as real eigenvalues become complex and the real parts of these
complex eigenvalues remain negative but approach zero as I' increases. Therefore,
the equilibrium solution is still locally stable, though the return time to this equilib-

rium is extremely long due to the real part of the dominant eigenvalue approaching
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zero (Figure B5). Hence, the oscillations are transients and over very long timescales,

the oscillations should peter out.

Large differences in ecosystem production between colimitation mecha-
nisms

The different colimitation mechanisms also lead to large differences in biomass
production for autotrophs and herbivores (Figure 2.5). At relatively high ¢, the
colimitation mechanisms that lead to a collapse in autotroph biomass also lead to a
collapse in autotroph production, but unlike biomass, production initially increases
with increasing I' (Figure 2.5A). Autotroph production for the growth and internal
uptake (N on P) colimitation mechanisms show complex behaviour with increasing
I', with an initial rise in production followed by a decline that levels offs and begins
to slightly increase (Figure 2.5A). Ecosystems with external uptake (N on P) colimi-
tation for autotrophs see a nearly monotonous increase in autotroph production with
increasing I' (Figure 2.5A). In contrast, herbivore production follows directly from its
biomass, such that there are only relatively minor differences between colimitation
mechanisms (Figure 2.5B).

At lower ¢, there are marked differences between colimitation mechanisms in
autotroph and herbivore production at low I' values, though the differences diminish
at higher I' (Figures 2.5C-2.5D). However, the external uptake (P on V) colimitation
mechanism maintains much higher autotroph production and lower herbivore pro-
duction than all the other mechanisms over most of the I" values explored (Figures

2.5C-2.5D).
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Discussion

We have constructed a stoichiometric ecosystem model integrating colimita-
tion mechanisms with stoichiometric imbalances and have evaluated their impacts
on ecosystem dynamics and functioning. Furthermore, we have examined the rela-
tionship between colimitation defined by growth responses and colimitation mecha-
nisms. Our results show that colimitation mechanisms interact with stoichiometric
imbalances and cause large differences in expected autotroph and herbivore biomass
dynamics and biomass production. In addition, at some control nutrient levels, dis-
tinctions between colimitation mechanisms can not be achieved by examining growth
responses, while certain ‘colimited’ growth responses can be achieved without any

colimitation mechanism whatsoever.

Colimitation: Growth responses or mechanisms?

As mentioned in the introduction, definitions abound about what colimitation
is (Arrigo, 2005; Saito et al., 2008; Craine, 2009; Harpole et al., 2011). Broadly, the
definitions may focus on the mechanisms that lead could lead to colimited growth
responses (Arrigo, 2005; Saito et al., 2008) or on the growth responses themselves
(Harpole et al., 2011). Since it is much more difficult to ascertain biochemical mecha-
nisms than to perform nutrient addition experiments, field ecologists have focused on
growth responses to determine colimitation and the impacts of other trophic groups
on colimitation (e.g. Harpole et al., 2011; Trommer et al., 2012; Atkinson, Vaughn,
Forshay, & Cooper, 2013).
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There are difficulties with such an outcome-oriented definition, however, as our
study shows. First, the nutrient levels found in ecosystems can mask the presence of
colimitation mechanisms within the autotroph community, such that nutrient addi-
tion experiments can show no colimited growth responses in such ecosystems. Sec-
ond, the presence of a colimited growth response is not indicative of the presence of
a colimitation mechanism as defined here. In both these cases, the key insight is the
importance of the external supply of nutrients. If the relative supplies of nutrients
are close to the relative demands by the community, then a simultaneous or an inde-
pendent colimitation growth response will occur. If the relative supplies of nutrients
are not close to the relative demands, then single-nutrient responses will occur.

Lastly, the differences in the mechanisms, even when they do not show colim-
ited growth responses when herbivores are absent, can cause substantial differences
in biomass and biomass production when other trophic levels are present. Further-
more, all signs of nutrient limitation may be lost in the autotroph community due to
the herbivory, which could help explain the prevalent lack of response of autotroph
communities to nutrient addition experiments (Harpole et al., 2011).

This last point is especially important when bringing colimitation into the eco-
logical stoichiometry framework (Sterner & Elser, 2002). Typically, colimitation is
expressed in equations through external nutrient concentrations, which works well
with nutrient addition experiments (O’Neill et al., 1989; Saito et al., 2008; Poggiale
et al., 2010). However, these formulations do not take into account the internal nu-
trient stores which alter the autotroph uptake rates of nutrients and force limitations

on the stoichiometric compositions of autotrophs (Newbery, Wolfenden, Mansfield,
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& Harrison, 1995; Grover, 2002, 2003). As the internal nutrient stores also play a piv-
otal role in stoichiometric imbalances, their mechanistic role in colimitation should
be addressed in greater detail.

With all this in mind, we recommend that ecologists use more mechanistic def-
initions of colimitation (e.g. Saito et al., 2008). However, such definitions will need
to be expanded in order to take stoichiometric constraints and the potential effects

of trophic interactions into account.

Collapses, declines and oscillations: deviations from single nutrient ecosys-
tems

The combination of colimitation and stoichiometric imbalances in our ecosys-
tem model leads to a number of deviations from previous predictions concerning
the response of ecosystem compartments (i.e. autotrophs, herbivores) to increas-
ing nutrient enrichment (e.g. Loreau, 2010). The most pronounced deviation is the
unexpected collapse of autotroph biomass and production, which requires both sto-
ichiometric imbalances and the presence of two limiting nutrients to occur, though
no colimitation mechanism. With human activities altering the nutrient limitation
status of autotroph communities through species loss (Millennium Ecosystem Assess-
ment, 2005) and increasing atmospheric deposition of nitrogen (Elser et al., 2010),
our model suggests that the collapse of ecosystem primary production should be
considered seriously. It must be noted, however, that these collapses differ signifi-
cantly from those found in other studies (e.g. Scheffer, 2009) as the system can be
easily returned to the previous state and there are unambiguous signals of incoming

collapse (Hastings & Wysham, 2010).
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The primary signal of collapse is the decline of autotroph biomass with increas-
ing nutrient enrichment, which is another important deviation from single-nutrient
ecosystem models. Generally, when there is a form of top-down control (Fretwell,
1977) operating in an ecosystem model at equilibrium, the ecosystem compartment
under top-down control will not respond to nutrient enrichment (Loreau, 2010). In
our model and other models with flexible stoichiometry (e.g. Hall et al., 2006), there
are instead continuing declines in the biomass of the autotrophs with increasing
enrichment. This is because the stoichiometric imbalance between autotrophs and
herbivores diminishes, leading to increased herbivore biomass and herbivory (Urabe
& Sterner, 1996; Sterner & Elser, 2002). When nutrient enrichment no longer reduces
the stoichiometric imbalance, no further declines in autotroph biomass occurs, which
is highly-dependent on the colimitation mechanism that is present.

Another deviation regarding decline is in autotroph production. Previous work
has shown that while nutrient enrichment does not benefit autotroph biomass, it
does lead to increase autotroph production (Loreau, 2010). Here, we observe mul-
tiple instances where declines occur instead, though the magnitude of the declines
depend on the colimitation mechanism at work. The declines are possible due to the
strong interactions between colimitation and stoichiometric imbalances, which are
expressed through the internal nutrient stocks of the autotrophs as seen in equation
(2.10). Furthermore, because a nutrient can become non-limiting at high levels in
stoichiometric models, unlike single-nutrient models, enrichment can stop affecting

production completely.
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However, that is only true if the system remains at equilibrium. For our model,
high levels of ‘non-limiting’ nutrient seem to allow oscillations to emerge and am-
plify. Such a result was unexpected as traditional trophic food chain models require
saturating, non-linear functional responses to generate oscillatory dynamics (e.g.
Rosenzweig, 1971; Hastings & Powell, 1991) and models incorporating stoichiome-
try can reduce the possibility of oscillatory dynamics (Andersen et al., 2004; Stiefs,
van Voorn, Kooi, Feudel, & Gross, 2010). Grover (2003) observed oscillations with
non-saturating functional responses in the herbivore, but suggested that herbivore
nutrient recycling would promote oscillatory dynamics, which we do not need in our
model. Instead, our results support the idea that the oscillations are due to the
change in nutrient limitation and the self-limitation in the nutrient uptake functions.
The oscillations observed in our model are not stable, but are rather extremely long-
lasting transients. However, such transient dynamics are at ecologically relevant
timescales and indicate the importance of looking beyond equilibrium conditions in
ecological systems (Hastings, 2004; Caswell, 2007; Hastings, 2010).

The overall implications are that nutrient colimitation and stoichiometric imbal-
ances are important processes to consider in the construction of ecosystem models
and are expected to cause significant deviations from single-nutrient or energetic
models. Further work needs to be done in examining how to generalize the results
beyond the specific functional forms provided here and to apply similar models to

colimited ecosystems beyond Mount St. Helens.

59



Acknowledgments

We thank Frédéric Guichard for helpful comments on an earlier version of the
manuscript. JNM received financial support from NSERC (PGS-D2), FQRNT (B-2)
and McGill University. ML was supported by the TULIP Laboratory of Excellence
(ANR-10-LABX-41).

60



References

Abrams, P. A. (1987). The functional responses of adaptive consumers of two re-
sources. Theoretical Population Biology, 32, 262—288.

Andersen, T., Elser, J. J., & Hessen, D. O. (2004). Stoichiometry and population
dynamics. Ecology Letters, 7, 884-900.

Apple, J. L., Wink, M., Wills, S. E.; & Bishop, J. G. (2009). Successional change in
phosphorus stoichiometry explains the inverse relationship between herbivory
and lupin density on mount st. helens. PLoS One, 4, €7807.

Arrigo, K. R. (2005). Marine microorganisms and global nutrient cycles. Nature, 437,
349-355.

Atkinson, C. L., Vaughn, C. C., Forshay, K. J., & Cooper, J. T. (2013). Aggregated
filter-feeding consumers alter nutrient limitation: consequences for ecosystem
and community dynamics. Ecology, 94, 1359-1369.

Attayde, J. L., & Hansson, L. (1999). Effects of nutrient recycling by zooplankton
and fish on phytoplankton communities. Oecologia, 121, 47-54.

Bishop, J., O’Hara, N., Titus, J., Apple, J., Gill, R., & Wynn, L. (2010). NP co-
limitation of primary production and response of arthropods to N and P in
early primary succession on Mount St. Helens volcano. PLoS One, 5, e13598.

Bloom, A. J., Chapin, F. S. 1., & Mooney, H. A. (1985). Resource limitation in plants
- an economic analogy. Annual Review of FEcology and Systematics, 16, 363—
392.

Caswell, H. (2007). Sensitivity analysis of transient population dynamics. Ecology
Letters, 10, 1-15.

61



Chapin, F. S. 1., Bloom, A. J., Field, C. B., & Waring, R. H. (1987). Plant responses
to multiple environmental factors. Biosciences, 37, 49-57.

Chapin, F. S. 1., Matson, P. A., & Mooney, H. A. (2002). Principles of terrestrial
ecosystem ecology (1st). Springer-Verlag, New York.

Chapin, F. S. I, Matson, P. A., & Vitousek, P. M. (2011). Principles of terrestrial
ecosystem ecology (2nd). Springer-Verlag, New York.

Chapin, F. S. I, Schulze, E.-D., & Mooney, H. A. (1990). The ecology and economics
of storage in plants. Annual Review of Ecology and Systematics, 21, 423-447.

Cherif, M., & Loreau, M. (2007). Stoichiometric constraints on resource use, compet-
itive interactions, and elemental cycling in microbial decomposers. American
Naturalist, 169, 709-724.

Cherif, M., & Loreau, M. (2009). When microbes and consumers determine the lim-
iting nutrient of autotrophs: a theoretical analysis. Proceedings of the Royal
Society B-Biological Sciences, 276, 487-497.

Cherif, M., & Loreau, M. (2010). Towards a more biologically realistic use of droop’s
equations to model growth under multiple nutrient limitation. Oikos, 119, 897—
907.

Cherif, M., & Loreau, M. (2013). Plant-herbivore-decomposer stoichiometric mis-
matches and nutrient cycling in ecosystems. Proceedings of the Royal Society
B, 280. doi:10.1098 /rspb.2012.2453

Craine, J. M. (2009). Resource strategies of wild plants. Princeton University Press.

62



Danger, M., Daufresne, T., Lucas, F., Pissard, S., & Lacroix, G. (2008). Does Liebig’s
law of the minimum scale up from species to communities? QOikos, 117, 1741—
1751.

Daufresne, T., & Loreau, M. (2001). Plant-herbivore interactions and ecological sto-
ichiometry: when do herbivores determine plant nutrient limitation? FEcology
Letters, 4, 196-206.

Diehl, S. (2007). Paradoxes of enrichment: effects of increased light versus nutrient
supply on pelagic producer-grazer systems. The American Naturalist, 169(6),
E173-E191.

Droop, M. R. (1973). Some thoughts on nutrient limitation in algae. Journal of
Phycology, 9, 264-272

Elser, J. J., Peace, A. L., Kyle, M., Wojewodzic, M., McCrackin, M. L., Andersen,
T., & Hessen, D. O. (2010). Atmospheric nitrogen deposition is associated with
elevated phosphorus limitation of lake zooplankton. Ecology Letters, 13, 1256—
1261.

Fagan, W. F., Bishop, J. G., & Schade, J. D. (2004). Spatially structured herbivory
and primary succession at mount st. helens: a role for nutrients. Fcological
Entomology, 29, 398-409.

Fretwell, S. D. (1977). The regulation of plant communities by the food chains ex-
ploiting them. Perspectives in Biology and Medicine, 20, 169-185.

Gill, R., Boie, J., Bishop, J., Larsen, L., Apple, J., & Evans, R. (2006). Linking com-
munity and ecosystem development on Mount St. Helens. Oecologia, 148(2),

312-324.

63



Gleeson, S. K., & Tilman, D. (1992). Plant allocation and the multiple limitation
hypothesis. The American Naturalist, 139, 1322—-1343.

Grover, J. P. (2002). Stoichiometry, herbivory and competition for nutrients: simple
models based on planktonic ecosystems. Journal of Theoretical Biology, 214,
599-618.

Grover, J. P. (2003). The impact of variable stoichiometry on predator-prey interac-
tions: a multinutrient approach. American Naturalist, 162, 29-43.

Grover, J. P. (2004). Predation, competition, and nutrient recycling: a stoichiometric
approach with multiple nutrients. Journal of Theoretical Biology, 229, 31-43.

Giisewell, S., Koerselman, W., & Verhoeven, J. T. A. (2003). Biomass N:P ratios as
indicators of nutrient limitation for plant populations in wetlands. Ecological
Applications, 13, 372-384.

Hall, S. R. (2009). Stoichiometrically explicit food webs: feedbacks between resource
supply, elemental constraints, and species diversity. Annual Review of Ecology,
Fvolution, and Systematics, 40, 503-528.

Hall, S. R., Leibold, M. A., Lytle, D. A.; & Smith, V. H. (2006). Inedible producers in
food webs: controls on stoichiometric food quality and composition of grazers.
American Naturalist, 167, 628-637.

Harpole, W. S., Ngai, J. T., Cleland, E. E., Seabloom, E. W., Borer, E. T., Bracken,
M. E., ... Smith, J. E. (2011). Nutrient co-limitation of primary producer
communities. Fcology Letters, 14, 852-862.

Hastings, A. (2004). Transients: the key to long-term ecological understanding?

Trends in Ecology and Evolution, 19, 39-45.

64



Hastings, A. (2010). Timescales, dynamics and ecological understanding. Ecology,
91, 3471-3480.

Hastings, A., & Wysham, D. B. (2010). Regime shifts in ecological systems can occur
with no warning. Fcology Letters, 13, 464-472.

Hastings, A., & Powell, T. (1991). Chaos in a three-species food chain. Ecology, 72,
896-903.

Klausmeier, C. A., Litchman, E., & Levin, S. A. (2007). A model of flexible uptake
of two essential resources. Journal of Theoretical Biology, 246, 278-289.
Loreau, M. (2010). From populations to ecosystems: theoretical foundations for a new

ecological synthesis. Princeton University Press, New Jersey, USA.
Lotka, A. J. (1925). Elements of physical biology. Williams & Wilkins Company.
Marleau, J. N., Jin, Y., Bishop, J. G., Fagan, W. F., & Lewis, M. A. (2011). A stoi-
chiometric model of early plant primary succession. The American Naturalist,
177, 233-245.
Martin, J., Gordon, R., & Fitzwater, S. (1991). The case for iron. Limnology and
Oceanography, 1793-1802.
McCann, K. S. (2011). Food webs. Princeton University Press, New Jersey, USA.
Millennium Ecosystem Assessment. (2005). Current state and trends. Island Press.
Newbery, R. M., Wolfenden, J., Mansfield, T. A., & Harrison, A. F. (1995). Nitro-
gen, phosphorus and potassium uptake and demand in Agrostis capillaris: the

influence of elevated CO2 and nutrient supply. New Phytologist, 130, 565-574.

65



O’Neill, R. V., DeAngelis, D. L., Pastor, J. J., Jackson, B. J., & Post, W. M. (1989).
Multiple nutrient limitations in ecological models. Ecological Modelling, 46,
147-163.

Pahlow, M., & Oschlies, A. (2009). Chain model of phytoplankton p, n and light
colimitation. Marine Ecology Progress Series, 376, 69-83.

Poggiale, J., Baklouti, M., Queguiner, B., & Kooijman, S. (2010). How far details
are important in ecosystem modelling: the case of multi-limiting nutrients
in phytoplankton-zooplankton interactions. Philosophical Transactions of the
Royal Society B: Biological Sciences, 365, 3495-3507.

Redfield, A. C. (1958). The biological control of chemical factors in the environment.
American Scientist, 46, 205-221.

Reiners, W. A. (1986). Complementary models for ecosystems. The American Nat-
uralist, 127, 59-73.

Rosenzweig, M. L. (1971). Paradox of enrichment: destabilization of exploitation
ecosystems in ecological time. Science, 171, 385-387.

Saito, M., Goepfert, T., & Ritt, J. (2008). Some thoughts on the concept of colimi-
tation: three definitions and the importance of bioavailability. Limnology and
Oceanography, 53, 276-290.

Scheffer, M. (2009). Critical transitions in nature and society. Princeton University
Press.

Schindler, D., Hecky, R., Findlay, D., Stainton, M., Parker, B., Paterson, M., ...

Kasian, S. (2008). Eutrophication of lakes cannot be controlled by reducing

66



nitrogen input: results of a 37-year whole-ecosystem experiment. Proceedings
of the National Academy of Sciences, 105, 11254.

Schoenfelder, A., Bishop, J., Martinson, H., & Fagan, W. (2010). Resource use ef-
ficiency and community effects of invasive Hypochaeris radicata (Asteraceae)
during primary succession. American Journal of Botany, 97, 1772-1779.

Sterner, R. W., & Elser, J. J. (2002). Ecological stoichiometry: the biology of elements
from molecules to the biosphere. Princeton Univ Pr.

Stiefs, D., van Voorn, G. A., Kooi, B. W., Feudel, U., & Gross, T. (2010). Food quality
in producer-grazer models: a generalized analysis. The American Naturalist,
176, 367-380.

Tilman, D. (1982). Resource competition and community structure. Princeton Uni-
versity Press, New Jersey, USA.

Trommer, G., Pondaven, P., Siccha, M., & Stibor, H. (2012). Zooplankton-mediated
nutrient limitation patterns in marine phyoplankton: an experimental approach
with natural communities. Marine Ecology Progress Series, 449, 83-94.

Urabe, J., Elser, J. J., Kyle, M., Yoshida, T., Sekino, T., & Kawabata, Z. (2002).
Herbivorous animals can mitigate unfavourable ratios of energy and material
supplies by enhancing nutrient recycling. Fcology Letters, 5(2), 177-185.

Urabe, J., & Sterner, R. W. (1996). Regulation of herbivore growth by the balance
of light and nutrients. Proceedings of the National Academy of Sciences, 93,
8465-8469.

67



Vitousek, P. M., Porder, S., Houlton, B. Z., & A., C. O. (2010). Terrestrial phospho-
rus limitation: mechanisms, implications and nitrogen-phosphorus interactions.

Ecological Applications, 20, 5-15.

68



Table and Figure Captions

Table 2.1: The definitions and values of the Mount St. Helens ecosystem parame-
ters with nitrogen (N) and phosphorus (P) being limiting nutrients

Figure 2.1: Relating phenomena to mechanisms in nutrient colimitation. A In
field, nutrient colimitation is inferred by the growth responses of primary produc-
ers to additions of potentially limiting nutrients (R and S). Within the literature,
the growth responses associated with serial limitation, independent colimitation and
simultaneous colimitation have all been deemed to indicate colimitation, though se-
rial limitation is not ‘true’ colimitation to many ecologists (e.g. Craine, 2009). B A
number of mechanisms have been invoked to explain the phenomena. These mech-
anisms include i) insufficient abiotic supply of multiple limiting nutrients (circles),
ii) different nutrients limiting the growth of different plant species within the com-
munity (species on left is limited by white nutrient, species on right is limited by
black nutrient), iii) the requirement of one nutrient in the uptake or assimilation
of another nutrient (black nutrient uptake receptor (black rectangle) only becomes
active when a white nutrient binds its receptor (white rectangle)) and iv) species
alter their stoichiometry and receptors adaptively (rectangles) to achieve balanced
growth.

Figure 2.2: Conceptual model of a stoichiometric, colimited ecosystem with two
limiting inorganic nutrients (R and S), an autotroph community and a herbivore
community. A The autotroph and herbivore communities are characterized by their

biomasses (Bx and By, respectively) and their internal stocks of nutrients (Q) xr and
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() xs for autotrophs, gy g and gy g for herbivores). The pools of inorganic nutrients re-
ceive inputs from non-specified sources (I and ®) and the recycling of nutrients due
to autotroph losses (egM BxQxr and esM BxQxgs), herbivore losses (xrLByqyr
and ysLByqys) and stoichiometric imbalance between herbivores and autotrophs
(CBy and DBy). The pools of inorganic nutrients lose nutrients either to inorganic
pathways (£ and A) or to autotroph nutrient uptake (F'Bx and UBx). The nutri-
ents obtained by the autotroph community through uptake alter their internal stocks
and influence the growth of autotroph (G) biomass. The autotrophs lose biomass
either through intrinsic losses (M Bx) or through herbivory (). The nutrients
obtained through herbivory are partially assimilated based on the fixed internal nu-
trient stores (¢yr and gygs) and thereby influence the growth of herbivore biomass
(Z). The herbivores only suffer intrinsic losses (M By). B How colimitation (blue)
and stoichiometric imbalances (red) enter the model.

Figure 2.3: Models of colimitation mechanisms and the associated growth responses
of autotrophs to nitrogen (N) addition (4+N; diagonal lines bar), phosphorus (P) addi-
tion (4P; patterned bar), and to addition of both (+NP; white bar) at four different
control (C; black bar) nutrient levels. A At low control N and P levels, all model for-
mulations (with and without colimitation mechanisms) demonstrate nitrogen-limited
growth responses. B At low control N and high P levels, all model formulations
except external uptake colimitation (N influences P uptake), which shows slight in-
dependent colimitation growth response, show nitrogen-limited grow responses. C

At high N and low P levels, there are a variety of growth responses: no colimitation
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mechanism and both internal uptake colimitation mechanisms show a simultane-
ous colimited growth response, external uptake (P influences N uptake) and growth
colimitation mechanisms show independent colimitation and external uptake colim-
itation (N influences P uptake) shows an nitrogen-limited growth response. D At
high N and P levels, same responses as in D.

Figure 2.4: Changes in autotroph and herbivore biomass dynamics (minimum,
mean and maximum values) across a nitrogen input (I') gradient for different colimi-
tation mechanisms. In all cases, p=2.871 x 10~4 pumol P/(L*day). Initial conditions
for all simulations were R=0.002 mol N/L, S=0.001 mol P/L, Qxr=0.0312 mol
N/mol C, Qxs=0.0014 mol P/mol C, Bx=1 mol C, By = 0.5 mol C. A No col-
imitation mechanism. B Growth colimitation mechanism. C' External colimitation
mechanism (N on P). D Internal colimitation mechanism (N on P). Note that exter-
nal and internal uptake (P on N) colimitation demonstrate dynamics identical to no
colimitation mechanism (A).

Figure 2.5: Changes in autotroph (A and C') and herbivore (B and D) production
across a nitrogen input (I') gradient for different colimitation mechanisms at two
levels of phosphorus (¢; low ¢ is for panels A and B, high ¢ is for panels C and D)

input. Values are averages taken from time series.

Tables and Figures
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Table 2.1: The definitions and values of the Mount St. Helens ecosystem parameters
used in this study with nitrogen (N) and phosphorus (P) being limiting nutrients.
Ecosystem and Hypochaeris (autotrophs) data from Marleau, Jin, Bishop, Fagan,
and Lewis (2011) and references wherein, though lower P values than within natural
range are used for some simulations. Anabrus (herbivores) data from Pfadt (1994),
Visanuvimol and Bertram (2010).

Parameter (unit) Definition Value
[' (umol N day~t L™1) Influx of available N into ecosystem 10 to 6000
¢ (pmol P day=! L71) Influx of available P into ecosystem 28.7 to 2830
n (day™1) Efflux of available N from ecosystem 0.005  (free
parameter)
§ (day™t) Efflux of available P from ecosystem 0.005  (free
parameter)
p (day™1) Maximum growth rate of Hypochaeris at 0.352
infinite internal nutrients
m (day™') Mass-specific C loss rate of Hypochaeris — 0.005
ma QN (mol N mol Maximum and minimum internal N con- 0.0509 (max),
ch centration of Hypochaeris 0.0115 (min)
max Q¥ (mmol P mol Maximum and minimum internal P con- 1.7  (max),
ch centration of Hypochaeris 1.13 (min)
vg (mol N mol C™!' Maximum N uptake rate 0.1272
day~1)
vsg (mmol P mol C~! Maximum P uptake rate 0.348
day™)
Kg (umol N L™1) Half-saturation constant for N uptake 7
Kg (umol P L) Half-saturation constant for P uptake 0.7321
er(-) Proportion of N lost by Hypochaeris that 0
is recycled
es(-) Proportion of P lost by Hypochaeris that 0
is recycled
qyr (mol N mol C™1) Internal N concentration of Anabrus 0.19125
qys (mol P mol C1) Internal P concentration of Anabrus 0.00698
w (mol C plant mol C Anabrus attack rate 0.0287
herbivore™! day~!)
[ (day™!) Mass-specfic C loss rate of Anabrus 0.005
Xr (-) Proportion of N lost by Anabrus that is 0
recycled
xs () Proportion of P lost by Anabrus that is 0

recycled
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A: The Phenomena of Nutrient Colimitation (sensu Harpole et al. 2011)
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B: Putative Mechanisms of Nutrient Colimitation

DIVQ’ Nutrient Uptake Receptors
O. Available Nutrients

i) Abiotic Colimitation

The abiotic supply of
multiple nutrients are so
low that each needs to be
added for any growth
effect to occur

(Arrigo 2005)

iii) Biochemical Colimitation

The uptake and assimilation
of one essential nutrient is
biochemically dependent on
the availability of another
nutrient

(Saito et al. 2008)
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ii) Community Colimitation

Different species within the
community are limited by
different nutrients at current
nutrient supply, such that
addition of either nutrient
leads to an increase in
community biomass

(Arrigo 2005, Danger et al.
2008)

iv) Adaptive Colimitation

Individual plants alter their
expression of nutrient
uptake proteins, root growth
or foraging behaviour to
match exterior supply to
internal needs of the
organism

(Bloom et al. 1985,
Klausmeier et al. 2007)



< E Available Nutrient

— 3 R FB Herbivore
/ X Community
ERMBXQXR
A (- .
<« Available Nutrient
N| S
O U
B
Available Nutrient Uptake
R Colimitation Growth Stoichiometric
(Internal Colimitation Imbalance
Nutrient (Growth)

o Concentration
Uptake Colimitation % ) G W ) Z~
(External Nutrient TtIz=e) BX ;'
Concentration) ™, : ' \\__/
\\ “‘ '

Y
Available Nutrient UB

S X
Stoichiometric
DB Imbalance
Y .
(Recycling)
Figure 2.2

74



Biomass Relative to Control

(Control Scaled to 1)

Biomass Relative to Control

(Control Scaled to 1)

25

N
&

-

o
3

25

B
Control Levels Il control +P
I' =3e-5
c /)N +NP
s ZiN =
c
S
O —_
_9 -~
3 1 08
20
T Q
T ®
O
L _ _ _ o i o ] X p
1 1 - & - - 0 —
[ H H 5 B 5 23]
H H H - - = Q=
H B B B B = _S 3
t M H B B - 5 , e
No Growth External External Internal Internal
Mechanism Uptake Uptake Uptake Uptake
(PonN) (NonP) (PonN) (NonP)
Type of Colimitation Mechanism
D
Control Levels Elcontol  [—+P
T =3e-4 7
c +N +NP
¢, =2.87e-5 _ L [
I I I 1] I n 1 &
<
S
O —_
L 4 9 -
A o8
H 29
H T QO
K %
L K| = B O
H B X p
Hl - 0 —
] 5 23]
H 5 QS
B - c
L Hl - i .g S
] - e

B 5 = e
Growth External External Internal Internal

Mechanism Uptake Uptake Uptake Uptake
(PonN) (NonP) (PonN) (NonP)

Type of Colimitation Mechanism

Figure 2.3

1)

25

1.5

0.5

25

0.5

Control Levels
I =3e-5

¢,=2.87e-4

RN

T

SO T

L moA -

- Cont‘rol +P
7 +N [ ]+NP

sinlNZ| M oM

RRRNIANAARR]

T L L T T
US|

T ]

No Growth External External Internal Internal

Mechanism

Uptake Uptake Uptake Uptake
(PonN) (NonP) (PonN) (NonP)

Type of Colimitation Mechanism

Control Levels
r = 3e-4

¢,=2.87e-4

MM

‘- Control +P
LN [_J=e

—= M — M oA —

NN
o)
O]

TAAMAMMM]

No  Growth External External Internal Internal

Mechanism

Uptake Uptake Uptake Uptake
(PonN) (NonP) (PonN) (NonP)

Type of Colimitation Mechanism




Autotroph Biomass (mol C) Autotroph Biomass (mol C) Autotroph Biomass (mol C)

Autotroph Biomass (mol C)

76

3 4
— A Max
O | * Min
e o Mean
g 3
2k e
@ |
®
§ 2
is)
o |
11} 55
2 1t
£
o |
T
0 0 7 2 3 4
I (mol N/(L*day)) X103
: I e [ ey
i (@) % Min
L e O Mean
£ 3
2 2
®
£
9 2
i3]
[0}
18 )
>
'é 1
[}
....... I
0 535 4 5 6 I S
" (mol N/(L*day)) x 107 " (mol N/(L*day)) x 107
8 A Max — 4 A
* Mi L |«
o M:an % o m:an
£ 3t
2 n
3 1
©
§ 2
is)
Giatittnnn 9_) [
iR g
5"
B @
3 I [
0 5 45 s ™3
I" (mol N/(L*day)) x 10 I" (mol N/(L*day)) x 1073
4 ‘ ‘ ‘ ‘ ‘
A Max
8 * Min
-3 9 Mean
g 3
12}
(2]
@
52
)
o
o
= 1
£
(5}
T
0 2 3 / ‘ 6 i 2 3 g 5
I (mol N/(L*day)) x 103 I (mol N/(L*day)) x103
Figure 2.4




>
w

0.2 T T T T —— 0.02 ! ! T T .
©  No Mechanism
—=0.18] ®=287e4 + Growth 1 =ootsf ©=287e4
= o External (P on N) @©
2 0165 ¢ External (N on P) i 8 0.0167
9 « Internal (P on N) =
g 0.147 :Po 2 Internal (Non P) g 0.0141 ++ﬂ;
= ~ T
S 0.12f § 0.012f L 1
B L ° L - sttt i
S 01 1 3 o001 T
; ? 3
T 0.08f ? Q. 0.008f o No Mechanism
o
< | K . o L + Growth
g 0.06 o +# +%+++%++++M++++w+*+ﬂ+”*” S 0.006 o External (P on N)
= S
% 004 1 S 0.004] o External (Non P)|
< T ¢ Internal (P on N)
0.02 1 0.0021 A Internal (Non P) |
0 & L L L L 0 L L L L L
0 0 1 2 3 4 5 6
" (mol N/(L*day)) x10~°
c D 5
10
0.045 4 ' j j ' '
= 0.04] & 35
3 ke
S 0.035 L_; 3t
S L £
0.03 =
£ = 25f
c (<)
S 0.025] 5
s 1 3 2
T 0.02] & y [
ng_ o © No Mechanism o 15 o No Mechanism |
o015 0 + Growth 100 " + Growth
s 5 = External (P on N) S 1+ o External (Pon N)| |
£ 001/% j ¢ External (NonP)| 1 g o External (N on P)
5 o = Internal (P on N) T L % Internal (Pon N) | |
< 0.005% 9 4 Internal (NonP) | 1 05 & Internal (N on P)
0 <><> L L L L L 0 L L L L L
0 1 2 3 4 5 6 0 1 2 3 4 5 6
I (mol N/(L*day)) <107 I" (mol N/(L*day)) x10°

Figure 2.5

7



Appendix A: The effects of herbivore presence on biomass responses to
nutrient additions

In this section, we examine the role that herbivores plays in determining the
growth responses of autotrophs to nutrient additions, as well as the growth responses
of herbivores. Unlike in Figure 3, autotroph growth does not respond positively
to nutrient addition as herbivores exerts severe top-down control on the autotroph
population (Figure Al). Positive growth responses are found in herbivores, though
they are typically limited to nitrogen addition except in two cases, one of which
shows independent colimitation (Figure A1l). This is quite unexpected as there is no
obvious mechanism for the colimited growth response. However, since the autotrophs
would show such a growth response without the presence of herbivores (Figure 2.3),
it may be that the colimited growth response of autotrophs is transferred to the
herbivores.

Table and Figure Captions

Figure A1: Models of colimitation mechanisms with the presence of herbivores
and the associated growth responses of autotrophs and herbivores to nitrogen (N)
addition (+N; diagonal lines bar), phosphorus (P) addition (+P; patterned bar), and
to addition of both (+NP; white bar) at two different control (C; black bar) phos-
phorus levels. A At low control P levels, all model formulations (with and without
colimitation mechanisms) demonstrate reduced autotroph growth with +NP addition
and only one mechanism (growth) shows a positive growth response to a nutrient
addition (+P). B At low P levels, all model formulations except external uptake
colimitation (P influences N uptake), which shows serial limitation growth response,

show nitrogen-limited grow responses for herbivores. C' At high P levels, all model
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formulations (with and without colimitation mechanisms) demonstrate reduced au-
totroph growth with nutrient addition D At high P levels, all model formulations
except external uptake colimitation (N influences P uptake), which shows an in-
dependent colimitation growth response, show nitrogen-limited grow responses for

herbivores.

Tables and Figures
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Appendix B: Further examination of the biomass dynamics: nutrient lim-
itation, different nutrient levels and stability

In this section, we examined in greater detail the various components of the
biomass dynamics, including changes in nutrient limitation and the local stability of
the observed dynamics.

Nutrient limitation status changes and biomass dynamics

As indicated in the main text, the changes in nutrient limitation status of au-
totrophs and of herbivores correspond to shifts in biomass dynamics, especially with
no colimitation mechanism. With somewhat ‘high’ levels of phosphorus input (¢), we
initially have both autotrophs and herbivores being nitrogen-limited at low levels of
nitrogen input I' (Figure B1). As we increase I'; we eventually see a shift in nutrient
limitation, with phosphorus becoming the limiting nutrient for both autotrophs and
herbivores, with the shift being extremely sudden for herbivores (Figure B1). This
shift in nutrient limitation status occurs at the collapse of autotroph biomass and
the onset of long-lasting transient oscillatory dynamics (Figure 4A).

Factors responsible for the oscillations

We subtly modified the model formulation with no colimitation mechanism by
eliminating the stoichiometric imbalance between autotrophs and herbivores, allow-
ing for no nutrient recycling. According to Grover (2003), herbivore nutrient recy-
cling is key for the emergence of oscillations in his stoichiometric model. However,
we still see oscillations in our model without herbivore nutrient recycling (Figure
B3A). Rather, if we remove the maximum internal nutrient concentrations, we can

eliminate the oscillatory dynamics found in the model (Figure B3B).
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Changes in biomass dynamics at lower phosphorus availabilities

At low levels of phosphorus input, ¢, autotrophs and herbivores do not exhibit
oscillations in their biomass dynamics as nitrogen input, I', increases (Figure B4).
Nevertheless, large differences in equilibrium levels of biomass can be observed across
the nitrogen input gradient (Figure B4).
Stability of equilibrium solution: numerical bifurcation diagram

Using AUTO through XPPAUT, we generated bifurcation diagrams that numer-
ically evaluate the stability conditions and eigenvalues of the model, which in this
case has a growth colimitation mechanism. In all cases, the equilibrium remained
stable over the values of I" explored, though the dominant eigenvalue approaches zero

with increasing I' (Figure B5).
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Table and Figure Captions

Figure B1: Limitation status of autotrophs (left) and herbivores (right) at
different levels of nitrogen input I'.  Whatever line has the lowest value at a spe-
cific I' indicates the limiting nutrient. Notice the abrupt shift near I' = 0.003 mol
N/(L*day).
Figure B2: Biomass dynamics of autotrophs and herbivores at different levels of
nitrogen input I' when autotrophs can only be limited by nitrogen. Notice the lack
of oscillatory dynamics and the lack of sudden collapses in autotroph biomass.
Figure B3: Biomass dynamics of autotrophs (solid) and herbivores (dashed) with
differences in model formulation in order to examine the existence of long-lasting
transient oscillations. A No stoichiometric imbalance between autotrophs and herbi-
vores allows for oscillations to occur. B No stoichiometric imbalance and the removal
of maximum internal nutrient concentrations in the uptake functions eliminates the
oscillations seen in the model.
Figure B4: Changes in autotroph and herbivore biomass dynamics across a nitro-
gen input (') gradient for different colimitation mechanisms at ¢ = 2.8717° mol
P/(L*day). Note that internal uptake colimitation mechanisms have results similar
to (a).
Figure B5: Bifurcation diagram for the model corresponding to Figure 2-3B. The
thick solid line indicates that the solution, which is an equilibrium, is stable over all

the values of T.
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Connecting Statement

The major goal for the synthesis of ecological theories and research traditions is
to provide solutions to problems that are not currently solvable or whose solution is
incomplete by the distinct theories (Pickett, Kolasa, & Jones, 2007; Loreau, 2010).
In chapter 2, I applied the framework of ecological stoichiometry through a stoichio-
metric ecosystem model in order to help clarify the concept of nutrient colimitation,
which has been defined in a multitude of ways by different ecologists (Arrigo, 2005;
Saito, Goepfert, & Ritt, 2008; Craine, 2009; Harpole et al., 2011). The main results
from this model include the difficulties in associating nutrient colimitation mech-
anisms in the autotroph community with colimited growth responses observed in
nutrient addition experiments and the vital importance of the identity of the mecha-
nism when autotrophs interact with herbivores who are not in stoichiometric balance
with the autotrophs.

However, the local mechanisms of colimitation that were used in this model were
not capable of explaining many of the patterns observed in the literature, especially
if herbivory is present (Harpole et al., 2011). One potential mechanism beyond the
local mechanisms is the spatial flows of nutrients and organisms from other ecosys-
tems, as these flows have been shown to have large impacts on ecosystem function

(Polis, Anderson, & Holt, 1997; Polis, Power, & Huxel, 2004). Furthermore, the
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spatial positioning of those flows can lead to shifts in the identity of the limiting nu-
trient in autotroph communities within a relatively homogeneous environment such
as a lake (Hagerthey & Kerfoot, 2005). In chapter 3, I develop a spatially-explicit
metaecosystem model with one nutrient in order investigate how the spatial position
of connected ecosystems and the spatial flows of nutrients and organisms between

them can lead to changes in local and regional ecosystem dynamics and functioning.
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Abstract

The addition of spatial structure to ecological concepts and theories has spurred
integration between sub-disciplines within ecology, including community and ecosys-
tem ecology. However, the complexity of spatial models limits their implementation
to idealized, regular landscapes. We present a model metaecosystem with finite
and irregular spatial structure consisting of local nutrient-autotrophs-herbi- vores
ecosystems connected through spatial flows of materials and organisms. We study
the effect of spatial flows on stability and ecosystem functions, and provide simple
metrics of connectivity that can predict these effects. Our results show that high
rates of nutrient and herbivore movement can destabilize local ecosystem dynamics,
leading to spatially heterogeneous equilibria or oscillations across the metaecosystem,
with generally increased metaecosystem primary and secondary production. How-
ever, the onset and the spatial scale of this emergent dynamics depend heavily on
the spatial structure of the metaecosystem and on the relative movement rate of the
autotrophs. We show how this strong dependence on finite spatial structure eludes
commonly used metrics of connectivity, but can be predicted by the eigenvalues and
eigenvectors of the connectivity matrix that describe the spatial structure and scale.
Our study indicates the need to consider finite size ecosystems in metaecosystem

theory.
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Introduction

The concepts of the population, the community (Clements, 1916) and the ecosys-
tem (Tansley, 1935) are fundamental to ecological understanding. In order to op-
erationalize these concepts into usable components of theory, ecologists have added
temporal, genetic and spatial structure to the concepts. The successful incorporation
of space has led to metapopulation (Hanski, 1999), metacommunity (Leibold et al.,
2004) and metaecosystem (Loreau, Mouquet, & Holt, 2003) theories, which have in
turn spurred new experiments, observations and models and have renewed hope for
the integration of community and ecosystem ecology through spatial structure (Polis,
Power, & Huxel, 2004; Loreau, 2010; Massol et al., 2011).

Modifying population, community or ecosystem models to include space has
been done through limiting cases such as two connected systems (e.g. Marleau,
Guichard, Mallard, & Loreau, 2010; Gravel, Guichard, Loreau, & Mouquet, 2010),
implicit space (e.g. Levins, 1969; K. S. McCann, Rasmussen, & Umbanhowar, 2005)
or infinite continuous (Kot, Lewis, & van den Driessche, 1996; Ermentrout & Lewis,
1997) or discrete spatial domains (e.g. Gouhier, Guichard, & Gonzalez, 2010). These
limiting cases can help us analyze spatial processes by simplifying the spatial struc-
ture. For example, analyzing the effects of the movement of nutrients on ecosystem
dynamics and functioning in metaecosystems was simplified by using idealized spa-
tial structures (Marleau et al., 2010; Gravel, Guichard, et al., 2010; Gravel, Mouquet,
Loreau, & Guichard, 2010).

However, the spatial structure of ecological systems are finite and irregular

(Turner, 1989; S. A. Levin, 1992; Durrett & S. Levin, 1994; Turner, 2005) and
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these finite, irregular features of the physical landscape can affect how organisms
and materials are distributed across space by affecting both interactions and move-
ment (Polis et al., 2004; Turner, 1989, 2005). Population persistence and dynamics
are affected by realistic landscapes in metapopulation (Hanski & Ovaskainen, 2000;
Fagan, 2002; Ovaskainen & Hanski, 2002; Ovaskainen & Hanski, 2003; Ovaskainen
& Hanski, 2004), epidemic (Keeling & Eames, 2005) and predator-prey (Holland &
Hastings, 2008) models, and metrics capturing these effects of the landscape (Hanski
& Ovaskainen, 2000; Fagan, 2002; Ovaskainen & Hanski, 2002; Ovaskainen & Han-
ski, 2003; Ovaskainen & Hanski, 2004) on population persistence have been derived
and related to landscape connectivity (e.g. Hanski & Ovaskainen, 2000; Urban &
Keitt, 2001). What is lacking are equivalent metrics capturing the effects of spatial
structure on ecosystem dynamics and functioning, which are likely to be affected by
the different movement rates of organisms and materials.

The goal of our study is to fill this gap by expanding metaecosystem theory
to include finite landscapes and to examine how the movement of organisms and
materials interacts with landscape connectivity to impact the stability, dynamics and
functioning of ecosystems. We do so by creating a metaecosystem model that consists
of nutrient-autotroph-herbivore ecosystems that exchange materials and organisms,
and has a spatial structure determined by a finite spatial network that mimics aspects
of real landscapes.

Our results show that high nutrient and high herbivore movement rates can
destabilize the metaecosystem and lead to spatially heterogeneous dynamics, but

the destabilization and its associated dynamics are dependent on spatial structure
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and the autotroph movement. The effect of spatial structure is revealed by the ‘scales
of spatial interactions’ (non-zero eigenvalues of the connectivity matrix) that emerge
from the differences in connectivity between ecosystems, and which scale is associated
with the destabilization can predict the dynamics seen in the metaecosystem. For
example, the dynamics associated with small scales of spatial interaction have large
oscillations in highly connected ecosystems, and smaller oscillations in less connected
ecosystems. Furthermore, our analysis reveals how the scales of spatial interactions
cannot be easily explained through other network connectivity metrics. In addition,
the spatial structure of a metaecosystem can affect its primary and secondary pro-
ductivity, indicating complex effects of spatial structure on ecosystem function. Our
results provide new ways of integrating finite spatial structure into metaecosystem
theories and of interpreting its impact on ecosystem function despite the complexity
they introduce.
Methods : The metaecosystem model
Regional and local processes in metaecosystems

We modify a metaecosystem model (Marleau et al., 2010) to highlight the effects
of spatial structure on metaecosystem dynamics and functioning. The model can be
broken up into regional processes that connect ecosystems and local processes that
describe the internal dynamics of the ecosystems (Figure 3.1). The regional processes
are the movements of materials and organisms between the ecosystems, while the
local processes are trophic and non-trophic interactions (nutrient recycling; Figure

3.1). As in previous work (Marleau et al., 2010), we limit our local ecosystems to
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one limiting nutrient R and we track the stocks of that nutrient in autotrophs A and
herbivores H (Figure 3.1).

The movements of materials and organisms between ecosystems are determined
by the connectivity matrix (C) and the movement matrix (D), which allows us
to separate out the effect of spatial structure from the effects of movement rates
(Jansen & Lloyd, 2000). The connectivity matrix is an n x n matrix, where n is the
number of ecosystems in the metaecosystem, whose off-diagonal entries (i.e. ¢;;,7 #
j) indicate the links between the different ecosystems. The diagonal entries (i.e. ¢;;)
represent the total number of connections that ecosystem ¢ has, normalized by the
total possible connections it could have. Because of certain beneficial properties for
analysis (see Appendix A), we will consider only symmetric connectivity matrices
(i.e. ¢;; = ¢j;) that allow for no loss of materials and organisms during movement

between ecosystems (i.e. 2?21

ci; =0).

The movement matrix is a k x k matrix, where k is the number of ecosystem
compartments in each ecosystem. The diagonal entries of the movement matrix
are the movement rates of each compartment, while the off-diagonal entries would
indicate cross-movement, which occurs when the movement of one ecosystem com-
partment (e.g. autotrophs) is dependent on another compartment (e.g. herbivores).
However, we will not consider cross-movement in this study, making the movement
matrix a 3 x 3 diagonal matrix with entries dg, d4 and dg, which are the movement
rates of the limiting nutrient, the autotrophs and the herbivores, respectively.

At the local level, we have the available limiting nutrient R at the base of the

ecosystem. It is supplied at a constant rate I from rock weathering and other abiotic
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sources and is lost at rate £ proportional to its concentration in the medium (e.g. soil,
water). Part of the available limiting nutrient R is assimilated into the autotrophs
based on their uptake function U(R, A), but this is balanced by nutrient recycling
from autotroph losses e M (A), herbivore losses yL(H) and assimilation inefficiencies
from herbivory YW (A, H). Autotroph nutrient stocks increase through the uptake
function U(R, A), but decrease through their intrinsic losses M(A) and herbivory
W (A, H). Herbivore nutrient stocks increase through herbivory (1 —~)W (A, H) and
decrease through intrinsic losses L(H ).

Combining regional and local processes gives us the following system of ordinary

differential equations:

dR; &

o = = BRi— U(R, Ay + eM(A) + xL(H;) + W (As, Hy) +dr Y cfifja)
7=1

a4 _ U(R;, A;) — M(A;) — W(A;, Hy) 4+ d zn:c--A- (3.1b)

dt — iy L4 7 iy 444 A p YRE] .

dH; a

o = (L= )WI(A, H) — L(H:) +dy ; cijH; (3.1c)

For analytic simplicity, we assume the parameters within the functions are the
same across the metaecosystem (but see Appendix). While much of our mathematical
analysis can be done with the functions of equation (3.1) (Appendix B), our numerical
simulations require specified functions. We assume type II/Michaelis-Menten func-
tional responses based on their widespread prevalence in plants (Bassirirad, 2000)

and herbivores (Jeschke, Kopp, & Tollrian, 2004) for uptake, and density-independent
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losses for both the autotrophs and herbivores, which transform equation (3.1) into:

dRz OéARZ'AZ' OéHAsz -
= I-FR,—— A; [H; — +d i R(3.2
i ﬁA+Ri+€m + X —i—”yﬁH_i_Ai—l— R;cj ;(3.2a)
dAZ OéARZ‘AZ' O./HAAZI{Z -
= AT g4, - HEE g A 3.2b
dt Bat R T B AT A;CJ I (3.20)
dH; agA;H; -
= -y H +d . H; 2
dt ( 7) /BH + AZ (3 + H ]Zl C’L] J (3 C)

Where a4 and ay are maximum uptake rates, S4 and Sy are the half-saturation
constants and m and [ are density-independent loss rates.
Effects of spatial structure on metaecosystem stability

The metaecosystem model presented above can exhibit a wide range of dynam-
ical behaviour, even when no movement occurs (Marleau et al., 2010). However,
our focus is on how metaecosystem stability is modulated by its spatial network
structure. As in Marleau et al. (2010), we use movement parameters to perturb the
metaecosystem, allowing us to highlight spatial processes instead of local processes.

For simplicity, we restrict ourselves to parameter ranges that allow a unique
stable equilibrium when there are no regional processes (but see Appendix). In other
words, each ecosystem in the metaecosystem will be in the same state if no nutrients
and no organisms are moving between them. If we add regional processes, each
ecosystem will return to this state after perturbations as long as the Jacobian matrix
describing the dynamics of the whole metaecosystem at the spatially homogeneous
equilibrium state has only eigenvalues with negative real parts. This Jacobian matrix,

which would normally be a 3n x 3n matrix, can be broken up into n matrices of the
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following form (Jansen & Lloyd, 2000):
V(i) = J+AD (3.3)

Where J is the Jacobian matrix of a local ecosystem without regional processes
and \; is the ith eigenvalue of the connectivity matrix C (Appendix B). If each V(i)
matrix has eigenvalues, ¢;., with negative real parts, then each ecosystem will return
to its original equilibrium state after perturbation.

The stability of the ecosystem equilibrium is lost when the real part of at least
one eigenvalue ¢;; of one of the V(i) matrices becomes positive (bifurcates) as the
movement rates of the nutrients and organisms change. Such bifurcations can lead
to (i) spatially heterogeneous equilibria (Appendix B), with individual ecosystems
at different equilibrium values, which can include some local ecosystems having no
autotrophs, or (ii) spatially heterogeneous oscillations across individual ecosystems
(Marleau et al., 2010). The minimum, positive movement rates necessary to cause
the bifurcations are defined as the minimum critical movement rates, d?in’c, where
X = R, H, as autotroph movement cannot cause a bifurcation. The critical minimum
herbivore movement rate, dp ™, is associated with spatially heterogeneous equilib-
ria, while the critical nutrient movement rate, dgin’c, is associated with spatially
heterogeneous oscillations. Our analysis will focus on the spatially heterogeneous
oscillations to compare to previous work (Marleau et al., 2010).

Scales of spatial interaction in metaecosystems
The non-zero eigenvalues of the connectivity matrix play an important role in

creating spatial heterogeneity (equation (3.3)), just like the dominant eigenvalue
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(A1 = 0) of any connectivity matrix represents the dynamics without spatial structure
(Jansen & Lloyd, 2000). These eigenvalues represent how the spatial structure of
the metaecosystem influences the response of the ecosystems to perturbations. In
equilibrium contexts, they are the equivalent of the wave number or spatial frequency
in reaction-diffusion models, which indicates the spatial scale of perturbations to the
equilibrium (Jansen & Lloyd, 2000). This spatial scale of interaction between the
ecosystems is thus key in predicting the ability of a perturbation to propagate across
a metaecosystem through movement of individuals and matter (Okubo & S. A. Levin,
2001).

Therefore, we define a scale of spatial interaction to be a non-zero eigenvalue
A; of the connectivity matrix C', with more negative eigenvalues representing smaller
spatial scales. For convenience, we order the non-zero eigenvalues from largest (i.e.
less negative) to smallest (i.e. most negative) such that Ay > A3 > ... > \,,, such that
we go from large scales of spatial interaction to the smallest. Each metaecosystem
could have multiple, unique (up to n — 1, excluding ;) scales of spatial interaction,
each corresponding to an eigenvalue that lies between 0 and -2 (Appendix A).

Each scale of spatial interaction has an associated eigenvector that can provide
information on the amplitudes and frequencies of the emergent spatial perturba-
tion. For finite metaecosystems observed here, the eigenvectors would be associated
with the oscillations within the individual ecosystems. The signs of the elements
of the eigenvector indicate the synchrony between ecosystems, and their relative
magnitudes represent the amplitudes of fluctuations in an ecosystem (Appendix C).

Combined, these tools can help us examine the temporal and spatial stability of
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finite-size metaecosystems, though such information is of limited value for scales of
spatial interaction that are repeated as the associated eigenvectors can offer different
predictions.

Previous work on metapopulations showed the effect of the dominant eigenvalue
of the connectivity matrix, which should represent the shortest scale of spatial in-
teraction (A,; Ovaskainen & Hanski, 2002; Ovaskainen & Hanski, 2003; Ovaskainen
& Hanski, 2004). Here we examine the general relationship between the scales of
spatial interaction and our critical movement rates to discern which eigenvalues of
the connectivity matrix play a role in determining metaecosystem stability.
Metaecosystem dynamics and functioning

We use our general model (equation (3.1)) to quantify the critical minimum
movement rates that capture the shift from spatial homogeneity to spatial hetero-
geneity. We also use numerical simulations of our specified model equations (3.2) to
detail the dynamics of individual ecosystems within the metaecosystem across crit-
ical movement rates for stability. We illustrate our results with 5 by 5 connectivity
matrices with equal link density, but differing spatial network structure. In addition,
we examined how the spatial scale of interaction associated with the spatial hetero-
geneity can determine metaecosystem dynamics by altering the movement rate of
the autotrophs.

The implication of dynamical responses to movement for metaecosystem func-
tion are assessed by measuring the average primary and secondary production at the
metaecosystem level for increasing rates of nutrient movement (dg) in metaecosys-

tems with differing network structures. Average primary and secondary production
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was measured by evaluating U and (1 — )W over 5000 time steps, respectively. In
addition, we compare the rankings of network structures for primary and secondary
production across scales of spatial interactions causing metaecosystem destabiliza-
tion.

Relating network connectivity properties to scales of spatial interaction

Landscape ecology and network theories have produced a number of metrics
to characterize connectivity. We use our model to determine if the scales of spa-
tial interaction are related to two common metrics of connectivity associated with
network stability: link density and maximum node degree. There are other metrics
available (Urban & Keitt, 2001), but we focus on these metrics in order to capture
metaecosystem-level connectivity with a single number for use in prediction.

Link density is the number of links divided by the number of nodes in the net-
work, which in our case is the number of ecosystems in the metaecosystem. Maximum
node degree is the number of links found at the most connected node in the network.
For our purposes, we derived a relative scale of maximum node degree that goes from
0 (minimum) to 1 (maximum; Appendix A).

We used randomly generated 694071 30 by 30 connectivity matrices to discern if
any or all of these connectivity measures can predict the scales of spatial interaction

and provided a link between metaecosystem properties and connectivity (Appendix

A).
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Results

Metaecosystem stability: the interaction between movement and spatial
structure

We first analyze the stability of the spatially homogeneous metaecosystem fol-
lowing its perturbation by the movement of nutrients and other organisms. We derive
functions of critical movement rates corresponding to a transition from a spatially
homogeneous ecosystem state throughout the metaecosystem to one with significant

spatial heterogeneity (Appendix B):

—det(J) + \idRrjasjse
dc )\2 = - - — 34&
(A Ni((J11 + NidRr) (J22 + Nida) — J12J21) ( )
O = —B(\i,da,dy) — \/B()\Z»,dA,dH)Q+4)\Z2(j22+)\i(dA—i—dH))C()\Z-,d?g%)}\

Where jj, is the row [ and column k element of Jacobian matrix J, det(J) is the
determinant of the Jacobian matrix, and B and C' are complex functions of move-
ment rates and of eigenvalues of the connectivity matrix (Appendix B). From these
functions, we derive the minimum movement rates required to create spatial hetero-

geneity for given movement rates and a given connectivity matrix:

AP = min(dS(\e), d5(Xs), .., dSr(\n)) (3.5a)

AR = min(d%(\e), da(As), ..., (M) (3.5b)

Where n is number of patches in the metaecosystem, which means there is only
a finite number (n — 1) of non-zero eigenvalues for a specific connectivity matrix.

Furthermore, the number of unique non-zero eigenvalues can range from 1 to n — 1,
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which means that few scales of spatial interaction (i.e. few unique \;) can be present
even in large n metaecosystems.

The relationship between the scales of spatial interaction ()\;) and the minimum
critical movement rates (d™° and d™°) depends strongly on the movement rate
of autotrophs (d4; Figure 3.2). When dy is low, d5,(\;) and df,()\;) decrease with
decreasing \; (Figures 3.2a-3.2b). Therefore, for a given metaecosystem, the value of
An (the shortest scale of spatial interaction) determines the minimum critical move-
ment rates at low d4 (Figures 3.2a-3.2b). Since metaecosystems with high maximum
node degree and high link density have smaller )\,, metaecosystems with greater
connectivity, according to those metrics, are more easily destabilized by nutrient and
herbivore movement at low d4 (Figures 3.3a-3.3b).

At higher d4 values, d%;(\;) and d$,()\;) show a parabolic relationship with \;,
such that minima are reached at intermediate values of \; (Figures 3.2¢-3.2d). For
a given metaecosystem, this can lead to either a longer scale of spatial interaction
(e.g. \y_1) determining the minimum critical movement rates or it can result in no
destabilization being possible as the \;’s all lead to negative djy”™ and dj;"™ values
(Figures 3.2¢-3.2d). In other words, metaecosystems lacking longer scales of spatial
interaction will not be destabilized at high d4. Therefore, all the scales of spatial
interaction would need to be evaluated to determine the stability, not just the shortest
(Figures 3.2¢-3.2d). However, network connectivity metrics provide little guidance in
predicting what scales of spatial interaction to expect at given connectivity levels and

hence provide little help in determining metaecosystem stability (Figures 3.3¢-3.3d).
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Metaecosystem dynamics: dependence on scale of spatial interaction and
spatial structure

The realized dynamics of local ecosystems after metaecosystem destabilization
depend on their spatial structure and the scales of spatial interaction (Figure 3.4; see
Appendix D for parameter values). If the destabilization is associated with the short-
est scale of spatial interaction, A, the ecosystems with higher node degree (and with
neighbours with higher node degree) within the metaecosystem have greater ampli-
tude oscillations than ecosystems with lower node degree (Figures 3.4a-3.4b). As the
node degree of each ecosystem depends directly on network structure, metaecosys-
tems with different network properties display different synchrony patterns between
ecosystems (Figures 3.4a-3.4b). In particular, ecosystems with the same connectiv-
ity properties (e.g. node degree and node degree of immediate neighbours) exhibit
synchronized and identical oscillations (Figures 3.4a-3.4b). These dynamics can be
seen even with spatially heterogeneous nutrient supplies or high nutrient supplies
that lead to local oscillations without movement (Appendix E).

When the scales of spatial interaction between ecosystems are longer (e.g. A,_1),
the resulting dynamics are more complex (Figures 3.4c-3.4d). For example, it is pos-
sible for central ecosystems within the network to be barely affected by the instability,
while the outer ecosystems show large and anti-phase oscillations (Figure 3.4c). Or
there can be little discernible pattern in the spatial distribution of oscillations across
the metaecosystem (Figure 3.4d). Furthermore, ecosystems with similar connectiv-
ity properties no longer demonstrate synchronized dynamics nor do they necessarily
oscillate at the same amplitude as they did at shorter scales of spatial interaction

(Figures 3.4¢-3.4d).
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The dynamics shown above can, in certain cases, be predicted through the eigen-
vectors associated with the scales of spatial interaction (Appendix D). For example,
metaecosystems with the same scale of spatial interaction and the same associated
eigenvector will have the same spatial and temporal dynamics close to ™ (Figure
C.1). However, the predictive ability of the eigenvectors weaken as the movement
rates increase beyond dgm’c. The reason for this is that the other scales of spatial
interaction could destabilize the metaecosystem at the new higher rates of movement
independently of the original destabilizing scale and their contributions to the dy-

namics become significant (Appendix C).

Metaecosystem production

The differences in metaecosystem dynamics due to spatial structure lead to dif-
ferences in metaecosystem functioning (Figure 3.5). When small scale interactions
cause the spatially homogeneous equilibrium to lose stability, both primary and sec-
ondary production generally increase with increasing nutrient movement (Figures
3.5a-3.5b). The specific network structures show differences in terms of their pro-
duction, with the network with the highest maximum node degree consistently having
the highest production at all levels of nutrient movement rate (Figures 3.5a-3.5b).

Similar to the results involving metaecosystem dynamics, the destabilization
associated with large scale interactions results in patterns in metaecosystem pro-
duction that differ from those associated with small scale interactions (Figures 3.5¢-

3.5d). Both primary and secondary production show small, non-monotonic increases
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with increasing nutrient movement relative to the equilibrium case (Figures 3.5¢-
3.5d). Furthermore, the network with highest maximum node degree consistently
has the lowest primary production, which is in opposition to the small scale spatial
interaction case, though it does not always hold for secondary production (Figures

3.5¢-3.5d).

Discussion

Our analysis reveals that non-zero eigenvalues of the connectivity matrix de-
scribing the finite spatial structure of the metaecosystem, and hence multiple scales
of spatial interaction, can determine metaecosystem stability and productivity in
response to increasing movement of matter and organisms. We also show how the
scales of spatial interactions driving the loss of metaecosystem stability can predict
the distribution of dynamical regimes among local ecosystems. The study of finite-
size landscapes escapes predictions relating ecosystem dynamics to the dominant
scales of spatial interaction and made under the assumption of infinite or well-mixed
space. Our results demonstrate the importance of multiple scales of interactions for
resolving the complex response of stability and productivity to fluxes of matter and
individuals across metaecosystems of finite size.

Scales of spatial interaction: the importance of finite space in ecological
models

Our study uses the non-zero eigenvalues and eigenvectors of the connectivity
matrix to help characterize the spatial structure of metaecosystems. These eigen-
values represent the scales of spatial interaction between local ecosystems, indicate

how the ecosystems will respond to perturbations and each of them can lead to the
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destabilization of metaecosystesms. In addition, these eigenvalues are not well pre-
dicted by other measures of spatial structure commonly used in ecology, which makes
them a novel tool for research (Turner, 1989, 2005). Furthermore,wWhen modelling
multi-level movement models, the need to examine all scales of spatial interaction
leads to the inadequacy of two-patch (e.g. Marleau et al., 2010) and infinite domain
(e.g. Ermentrout & Lewis, 1997) models to capture these critical elements of spatial
structure.

Two-patch models can be represented by a connectivity matrix with a single
eigenvalue or scale of spatial interaction (e.g. Marleau et al., 2010). This makes the
two-patch model similar to a fully connected network as every ecosystem is con-
nected to every possible neighbour and its results do not scale up when networks
are not fully connected. In constrast, models of infinite domain can be formulated
to contain all possible scales of spatial interaction such that movement could always
destabilize them if destabilization is possible (Jansen & Lloyd, 2000). The issue here
is that metapopulations, metacommunities and metaecosystems are not infinite in
size, but finite (Leibold et al., 2004; Massol et al., 2011; Hanski & Ovaskainen, 2000;
Fagan, 2002; Holland & Hastings, 2008). Such finite size leads to a limited number of
associated scales of spatial interaction where perturbations can manifest and desta-
bilize metaecosystems at equilibrium. Therefore, infinite domain models may predict
that a perturbation will destabilize an ecological system, while a more realistic finite

network model will predict its stability.
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Unequal movement rates of materials and of organisms across landscapes

Spatial instabilities are produced and their impacts on dynamics and functioning
are modulated through the unequal movement of nutrients and of organisms (Jansen
& Lloyd, 2000; Okubo & S. A. Levin, 2001; Rietkerk & van de Koppel, 2008). Our
study shows how multiple scales of spatial interaction resulting from such movement
are determined by the spatial structure of the metaecosystem. Our model predicts
that if the shortest scale of spatial interaction drives destabilization, increasing con-
nectivity (i.e. the link density or the maximum node degree of the metaecosystem)
can further promote instabilities. However, increasing the movement rate of the au-
totrophs allows for longer scales of spatial interaction to have a dominant destabiliz-
ing role, which then results in the relationship between instabilities and connectivity
to be highly irregular.

Interactions between the structure and rates of movement have profound im-
plications for ecosystem functioning. The loss of regional stability driven by spatial
structure and movement rates leads to the emergence of source-sink ecosystems for
autotrophs (Gravel, Guichard, et al., 2010; Loreau, Daufresne, et al., 2013) and to
increased productivity at the regional level. However, the production gains are offset
by increases in variability at local and regional scales, which may lead to local loss
of autotrophs and herbivores (Marleau et al., 2010). Our results support the impor-
tance of integrating movement properties of ecosystem compartments to the spatial
structure of landscapes.

Our analysis emphasizes the importance of unequal movement across ecosystem

compartments. Other efforts to discern the importance of movement on community
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and ecosystem processes have postulated that spatial structure could be subsumed
through the coupling of fast moving, high trophic level organisms, which would have
the strongest support in marine ecosystems (K. S. McCann et al., 2005; Rooney,
K. S. McCann, Gellner, & Moore, 2006; Rooney, K. S. McCann, & Moore, 2008).
However, coupling can occur at all trophic levels, and we predict that even limited
movement can have large impacts on dynamics, functioning and stability. The study
of differential movement in finite-size ecosystems should allow for greater integration
between food web and landscape ecology (Loreau, Mouquet, & Holt, 2003; Polis et
al., 2004; Massol et al., 2011).

Our model has several limitations with regards to the unequal movement rates
of materials and of organisms that should be addressed in future studies. First, the
impacts of cross-diffusion were ignored, even though herbivores can serve as vectors
for autotroph movement (e.g. Fuller & del Moral, 2003). Second, adding another au-
totroph or herbivore with a different movement rate should be explored in order to
determine how this can impact dynamics, functioning and stability. Lastly, we recog-
nize that ecosystems are not immobile spatial patches, but are spatially distributed
and formed through the interactions between their biotic and abiotic components
(Massol et al., 2011; Jones, Lawton, & Shachak, 1994). Given these features of nat-
ural ecosystems, our study reinforces the notion that more research is needed to
understand the impacts of connectivity on communities and ecosystems if we are to
develop better conservation strategies (Chetkiewicz, St Clair, & Boyce, 2006; Gon-
zalez, Rayfield, & Lindo, 2011). Our study points towards the multiple scales over

which ecosystems interact across landscapes as a tool to predict and understand their
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complex dynamics.
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Table and Figure Captions

Figure 3.1 : Conceptual diagram for a general metaecosystem model. Local
ecosystems (circles) have internal dynamics based on trophic (solid black arrows) and
non-trophic (dashed black arrows) interactions between ecosystem compartments,
which in this case are a limiting nutrient (R), autotrophs (A) and herbivores (H).
Local ecosystems form a metaecosystem through the movement of materials and or-
ganisms, which is determined by the connectivity matrix C and the movement matrix
D. The connectivity matrix indicates how the ecosystems are connected to one an-
other (blue boxes), while the movement matrix gives the movement rates of each
ecosystem compartment (red two-headed arrow). Without a connection specified by
the connectivity matrix, materials and organisms cannot move between ecosystems
(black X).

Figure 3.2 : Relationships between the scales of spatial interaction ();) and
the minimum critical movement rates of nutrients (d"°) and of herbivores (dj™)
for given metaecosystems (blue and red inset) as described by equations (3.4) and
(3.5) at different autotroph movement rates (d4). dp™° is determined by evaluating
d%(X;) (black line) at all the scales of spatial interaction the metaecosystem (blue and
red vertical lines) and taking the smallest value of di found (blue and red horizontal

min,c

lines). The procedure is identical for dj,™°. Note that for the blue metaecosystem,
As = A = A3 = Ao

(a) and (b) At low d4, dp™ and dy™ are determined by \j, the shortest scale of
spatial interaction, for both metaecosystems. (c) and (d) At higher d4, there are

no positive dp ™ and dj™ values for the blue metaecosystem due to lack of longer
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scales of spatial interaction, while d%ﬂn’c and dﬁin’c are determined by A4, the second
shortest scale of spatial interaction, for the red metaecosystem.

Figure 3.3 : Relationships between network connectivity measures and the
scales of spatial interaction in randomly generated 30 by 30 connectivity matrices.
(a) Higher link density is somewhat associated with more negative values for the
shortest scale of spatial interaction (A,), though there is a good deal of variability.
(b) Higher maximum node degree is tightly associated with more negative values for
the shortest scale of spatial interaction (\,). (c¢) Higher link density is associated
with more negative (i.e. shorter) scales of spatial interaction, but the ranges are very
large at any given link density level. (d) Higher maximum node degree allows for
more (shorter) negative scales of interaction, which matches with (b), but provides
little insight on the location of the longer scales of spatial interaction for a given
maximum node degree for a metaecosystem.

Figure 3.4 : The effects of metaecosystem network structure on local ecosystem
dynamics after the local equilibrium solution is destabilized by high nutrient move-
ment. The colours of the graphic insets indicate which time series is to be found in
the local ecosystem, which means if two local ecosystems share the same colour, they
have the same temporal dynamics. With d4 equal to zero, the two metaecosystem
configurations ((a) and (b)) show large oscillations in their most connected ecosys-
tems, though the patterns differ greatly between them. With d4 equal to 0.045,
metaecosystems ((c) and (d)) continue to show oscillations, but the most centralized
ecosystems no longer show the highest amplitude oscillations; however, the temporal

and spatial dynamics differ greatly between them.
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Figure 3.5 : The effects of metaecosystem network structure on autotroph and
herbivore productivity where the total number of links between ecosystems are equal,
nutrient movement (dg) is used to perturb the metaecosystem and with no autotroph
movement (d4 = 0; (a) and (b)) and relatively high autotroph movement (d4 =
0.045; (c) and (d)). In all cases, the average of ten simulations were used to reduce
the effects of time series truncation on the overall results. Both (a) autotroph and (b)
herbivore productivity increase with increasing nutrient movement with no autotroph
movement, though the differences between networks are large. When autotroph
movement is high, (c¢) autotroph and (d) herbivore productivity still increase with
increasing nutrient movement, but the relative rankings of the networks is drastically

different.
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Appendix A: Properties of the connectivity matrix

The connectivity matrices used in our paper have the following properties: 1)
they have only real eigenvalues, 2) the largest eigenvalue is zero and corresponds
to the no movement case, and 3) the eigenvalues of any connectivity matrix will
be constrained between 0 and -2. The first property is assured by the connectivity
matrix being symmetric. The second property is derived from the condition that
2 j—16ij = 0.

The third is due to the normalization of the connectivity matrix, which forces
the off-diagonal entries to be equal to 1/(n—1). The sum of the off-diagonal entries of
one row can, at most, be equal to one. The Gershgorin Circle theorem states that the
eigenvalues of any complex matrix must reside within discs in the complex plane with
radius equal to the sum of the off-diagonals of each column and each disc is centred
at the diagonal entry. As the connectivity matrices used here are real symmetric
matrices, the eigenvalues must lie on the real line section from — (> i ¢ij) + ci to
oo it ¢;j) + ¢;i. But this is simply 2¢; to 0. Since the most negative value possible
for ¢; is -1, all eigenvalues for any of the connectivity matrices used in this paper
must lie within [-2,0].

Since our connectivity matrices represent spatial networks, we can also derive
network connectivity properties from them. For our purposes, we derived a formula
for maximum node degree, which determines the connectivity of the most connected

node in the network with n nodes:

), n>4 (A1)
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Where §; is the number of links connected to node i. This formula provides a
relative scale for maximum node degree which varies from 0 (least possible number
of connections for most connected node) to 1 (most possible number of connections

for most connected node).
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Appendix B: Derivations for stability conditions for equation (1)
General local ecosystem model

Let R be the amount of available inorganic nutrient, let A be the nutrient R
stock in the autotrophs that are limited by nutrient R and let H be the nutrient R
stock in the herbivores that consume autotrophs. The ecosystem dynamics can be

described by the following system of equations:

Z_f; =F(R,AH)= I—ER—-U(R,A)+eM(A) + xL(H) + vW (A, HBla)
% — G(RAH) = U(R,A) — M(A) — W(A, H) (B1b)
dd_[j = K(R,AH)= (1—~)W(A H)— L(H) (Blc)

Let us assume that there exists an equilibrium in the positive (R,AH) octant and

call it @). The local stability of () can be deduced through the use of the Jacobian

matrix:
OF 9F 9F : ' :
O9R 0A oH Jin Jiz J13
—|aoc ac oG | = | : :
J= R 0A oH | — | J2t J22 J23 (B2)

g—g %—Z 3—55 J31 Js2 Js3
Where the j;. parameters represent the effect of an increase in ecosystem compart-
ment k at equilibrium on ecosystem compartment . For example, jo; is the effect of
increasing available nutrient R on autotroph nutrient R stock at equilibrium. Gen-
erally, it is assumed that any increase in limiting nutrient should increase autotroph
biomass (and hence nutrient stock), which means that for most ecosystem models

jo1 has a positive value. Similar derivations of the signs for the j;; parameters in the

Jacobian can be done, but will not be discussed in detail here. () is locally stable if
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the following three conditions are met:

—tr(J) > 0 (B3a)
_det(J) > 0 (B3h)
—tI‘(J) * (Jll + Jog + J33) > —det(J) (B?)C)

Where tr and det are the trace and determinant of the matrix, respectively, while
J11, Jo2 and Js3 are the cofactors of the Jacobian matrix. In terms of the j;

parameters:

tr(J) = Jju + Jjao + Jas3
det(J) = jii(jozsss — josfse) — Ji2(Jorjss — Josjs1) + Ji3(Jarfs2 — Jaoga1)

Jin = JoaJsz — Jasls2

Jaz = J11Jsz — Ji3ja

J33 - j11j22_j12j21

For the first condition to be met, it requires at least one compartment to experience
self-limitation in growth at equilibrium, and that self-limitation needs to be stronger
than any positive feedbacks found in the other compartments. The second and third
conditions are too complex to understand biologically without some knowledge of
the signs of j;; parameters.

For the purposes of our study, we will be assuming that ji1, jio and ja3 will be
negative while ji3, jo1, joo and js» will be positive at equilibrium (). Furthermore,

we assume that j3; and j33 will be equal to zero at equilibrium ). While some of
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these assumptions can be relaxed to achieve similar results in the derivation of the
critical movement rates (d, and d5;), the assumptions made here allow for a clearer
presentation of the derivations.

Using the information about the signs of the Jacobian matrix elements and
the stability conditions in equation (B3), we can derive the following relationships

between the j;; that ensure the equilibrium ¢ will be locally stable:

Jul > Jea (B4a)
Jiijesl > |jisdal (B4b)

J11(=J11de2 + Ji2do1) + Jisjordse > |je2(Jesfse — Ji1jez + Ji2jo1)| (B4c)

A wide array of functional forms can achieve such relationships at equilibrium, in-
cluding the specified functional forms found in equation (3.2). Our interest lies in
how the addition of movement and spatial structure to the local ecosystem model
can destabilize the equilibrium () without any changes to the j;; parameters.
General metaecosystem model

For the general metaecosystem model, we recall equation (3) from the main text:
V(@) = J+AD

For the spatially homogeneous solution to hold across the metaecosystem, i.e. all
ecosystems are at equilibrium @), all the eigenvalues of each matrix V(7) must have

negative real parts. For this to be the case, the conditions described in equation (B3)
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must hold for each V(i). We therefore have:

—tr(V(i)) = —tr(J) — \i(dg + da +dy) >0 (B5a)
—det(V(z)) = —det(J) +j23j32)\idR—
Nid g (11 + NidR) (o2 + Aida) — ji2g21) > 0 (B5b)

—tr(V (i) * (V11 + Va2 + V33) > —det(V(i)) (B5c¢)

Note that the inequality in (Bba) will always be satisfied as A; must be equal to or
less than zero. Therefore, only inequalities (B5b) and (B5c) can be violated. From
inequality (B5b), we can quickly derive a value of dy at which the inequality will no

longer hold by setting the left-hand size of the inequality to zero:

_det(']) + j23j32)\idR - )\idH((jll + )\’LdR) (j22 + )\sz) - j12j21) =0

= Nid g (11 + Nidr) (o2 + Nida) — ji2ga1) = —det(J) + jogisaNidp

—det(J)+j23732\idR
(J11+XNidR) (J22+Aida)—J12721)

<~ dg = |

From the above derivation, we can define the critical herbivore movement rate func-
tion, which is a function of \;:

—det(J) + jasjsoNidr

dy (M) = - ; —
(%) Ai((J11 + Nidg) (Jaz + Nida) — J12J21)

(B6)

When dp is above a positive minimum critical herbivore movement rate (equation
(3.5)), we have spatially heterogeneous equilibria occurring throughout the metae-

cosystem (Figure
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From inequality (B5c), it is possible to derive a value of dr at which the in-

equality no longer holds, though the derivation is much more involved:

—tr(V (i) * (V11 + Va2 + Va3) + det(V(i)) = 0
S (—tr(J) — Ni(dr + da + dg)) * (vaovss — Josjfso+

(J11 + Aidr)vss + (Ji1 + AidRr)v22 — Jizjar)+

det(J) — josjseNidr + Nidp ((J11 + Midr) (J22 + Nida) — ji2j21) = 0
& — A (vp + v33)dg; + (=211 (Va2 + vs3)+

Xi(J12j21 — U3y — 2022033 — v33) )dr+

(—Jt1(vaz + vg3) + ju1(Jrafor — vy — 220033 — v33)+

V22(J12J21 + J2sJs2 — Va2Uss) + vss(Jasse — V22vs3) + Jisfaijs2) = 0

—B — /B2 + 4)\}(vg + v33)C
—2)\%(1}22 + ’U33)

=dr =

B = B(X\i,da,du) = —2Xij11(va2 + vs3) + Ai(J12J21 — U%g — 209933 — U32,3)
C=C(N,da,dy) = —jfl(vm + v33) + J11(J12J21 — U%Q — 2090033 — U32,3)+

Va2(J12J21 + JosJfz2 — Va2vs3) + Uss(Jas sz — U22Us3) + Jisjorse

Where v9y = joo + \jd4 and v33 = \;dy. From the above derivation, we can define

the critical nutrient movement rate function, which is a function of \;:

_B()\za dA7 dH)
c . — a ’
dg (i) —2XZ(Jo2 + Ni(da + dm)) v
/B, da, da P + 252 (jza + N(da + d))C Oy s i)

—2X2(jJo2 + Ni(da + dp))
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The general dynamics that occur after the minimum critical movement rate are
spatially heterogeneous equilibria (Figure Bla) and spatially heterogeneous oscilla-
tions (Figure B1b; same as Figure 4a in main text).

Table and Figure Captions

Figure B1: The types of dynamics that occur beyond the minimum critical
movement rates. (a) After dy is increased past d}’}m’c, the metaecosystem displays
spatially heterogeneous equilibria. (b) After dp is increased past djy’™°, the metae-

cosystem displays spatially heterogeneous oscillations.
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Appendix C: Eigenvalues and eigenvectors of connectivity matrices

Each eigenvalue of a connectivity matrix is associated with its own eigenvector.
For example, all the connectivity matrices presented in this study have a 0 eigen-
value, which is always associated with the n x 1 eigenvector with entries all equal to
1. Eigenvectors can be used to predict the dynamics that emerge after the destabi-
lization that is associated with its eigenvalue. For each network configuration found
in Figure C1, it is the most negative eigenvalue that leads to the destabilization at
the rate of nutrient movement presented. The eigenvector associated with the most

negative eigenvalue in each of the four configurations (a-d) is :

—0.22 0.89 0 0.20
—0.22 —0.22 —0.20 —0.34
Va=|-022],Vvb=]-022],Ve=] 020 |, va= [ —-0.70 (C1)
0.89 —0.22 —0.68 0.42
—0.22 —0.22 0.68 0.42

The magnitudes of the entries indicate how much a local ecosystem will oscillate,
while the signs of the entries indicate whether the oscillations are in phase with one
another. For example, in v,, one ecosystem will have very large oscillations that are
out of phase with the smaller oscillations of the other four ecosystems, which is what
occurs in metaecosystem dynamics near the critical nutrient movement rate (Figure
Cla). Similar results hold for the other metaecosystem networks (Figure C1b-C1d).

These predictions can fail when the nutrient movement rate is increased far be-

yond the critical nutrient movement rate (Figure C2). They fail because the other
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eigenvalues, and their associated eigenvectors, can influence metaecosystem dynam-
ics. This occurs when nutrient movement is strong enough to destabilize the metae-
cosystem through at least one of the other eigenvalues, independently from the most
negative eigenvalue. In <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>