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Abstract

We prove a completeness result [or the equivalcucc o[ proo[s in t.he posit.ive fral\u\('nt.

(T, II, -+) of intuitionistic propositioua! logie with respect. 1.0 sets. We also show

that proofs in the full intuitionistic propositional logie factor through int.erpolan!.s .

in this way we prove a st ronger interpolation property than the nsual 01'" whieh gives

only the existence of interpolants.

Translating that 1.0 categorical terms, wc give a repres8ntati(;n t.heorelu for fl"<'e

cartesian closed categories (Theorem 3.16) in thc ca.tcgory of sets and we show

that Pushouts of bicartesian closed categories have the interpolil.l.ion propcrty (The·

orem 4.47).

Resumé

Nous montrons un résultat concernant la complétudc de l'équivalence des l'l'cuves

dans le fragment positif (T, II, -» de id. logique intuitionniste et. propositionnelle

par rapport aux ensembles. Nous montrons aussi quc les preuves de l'cnscrnblc de la

logique intuitionniste et propositionnelle se décomposent pit!" les interpolants· en fait,

nous prouvons une propriété d'interpolation plus forte que la propri"t" habituelle qni

donne seulement l'existence des int~rpolants.

Transférant ces resultat dans le contexte des catégories, nous donnons un théorilme

de représentation pour les catégories cartésiennes fennées et, li bres (Théorème :1.1 fi)

dans la catégories des ensembles. Nous montrons aussi que les SOli Il Iles rihrées des

catégories bicartesiennes et fermées ont la propriété d'interpolation (Théorèmc 1A7) .
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1 Introduction

A very successful approach 1.0 catcgory theOl'Y is the olle hy Lamhel< alld Lawv,'\'('

in which they consider certain categories "cOIning rrom ll(üllre~1 i\$ cert.a.in formai

systems coming from logic. The whole approach Olle may cali cat.egoricallogic. Th"I'"

is an important chalaet.eristic in Lambek's approach which is less ell1phasiZ"d ill t.he

approach of Lawvere, namely for Lambek these forll1al syst.ems have ilOt. ollly formllias

and the notion of provability, but also they have the equality amollg l'roofs - the lIot.ion

which appeared in classical l'roof them'y as weil. For ns, this is ail esselltial featllre,

and wc like 1.0 cali this part of categorical logic cat.egorical l'roof theory.

While for most of the l'roof theorists the notioll of eqnality was jllst a by-pl'Odncl.

of l'roof rednction which in turn was used "just" 1.0 illvestigate provahilit.y - the very

notion of the equality of the l'roofs was also IInder consideratioll most explicit.ly by

Prawitz. II. turns out that the two equalities (of Prawitz and Lambek) arc almost

the same (for certain fragments of logic exactly the sanIe). 'l'herefore, Lal11h"','s

conclusion is that formulas in the formai systems are objeets in the COlTCsflollding

categories and that l'roofs (or rather their eqllivale11ce classes) are i1.ITOWS ill thcsc

categories. II. was also noted that in that manner l'roofs becollle ",cal 11Iathp.11Ia.tical

objects" - and perhaps sorne nOllintended mathematical j,p,chlliqlles conld he applicd

1.0 investigate them. We believe that even the faet that the l'roofs became more "l'cal"

is a step forward in the llnderstanding what a "general" theory of l'roofs is [GiidGfi].

The formai systems investigated in this thesis are the ones cOl11ing l'mm intllition­

istic propositionallogic. In the presence of the eqllality of l'roofs that is thc sa11le ;~,

1.0 investig::.te bicartesian (or cartesian) closed categories - these are categories "qnite

often appearing in nature" e.g. toposes are like that. The general goal is ta fOl'll1nlate

and 1.0 l'l'ove for these formaI systems (in the presence of equality of the l'roofs) soIn"

1
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of the weil known propertie:i which hold in the presence of provability only. In this

thcsis we shall prove a complf'teness result for the equality of proofs in the positive

fragment {T, /\, ->} of intuitionistic propositionallogic with respect to sets and we

shall show that interpolation property holds for the full intuitionistic propositional

logic cOI,sidering not only provability but also equality of proofs. There is a common

"two-step strategy" for proving the :\ove resulLs: first prove the right property of.
the reductions associated 1;1) the forn\.." system and second, show that in categorical

terms it gives what you want. Let us be a bit more precise about these two resulLs.

The first resulL says that for every free cartesian closed category there exists a

faithful structure preserving functor into the category of sets.

Informally, a free cartesian closed category is a cartesian closed category freely

generated by objects and arrows between generated objects.

Sorne consequences of the above result are that various extensions of cartesian

c10sed structure do not impose additional equalities among arrows. E.g. let l : C ->

B(C) be the canonical map from a free cartesian closed category C 1.0 the free Boolean

topos B(C) generated by Ci then l is faithful. But perhaps more important is that it

confirms our intuition that cartesian closed categories indeed axiomatize the cartesian

c10sed structure of sets. (In "everyday practice" il. means that a diagram commutes

in every cartesian closed category if and only if it commutes in Se!.)

A key technical step in the proof of the above theorem is that in a free cartesian

c10sed category one can faithfully adjoin infinitely many maps 1 -> C for every object

C. This is shown with the help of a system of reductions suggested by G. Mints.

Unfortunately the original paper contains sorne mistakes, as V. Harnik pointed out

1.0 us, see remark 3.43; since we think that these reductions are very interesting on

their olVn right, we repair Mints' proof (of confluence as well as normalization). AIso,

2
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an important ingredient in the proùf is a variant of H. Frie(liw.•"s colllpkt('nl'SS r"snlt

for (a variant of) typed À-calcuh".

l would like 1.0 add that Michael Ma'\dmi told me that tlie ahove r"snlt "h')'.l1d b"

trne and suggested that the Friedmau result should be uscd in the l'roof. ~'10l'" on

the history of the theorem one can find in remarks 3.2:1, 3.'1'1.

Now, let us say couple of words about the second result.. In logic, by int.(,rpolat.iou

we mually mean a st.atement. a., follows: suppose we have a l'roof of a "t.at..,n',,,nt.

C from hypothesis 13 (i.e. 13...., C) where 13 is in a language I~, and C ;:; in a

language L 2 , then there exist.s a st.atement. A in t.he language L, n L~ so t.hat. IVe can

l'l'ove B ...., A and A ...., C . There are many l'roofs of sl.at.elllent.s of t.his t.ype for

different rormalsystems. Sorne of them are purely synt.adic and t.hey are obt.ained

as corollaries 1.0 cul. elimi:lation or normalizat.ion.

In our settinG (or better t.o say: in Lambek's approach) t.he sl.at.elllent.s of cnt.

elimination and normalization are less elegant. but int.erpolat.ion remains (almost.) aH

elegant as in the basic case. The above statement of int.erpolation in t.his seUillg haH

1.0 have a form as rollows. suppose again 13 is in t.he language D, and C in a langnage

L2 and suppose that there exists a l'roof 13 ..!., C in t.he lallguage L, U L~, thell t.here

exists A in LI n L 2 and there are 13 -:.. A in L, and A ..:::, C in L~ HIICh t.hal. 1. = ,<'1'.

One can see that t.his kind of interpolation is a genuine improvclllent. over the nHnal

c interpolation. We may also add that we allow the presence ofaxiorns alld even t.he

presence of theories,

We also want 1.0 obtain a ,,:ategorical reformulation of the above st.atement. (inde­

pendent of such notions as language and theOl'Y); therefore wc have t.o formnlate the

interpolation property in the appropriate form, i.e. as a st.a.tement about l'nshonts.

It turns out that this again generalizes even further the statement of interpolation

- 1.0 be really precise about that would require sorne definitions which wc prele:r 1.0

3
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give later. Let us just say that our second main' r~slllt says that Pushouts (some­

times called bipushollts) in the 2-categ0ry.of bicartesian closed categories satisfy the

natllrally formlliated interpolation property. The same holds for the 2-category ûf

ci1rtesian closed categories.

This is not the first Lime that interpolai ion is investigatGJ from categorical view­

1'0:"1. - perhaps the best known work is the one by Pitts [Pit83a, Pit83b, PitS7, Pit88,

Pit!J2] there, as well a.') in almost ail the other references, the interpolation "happens"

in a pose\, (usually in the lattice of subobjects of an object) so again we ';an say that

the,;e variants of interpolation concern the provahiEty only - and not the equality of

l'roofs. There is, however, an exception: Pavlovié in [Pav92] considcrs interpolation,

in il, fibrationa! context and the fibration do not ha';'e to be posetal - the results there

are of a general nature and theydo not give answer whether a particular doctrine

e.g. of bicartesian closed cR.tegories has the interpolation property or not. Another

categorical formulation of interpolà-tion is given in [KP86] for the category of Banach

spa.ccs.

Let, us now briefly describe the contents of the thesis:

Following the Introduction is th~ second part called Basics of Bicartesian Closed

Categories in which wc give basic definitions and the relation between three versions

of typed lambda calculus and corrœponding categories (bicartesian closed, cartesian

closed and (elementary) distributive). Although the connections of this type are weil

known (cf. [L886]), wegive slightly different presentation; in l'articulaI' our notion of

internai language is different from the existing ones. Also, we think that we give the

most explicit connection between bicô-rtesian cirlsed categories and the corresponding

language. We are more precise about that in remark 2.15. This basically finishes

the common part needed for the l'roof of both main results. The second part also

4



• contains a sect~oll on [l'CC (bi)cartesian c10scd ca.tegories which is IH'('(1.:'d l'or t.ilt· proof

of Lhe first m~,jn re~;ult.

In th" thinl part we give the l'roof of t.he compldeness resn;,,, Il. starts wilh a

section 3.1 on Friedman's completeness resnlt for t.yped lamhda. calcllills; ,.Itholll-\h

it is essentially Friedman's pt"oof, cert.ain t.hings had ta be prepa...ed and solne ne\\,

ca,es had ta be included. Additional informat.ion is in remark :1.2(;.

In section 3.2 we finisn t.he proof of t.he firHt. result by prüving Home properti<'5 of

the l'roofs in the positive fmg'ment of intllitionist.i,· "mposit.ional logic. We give th,·

first correct proof that the Mint.s' (Pmwit.z') rednct.ionH for typed lambda calcnills

with surjective pi iring and t.erminal abject. are confinent. and weakly norntalizing.

Actually when we st.art.ed our work no ot.l:er work was finished which wOllld tn,at

even the same set of equat.ions. For more on that ,<oc remarks :1.'1:1, :1.'1'1.

In t.he fourth part we start t.he pmof of ';\10 int.elpolation n"ldt am, in Hedion 'L"

we present. the right set. of reduet.ions.

The prùof continues in section 4.2 where we pmve t.hat t.he l'roofs in intllit~onistic

propositional logic enjoy a stronger interpolat.ion property t.han ,'eqnired by the 01'­

dinary Craig int.erpolation. We use ideas from Pmwit.z' l'roof of the statenll'llt - the

differences and similarities are explained at the begil1l~ing of the section.

Section 4.3 is jmt the restatement. of the previons fact. in categorical tel'lns.

In section 4.4 we prove the "right" cat.egorical sta1.ement of the int.erpolation. Il.

contains subsection 4.4.1 where we explain ~,.he relat.ion between st.ricl. alld 1I0Ilst,rid.

doctrines of bicartesian closed cat.egories. This relation is cont.aine>! in [Bf{ 1'8!!] , wc

learned about. thal, from Michael Makkai who also fOI'lTlnlated thmrelTl 4.(i!! in 1.\",
present form (having in mind non-tripleable doctrines). However, the actual l'roof

of this theorem and use of il, in this thesis are ours. ln the Hubseet.ion 4.4.2 on

5
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l'lIshollts we give a construction of Pushouts in the nonstrict doctrine using ordinary

2-pllshouts in the strict doctrine and in that way we finish the l'roof of the second

main rcsult. We could probably prove our interpolation result more directly without

so ddailcd exposition of the above relation but sinee we think (together with Michael

Makkai) that our construction can be a sign of a more general phenomenon We give

this section in its present length.

ln section 4.5 we give couple of applications of the interpolation. Among other

things we show that both of the main theorems on interpolation in Heyting algebras

from [Pit83a] eaBily follow from our interpolation result. This section is not really

finished but we feel that there is nothing wrong with not finishing a section on

appiications.

And finally the appendix, which can be considered as a part of section 3.2, in

which we give a not original but complete l'roof of the weak normalization for the set

of reciuctions given in this section. We give this l'roof because il, is often omitted or

al, least Ilot given with ail the details .

6
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2 Basics of Bicartesiall Closed Categories

In this section we shall give the definitiolls of bicartesian dosed cat.cgory, cart.esiall

closed category and (elementary) distributive cat.egory and wc shall explaill (agaill)

the Lambek-type connection between these categories and t.he a.ppropriat.e t.yped

À-calculi. Sorne characteristics of our approach 1.0 t.he cOllllcctioll arc given ill rc­

mark 2.15. There are many papers where various variants of t.yped lambda calculi

with fini te coproducts are dealt with, but we are not. aware of the existcnce of the

explicit comparison as done below; however, we have 1.0 admit, t.he comparisoll is

direct. After this, we give the definition of frcc cat.egories in the a.ppropriate sellse

and prove sorne elementary facts ahout. t.hem.

2.1 Categories vs. languages

Common thing about the above categories is that j,heir dcfinitiolls arc based 011 the

existence of certain adjoint functors. BrieRy, we can say that bicartesiall c10sed cat­

egories are the ones with finite products, finite copl'Oducts and exponents; ea.rtesiall

closed categories are the ones with finite products alld exponellts; and dist.ributive

categories are the ones with finite products and finite coprodllds such that the Cil.1l01l­

ical map (A x B) + (A x C) -; A x (!:i +C) (for ail the objeds A, 13 alld C) is ail

iso. Let us now give precise definitions of these notiolls:

Definition 2.1 A category J3 is (strict) bicartesian closed if il. has objeds 1 alld

0, and for every two objects A, B E J3 there are objects - denoted A x 13, A + 13 alld

7
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AB; let us write il. in a tabular form as [ollows:

1

x AxB

0

+ A+B

-> AB

The category also has 1.0 have the following arrows:

OA E hom(A, 1)

X 7I",I,B E hom(A x B,A)

7I"~,B E hom(A x B,B)

DA E hom(O, A)

1',I,B E hom(A, A +B)

+ ~~,B E hom(B, A +B)

dA,B,e E hom(A x (B +C),A x B +A x C)

-> éA,B E hom(AB x B,A)

a.nd the [ollowing operations on homsets:

x hom(C,A) x hom(C,B) (...:( hom(C,A x B)

+ hom(A, C) x hom(B, C) L0 hom(A +B, C)

-> hom(A x B, C) ..:, hom(A, CB)

(the operations should have indexes, but since they are uniquely determined by their

arguments we omit them). These (constants and) operations have 1.0 satisfy the

8
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following equations:

(T) f = DA

(Pr1) 'Ir,1I ,,l, (Il ,fz) = fi

X (Pl'2) 'Ir;\, ,A, (ft ,f2) = f 2

(SP) ('il"A,B9 l 1r~\,Bg) = 9

(I) S = DA

(Ind (St, S2)tAl,..h = S1

(In2) [81, 82]<11,A2 = 8 2

+ (Ie) [nA B n' ] = l'., A,B

(~) dA,B,0[('lrt, ll'1rZ),('lrl,I'2'1r2)] = I AxB+,1XC

(~-l) [( 'Ir1, 1'1 'lr2), ('lr1 , l2'1r2) ]dA.B,G = 1Ax(H+O)

(13) ê,l,B(h*'lrO,B, 'Ir~,H) = h

---4 (H) (êA,B(krrO,B, 'Ir~,B))* = k

for every arrow f E hom(A, 1), fi E hom(C, Ai), g 1:; hom(C, Il x B), " E hOlll(O, Il),

Si E hom(Ai,Cl, r E hom(A + 13, Cl, h E hom(C x 13, Il) and k E hOlll(C, II H ).

If a category has only finite products (i.e. satislles "x" parts of the tahles) we

cali it cartesian. If it has fini te products and exponents ("x, ---4" parts) wc cali il,

cartesian closed. If it has fini te products and finite copl'oduct.s such that prodnct.s

distribute over coproducts ("x, +" parts) we call il, an (ciemental'Y) distributive

category. And as we said earlier - a category with finite product.s, coproduct.s and

exponents (" x, + ,---4" parts) is called a bical'tesian c10sed category. II, is weil known

that the distributivity (the equations ~ and ~-1) follows from the l'est of the a.xiotrls.

In the definition (as it stands) we allow nonuniqueness of object.s l, 0, Il x /J,

A + 13 and AB (for every A and 13). When we want 1,0 stress this wc cali the

category nonstrict. In the case that we choose only one object 1,0 represent the

above constructs we cali such a category strict.

9
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Wc will use the following abbreviations: if A; A Ai, i = 1,2 then fI x 12 =

(Jl'1rio 12'lr2) : Al X A2 -; A~ x A~, f +9 = [tdio t212l : Al +A2 -; A~ + A~. AIso,

A= AI X .•• x An is used 1.0 denote products when the brackets are nested on the left;

and if il is a subscquence of A thcn 'Ir! :A -; Ë denotes the canonical projection,

and similarly for coproducts.

Definition 2.2 The 2-category BCC of bicartesian closed categories has as O-cells

(small) bicartesian closed categories, as 1-cells functors preserving bicartesian closed

structure (bc-functors), and as 2-cells natural isomorphisms. We will also work in

the 2-category - the "strict" version of the doctrine BCC - that is the O-cells in BCCs

are strict bicartesian closed categories, 1-cells are strict bc-functors - that is functors

which preserve the chosen structure "on the nose" e.g. F(AxB) = F(A) xF(B). The

2-cells in BCCs are natural isomorphisms. Similarly, CCC will denote the 2-category

of the cartesian closed categories and CCCs its strict variant. Often we refer 1.0 these

2-categories as (strict) doctrines.

Let us just add that the consideration of natural isomorphisms as 2-cells is not

1.00 strong a restriction. By now, il. is part of the 2-categorical folklore that the

doctrines with similar kind of closed structure require natural isomorphisms as 2­

cells - otherwise they are not tripleable over the 2-category of categories. For a

discussion see [BKP89]. We can also add that in our case these doctrines with ail the

natural transformations as 2-cells do not have Pushouts - a central object of study

in our thesis.

Definition 2.3 (Typed >'8, >., 8-calculi) A typed >'8-calculus is a formaI system

which consists of three classes: Types, Terms and Equations. They have 1.0 satisfy

the following conditions:

10
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x AxE

0

+ A+13

--+ AB
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Types Types are {reely generated {rom a set of basic types - sorts and the following

rules: 1,0 ETypesj j{ A, 13 ETypes then ri X /J, A+13, AH ETypes. Again nsing;

the tables wc can write il. as

Terms For each type A we have countably many variables of type JI (wc denote

them as xf or Xi : A) and they arc terms, also if s : 0, Si : C, ',. : il + IJ

a : Al x A 2 , ai : Ai (i=I,2), f : AB, b: 13 arc terms then

*:1

x 7r(a) : Ah 7r'(a) : A2

(al, a2) : AI x A2

fC(S) : C

LBAb) : 13 + A

+ LA,B(b) : A + 13

oxA sC xB sC",.A+8 . C• .. l , • 2 l •

(J'b) : A

--+ ÀxA.b: EA

are terms. (The notions of free and bounded variables in a tenn 1 are standani

- let us just be explicit about the o-form: FV( o,cA ..5f,,,8 ..5~ j rA+H : C') =

(FV(sr) - {x A }) U (FV(S2) - {x8 }) UFV(r) (FV(l) dellotes the set. of the free

variables inl.))

11



• LcL us just illustrate where ( and 8 come f,om. For that re.:aU the mies for

eliminat.ion of t.he connectives J.. and V (in nat.ural deduction):

r

s

r,

r

AVE c
c

c

•

As usualy we aUow canceUat.ion of sorne (none or aU) of the hypothesis A and

E. ln our not.at.ion t.hese would be denoted by x A respeetively x B
•

Equations They always have t.he foUowing form s =x t where s, t ETerms and X is

a set. of (t.yped) variables such that FV(s) UFV(t) ç X.

Convention: when FV(s)UFV(t) = X we often omit X in s =x t. AIso, typing

is omit.t.ed whenever convenient.

The following expressions are equations (we caU them axioms of ,M-calculus):

(T) JI = *
x (Pr;) 7I:i((Jd2)) = Ji i = 1,2

(SP) (7I:l(g),7I:2(g)) = 9

(I) sC = (C(X O) xa E FV(sC)

+ (Ini) 8X~\1.S},:t2h.S2;ti(r) = si(r/xi) i = 1,2

(-y) 8xA.V(ll(.'l:A)1zA+B), yB .V(l2(yB)1zA+B); w = V(wlz) xA,yB f/. FV(v)

un (.\x A.h'l·) = h(rlxA)

-> (11 ) .\xB.(k'xB) = k xB f/. FV(k)

for every tenn J: 1, Ji : Ai, 9 : A XE, s: C, Si : C, vC, w : A +E, h: E, r : A and

k : AB such t.hat. s, v, k satisfy the conditions on the free variables as stated above

12



• \also, the notation h(r/x) denotes the substitutiou or r iustead or ail rrce OCCUITeuCl"

of x in h but first taking care of clashes of variables - so we are ail the tillle working

under a-congruence since it is possible 1.0 do that uaively as iu untyped ,\-c,,\cnlu,

and it is safe for our purposes).

Equations are obtained also by the following rule, (we "ho ,ay that proor, are

formed from the axioms and the following mies):

(R) t -x t (S) s=xt
t -x s (Tl'an) 1" = li S .~ =r 1

l' -Xul' 1

(ç) t =Xu{x} s
Xx.t -x >'x.s

(Sub')
B B ~1J .\Ha =x b s" =1' {.

(s'a) -Xuy (t'I»

Sc - A IC sC - { H} IC I,A+B - 'I,A+B1 -XU{x } 1 2 -Yu y 2 -z(ço)

The need for having indexed equations - contexts will be explained iatel". We can

have sorne other basic types (sorts) and sorne other basic tenns (constants). The

part of the calculus denoted by "x" we would call7r-ca!cnlns huI. the nallle is already

taken, since we will not work with this ca!culus only, we shall leave it nallleless. The

part denoted by H X , -tH we shall cali >'-calculus, the part denoted by "x, +" we

shal! cal! o-calculus and as we said earlier ail the parts togcther we cali >'o-calculus;

let us also add that o-calculus needs an adJitional mIe: (Sub) which we give latel".

Al! types and terms of a certain ca!culus we cali the language; HOlJwtillles we are

less precise and we cal! only the set of basic types and basic constants the language.

A set of equations added to the above system we will cali a theory or the ca!culus

e.g, >'o-theory or just theory.

•
And one more piece of terminology: sometirnes we will speak about type-terms

i.e. when we want to be specifie about the basic types used 1.0 built il cornplex type

(using the operations as in the first table of the current definition) then T( XI, . , . X,,)

13



• denot.es a t.ype built. out. of t.he basic types XI,"" X n . As usually done, we will

overuse slght.ly the notation and we will write somctimes T(A}, ... , An) 1.0 denote

the object in a st.rict bicartesian closed cat.egory build out of t.he objects AI, ... An

and the operat.ions on objects as in the lirst. table of delinition 2.1.

In the presence of (Pri) and (Tran) one can see that the refiexivity (rule (R)) is

not needed. AIso, il. is a simple exercise t.o see that the following rules are derivable

(the usual care about clashes of variables is needed for t.he second rule):

(W) . t -x s
1 -XuY S

(5' h) aB =X h
B

s =l'u{xB ) t
LU s(a/x) =XuY t(h/x)

•

Also, one can show that. any two terms tG, rG are equal over a cont.ext. which

contain a variable of t.he type 0 (use tG = 7f1((tG,XO)) = fG(XO)). The following

lemma is going 1.0 be used:

Lemma 2.~ For any term F(ZG) slleh that XI, X2 if. FV(F) and any Ul, 112: C (and

'IV of the appT'Ol'riate type)

A/sa, for a term tO and F : D one can show that:

The following expression (X~l, ... , x~nt>t) called t.erm wit.h context. is going 1.0 be oft.en

used, il. denotes a t.erm t and a sequence of variables such t.hat. FV(t) ç X~l, . .. , x~n.

Definition 2.5 An interpretation M of a language L in a bicart.esian closed cat.­

egory B is a function which assigns objects 1.0 basic t.ypes (sort.s), and satisfies

14
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•

1'0'[( A#B) = M(rl)#M(B), where # is product, copl'Odud, or exponen\.; a\so M (#) =

# where # is 1 or 0 (hence, M(T(XI, ... ,X,,)) = T(M(Xtl,oo.M(X,,)) where

T(XI , ... , X n ) is a type-term as at the end of dcfinition 2.3). If the langnage L

has some basic constants it is assumed that the category Chad thelll prescribcd in

advance, more precisely if c : T();l' ... , 4Xn ) Îs a basic constant in the Ia.nguage L we

assume that there exists an arrow in hom(l, T(M(Xtl, ... M(X,,))) - such an arl'OW

we will often also denote by cl. Then the interpret.atioll assigns arrows 1.0 tel'lns as

follows (using induction on complexity of terms):

'1'( A, An) A;
• 1V.J Xl , ... , Xn t> Xi = 1l'Â

• M(x: At> *) = 0A- If the context were empty thell wc would have M ( t>*) = Il'

• M(x: At> c) = cOX (here c is a constant) . .'\lso wc conld have elllpty colltext,

then M( t>c) = c.

• M(x: X t> 7l'i(t)) = 7l'iM(X: X t> t) i = 1, 2.

• M(x: At> (t l , t2)) = (M(x: ,1[> td, M(x: At> t2)).

• M(x: ,1[> [(t)) = DcM(x: ,1[> t).

• M(x: X t> ti(t)) = tiM(X: X t> t).

• M(x: Xt>oyf'.u,y:'.v;w) =

[M(x: X,Y1: BI t>u),M(x: X,Y2: B2t>v)]d(lX,M(:": i1t>W))

• M(x: At> ÀyB.t) = (M(x : A, y : B t> tn-, if x: Awere Ilot there wc wO\lld Imve

M( t>ÀyB.t) = (M(yB t> t)7l';,M(B))*'

1.5
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•

The map d : A X (BI + B 2 ) -> A X B, + A x B 2 mentioned above is the canonical

isa whkh exists in any bicartesian cIosed category (as weil as in any distributive

category).

Let J" J2 be two interpretations of a theory T in a category B. Then a morphism

,j; fra;n J, to h is a family of arrows in B indexed by the set of types from T snch that

they commute with the basic symbols from the language i.e. 7l"J;i~:\XI,(A,)1/JA1XA, =
J. l, (A;) 0/. I, (Ad+I, (A,) I, (Ad+I, (A').I. (01. ./.)

'1"A,7l"/,(AIlx/,(A,)' '1"A,+A,lI,(A,) = lI,(A;) '1"A" E:l,(A,),l,(A,) '1"A:' x '1"A, =

'PA,E: l, (AIl,I, (A,) and for every basic constant ÇC, 1/JCJ1( l>çC) = 12( l>çC). It is interest­

ing 1,0 notice that these conditions alone are enough to establish that for every term

with context (i: Ji' 1> tC) the following holds:

A mode! of a ,M-theory T is an interpretation such that all the p.quations from

Tare preserved. A morphism between two models we will cali a homomorphism.

A homomorphism M, ,! M2 E ModrB is an isomorphism iff ail the components of

the family are iso in B.

For an interpretation 1 : L -> B (model 1 : T -> B) and for a bicartesian cIosed

fllnctor F : B -> D by Fol we denote the interpretation Fol: L -> D (model

Fol: T -> D) defined as follows: on basic types F 0 I(A) = F(I(A)) and on basic

constants F 0 I(e) = F(I(e)). Now it is easy to see that the first equation is actually

trne for 8011 types and that the second equations generalize to the terms with contexts

i.e. F 0 J(x : AI> t) = F(I(x : AI> t)). So indeed Fol is an interpretation of L. Thal,

Fol is also a model (if 1 is one) will follow from the soundness below.

Similarly, if we are given a (homo)morphism 1/J : I, '* 12 between two interpreta­

tions (models) of a language L (theory T) in a bc-category B and if F : B -> D is

a bc-functor then F 0 1/J will denote the (homo)morphism between F 0 I, and F 0 h

16



• defined as follows: F O,pA = F( ,p..I); il. is not hard 1.0 check that this is indeed a

homomorphism. AIso, of conrse, if ,p \;'% nn isomorphism F 0 1/) remains one 1.00.

And finally, if A te ;-I3 is a natural isomorphism in sec and if '1' .:'!, A is a modd,
G

Folv[
then T~B is an isomorphism of models defined as expected i.e. 00 MA = 0",(,1).

GoM

Remark 2.6 Suppose that N I ,N2 E ModTB. It is easy 1.0 sce that a family of isos

NI (X) '!4 N2(X) (X is a basic type (sort;) l'rom the language) ex tends in al. 1I\0st one

way (if any) 1.0 an isomorphism NI Ji, N2 • (By inductiou ou the cOl11plexity of types

one can show that the isomorphisms ,pc must satisfy the following: 1/), = l, = 'I(!ï',

,po = 10 = ,pOl, if X is a basic type ,px and 1/ix1 are given above, 'I(!AxB = 'I(!A X 'l(IB

and ,pA~B = ,pAl x 'fiBI, ,pMB = 'PA +,pB and,p;;~B = 4·;;1 +Ip;/, aud 'lj)AII =

(,pA.o(l x ,pË/ ))' and ,p::;1 = (,p;;I .o(l x ,pB))".)

To guarantee also the existencc ')f an isomorphism NI Ji, N2 which extends the

given family, the family has 1.0 satisfy the following: for l'very basic constant é,c froll\

the language, ,pcN1( t>é,C) = N2( t>é,C). The isomorphisl11s 'ljF are dcfined as above.

Now we can show soundness of our interpretation but, before that we have 1.0 give

a useful technical lemma which can be proved by induction on the cornpiexity of

terms.

Lemma 2.7 . Every inte7'pretation M satisfies the following:

1. M(zAl x,,·xAn t> f(1rI(Z), . .. ,1rn(z))) = M(X~', . .. 1 x~n t> f(:"I" , . , ,:,,)).

If fj : fJ is not f1"ee in t then

•
2.

3.

.... ....... .... ........ M(A)
M(x : A, y : B t> t) = M(x : At> t)1rM(X),M(B)

M(x: At> f(x, (g(x))/yB)) = M(x: A, y: B t> f(x, yB))(1x, M(x: if t> g(x))).

17



• Proposition 2.8 (Soundness) Let T be "À8-thcoT'Y. Let J'v! be " mode! of T in "

bic"r/esi,,1/, closed C"teaOT'Y. Then

1fT f- J =x fi then M(X f> 1) = M(X t> a)·

Proof: As usually, this can be proved by induction on the complexity of proofs.

However, to check even the base of induction requires some work - that the axiom

(,) is preserved the following argument is needed (here we use [] instead of M):

[[x, X 1> v( /'1 (xJ/z)], [x, y 1> u( ,,(y)/z)]]d(1 .4' [x 1> w]) =

[F,.:,: 1> v]( l ,lxA' [x, x 1> '1 (.: )]), [E, y,: 1> v](1.4xD' [x, y 1> ,,(y)])]d{I,I' [XI> w]) =

[[x, :1> v] rr~x(M(O) D) (lA-X A' [x, ':1>'1 (x)]), [E, zl>v]rr~ XD(A+(O) Dl (lA-X D' [x, Yl>,,(y)])]d( 1 '" [XI> w]) =
AxA x A+ Ax x A+ ~

[[x,: 1> v]{I.4' [x,.: 1> '1 (.:)]), [x,: 1> v]{I.4' [x, y 1> ,,(y)])]d(I.4' [XI> w]) =

[x,: 1> v] [{rrL ' [E, n '1 (.:)]), {rri,D' [x, y 1> ,,(y)])]d{I.4' [XI> W]) =
lx,: 1> v] [(rrL ' '1".~), (rri,D' "rr~,o)]d{I.4' [XI> w]) =

[x,: 1> v](1x, [il> w]) =[x: Ji 1> v(w/:)]

o

•

Remark 2.9 Without, contexts we wouldn't have soundness - it would be provable

(using (Sub'), (J and (Tl'an)):

À.orX·f = ÀXx .9 f- f = 9

and every interpretation in Set which maps X to empty set is a model of the left sicle

bnt, doesn't have to be of the right side. However using the rules with contexts we

get. "only"

x x
Àx .f = Àx ·9 f- f =FV(J,g)u{x} a

and the above interpretation is a model for both sides.

18
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•

Definition 2.10 To every bicartesian c10sed catcgory C ll'e can associale a ,\(\'­

language Le, called the internai language, as folloll's:

• The objects become the set of basic types. "Vhen w, ll'ant 1.0 1)(' precis,', t.h,·

basic type corresponding ta an abject. A ll'e will denote by X,\(this is reqllil'l'd

when wc want to make distinct.ion betll'een types snch as X,\ x XH and X,""IJ)'

• The arrows l'rom the specified t.erminal abject. l become the basie const.ants

- but in several different ways! More precisdy: the basie constant.s of tyl'"

T(XAj , ... XAnl are the arrows hOlllc(l, T(AI, ... A,,)). ('l'hns, wc have (a.\.

least) two difl'erent constants Cf : X A \ xA, and Cf : X"\I x X,\, corresponding t.o

the same (1 .!.. A, x A2 ) E C.)

The standard interpretation M is the interprel.ation which 1.0 every SYIll­

bol of the internai language assigns the intended Illeaning: X A 1-> A and Cf :

The correspouding À-theOl'Y Tc contains ail equa.\.ions satislied by t.Il" standard

interpretation: tA =x .sA E Tc iff M(X r> t) = M(X r> .5).

(We could have included 'term constructors' (unary fllllctiolls)- every a.rrow A i,

B becomes a ter III constructor: if 1 : A is a ter11l thell l(1) : fj is a new tel'lll.

However, it wouldn't give anything ne\\' in the presence of exponents since allle"g t.I",

equations of the theory we would have 1.0 include l(1) = cl'l) where Î is the llanle

of the constant corresponding to the transpose of l i.e. j = (In;,A)"' In the CitSe

of distributive categories, though, this is not rednndant and wc have 1.0 incinde the

unary functions as weil.)

The above notions make sense in case of a nonstrict. ("ordinary") bicartcsiall dosed

category a, not only in case of strict bec, exccpt that in the nonstrict ca.~e wc first
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•

l"lve t.o choose a st.rict. st.ruct.UI'C on Band t.hen t.he int.erpret.at.ion of t.he complcx

t.ype" e.g. M(X x Y) i" t.he choseu product of M(X) and M(Y) in B.

Proposition 2.11 (Completeness) For a given >'5-lheory T lhere exisls a canon­

icai rnodr:l M : '!' -> CT sllch Ihal k[(X t> u) = M(X t> v) oniy iJ'!' 1- u =x 'o.

Pro of: 'l'hi" is a st.anda,rd const.ruction and it. is given as follows.

Objects Objects arc t.ypes.

Arrows They arc classes of equiva!ent. t.erms wit.h contexts. '1'0 compare (XI :

A" ... , :c" : A"t>JD (x~" ... , x~,,)) with (YI : Bl> ... ,Ym : Bmt>gD (yf', ... ,y~m))

wc first. have t.o have (... (A I x A2 ) X ... ) X An == (... (131 X 132 ) X .•.) X Bm,

cali it. C. (So, assllming m ::::: n it. says that Bm == An"", 132 == A,,-m+2 and

13, == (... (At x A2 ) x ...) x A,,_m+I') Then we say that they are equivalent if[

The cl ass above gives an arrow C -> D.

Composition (yB t> 9 ) (.');-:\ t> J) = (x-:\ t> g( 'lrl (I) IY1' ... ,"mU)IYm)). I-Iere J is of the

t.ype 8.

Dnits lA = (J: : A t> x).

Cartesian structure This is going t.o be defined on the representatives of arrows

which have one free variable.

• D..\ = (x: At>*) .

• ",01.8 = (x: A x Bt>'Ir(x)) .

2D
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•

• ((.1:: AI> J(x)), (y: AI> g(y))) = (:,,: AI> (J(:t).g(:t))). (Sic!)

Closed structure .

• cA,B = (x : AB x 131> ("l(:t)'rrA:I:))).

• (.1:: A x 13 1> J(x))" = (.1'1: AI> "\:1:2.J((:I:I,:I:2)))'

Coproducts .

• DA = (Xo 1> ('A (Xo))

• Li = (x A
; 1> li(X

A
;))

The equivalence classes which correspond to ( I>c), where C is Il. consl.l1nl. fronl I.h"

language we will denote also by c..

As usual the first thing to check is independencc on l·eflrescnl.l1l.ivcs. IInl. I.his is

true because o[ the substitution ru le (Sub) [or typed ..\8-cl1\cnlns.

Second, we have to show that this is a bicartesian closed cl1l.cgory. Wc will show

only the equations (B) and (IC):

C(J*7r, rr ') = (x 1> (rr( (..\1I.f( (7r(x), 11)), 7r'( '")) )'rr'((..\1I.f( (rr( '''),11)), 7r'(:I:))))) =

(x 1> (..\11.f( (7r(x), 11) )'7r'(x))) Il:. (x 1> J((7r(x), rr'(.7;)))) = (:" 1> J(,,:)) = J.

The canonical interpretation which assigns types 1.0 I.he sl1rne-narnc-objeds, con­

stants to the sarne-name-arrows is obviously a mode! of T. 'J'he whole consl.rnet.ion

is such that 'by definition' completeness [ollows. D
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• Corollary 2.12 The e(Lnonical model M : T ---? B1' classifies ail models of T in the

foliowiny sense: lhe mal' BCC,,(B1', V) -~ M od1'V is an isomorphism of cateyories.

Let us be more explicil about lhe 2-dimensional p1'Operty of the canonical model:

suppose lhal N"N2 E Mod1'V a,'e Iwo isomo"phic T'II.odels (i,e. for every type A

ù, T lhere exisls (Ln isomor'phism N , (A) !4 N 2 (A) in V such that fo,' eve,-y terT'll.

(:c A 1> lB) E T, '/lB N, (x A 1> t B) = N2(X A
1> t B)7/JA) then there exists unique natuml

'isom(),T'phism 1"1 ~ 1"2 such that \[1 0 M = 7/J, in otlter words: for every type A

'v A = "I)A'

Haviny in mind the remark 2.6, wc ean require less in the above statement about

the 2-rlirnensional property of M : T ---? B1', that is, wc could give the isomo"phism

belwr:en NI, N 2 giving only a family of isomo,-phisms NI (X) '4 N 2 (X), now X is just

a basic type, salisflfing lhe foliowing: for every basic constant ÇC fl'om the lanyuage,

'/lCNI( I>(C) = N2 ( I>(C).

Proof: For t.he I-dirnensional part., let us just. prove surjectivity of the above map

- 0 M. Take a modcl N : T ---? 1) wc have t.o find a bc-functor 1" : B1' ---? V such

that. N = 1" 0 M. 1" on Ob(B1') is easily defined since Ob(B1') are types of T so

1"( A) = N (A). Sincc the arrows of B1' arc classes of equivalent terms with contexts

wc arc going t.o define 1" = Non arrows (also) (recall the definition of interpretation).

Now we have 1.0 sho"" that 1" does not depend on the choice of representatives and

t.hat. 1" is indced bc-functor. The first part follows from the completeness, and the

second from the definition of the bc-structure on B1"

As for the 2-dimensional property, let us just say that naturality of 'li : FI =} 1"2

•
is "the same thing" as the homornorphism property of 7/J : NI =} N 2 •

22
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2.2 Free categories

Ali the statements in this subsection, as weil as in the previous oue, could 1", proved

for cartesian closed categories or distributive categories iust<'ad of bicilrtesiilu c10sed

categories.

Definition 2.13 (Free BCC) Lei. L be a >'c5-/anglUlgc alld '1" bc Ihc {hro/'Y on Ihis

language with no additiona/ axioms (emJity theo/·y). 'Ji) Ihis 'l'one cali ass(/{:i,,1f

the bicartesian c/osed categm'Y CT as in proposilion 2.1/. CT is I/WII ca/":" free

bicartesian c/osed category. (In (.he non-st7'iet docl/'ine any m.leyory C(I"iva/clIl 1.0 CT

is cal/ed J,·ee.)

Its universa! property is given in corollary 2.12. lu picture:

T

;/~
CT 3!F ' V

where NI is the canonical mode! and 'P E ModJ'V but siuce the theory '1" doesu't

have additiona! equations we can say that 'P is just au iuterpret,;tl.ion of symbols.

This is a genera!ization of the notion "category generated by graph" since the

free arrows can he of arbitrary type. This is required if wc want 1,0 consider these

categories as categories of l'roofs, but a!so if we want 1.0 avoid identificiI.tion of t.ypes

in the definition of an interna! language. We don't. have 1.0 defille a more gcneral

notion where the free arrows have arbitrary domain (this is inciuded by the defillit.ioll

of exponents) if wc are 1.0 define free bicartesian closed or cart.esiall closcd categories,

however we would have 1.0 do this in case of distribut.ive cat.egories.

When we ana!yze the above diagram we will obt.ain exact,ly t.he definit.ion of a frce

(bi)cartesian closed category given in [Mak89] and [HM92]. Before we do t.hat, let. 11S

recall the notion of "free arrow" .
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Proposition 2.14 (Free arrow) For every bicarlesian closed calegory C and for

evel'Y objecl C in C lhel'e exisls a bical'lesian closed calegory C[1 l, l(C)] and a

be-f1lnclor J : C -> C[l l, J(C)), s1lch lhal fOI' every bc-f1lnclor F : C -> V and

evel'y !lIT{)1/! F(!) -'=> F( C) lhere exisls 1lnique bc-funclor c[! l, l(Cl] .E, V such lhal

c: a J = fi' and G(Ç) = a, This ç is cal/ed lhe free arrow,

Proof: First forID the slice category CIC (in general il. does not have ta be bicartesian

c1oscd) and consider the canonical functor C .!.. CIC which maps an object A ta

Il x C ~ C and an arrow (A .!.., B) 1.0 (A x C (J~':'::2) B xC), Now, form the full

subcategory of CIC spanned by the objects from the image of J i,e, ail the objects

arc of the fonn Il x C ~ C. Denote this full subcategory by CilC, This is easy 1.0 see

that CliC is a bicartesian c10sed category, that the functor I is a bc-functor and that

the whole construct C .!.. CliC satisfies the universa! property fj'Jm the proposition

- the role of the free arrow 1 l, J( C) is played by the arrow 1 x C (~~2) C xC, This

construction is described in more detai! in [Mak89] (for an equivalent construction

sec [LS86]),

1n the special case when the category C is a free bicartesian closed category the

construction can be equiva!ently described as follows. The category C is obtained

from a "frce ,xo-theory" T as in the definition 2,13 i,e, C = CT, Now add ta the

language of T a new constant ç : C, Then the new theory, which we denote simply

by Tu {ç}, has no additiona! axioms, Now form the category CTUW' lis the obvious

fllnctor which maps things 1.0 the same name things, 0

Coing back 1.0 the definition of free bicartesian closed category generated by the

frce theOl'y T (which has only a set of basic types, denoted by 0, and a set of basic

constants (free arrows), denoted by A, and no additiona! equations) we can sec that

the universal property of il. is expressed with respect 1.0 the notion of interpretation.
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'1'0 give such an interpretation wc first give aillaI'

1>10: 0 ->;-

and than we interpret the frcc arrows - let us be Illore precise a1>ollt that: 1.1", 1'1'<'('

bicartesian closed category generated by the set 0 (denoted C(l) has the IIlIivcrsal

property which applied to 1>10 gives a unique (in the strict. doctrine) struct.lll"C pre­

serving functor G : CCl -> Tl such that the following diagram comllllltes:

o
y~

CO 3!G ' Tl

~
(I is the canonical inclusion). Nol' IVe have A~Co where sand 1. arc th" IllapS

t

which give domain and codomain of the basic atTOlVs A (ill the presence of expollents

we can assume that .s is constant (the terminal object) but in case of distl'iblltive

categories wc have to have this more general possibility). The second part of the

notion of Interpretation is interpretation of basic constants and here il. Illeans that

we choose 'PIA(a) E hom(I(.s(a)),1(t(a))) for every a. E A (if snch a choice does Ilot

exist, there is no Interpretation). The universal property of CT now says tha.t there

exists unique structure preserving functor 1" : CT -> Tl such thal,

commutes (J is the canonical inclusion) and 1"(0.) = 'PIA(Il) for every Il. This is

exadiy as required in the definition of free (bi)cartesian clooed category given in

[HM92] or [Mak89].

Remark 2.15 In [L886] interpretation of terms of a À-calcul us in a cartesia.n clooed

category C uses the previous notion of free arrolV. 8imilarly the notions of th" internai
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language Le and the theory Te associated to a cartesian closed category Cuse not

ouly the notion of frcc arrow but also identifications of types in the theory which we

avoid. Jt is not hard 1.0 show that this theory is essential1y the same as ours - the

cat.egories associat.ed to them are equivalent. Let us just add t.hat the interpretation

of À-terrns in [MS88] is the same as ours, but for definition of the theory associated

1.0 a cartesian closed category they quote [L886]. Also in both of the (most standard)

rcferenccs the 2-dimensional part of the conncction is absent but it is present here

(as weil as in e.g. [Mak89]) .
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3 The Completeness Result

In this part we formulate and prave the first main l'l'suit.

Theoren13.16 Lel C be a fl'ee eal'lesian c/osed Cillegol'Y. Theil Ihtre c"is/s a failhf"l

sll'uctul'e preserving flLnclol' F : C -t Sel..

The praof of this result roughly goes as follows: take a fI''''' ccc, add inlillitely

many free arrows for every abject, show that this is safe and thell nse il variallt of

the Friedman completeness result for typed ,\-ca\cn\us.

Let us explain what we meau by adding infinitc1y lllallY arrows ta a free ccc aud

it being safe.

We want ta enrich the free cartesian closed ~a!,egory with a lot of fI''''' arrows so

that in this enriched category 1 generates. But first wc have to show that these lIew

arrows don't spoil auything. However obvions il, may look, one has 1,0 1", ca,rdul,

bearing in mind that in a nonfree case it does not have ta be truc (e.g., adding a free

arrow from 1 ta the ernpty set in the category of sets "spoils the thillg": the canonical

functor from Sel ta the new category is not faithful; Illoreover, the new cakgory is

equivalent ta a point). In a sense this is the only case when sOllleLhing like th"t Illay

happen as the following easy lemrna describes - "nonelllpty cali he inhabited":

Lemma 3.17 The following Iwo slalemenls al'e eljuùmlenl fol' an)} CIlI'I""ù,n c/o,w:ri

calegol'Y c:

• The canonical funelor l : C -t C[ç] i" failhful (whe1'f: C[ç] rienole" lhe clJ.lr:i}OI'Y

C wilh lhe frecly added a'TOW ç : 1 -t C).

• The lerminal a'TOW Oc : C -t 1 is l'pi in C.
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• Proof: Assumc that 1 is faithful. If JOc = gOc in C[ç] thcn multiply by ç and use

faithfulncss. The other direction is also casi. It is cnough to prove faithfulness of 1

on arrows from 1. Take two such arrows J,g E C. Suppose 1(1) = I(g) in C[ç], that

is l X C (J~.!..!,~2) C xC = l X C (9~~2) C X C in C (sec proposition 2.14). This is the

,amc as J7rt = g7r,. Multiplying from the right by (Oc, 1c) wc get JOc = gOc. Since

we assul1led that Oc was epi, we have J = g. o

•

The point which we want to makc is that in a free ccc adding of a free arrow

is safe. For that we use the following proposition which is going to be proved in

section 3.2.

Proposition 3.18 (Free types are nonempty) IJ J =x 9 in a Jree À-calculus and

;r, docs uot OCClU' ILS Il Jree vllriable in either J 01' 9 then we also have f = g.

Now, we can establish the following.

Proposition 3.19 (Key proposition) In a Jree cartesian closed CIltegory C every

Oc i8 epi.

Proof: Let J and 9 be two arrows in C such that JOc = gOc. In the corresponding

free À-calculus it gives J =xc 9 (see lemma 2.7.2), here xC does not appear in J, g.

13y the previous proposition it means J = 9 in the À-calculus. Therefore f = 9 in C

(by sounclncss). 0

Corollary 3.20 Let C be Il free cartesian closed category and let 1) be a J7'ee cartesian

clo8cd clltegory obtllined Jrom C by adding infinitely many Jree Il1TOWS 1~ Cj Jor every

objcc/. Cj E C. Thcn the canonical Junetor' 1 : C -> 1) is a JaithJul cc-Junetor.
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• Proof: Adding one free arrow is faithful by lell1ma 3.lï aud proposition ;1.1 !). Addiu!\

finitely many follows by induction. '1'0 add infinitc1y Illany free arrows consider the

constructions of a free cartesian closed category: let, C = CT for a free ,\-theory (as in

the definition of free cartesian closed category). Then D can be constrncled as Gr­

where T' = T u {ç~JICj E C,i E I} (sec the end of the l'roof of proposition :U·l).

The functor 1 is the uuique cc-functor which classifies the lllodc1 '1' .I~("r D where

!l'l' is the canonical mode! T' ~ D and J'vl'IT is the reduc\. of it on 'l'; so we have

10 ]vI = !l'I'IT. If 1 were not faithful it would l11('an that there are two c10sed tel"lns

t and s in T such that 'l'If 1= sand yet T' 1- /. = 8. Sincc every proof Uses finildy

many symbols we would have 'l'" = TU {çf', ... ,ç~'.. } - a finite extension of 7' sn rh

that 'l'" 1- t = s. Since 'l'" is a finite extension we know (by the ahove indnc\.ion) that

it has to be faithful and therefore T 1- 1= s contrary 1.0 the asslIInption.

Alternatively, to add infinitely many free alTOWS wc could fOl"ln the fil terce! colilnit

of aIl the finite extensions. Then use that two arrows are equal in the colilllit if they

were already equal in a finite extension. o

•

'1'0 continue the l'roof of theorem 3.16 wc need the following result which is a

corollary of the variant of Friedman completeness - this corollary is going 1.0 1",

proved in the next section.

Corollary 3.21 Let D be a f"ee CIlrlesùm closerl caleyo'l"Y whi"h Il.Ils illjinilely Ill.llny

fre~ a'l"rows for e'Very objecl. 'l'hen lhc,'c cxisls a failhfll/, sl,·u.clll1'C Vl"CSC'I"viIlIJ f"nd,,'I"

D f., Set.

We can recapitulate as follows:

Proof of the first main result - Theorem 3.16: Take a free cartesian c10sed ca1.egory

C, add infinitely many free arrows to every object in C. Cali the new category D. The
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canonical fundor J : C -> 1) is cc and faithful by corollary 3.20. Also the previous

fundor Ji': 1) -> S'cl is cc and faithful. So Fol: C -> S'cl is the faithful cc-functor. 0

As we can sce the only things which remain to be proved a:·e proposition :3.1S and

corollary ~l.21. As we said, their l'roofs are given in following two sections.

Remark 3.22 Il. is easy to show that we can't get fullness (and even some weaker

properties) in the above theorem. Also we couId mention that not every cartesian

closed category can be faithfully mapped in Set, as a matter of fact not even in a

Boolean topos as observed in [ScoSO] (Uu ~ U in a Boolean topos implies U ~ 1).

However by an easy argument one can show that every small cartesian closed category

C can be rnapped in a De Morgan topos by a full and faithful structure preserving

fundor.

Let us just add a remark on the work of others.

Remark 3.23 Concerning the history of Theorem 3.16, we note that the problem

whcther il, was true was raised, along with analogous problem involving monoidal

closed categories, by M. Barr and others, many years ago. In [SoIS3] is outlined

a l'roof that for every two arrows in a free cartesian closed category without free

arrows therc is a strudure preserving functor into the category of finite sets which

distinguishes these two arrows; in the l'roof the Mints' reductions (then unrepaired)

arc used.

'l'heorem 3.16 is formally analogous 1,0 results in [ScoSO] and [HM92], each of which

give representations, in the form of structure-preserving functors, of cartesian-closed

and richer structures in certain toposes; in place of faithfulness, other conditions are

il11posee! on the representation. The methods in this paper are qnite e!iJferent frol11

these of [ScoSO] or [I-IM92]. More on the history of the above result one can fine! in

remark 3.'14 .
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3.1 On Friedman completeness for typed lambda calculus

As \Vas promised before, in this section we give the proof of coro!lary :L:ll.

Let us first mention the following obvious l'ad about. A-calculus (wit,hout. addi­

tional equalities).

Lemma 3.24 Let (CPIBC'çC) = (CP2 BC 'ÇC) and 1/.",,1/.111.1' çc Î" a COII"III/I! lI'1Iic1I docs

not appear in CPI and CP2. Then cp, = CP2.

Proof: In the l'roof of (cp[BC'çC) = (CP2 BC 'ÇG') replacc all t.hc OCCUlTcuces of [,G \Vit.h

a brand new variable xC and then use (71). 0

Theorem 3.25 (Essentially Friedman[Fri75]) Lr;1 L br; a fl'<:(; IYl'cri ,\-caiCII1IIs

which has infinitdy many basic constants JO'l' c'/Jr;'I'y typc. Theu I.!wre (;;ri.,I" a lII.odd

L!!., Set such that N(X [> td = N(X [> t2 ) implies LI- t l =x t2 .

Proof: It is enough 1.0 specify N on the basic (frce) types and the constant.s. '1'0 do

that we introduce an auxiliary mal' - premodcl r : L -> Sct which lIlaps a type Il t.o

{[( [>t)]: t : A}, [-] denotes an equiva!ence dass (under provable equil,lit.y), a.lso not.ice

that since the context is empty the tenns have to be c1os<~d. To silllplify not.ation a

bit \Ve will denote a term with a context only by the narne of the t.erlll if it. docs not.

cause confusion. Now if X is a l'l'CC type (or 1) then N(X) 'L;j l'(X). 'i'o give N on

the arrows we need a family of partially defined surjective Il'''PS "A : N(II) -> 1'(11),

A E Types(L).

Claim 1. Let the family of partial maps" = {8f) : JJ E Typr;.,(L)) be ddined aH

follows:

• sx = 1qx), X is a l'l'ce object or 1;
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•
• Let f E N(Ct(B). Then scaU) is defined and equal 1.0 [<pl E f(C B

) if for

every b E /Jom(sB) lib) E.Dom(sc) and

sdf(b)) = [(<p'r)], r E sB(b).

Theil the farnily is weil defined alld ail components are surjective.

(1)

l'roof of daim 1. The proof is by the induction on the complexity of types. Ob­

viously for the free types and 1 the statement is true. Also for the product types.

For the exponent type CB lemma 3.24 insures that there is only one such [<pl if any.

(Assume that there are two: [<p,] and [<P2], by induction hypothesis SB is sUljective

so [E,] E fm(sB) where E, is not in <p" <P2. Then from (1) follows (<p,'Ç) = (<P2'Ç) and

therefore <PI = <P2') '1'0 show that Sca is surjective take an arbitrary [<pl E f(C B )

then the witness f E N(C)N(B) is chosen so that f(b) E së'([<p'rj) if b E DomsB

(take any ,. E sB(b)) and arbitrarily othel'wise. 0 Claim 1.

Now we can define N(Ç) for E,D a basic constant. N(Ç) = d such that sD(d) = [E,]

(if j,here are several such dE N(D) we choose one of them).

Claim 2. For every (x;\ ... ,x~n 1> fB) in Land every ai E Dom(s,t;)

(2)

•

l'roof of daim 2. is by induction on the complexity of J. If f == çD then by the

dcfinitioll of N(E,) we have sD(N(Ç)) = [E,] and this is indeed (2) since s,(IIl = l,.

Let. us check only Olle case more: JCB == >,yB .hc . Take <Li E Dom(SAJ. We

must show that N(>.y.h)(al, ... ,an ) E Dom(scB) and sCB(N(>.y.h)(al, ... ,an) =
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[Ày.h( Idx" ... , In/ ~:n)], (Ii E oS ..d (li))' a is ('nongh tn show th'll .\y.h (/ 1/:1' 1.... , f ,./.1',,)

satisfies (1) in place of 'fi i.e. for every h E Dum("B) it holds that

Sc (N(Ày. h)(a l, ... , a,,) (h)) = [( Ày.h(Il / ;t'I , .... 1" /.1'" )' 1')1

r E sB(h), because by the uniqueness of [<pl it will 1'01101' .sc/I(N(.\y.h)(IIt: 11,,)) =
[Ày.h(ll/~:" ... ,l,,/x,,)J. But first wc have to check that. (N(.\y.h)(III, II,,))(h) E

Dom(sc); this is so by the induct.ion hypothesis sincc N(.\y.h)(IIt: ,11,,)(h) =

N(h)(a" ... ,a",h) (and ai E Dom(oS..l.l,h E JJum('<B))' Again ily till' indnction

hypothesis sc(N(h)(o.lo ... ,an ,h)) = [h(/I/~;Io ... ,I,JI'",'r/y)], sn indl'I'd

sc(N(,\y.h)(a" . , . , 0.,,)(h)) = [h(ld Xl, ••• , 1"/~;,,,1' /y)] = [( .\y .h(t 1/:" l, .••• 1,./."" )'/')1

(recall li E s,dai) and l' E sB(h)). 0 Clailll 2.

Now it is clear that N refiect.s equalit.y: let. N(J: A
[> JB) = N(;,," [> ,Il), th<:ll fol'

every a E Dom(s,d, sB(NU)a) = ,sB(N(g)a) and so hy (2) wc have .IV.!:,,) = .'M/;t:)

(take a E s;;'(Ç), ç 1. J,y). By lelllrna 3.24 wc have.r =,. .'1' []

Remark 3.26 The typed À-calculus for which Friedmilll "roved the till'OI'C'1I1 didl!'l.

have product. types nor the tel'minill type nor ildrlit.iollal ("flilldiollal") collsl.allts.

Also the equations didn 't have context.s. 1n his Cilse 1'(A) = {[/] : 1 : II} (t 1101.

necessarily closed). Obviously fOI' A ;: 1 il. wonldn't wOl'k in 0111' cast:. So wc harl 1.0

take only closed t.erllls and t.herefore wc hild 1.0 int.l'odllcr: "llla.IlY" collst.alll.s.

Let us also add that the above theorem WilS proved illdt:pendelltiy (alld lal.el') hy

John Kennison [Ken92J.

And finally, wc restate and give the l'l'DOl' of:

Corollary 3.21 (bis!) Let 'D he a l'l'CC cartesian closed cat.egol'Y which ha.s irtiillil.<:iy

many free arrows for every object. Then there exi,;ts il f"ithful, sl.rllctllre preservillg

F
functor 'D -> Sel.
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Proof: Ld L he the frce À-ca!culus such that CL = D. 'l'hen hy the previous theorem

l.!J{"re is a /IIode! N of L in Scl which refleeLs equalit.y. 'l'hen, by corollary 2.12 there

exi,t.s il cc-fnudor D .!.., Scl snch that N = F 0 M (M is the canonic,,] mode!

M : L --> Cd. Fis faithful by the construeLion of CL and faithfulness of N. 0
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3.2 IVIints' reductions

'1'0 finish off the l'roof of theorem a.16 wc need t.o pl'lwe proposit.ion :\.18. For t.hat.

we need a confluent system of reductions fOI' (a free) typed ,\-calculus as given abov,,­

which does not introduce new variable~ So not only products hut. also tl,,: t."l"Ininal

object are included and not all t.ypes are inhabit.ed. Therc are only t.wo refercnCl's

(that wc are aware of) where such a syst.em is given: [1\'lin80] ami [enDl]. Wc prefer

the system given by Mints and wc are going t.o use t.hat one. 'l'he nlain reason for our

choice is that these reductions arc closer 1.0 Prawit.z' reduct.ions for nat.ural dedndion

and t.hey are siml'1er than the ones in [CD9l].

The reduct;ons in [CD9l] arc ni (sec be!ow) but. in t.he opposit.e direction (and no

restrictions), n2 and in addition infinite!y many reductious which 'lI'e int.roduced t.o
Sp-l '1'

take care of "Obtulowitz' pairs" e.g. x lXA +- (1!"I(:CIX'I),1f2(:"IXA)) -t (1,1f2(",lXA)).

Because of these pairs they have 1.0 ",Id new reduct.ions and hy a kind of I\nllt.h-Ilendix

procedure they add infinitcly many rcductions but. neatly cl'Lssified in four groups.

The above pair they "connect" byan SP,o!' reduction: (*,1f2(,,;lxA)) -t ,,;lx,I, (Ld us

just mention that their remark t.hat. Mints' reductiolls are "only" up t.o an eqllivaienc<:

relation is unjustified since the equivalc:nce is a-congrnencc used also by t.hem and

almost everybody else.)

Let us briefly introduce some terrninology rclat.ed 1.0 the notion of rednd.ion, A

binary relation n on a set of terms is called a rcduction; tradit.ionally (1, s) En is

denoted t ~ s. A term 1 is n-normal if there is no t.enn '" s!;ch t.ha.t. 1 ~. s. A t.erm 1

is weakly normalizing if t.here is a finite seqnence 1 == 10 ~ •• , ~ 1" sllch t.ha.t 1" is n-
I A . 1 1"'1' 1 l 'R 'R l 'Rnorma. term 1 IS strong y norma IZltlg 1 cvery sequence, == 0 -t . , • -t '" - •. , .

is fini te. We say that n is weakly (st.rongly) nonnalizing if every t.erm 1 is weakly

(strongly) normalizing. The transitive and reficxive closurc 01' n we will dcnote hy

n°.
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1\ diagrarn such as:
a~b

pl ~~
C-"8 >-d

is actually a stat.cmcnt which says: if a .::., b and a !!.., c then there exists d such that

b:!, d and c ~ d, where n, (:J"and li are possibly different reductions.

Wc say that n is locally confluent/locally Church-Rosser if

also wc say t.hat 7?. is conHuent/Church-Rosser if

Notation: We will write i[x] when we refer 1.0 a particular occurrence of the variable

a' (free Ol' hound - but. of course not in J-x. pasit.ion);t[s/x] denotes a term equal 1.0

t exccpt. that inst.ead of x is writ.t.en s (so il. means that we don't care about. clashes

of variables hcre). Example: let i[x] == J-x.(x, x) where we are pointing 1.0 the left

occurrence of x in (x,x). Then t[J(x)/x] == J-x.(J(x), x). We can see that also

t[J(x)/a,] == t[J(x)/y] where i[y] == J-x.(y,x). The same thing is true in general,

nalllcly writ.ing t[s/x] wc can always assume that t.he variable x occurred only once

in t[:c] (again not. counting t.he occurrences in J-x.). Wc will try 1.0 usejust ils] instead

of I.[s/x] as oft.en as convenient. (We just. defined the notion of "context", but since

wc uscd this word earlier for a different thing, here we wan't give a particular name

t.o i1..)
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• Mints' system of reductions n is the follo\\'ing:

C[tB"] ~ C[),x.(t':v)] :v ri- 1"\I(t) pl'Ovided lIeither t == ,\!J.8

1I0r C[t] == /JI(l' 8)]

•

1I0r C[t] == /J[1I';(l)]

C[tl] I., C[*] if l' ~ *
nz C[(),x.t's)] !!., C[t(s/x)]

C[1I'i( (t 1 ,tz))] ~ C[t;]i = 1,2.

To be more precise, we should have said that C[z] has exact.ly olle OCClII'rellce of

the variable z and then the above reduct.ions would have looked e.g. ilS l'ollow",

provided neither t '= ),y.s nor C[z] '= IJ[(z's)/w] fol' allY two tel'lns IJ[w], 8.

The terms in the brackets on the Jeft we cali 'l'cdexcs. The positions ahove which

are excluded we call 'l'est'l'icled positions. If t is a redex of a reduction , (,-l'edex)

and if t .2, s is a ,-reduction on 1 then ,(1) will denote the term .<. We also write

t E, s if there is a reduction , E n such that t 2, s 01' 1 == .<. (So agaill wc arc

abusing notation a bit: n denotes (al, the same time) its reflexive cioslIl'e). The

smallest equivalence relation containing n we will denote S'!11, sa t S'!11" il' and only

if there exists a sequence of terms t '= 10 , t" ... , tn == " such Lhat fol' every 0 ::; i < 'Il,

li E, /;+1 or li+! ~ li. Onen, we want 1.0 he precise alld 1.0 write t S'!~.< if there is

a sequence as above so that X = 1"\1(10 " •• ,tn ). The system of rednct.iolls in which

the restrictions (on the position as well as on the shape of tel'lTls) arc OInittcd, wc

call unrestricted reductions and we de;:ote il, hy nu .
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The restrictions in the above system are the obvious ones ta prevent nontermina­

tion - il, is interesting that this is "the right" choice i.e. with these restrictions the

system is strongiy normaiizing and also sufficient for the À-calculus in the following

sense:

Proposition 3.27 For evel'y sel of vnriables X, 1- t = x s ifJ t 2'!~ s

Proof: '1'0 prove that we necd a very simple fact which is going to be used once more:

Lemma 3.28 FOl" evel'y Iwo lerms 1 and s, 1 2'!~ s ifJt 2'!r s.

Proof: In both directions, the proof is by induction on the length of the chain which

witness the appropriate relation. The only thing which has to be checked is the base

of induct.ion in the proof from right to left, and the only four cases worth checking

are the applications of unrestricted reductions when the subterm on which we act is

in the restrieted position or of restricted shape (or both). Let's check just two cases:

suppose that a term (tI, t 2 ) appears as a subterm of a term r, we can \Vrite this as

1'[(1 1,12)], and suppose that the unrestricted SP \Vas applied on t i.e.

ln the restrieted case these two terms can be connected as follows:

(Notice that we don't have to separate the case when the term (t l , t 2) appears in the

rcstrieted position.) For the second case we choose the following: suppose
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• These two terms van be connected in t.he rest.rict.ed case as follo\\'s:

(Again we did not have to separate the case whell 1. == '\11.11.) 'l'he ot.her cases are

equally easy. o

To l'l'ove the above proposition we just have to prove that. 1- 1. =x .' iff 1. ~r "'
but this is standard; for a sim l'1er situation sec, for example, proposit.ioll :\.2.1. 111

[Bar85]. o

•

The key observation is t.hat ni and n; commllte. More precisely wc have t.he

following proposition:

Proposition 3.29

From this proposition, using sorne more or less obvions propert.ies of t.he ahove

system of reductions, we can establish several interesting corollaries e.g. conflueJIcc,

strong normalization (giving also a l'articulaI', nice norrn"li~itl.ion st.mt.et\y) ami "Iso

confluence of the system same as the above one but. without rest.rictions.

The l'roof is going to be divided in severallernrnas but before we nœd t.o int.l'Odncc

some notation and some definitions.

The following notion makes sense in general: if l[s/x].!'... l' then the {J-residnal of

s is whatever remains in i' of s. We are going to use that notion only when {J is one of

the nl-reduetions and s is not the redex on which wc apply {J. Let ilS just. add t.hat

the notion of residual as weil as the concept of minimal devcloprnent. are standard in

literature, see for example [HS86] .
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•

Definition 3.30 (RI-residual) Lel[ be one of lhe R I -7'edaclions and lei ils/x] .4

l' be on a [-redex R sueh lhal R 1'- s. The [-residaal of s is defined as follows:

firsl, if R is disjoinl from s i.e.l[s/x] == T[s/:-c, R/y] for some term T[a:, y] then

l' == T[s/x,[(R)/y] and in this case s is lhe residual of s. Second, if R is a proper

sablerm of s i.e . .5 == S[R/y] for sorne le7'm S[y] 1'- y, then t' == t[S[[(R)/yJ/x] and

lhe resirhlll,l of s is S[[(R)/y]. Third, if s is a proper subterm of R i.e. R == r[s/x]

for some t,mn r[x] 1'- x and t[x] == T[7-(x]/y] for some term T[y]. Then we have two

cases depending on T if[ = T/ then t' == T[(.\z.r[s/x]'z)/y] and this sis the residual

of s; if [ = 81' then t' == T[(7l'(7'[s/x]), 7l"(r[s/x]))/y] and these two occm'rences of s

""e the resid1ULls of s.

The 7'esùlual of a 'resirlaal of some term s we will cali again the residual of s.

Notice that evel'y residual of a redex remains a redex. Also that residuals or disjoint

terms remain disjoint. The only case when a term t can have more then one residual

is when we perrorm an 81' reduction on a term that contains t.

Definition 3.31 (RI-minimal development) Let RI, ... , Rn be a set of [-redexes

in a te"1n thE RI or [ = RI)' Then t ~ s is a minimal development (denoted

["') on RI"'" Rn -if in each step we '/'educe a 7'edex which is a "esidual of one of

RI>"" Rn (one of them at the first step) and minimal among them (with respect to

the subtc,.,n 'relation). When we wl'ite a set of redexes fo'/' a minimal development as

above wc assume t/Ult if i < j then Rj f,. Ri (Rj is not a subterm of Ri).

Two minimal developments performed one after another don't have to make a minimal

devclopment but if the redexes of the second one don't contain any of the redexes of

the first then they do rnake one minimal development on the union of the two sets of

redexes. Although we are not going to use it we can notice that the above remarks
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• on residuals tell that every minimal development on RI"'" Hn l'nds in Il sl.eps (sin\'('

we never apply SP-reduction on a rcdex contailling a rl'dex from the prescrihed lis\.).

Lenuna 3.32 A sel of redcxcs detcrmines the resu/l. of m inilllIII dcvcloJlIIICllt in Ihc
"m "YI/ni

following sense: if 1 --+ s' IInd 1 --+ s" on the sl/mc ,w,t of rcdcres /hcII .,' =,,".

Proof: Induction on the number of rcdexes. Zero redexes don't make il. l'roh'''nl.

Neither does one. Since the arder of r~dnctions for the disjoint. redexes is i''I''''"vilnt.

we can assume that ail the maximal redexes are rednccd al. th" end. Snl'I'osc now

that we omit ail the maximal redexes. By the induction hypothcsis wit.hont them

bath minimal development.s give the same reoult. (new minimal deveiopnl"nts al'''

"initial segments" of the old ones). Moreover (again by the indnct.ion hypot.hcsis) the

residual of the maximal redexes are the same in both cases and, as obscrvcd eadie,'

they are disjoint (and they didn't multiply). Reducing t.hem in wlmt.evcr order gives

the same result.

The main use of minimal development is in the fol\owing lem ma:

o

•

Lemma 3.33 If evel'y reduetion p E n2 , aud every "'1 E n" slItish; the Jollowin.'l

condition:

then ni and ni commute i. e.
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• Proof: Induction on the length of ni. When the length is 1 notice that everyone

step reduction "f is a minimal development and use the assumption plus induction

on the length of n:;. The above argument is aiso used when passing from "n-l" ta

"n" . o

Notation: Let, E nI. Then ,op = (J" if, = '1 and ,op = PI'" if, = SP (notice

t.hat ,OP" = ,OP). Also

,"(t) = { t
,(t)

fol' example

if u = 0

if u = 1

'l''(t) = { t
Àz.(t'z)

(of course z ri- FV(l)).

ifu = 0

if u = 1

•

From now on we will write just t[a] instead of t[al:!:] whenever l,ossible.

"Ym ..
Lemma 3.34 Let a[b] ---t c be a mlnzmal development on redexes RI>' .. , Ri, ... , Ri+j,

Ri+i+db], ... , Ri+i+db], where the "edexes RI, .. . , Ri aI-e proper subte,-ms of band

the te"m b appears exaclly where shown. Theil.: c == a'b"( b'), . .. ,,"(b')] so that

[ 1 ')'1/1 ]
na: ---t n'[:t, ... , x on the redexes Ri+I'"'' Ri+j, Ri+i+l+" [x], ... , Ri+i+dx] and

"Y fII

b ---t Il on RI, ... , Ri; here u = 0 if R i+i+1 [b] 1. band u = 1 if Ri+i+l [b] == b.

Our assumption on the order of writing of redexes fo,' a minimal development

gives R i+i+I [b] -< ... -< Ri+i+db] (the ,-elation -< stands for "proper subterm").

(Someiimes lue will use the following form of the lemma: let a[b] !:; c be a mini-

mal de'l!elopm,ent on redexes RI, , R;, __ ., R i+i , Ri+i+db], _.. , Ri+i+db], where the

redexes RI, , Ri are subterms of b and the term b appears exactly where shown
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• as a proper subte1'111 and maybe R; =b. Then: c =a'bU(b') •.... 1'U(/i)] so Ih,,1
~m ~"I

a[xl-+ a/[x, ... , x] on the rcdcxes Ri+h"" Ri+j , l?i+i+1 [;r], "'! lli+J+d:"] and b -~ b'

on RI,"" R;-u; here u = 0 if R; t band u = 1 if R; =b.)

Proof: If 0,11 the redexes are disjoint l'rom b then the "tatement is almost a tantology.

There are two other cases - the first one is whell therc is a IImxilll?.\ I"l'dex pl'operly

contained in b. By lemma 3.32 we cali aS"lIme that wc first do the rcdlldiolls in "

i.e. a[b] ~ a[b'] and then the reductions 01' the redexes disjoint from li. Sinœ the

reduction a[b'] ~ d on a redex Rd disjoint from 1/ satisfies the statement i.e. Ii =,,'[Ii]

so thal. a[x] ':C a'[x] on Rd (il. can be proved by illductioll on the cOIllplexity of a[:,,])

we have proved the lemma in this case. The l'roof 11011' continlles by illdnct.ion 011 the

index k; the previous l,art is just the base of illducticm h = 0 i.e. thel'e is no l'cdcx

containing b. Sa let R denote the maximal redex contailling " (il, can hc " itself)

i.e. in the notation above R = R;+i+k+t lb]. Our millimal developlllent is a["] !:; c

on the set of redexes as in the statement of the lemma pIns R. Ily lenlllla :1.:12 wc

can assume that R is the last one reduced. COllsider 11011' the ltIillimal developlltettt

without the last step. Since a[b] =A[R/y] (for an appropriate tcrltl A) wc call apply

the induction hypothesis and conclude that

•

A[R/y] ~ A'[R'/y]

on the redexes without R sa that

A[y] ':C A'[y]

on the redexes outside of R - these are sorne of Ri+t, ... , R;+; and
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• on thc rcst of thc rcdcxcs - thcy are RI,"" Ri, the redexes from Ri+l ,···, Ri+j

which arc in Il and R;+j+l [b], . .. , Ri+j+db] . .II' '!llying the induction hypolllesis 1,0 (3)

(actl!~lIy just the ba:;e of induction) we hal' ,,.' '= R'[-yU(b'), ... , ')'U(b']1 ,othat

-y'"
R[,,,] -+ R'[x, ... , x] (4)

on thc rcdcxcs from Ri+l,"" Ri+j which arc in Rand Ri+j+t+u [x], ... , Ri+j+dx],

and also

b~ h'

on Rh"" Ri. Taking (2) and (4) wc gel,

'l'TIl
A[R[x]/y] -+ A/[R'[x, ... , x]/y]

(5)

(6)

on Ri+h ... , Ri+j, Ri+j+t+u[x], ... , Ri+i+dx]. Now, if we reduce R/[x, ... , x] (which

is indccd a rcdex) we have

~m

A[R[x]/y] -+ A'[-y(R'[x, ... "r])/y] (7)

on Ri+h"" Ri+i> Ri+i+t+dx]' , Ri+i+k+dx] . Since A[R[x]/y] '= a[x] we can use

a'[a:, ... , a,] 1,0 dctlote A'[-y(R'[x, , x])/y] . This togethel' with (5) finishes the pl'oof.

o

Lemma 3.35 With the above Ilotation the following hold:

2. a[-y(b)J ~ a[b], providing b is of the 'forbidden shape' (i.e. b '= (bI, b2) or

•
b= ).x.b1) or in " 7Ysl.7·icted position or both.
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•

•

Lemma 3.36 The conditions of lemma (3.S3) arc satisjied ",lIcII fi is any R 2 rcd:lr·

tian.

Proof: Case 1. p == Pl' (and, =It or " __ SPl. 50 suppose we have

where the minimal development ,m is done on t.he redexcs Hl,"" ni, ... , Hi+j ,

R;+j+I[7I'( (bl, b2 ))], ••• , Ri+i+d7l'( (b l , h·2))], where the redexes H" ... , Hi are snhl.el'llls

of b" redexes whieh are in b2 are not even shawn and the t.enn 7l'( (hl, h2 )) is cxaet.ly

where shown. By lemma 3.34 the result of the minimal devel0plllcnt. has t.o bc as

above (sinee we ean't apply 1 on (b l , b2 ) • either the types don '1. match or the shape

[
'Yt/I [ ]is forbidden) where a xl -; a' JI, ••. , x on Ri+!, ... , Ri+j , Ri+j+I+" [:t:] , ... , lIi+j+d:l:]

..,m
and b, -; 1/1 on R" ... ,Ri-v.

For the sake of simplieity we will write just a'[:e] instead of a'[:e, ... , :1:] i1.nd sinli·

lady a'bU( 71' ((l''(bD, b~) ))] for a'b"(71'( (Iv (b~), b~) )) /.7:, ... d'(71'( (1" (h~ ), b~) )) /:1:J and

sa on. But we don't write PI' instead of PI'- (e.g.the following diagram). i\pplying

Pl'" we have:
a[7I'( (b" b2))] _-,-P,-r-~,a[bd

..,m1
a'bU(71' ((1" (bD, b~) ))] p;:;-"" a'b" (l'' (b~ ))]

By lemma 3.35 we can add one more arrow:
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•

Now, if uVv = Oit is obvious that a[bJl :c; a'[b;] on H" ... , Ri" .. , Ri+i , Ri+i+l [bd, . .. ,

/l.i+i+dbJl finishes the l'roof. Thercfore suppose u V v = 1. If bl is of 'forbid­

den shape' or in a restricled position (il, couldn't be both because we would have

Il V Il = 0) then by lernma 3.35 a'b(b;)] "!:;' a'[b;] and again the added ,'" is per­

formed on ail the redexes exccpt the one which caused u V v = 1 i.e. RI, ... ,Ri-v,

I!.i+""" /l.i+i ,Ri+i+l+u[bJl, ... , Ri+i+dbd·

And finally, if b, is not of 'forbidden shape' nor in a restrieted position (and still

u V v = 1) then orb;] .2, ab(b;)] can be performed so we have:

a[1I"((bI,b2))]--,-P,-r--+, a[bd

~
a'b(b;)]

/
a'bu(11"( b V(b; ), b~) ))] p;:;-""" a'bU(,v(b;))]

where the new ,'" is performed on RI, ... , Ri-(UAV» Ri+1>"" Ri+i ' Ri+i+l [bl ], ... ,

Ri+i+dbd. Thal, finishes the l'roof of the first case.

Case 2. P == f3 (and, == '7 or, == SP). So assume we have

a[('\y.b'c)]--,=(3-_, a[b(c/y)]

7'"t
a'bU(,\y .,"(b')',W(c'))J

where,'" is donc on the redexes RI; ... ,RI, ... ,Ri, ... ,Ri+j, Ri+i+tf('\y.b'c)], ... ,

Ri+i+d('\lI.b'C)], where the redexes RI,"" RI are subterms of b, redexes R1+l , ••• , Ri
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•

are in c and the term (>'y.b'c) is exact!y where showlI. (Sec the Silllplilicaiioll ill tI",

notation mentioned in the first case.) Agaill Ily lemma :l.:l'i the reslllt of the IIlillilllill
Jill

development has to be as abol'e (silice we Cilll't apply Î' 011 .\y.b) wl"'I"<' a[.rl ._> a'[.I·]

on the redexes R i+1 , ••• , Ri+j , Ri+j+I+t1 [:1:], ... , Ui+i+d:r]. b~; Il 011 UI •.... Ut -- l • and

c =C d 011 RH1 , ... , Ri - w ' \Vithout loss of gCllcralit.y wc aSSl1111P that. il has al, 1Il0St.

three occur rellCCS of yin it - so b looks 1ikc b(y, y, y) where ollly t II(' l<'1"tllloS t y is il 1110111\

the redexes (e,g. .Rj '= y) and ollly tll(' rightmost y is ill the restricted positioll for

this ,. Applying (3' we have

a'bU
( >.y .,"( b'(Î'(y), y, y) )'f'"(c'))] I!:. a'b" (fU( li( ,( ,'" (l")), ,"'(l"), ,"'( l"))))].

The rightmost occurencc of ,'"(c') is in a restricted positioll (hy tll(' ilSSlllllptioll) so
"Y"I'

applying ,°11 we get c' al, this positioll (we IIRed lelllllliL :1.:15). Aiso ,h"'(c')) -I,(c')
..,op

and ...,U(,V(b')) ~ "'yttVV(b'). So, wc can add olle Inof'(~ (,'(],rrow" \'ü,t.I\(~ diagl'il.1l1 a.bove·

and now we have

a[(>'y.b(y, y, y)'c)]---'~::"_--' a[b(cfy, cfy, cfy ))]

"'''1
a'bU

( >'y ,,"( b'(,(y), y, y) )'f"'(c') )]-w Il'b''V,,( {il ,(c'), ,"'( l"), c'))]
2

,,/'"
It is easy to see the redexes for the fol1owillg millimal devdopillellt: b(c,,,,c) ->

b(c',c',c'). Now we have two cases: c' of forbiddell slrape or Ilot (lei. liS jllst IlIelltioll

that the first case is possible exaetly when c is of forbiddell Siri"'''')' III tire first (:ilS('

,(c') ~ c' and ,'"(c') ~ c' (in faet w = 0 in this case). III tire secolld case c' 2, ,(ri)

and c' -2, ,'"(c') (l'l'calI that rirst two positiolls of c' arc Ilot rcstriet,ecl ill h). III allY
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..,m

• case t.he t.wo "branches" of t.he above diagram arc little closer - wc have:

a[(Ay.b(y, y, y)'c)]

~~
a'b"(Ay."("(b'(-y(y), y, y)h"'(c'))] a[b(c, c, cl]

~
a'b "VV( b'(-y(c'), "("'(c'), c'))]

~
a'b"VV(bo)] a[bol

where:

b'b(c'),-y'"(c'), c') if chas allowed shape.
bo = {

(,'(c', c', c') if chas forbidden shape

•

(passage t.o b' also doesn't. make a problem now). Nol' if u Vv = 0 solut.ion i" obvious

so assume u V v = 1. So t.he situation is exaet.ly as in the first case - in any case 1.0

t.he above diagl'am wc can add

a[( Ay.b(y, y, YJ'c)]

~~
a'b"( ,\y."("( b'C"((y), y, y)h'"(c'))] a[b( c, c, c)]

~
a'["('NV(b'( l' (c'), "('"(c'), c'))]

~
a'["("VV(bo)] a[bo]

..,~ )m
a'["(r(bo)]

where ,. = 0 if bo is of "forbidden shape" or in a rest.ricted position and r = 1

ot.herwise. (Alt.hough ,'" is not. in general a transitive relat.ion here wc took care
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•

of that by reducing "from inside" so ~hat these consecut.ive Î'''''5 givc a millimal

development. )

Cas~ 3 p == T (ane! 7 == '1 or 7 == 5P). So suppose we ha\'c

(See agam the simplifiee! notation from case 1.). The minimal devc\oplncnt was

done on the redexes RI,"" R;, ... ,Ri+j, Ri+j+J [1], ... , Ili+i+dl], wherc t.he redexes

Rb"" Ri are subterms of 1and the ten11 1 is exactly where shown. By lelllllla 3.:\4

the result of the minimal developmenl, has to be as ahove (sille<' we cali '1. ,,,pply 7
.... 1/1

on t - the types don't match) where a[x] -+ a'[x] 011 R;+J,"" Ili+i , I!i-J-i+ d,,,] ,... ,
Ri+i+dx] and 1:c l'on Rb"" Ri. Since l' still has type .1 il. is obviolls that the

following holds:
Ta[ll] , al*]

7'"l 17 '"

a'[l' lx] ~a'l*]

where the new 7m is done on Ri+b ... , Ri+j, Ri+i+d*], ... , Ili+i+kl*]. 0

Proof: of proposition 3.29. Just apply the: previous lemma alld lelll Il '" :l.:\:\. 0

Lemma 3.37 nI is canonicl'! (i. e. conflue",1 and sI1'On!Jl'!J nO'l'malizin!J).

Proof: For details we refer to [MinSO] - tbis part is correct. Let us just SilY that

by Newman's lemma it's enough to show local confluence and strong lIol'lllali~ation.

Local confluence is easy here. Strong normali~ation is provcd hy assigning 1.0 cacb

term t a natural number #t so that

t ~ t' implies #t > #t'.
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• For that we first dcfine the rank of a type as the number of the type forming operations

in it i.e. #(A X B) = #(A B ) = #(A) +#(B) + 1 and the rank of atomic types and

terminal type is zero. Second, we define the degree of a redex

d( R) = 2L: #(A;)

where Al,' .. , Au are types of redexes in t which contain R. Finally

where Rj are ail (occurrences of) redexes in t.

Lemma 3.38 The ,'c!luclion R 2 is canonicat.

o

•

Proof: A weil known result is that in the typed case Pr; and {3 are canonical (see

[or example [OL1'89]). Adding l'-contraction won't change much. Local confluence

is simple 1.0 check; and strong normalization we gel. by showing that ail l'-reductions

can be postponed after {3, Pr-reductions. Let us just show that this is so in case of

(3. Suppose that, before al(Àx.b'c)] .!!." a[(b(c))] there was al' reduction. 1'here are
l' l'

oaly two interesting cases: C[t l ] -> Cl*] == c and B[tl/y] -> B[*/y] == b. In the

first case the old reduction looked like a[(Àx.b'C[t1])J !:, a[(Àx.b'c)]'!!'" a[(b(c))/y], we

transform it to a[(Àx.b'C[t1])J .!!." a[(b(C[tl ]))] :!:.: a[b(c)]. (By a-congruence we insure

I,hat there are no clashes of variables.) In the second case the old reduction looked as

a[(À:d3[t1/1I1'c)] I, a[Àx.B[*/y]'c] .!!." a[b(c)]. We transform il. 1.0 a[(.\x.B[tl /y]'c)]'!!'"
1"

a[(B[tl /y])(c)] == a[B(c)[W(c))/V]] -> a[B(c)[*/y]] == a[b(c)]. (Bere we assumed

that V was not a free variable in c - il. was anyway denoting just a position.) Even

simpler is the proof with p,. instead of {3. Notice that in those transformations the

number of p", {3 reductions remains the same and they "go up". So there is no
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• infinite R 2-reduction, if there were it would have ta have infinitely mauy l'l', iJ­

reductions (no tenns have infinite1y mauy consecutive T-re<ludions): t.ransforming

such a reduction we would get arbitrarily long re<luction of consecnt.ive 1'1', iJ st.eps

which would contradict strong normali7.ability of this fragmen!.. o

This (and even less) is enough 1.0 show that l\'!ints' re<lnctions are conllnen!.. Thit!.

is also all what wc nccd 1.0 finish the l'roof of the main thcorem. For the record:

Corollary 3.39 MinIs' red1lclions al'e conflncnl.

Proof: Suppose wc have

(Recall R = RI U R 2 .) Then just apply the induction on the lIumber of changes of

Ri and Ri in the branches together with lemmas 3.:31, 3.38 and proposit.ion :J.2!!.

(Thal. was the pattern of the Hindley-Rossen lemma.) o

Although not needed for the main lemma wc can pl'Ove t.hat. Mints' redudions arc

not only confluent. but also weakly normalizing.

Proposition 3.40 Terms in RI normal fO'l'm 1L)'e ciosed for R 2-1'cdnclions, so we

have Ihal MinIs' rednclions are 11Jeakly normlLlizin!J, lhe shûc!JY beinf/: fil'sl do ILll

Rrrednclions Ihen ail R 2-reduclions (even more specificlLlly: R 2 elLn be ''''I)(U'(J,lr;ri:

firsl ILll PI' ILnd (3 ILnd Ihen ILU T )·educlions).

Proof: Just notice that applicat.ion of PI' and (3-reductions ail R,-Ilonnal t.enn can't

introduce new RI redexes. For example if a[.Xx.b'c] is a RI-normal t.erm, t.hell a[b(c)]

is RI-normal tao - all terms arc in even more restricted posi tion then thcy Were bdore

•
the (3-reduction. Also use lemmas 3.37 and 3.38.
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• Corollary 3.41 (Akama) iVlinls' reduclions are slrongly normalizing.

Proof: First observe (exarnining several cases) that if a term is not in R 2-normal

fonn il. can't become R 2-norrnal after application of Rl-reductions. So assume that

we have an infinite chain

1
Ril 1 I/i, Rin 1 l/i"+1

,0 -+ 1 -+ ... ----7 n -+ ...

(i j E {I, 2}). Since RI is strongly normalizing as proved above, we have that in the

above chain infinitely rnany reductions is of R 2-type. Let fi denote (the unique) R l­

normal form of the Lerm li. Then from the above infinite chain we can obtain (by

Rrnorrnalization) the following infinite chain:

-'Ri-ni 'Ri-ni
la -> il -> ... ->ln -> ...

This chain exists by the commutativity of Ri and R; (proposition 3.29) and the fact

thal. RI normal rorms are c10sed fol' R 2-reductions (proposition 3.40). AIse. we have

t,hat I.he chain is infinite by the observation from the beginning of the proof. But this

contrmlict.s strong normalizal.ion of R 2 • o

•

II. is obvions I.hat unresl.rict.ed Mints' reductions are not normalizing (for example

:e,,11 could be 7]-el-panded and l3-reduced infinitely many times); it is interesting,

however, thal. they are confluent.

Corollary 3.42 Mints' reduclions without the restrictions are confiuent.

Proof: Suppose that
(nU)' b

0----

(nU)'t
e
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• That implies b ~R" c and by lemma 3.28, it is the sanw as b ~R c and t.hl'n fronl t.he

R' ".confluence of n we have that there exists a term fi such tha.\. b~ fi and c ~> d. Sinet'

n c nu we have:

o

Remark 3.43 Mints' reductions were giveu in [Min80J. Unfort.nnat.dy Iemn"" 7.\

(vi) and theorem 7.3 are not correct. The theorem states t.hat. t.he Ilol"lllali~ing st.rat.­

egy is first n2 then n,. Applying that on ;r lxA wc gel. (7r(x),7r'(;c)). But applying

the strategy on (7r(x),7r'(x)) gives (*,7r'(x)). So t.wo eqnal tel'lns:l: and (7r(:c),7l"'(:I:))

don't have the same normal fonn. If the calcul us were withollt the t.el'lninal ohjeet.

(and the appropriate rule) then first n2 then nI wOlild he a nornlilli~ing st.rat.egy;

this was sllggested already in [Pra71, 3.5.2 Normali~ation t.heorcrn] (notice howcvcr

that the uniqueness of the normal fonn (there calicd expanded normal l'ol'ln) was not.

stated c.f. 3.5.3 Strong normalization theorem loc. cU.), hut also recall that l'mwit~

considers a11 first order logical connectives (even nbsul'dily) hut Ilot the cOllncdivc

truc.

Let us finally restate and prove

Proposition 3.18(bis!) If J =x 9 in a free À-calcul us and ;r does Ilot OCCln· as a free

variable in either J or 9 then we also have;! = g.

Proof: Since by corollary 3.39 ([ree) typed À-calcul us is confluent for a set. of reduc-,'

tions which do not introduce new variitbles, [rom J =x 9 wc have that there is a t.enn

•
l such that J and 9 reduce to it, there[ore J = land l = g.
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The aboVe proof concludes the praof of the first main result. Let us just give a

rernark on the history of the above result.

Remark 3.44 We obtained the theorem 3.16 in spring 1990 and 1 gave a talk on

that on a McGill seminal' organized by Prof. Lambek. However, 1 was using Mints'

,"es,tlt without noticing this mistake in il,. In December 1991 1 corrected these mis­

1.iLkes in Mints' paper and distributed my paper (almost the same as the second and

thi,·d section of the thesis) in March 1992 1,0 sorne people al, McGill University. Since

the end of July, beginning of August 1992 the paper was available [rom an "ftp-site"

as announced on two e-maillists (under the name "On Cree CCC"). The ollly math­

cmatical changes are two additional corollaries about Mints' reductions - corollaries

3.'11,3,42 whieh are immediate consequences of our main result about Mints' reduc­

tians i.e. proposition 3.29. The corollary 3.41 is the main result in [AkaJ3] - a paper

which has our paper as a rcference. Also, independently, Jay [Jay92] gives a different

proof of strong normalization for a system in which every type had a closed normal

term - a property not available in general.
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4 The Interpolation Result

In this part we formulate and prove the second main l'esult., t.hat. is Llw int.('l'polat.ion

property of bicartesian c10sed categories as well as cartesiau c10sed categories. Also,

al. the end we give couple of applicat.ions which show t.hat. OUI' int.el'polation is indecd

a strong generalization of the corl'esponding result, fol' I\eyt.iug illgchl'ils.

Let us formulate more precisely what. wc are aft.el':

Definition 4.45 A square consisting of CIItegories, fnnctm'" I/.nd 1/. I/.I/.ll/./"(/I lrl/.I/.sfor­

mation
A F

~B

1

°1
JI

;/t
c f( ''D

has the interpolation properly if fOl' e'Very two objects CEe (/,I/.d 13 E B !lnd every

arrow H(B) .:!.., J((C) in 'D there exisl an object A E A I/.nd <J:n'01l1S 13 ~ 1"( A) in B

and G(A) .-:. C in C such thal d = J((c)TAlJ(b).

We will consider only those squares of the above t.ype with T a nat.nl'ill ISOlnor­

phism.

Definition 4.46 A 2-cl/.tegol·y of categories l!lLs the interpol!llùm profle1"ly if 1/.11 li""

Pushouts ha'Ve the interpolation prope'l"ly.

We use the term "Pushout." t.o specify that wc have in mind appropriat.c version

of the 2-categorical weighted bicolimit. - t.he precise dcfinit.ion is coming iaUel' see

subsection 4.4.2.
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Theorem 4.47 'l'he 2-ClLtegory BCC of bicll1'lesian closed categories hlls the interpo-

llltion Jl1'OJlcrly.

This result holds not only for bicartesian closed categories but also for cartesian

closed categories.

The aboye theorel1l is proyed in two steps. First we proye a stronger interpolation

property for intuitionistic propositional logic than known in the literature - namely,

as mentioned in the introduction, we not only obtain the interpolant but we also show

that the new proors (of the interpolant and from the interpolant) when composed are

actually equal 1.0 the proor which we started with. Additional care is needed 1.0 handle

the presence or axioms; the presence of additiona! equalities among proofs turns out

1.0 be no problem al. ail. ldentifying proofs with terms we can precisely state this as

rollows.

Proposition 4.48 Let LI Ilnd L2 be two languages, and let Tl and Ti be /100 ÀD­

theories on the resJlective languages. Let '1'0 be a theory on the language LI n L2 such

thll/. '10 C 'li n '12 (wc mllY ILS weil assume thllt the theories are deductively closed).

Lei, (.1: 8 l> tC) be Il term in the language LI UL2 such that the type B is in LI and the

type C is in L2. Then, there is Il type A in LI n L2 and terms (xE l> ,.il) in LI, and

(yA l> sC) in L2 such lhlll:

The proof or this proposition is giyen al. the end of section 4.2. In the section 4.3

we giye thelh-", reforl1lulation of the aboye propvsition in categorica: terms and we

obtain the interpolation property for "ordinary" 2',pushouts in the 2-category BCc.

(bicartesian closed categories with the chosen structui'e, strict bc-functors and natura!

_>isomorp 11isl1ls as 2-cells) - one can notice, though, that the fU'l<:tors associated 1.0 the
, . /.','
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above proposition (i.e. B:/o --t B1;) have a particular praperty - they are inclusions on

objects. This is so because Lo i8 a 8ubsel. of L; - no collapsing of typ"s has occnt...e,!.

Although the main result - theorem 4.47 does not requin, any assnll\ption of this type

- these somewhat unusual functors will l'laya substantia.l raie in the l'roof of il..

The l'roof of theorem 4.47 then proceeds via connection bdwcen the strict and

nonstrict doctrines a la [BKP89] and via construction of l'u,honts in the nOllstric!,

doctrine BCC from the 2-pushouts in the strict doctrine BCC" .
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• 4.1 Prawitz' permutative reductions

As il. was mentioned earlier, 1.0 obtain the interpolation property for bica.rtesian

c10sed categories we a.re going to analyze a syntactic proof of the Craig interpolation

property roI' intllitionistic propositional logic. There, the strategy is 1.0 show weak

norllla!ization or the appropriate system of proof-redlletions, and then 1.0 stlldy the

normal forlll. It is hard 1.0 attack the whole set of equations as given in definition 2.3,

but lucki!y enollgh we don't have to do tha1.. 'Ne can take a system of equation which

is strictly weaker than the one in the definition and this will suffice1 It is weil known

that adding disjunction 1,0 the po.;itive fragment {T, Il, -;} of intuitionistic logic

briugs difficulties of a new kind 1,0 the analysis or proofs. E.g. to prove a satisfactory

forrn of normalization of proofs, i.e. the one which will give the subformula property,

il. is no longer enough to consider just ,B-Iike reduetions (denoted by R2 below) but

one has to add a substantial part; of 1)-like reductions (or expansions) for disjunctions

(and the connective "false") (denoted by C and E below). This is already done in

[l'ra65], ror a "recent" discussion connecting this 1.0 linear !ogic see [GLT89]. 'Ne

choose 1.0 work with Prawitz' original reductions, in the form given in [GLT89].

Notation: ror two terms t and r we writet >- r if r is an immediate subterm of t.

Reflexive and transitive cJosure or >- we shall denote >-", so that t >-" s means that

s is a subterm of t.

The rollowing set of reduction we will denote by Pi we find il. convenient 1.0 par­

tition P as rollows:

•

('\x.t's)!" t(slx)
Prj

7f;((t Io 12 )) -; t; i = 1,2

i = 1,2.
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C

E

'iTi(OXl.Ut, X2.112; 1.) !i; O:rl.'iTi(U.), ;1:2.iij(UJ; 1.

3
(<S.LI'Ut, X2.U2; l)'r -t O:l:1.1l1'1',.1:2.'ll:/1'; f,

OXl.Ut, X2·'U2; (OJI1 .VI, !/2'V2; l) ~ 8;1/1.(o;/: \.U 1: ;1:'1 ./f.2; V\) ,!J',!.( 8.1~ \.'lI h ;l'2,'Il,.!; '1'2); 1

EA(8x.u, y.V; t) 2; 8;~.c'l(Il), Y.c'\(V); 1.

1 21l",(c'\IXA2 (t)) ...è, c'l;(t)

elE (t)'7' ~ EA(t)

8x.é, y.vG;(MB(t) ~ (G(t)

(A((O(t)) 2; (AU)

The following "scheme" of rcdudions in nat.ura! dedllctioll <:01"1""'1'011(1, t.o t.h"

C-reduct.ions:

AvE C C 8

C or

D

C or C or

AVE J) IJ li

IJ

•

Here, or stands for one of the five rules for elimination of connectives - so it. can have

one, two or three hypotheses; 8 st.ands for t.he e1iminat.ion of disjllnctioll. Similady

one can represent the E-reductions.

To see that the system of equations generat.ed by the above sel. of redllctiolls fJ is

weaker than the one in definition 2.3 use lemma 2.4. The fo!lowillg is ilOt. ""a!ly Il<:eded

for our purposes but let us notice that the equation 8:r, A .t, (:c A ), yB ./dy/J); '/1} = '/1} i,

not provable in the above syst.em, but it. is equivalent. 1.0 t.he e,!uat.ion h) relat.ive t.o

the above syst.em.

The above reduction system fJ is strongly normali%ing and has t.he ChllrciJ-RoHHer

property (stated and part.ially proved in [Pra71],[Gf;rSB],[Gir71J) (althollgh 1 have
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nr:vr:r c:hecked t.hat), however - here we give (and prove in the appendix A) just what

we need and this is weak normali~ation (cf. [Pra6.5] p.5D).

Theorem 4.49 (Prawitz' weak normalization) Every term. t in the >'o-ealc1l11ls

ciln /)(; rdlu;ed to a normal (l'erluccd) Jorm. (wilh respect 10 the Ilbove system p) .
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4.2 Interpolation in the ,\-calculus setting

Theorem 4.49 is nsed 1.0 prove the Craig interpolation th,'on'Ill l'or intllitionistic propo­

sitionallogic. ln this section we give the 1'1'001' which 1'01101," l'ril\l"Ît~' proor which is

given as a hint in [Pra65]. Thcrc arc several difI'crcllccs !W\'W('CI\ 0111' prool' t\.lId t.1J('

Prawitz prooL First the minor ones: he works in natnra\ d"dllction and do,'s not

have the connective] ("trne") in the language - we work with typed lanti"la calc.ulns

and we have ail the propositional connectives. The Illost illlportant dilrerenCl' is tha!.

we cio more, i.e. wc check that not only do we obtain an interpolant bnt also th al,

the two proofs when composecl are equal 1.0 the proor which wc began with (adnally

we even gel. more: the two proors when cOlllposed reduce 1,0 th" norlllai ronn or th"

l'roof that we begun with). Also wc allow the presence or arbitrary i\.xiOlns as weil as

additional equations of proors and Prawitz docs not considcr this al, ail.

A general remark - whenever a variable appcars "out or nowh""e" il. nl"iUIS that

this is a brand new variable.

First we need the rollowing lemma (cf. [Pra.(i5], Cor. :l pp. 5'1.).

Lemma 4.50 For a free ,\8-ealeulns (no ndditill7w.l equntious but wall. coustn'llts)

the following holds: lcl tG be Il. p-no'·T1I.al tel"m slu:h thnt t == 1ri(.') 01" t == ""1" 01"

1 == 8x.u,Y:VjS or EG(S) 01'1 is nn alomic terrn (i.e. a "JIlI'inble 01" II. co'llstnnt (01" ;)).

Then Ihere exisis a chain 1 == 10 >- ... >- 1" of sueeessive snblenl/s of 1 s'llch t/w.t t//.{:!I

are in Ihe following relalion: fOI' evel'y 0 ::; i < n, li == 1rj(ti+d, 01" li == ti_I_I'n , or

li == 5x.u, y.Vjli+l (for SOUlC u, 'V, x und y), 07'lj == (B{li+l) and ln 'i8 (lU almnù: le'rm.

(i. e. 1" == vE where V is a variable or a consl,w.!. (01" *)).

In parlieular if Ihe le'rm 1 is nol * Ihen 1" is nol *. So, if in addilion lit!: >'8­

ealenlus doesn'I have eonslanls Ihen 1" is a lJariable.

(il



• /""·.:/,,,nnOl'e, by C'-norm.ality we '"ulI.: ifln_1 == lix."u,y.v;tn then the above chain

1 == 1." ?- ... ?- 1" is adual/y just 1 == lix.u, il.V; II and t l is either x Et +E2 or a eonstanl

(jo'r sorne (J-n01'1rwlte7'm.s 1l, v).

Sirn..ila1'ly, by /;;-llomr.alily, if t"_1 == eB(ln_tlthe1/. 1 == [B(ll) and 11 is a variable

;l'" (wc d01/.'1 hauc c01/.s/mûs of Iype 0).

Proof: Induction on the complexity of t. If the complexiiy is zero ihis is no problem

by the pl'Operiy of ln. If 1 == 71';(05) then SCt XC2 == .s1"·1 for sorne (J-normal terms

"1 and SI, or ,S == 71'j(.sJl fol' a (J-normal term .sI, or 05 is of the zero cOll1plexity (05

can't be a Ii-forrn by C-norll1ality, [-form by E-normality nor (1l, v) by R2-normality,

and the other cases don't type-match). Ali three cases are al! right by the induction

hypothesis. So to gel, the chain fol' 1 we just add t on the top of the chain fol' s.

Similarly the case when 1 == 05'1' (SC~2 == 71'j(stl or 05 == .sI '1'1 or 05 is atornic). Third

case is when 1 == lix.u, y.V; s. Then again 05 can be either .s1'r or 71'j(.stl or atoll1ic; this

is handled again by the induction hypothesis. Notice thal ;, must have a complex

type or type 0 unless 1. == *. o

•

Definiti(\r! 4.51 A+ (A-) i.s the sel of atom..s whieh oecl": po.si/ively (negatively) in

JI. For a eontext l' = xft" .. ,.'l;~" 1IIe define f+ = U;Bt (l'- = U;B;-). AI.so we

rlcfine 1+ c, 1- = 0+ = 0- = </> (emply sel).

Lemma 4.52 Fol' afree ),1i-ealell/ll.s wilholltf,'ee eonstanl lerms we have: -'el (fl>lC)

be a (J-normal lernl and lel 1\ U f 2 = l' be a pa1'lilion of the eonl.e.û. Then there IL1'e

(l'II> 1',1) anrl (1'2 ,yA 1> sC) .sueh thal

1 =1' s(r/!I),
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Aetulllly one p1'Oves in 1) Ihal s(rly) ~ 1..

Proof: First. not.ice t.hat. in t.he case when 1'1 = </> t.he l'cs\dt. is ohvions: just. t.akc

A == 1, r == * and S == 1.. Now wc procced by induet.ion on t.he conlpicxit.y of 1. Wc

have t.he fo!lowing cases:

Ca!:e 1. tC == xc. \Ve have t.wo subcases: ",C E 1'\ t.hcn t.ake Il == C, l' '= :cc a.nd

S == ye; and in t.he second subcase xC E 1'2 t.hen t.a.ke JI == i, s == :l'G' and l' == *.

Case 2. tG' == *, so C == 1. Just. t.ake A == l, B == * amI l' == *.

Case 3. {J == (tf', If'), so C == Cl XC2 and If' arc p-no1'11w.I. l3y t.he induet.ion

hypothesis there are (l'll>r;\') and (r2,y;\' I>sf') (i = 1,2) such tha.t

tj =r sj(r;/y;), At ç rt n (ri" u Cn Ai ç l'ï n (i't u cn.
No\\' take A == Al X A2, S == (SI (71'\ (yA, x,1, ) IY1), S2(71'2(yAI x,1, )1Y2)) and "; = (1'1 ,.,.~)

and see that it. satisRes the lem ma.

Case 4. tG' == ,(tfl), m C := CI + C2 and If' is p-nol'lnal. I.ly the induet.ion

hypothesis there are (1'1 1> 7'~' ) and (l'~, y;\1 1> 8f' ) such that.

Now take A == Al, S == '(sil and r == r, and sec that il. satislies the Ietnma..

Case 5. 'I c == ÀxG".tfl, so C == cf', and If' is p-normal. Then by th" inducl.ion

hypothesis applied 1.0 the term (l', xG', 1> If') and t.hc partition of its context. as l', U

(1'2, xC,) there are (1\ 1> r~' ) and (1'2, :tG'" y~, 1> sf'l) snch that

Now take A == At, r == rI and s == ÀX G'2,S I and check t.hat thc lemma holds (lise

(Cf't = ct u Cïl·
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Case fi. (ln this C(lse only, we use lemma 4.50.) t == 7i';(s) or t == S'7' or t ==

8:1:.'11, y:v; 8 or t == "U(8) where r, 8, Il and v are sorne p-normal terms. Then by lcmma

4.50 we have that there exists a chain of immediate subterms: t == to )- t l )- •.. )­

L; )- ... )- Ln such that the following subcases can take place: t~:"1 == 7i';(x E,XE2) or

t;f:. == XB:~2l'lJ.E2 or tn- I == 8x.u,y.V;XE1 +E2 ortn _ 1 == €B(xO) forsomep-normal terms

'//, anO v since in t.he calculus we don't. have additional constants and t iÉ *.

Let. L' be like the t.erm L except that it has xE, instead of tn - I (notice however,

t.hat. L' can cont.ain XBIXE2) so L ==r t'(7i';(xEIXE2)/xE,). The complc)(ity of t' is lower

t.hen t.he complexity of L, so we can apply the induction hypothesis Cil (ru {xE,} t>t')

and t.h,; part.it.ion l', xE; = (1\, xE;) u1'2. Then by the induction hypot.hesis then exist

(I\,,:lj', t> RA) and (r2 ,yA t> SC) such that

Recall t.hat ,:E, XB2 is in rI. So we define 7' = R(7i';(xB,xE2)), S = S and A stays

the ':;am;:; and we can check t.hat. t.he lemma is satisfied. First:

'l'he second and thirel part of the conclusion are satisfied since Et C (El x E2 )' where

.< = +, -. li. is obvious that the stronger hypothesis gives the reduction instead of

the equality.

Suhen,", (i.1.2. L~~l == 7i';(XEIXE2) and XE,XB2 E 1'2. Again consider (l', x B, t> t')

where L' is the same as t except that x B; appears instead of 7l';(XB1XB,), thercfore

1.'(7l';(,Ji1xB2)/XE;) == L. Since t' is less complex then t ~p;'1.y the induction hypothesis

on the partit.ion r,x E, =1'. 'J (r2,XB,). Then by the induction hypothesis then exist

(1'1 t> RA) and (l'2,,,E,,y'\ t> SC) such that



•
Recall that XE, xE, is in 1'2' So we define l' = R, " = S( 7l';(:I: E,xE,)) and il st.ays t.he

same and we can check that the lemma is satisfied. First., l =(' l'( 7l'i( ;I,E, xE,) /:1'/;') =('

S(7l'i(xE,xE')/xE')(R/y) == 8(7·/Y). The second and t.hird part. of t.he conclnsion are

sat.isfied since Ei C (E, X E2 )' where " = +, -. As earlier, it. is obviolls t.hat, t.he

st.ronger hypothesis gives t.he reduction inst.ead of t.he eqllalit.y.

Il ilE, Il /-.E2
Subcase 6.2.1. t':~1 == 'v', 'Il" and x', E 1'1.

Then we apply the induction hypothesis on (1' [> 'Il B,) a.nd t.he "reverse" pal·t.it.ion

1'2 U ri = l' to get (1'2 [> R;I,) and (l'I'Y;\' [> Sf') such that.

A+ C 1'+ n (1'- U p+)1 _ 2 1·';'/2, Aï ç l'" n (l'i u B,,).

•

Applying the induction hypothesis once more on (r, zE, [>'uF), where W(/."_I /z) ==

t, and the partition (1'" zE,) U1'2 ,~ l', zE, t.o gct (1' l, z [> n~') and (1'2, :'/2\' [> Sf) Silch

that

w =[',z S2(R2/Y2), At ç (ri U Et) n (1'" U C+), 1\" ç (l'ï U Eï) n (11 U C-).

Now take A = A~\ l' == ÀY1.R2((x'Stl/z) and" == S2((y,,:I'R1)/!I2) and check

that the lemma is satisfied. Indced the first conclusion l'ollows l'rom:

"(l'/Y) == S2((>.y,.R2((x'SI)/Z)'Rtl/Y2) !:., ,(h(Il2((X'SI(Ill/Ytl)/z))/:,/~) (YI ap­

pears only in 5,) =: S2(R2((x''Il)/z))/!/2) == S2(R2(1.,,_I/Z))!Y2) == S2(1l2/112)(I.,,-I/z)

(since Z appears only in R~) = w(l.,,-tlz) == 1.. '1'0 geL!:., insLead of = in Lhe lasL sLep

use the stronger induction hypothe~is: "actually one l'l'oves in 1) t.hat ''('l'/y) ~. 1"

not just the equality.

For the other two conclusions use that .T,B~' E l't, so Er ç l"; and /;;1 ç l'ï'

where s = -, +.
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• Then \':0 apply the induction hypothesis on (rt>uE2 ) and the partition ri ur2 = l'

1.0 gel. (ri t> /l~') and (r2'Y~' t>8f') such that

A+ C 1'+ n (1'- U E')
l - J 2 2 .' Aï ç; rï n (rt U Ei)·

•

Applying the induction hypothesis once more on (l', ZEI t>wC), where w(in-t/z) ==

l, and the partition ri U (1'2,zE,) = r,zE, to gel. (ri t> R~') and (r2,zE"y~, t> 8f)

snch that

'I/J =1'" S2(R2/Y2), At ç; ri n (1'2 U Eï U C~\· 112 ç; ri" n (rt U Et U C-).

Now j,ake A = AI X A2, S == 82(7r2((yA,XA')/Y2))((X'SI(7rI(yA,XA')/YI))/z) and

l' == (RI, R2 ) and check that the lemma is satisfied. (We will check only the first

conclusion. Indeed:

S(l'/Y) == 82(7r2((RI,R2))fy2))((x'81(7rI((RJ, R2))/ytl)/z).!..,

82(R2fy2)( (x'81(Rt/ytl) / z) .!..,

S'2(R2/Y2)((X'U)/z) == 82(R;/Y2)(in_tlz),!", w(tn_t/;;) ~ t.

The last two redudions where LInder the stronger induction hypothesis; otherwise we

have equalîty.)

Bubease G.3.1. ln_1 == 6,tf'.t l , Xf2 .t2;xE,+E2 and xE,+E2 E rI' First notice that

by the end of the lemma 4.50 t == 6XI.1I, X2.t2; xE,+E2 for sorne p-normal tenns t l , t2.

Sinee the complexity of li is smaller the the complexity o[ t we apply the induction

hypothesis on (l', xE, t> tt Ci = 1,2) and the partition l', xE, = (1'1, xE,) Ur2. So, we

ha"" that there are (1' J, :t E, t> ,,;1,) and (1'2, y;I, t> sf) such that ([or i = 1,2):

Now, let A = AI+A2, l' == 6XI.Ll(1-I),X2.L2\1·2);xE,+E2 ands == 6YI.SJ,Y2.S2;y'h+~,.

Obviously sand l' have right context; also the lemma is satisfied: first
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oxdO!ll'Sr, !l2 .052; /'1 (1'\ ) ), J:2' ( O!!I.S l, .'/2 "'2; lA/'2) ); ",l', +1':,

p <. ( . / ).. ( . /. ) . ..E,+E, ;"d,""", <.. 1.. 2, . .1;,+1';, _
--} u.'z:t.St 11 Yt ,.C2·S2 12 Y2 "l. -lo (J./.,./. ,.l,'l'J. ,,1. = l..

The second and the third part of the conclusion follow l'rom Er c (I~I + /')2 r wltere

05 = +,-.

except that the n:..rtition of l' is l', U (1'2, ."B;).

Subcase 6.4. FinaIlyassume t"_l == ((:1:0). Again, by tlte end of tlte lel11ma '1.50

t == (C(.TO). If .1,'0 E ri then t,ake A = 0, 05 == (C(:I:O
)) and '/' == :1,0. Obvionsly t.I,,:

lemma is satisfied. If XO E 1'2 then è,3(p A = l,'/'== * and take S == "C(:!,"). Indeed

(1'1 l> *) and (1'2, !II l> (C (XO)) satisfy tlte lernll1a.. 0

Now we have 1.0 prove a sirnilar lernma bnt. ,n t.lte case wlten tlte '\o-calcllhls

contains additiol'.al constant tenus (but not additional equat.ions). Ta sec wltat kind

of difficulty we have let's give an examplc: let (x B l> CG"1,,,B) I,lten fol' 1'1 = :I: H (and

f 2 = ,p) the above lemma (as il. is) would oe l'aIse - A wOlild Itave 1.0 be 1 but. titis

wouldn't do. However the pl'Obielü 'œally doesn 'l, exist, we j IISt. treat. the addi tional

constants as variables/additional hypothesis - wltat tltey actually arc, and stat.e tlte

lernma carefuHy.

Lemma 4.53 Fo'/' a free '\o-calclll'Us (with Fee l'onsllLul ie'1''III.,) 'Ille Iw.ve; Id. (l' l> tG)

be a p-nol'mal lel'm and Id ri U 1'2 = [ be IL l'1L7'liliou of lhe c/)nlexl; ILls/) Ici B =

çf' , ... ,ç;;,m be the sd of lhe. Fee conslanls which IL]Jl'elLl' in l and Id. B = BI U B2

be a par'lition of thal. Then lher'e IL/'e (l', l> r·A) and (1'2, ~.i ,.,C) Sll.ch lha/.

. 1. t =r s(r/!I),

2 A+ C (1'+ U 2:+) n (1'- U 2:- U C+). -1122 J
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4- I· A conliLins onlyconstants Jro1/! El and sC contains only constants Jm1/! E2 •

p'
Aclnally onr. l'l'oves in 1) that s(r/y) -> t.

Proof: We have to take care of two things: the first is that 1) is not stated with rUE

as context but just r. similarly the terms rand 05 are over the smaller contexts, and

t.he second is the additional conclusion 4). We take the term TC which is the same

as tC except that we put ncw variables wf' instead of çf;. Then the above lemrna
"

givcs (1'.1, El ~ RA) and (1'2, E2, yA P SC) 3uch that T =ruE S(R/y) and the l'est as in

2) and 3) and thcy don't have any constants (except maybe *) - we used the same

!Iamc E for the sei of the variables rcplacing Çi. Now just substitute the constants

in t.he place of the appropriate variables and get the statement (ris the term R but

with t.he constants inst.ead of the variables from El, similarly 05 is the "new" S). 0

ln the prcvious example the lemma gives t.wo sûlutj(m:: ùepcnding what the par­

t.it.ion of the E = wCB is (and with t.he given part.ition of c~ntext as rI == xB). When

El = C B (and E2 = rI» then take A = C, l' == t and sC == yC. In the second case

whcn E2 == CB t.ake il = IJ, l' == x B and sC == (wCB'yB).

The [ollowing lemma (cf. [Pra65] 001'.5 pp. '16.) is an immediate consequence of

the previolls lemma whcn 1'.2 = ri> and the [act that every t.erm has a p-normal form.

Lemma 4.54 For every ter1/! (1'. ~ tC) and JOI' evel'y partition E = El U E2 oJ the

(free) constants Jm1/! i, there exist (1'. P l'A) and (1;,' ~ sC) such that

1. t =1' .5(I,/y),
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4. l'A contains only constants corresponding to 1;, 11IId sC contains only 1't1ll.'/'lII/S

corresponding to I;2'

And now an important. corollary which wc find VCL'Y int.eL'est.ing:

Corollary 4.55 In a free >'/i-calcnlns on a langnage L = LI U L2 (with fl'e(; constants)

.for c~'ery term (xBt>tC) snch that BELl and CE L2 there c;cist (:cHt>r'l) and (y'It>.yC)

snch that:

1.t =xB s(r/y),

(Notice tltat this implies that A E LI n L2 .)

Before we prove t.he cOl'Ollary let. us give an example in cat.egorical t.cI'IlIinology:

suppose that LI consist.s of Hlree free objeds/t.ypes X, Y, Z and SUJlJlOHC I.hal. it. has

only one free arrow/constant a: Y -; Z. Suppose also t.hat. L2 cousist.s of I.hc sallie

types and the only l'l'ce arrow is b: X -; Y. Now suppose t.hal. wc wanl. I.ü 'ilt.erpolal.c

ab : X -; Z. For a moment il, may look a bit. suprising that. t.bcrc is any "nscful"

arrow in LI from X. But there is! II, is quit.e casy 1,0 scc t.hat t.hc inl.crpoiat.ion is

obtained from the [ollowing two arrows:

(((a7l")*,lx): X -; ZY x X) E LI and (e(7l',II'll"): Zl' ,',:X -; Z) E L2 •

."
Now wc go back 1,0
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Proof of the prevlOUS corollary: Given LI U L2 make El 1.0 be the set of (free)

constants l'rom LI, and E2 1.0 he the set of (free) constants l'rom L2 - LI, Also notice

that for a term u if ail the variables and constants which appear are l'rom a language

L then the term u is on the language L i.e. ail the types which appear in u are made

ont of the basic types which appear in the typing of the variables and constants. Now

il.pply the previous lemma 1.0 obtain that ail the constants l'rom 7·A arc l'rom LI and

silice ",B was in LI wc have that (xB
[> rA) E LI, To show thal. (yA [> sC) E L 2 we

reason similarly and in addition we check that yA E L2 - l'rom the previous lemma

pitl'ts 2) and 3) we have that A C E2 U C and this gives A E L2 by the definition

of E2 and the assumption C E L2 • The first conclusions in the corollary and in the

previous !emma are the same. 0

F'inally we can notice that the above proof actually gives the proof of a stronger

result which allows arbitrary >'8-theories, not only free ones - this was already men­

tioned as proposition 4.48 which wc can now restate and prove:

Proposition 4.48 (bis!) Let LI and L 2 be two languages, and let Tl and T2 be two

>'8-theories in the respective languages. Let Ta be a theory in the language LI n L 2

such that T'o C Tl ri T2 (we mayas weil assume that the thcories are deductively

closed). Let (x B
[> lC) be a. term in the language LI U J." such that the type B is in

LI and the type C is in L2 • Then, there is a type A in LI n L 2 and terms (x B
[> rA)

ln LI, and (yA [> sC) in L2 such that:

Proof: ln the previous corollary wc proved 1.11\, statement without referring 1.0 theo­

ries, i.e. 1- 1 =x" S(7"/y). From that, of course, follows Tl U T2 1-1 =xB s(r/y). 0

11. is interesti.ilg 1.0 notice tha.t not every interpolant in the usual sense is one in

our sense e.g: )( X X 1- X x X has as' an interpolant X but in our case X can't be
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an interpolant if the above l'roof is just lxxx and X is atolllic (sillee there is ouly

one arrow in hom(X, X) - this itsclf can be provcd by the subforlllula propl'l't,y - il.

would mean that X is isol110rphic to X X X for l'very bicartl'sian c10sed eategory) .
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4.3 Interpolation in the categorical setting

Now, wc waut to scc a catcgorical rcwording of thc previous proposition. For that,

wc will first give an (cxpected) pushout construction.

Proposition 4.56 Lei LI and L2 be Iwo languages, and lel Tl and T2 be Iwo )Jj­

lhem'ies in lhe l'especi.i1Je languages. Lei Ta be a theol'Y in the language LI n L 2 sueh

I./w.l To C TI n 12 (again we may assume that the theol'ies are deduetivcly closed ).

'1" this situlli.'ion wc mn assoeiate the following diagmm in BCCs:

F MI.
whe"e BTo -'> BT; i = l,2 (L'I'e obtained fl'Om the respective intel'p"etations To ~'BT;

whel'e Ti ~ B1i is the canonieal model; sec col'Ollal'Y 2.12 (M IL means the l'eduet of

the nwdcl M in the language L).

Now, lhe 2-pushoul of the abo1Je diagmrn we fOl'rn as follows:

BT, F, , BT,

F, II

t
B1,

I{ : BT,UT,

whel'e Il is lhe unique functol' fl'Orn eOl'Ollal'Y 2.12 sueh that If 0 Ml = ]\l/tu2 IL, ,
sirnilal'ly J( 0 k12 = M IU2 IL,; hel'e, M tu2 is the eanonieal rnodcl Tl U T2 --; B T,U1"

Proof: This 2-pushout has the following universal property: for every two functors

BT1 .!: E and BT, !!, E such that PFI = QF2 there exists a unique functor BT,uT2 I.,
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E such that TH = P and TK = Q and also, for any o(,\ll'r B'l',u'l, 2:; 1,; (not.

necessarily satisfying any of t.he previou8 equatio,,") and t.ll'O lIaLura\ iSOIll\lrphislI1S

TH 14 T'H and Tf{ ~ T'f{ which satisfy </>,i"l = </>,F, ther" cxist.s a nniqn<: natnral

isomorphism T di} T' such that </>1 = 4' Il and </>2 = 4,1,"-

To seri this, notice that the funeLors P alld Q indnce a Il\odel of 'Ii U 'l~ in 1';,

cali il. Pu Q - il. is determined by iLs restriet.ions in L; i.e. Pu q 1/.,= 1) 0 M, and

PUQ lL,= Qoll'!2 - there are no eOllfliet.s since the 1.11'0 inLerprct.at.ion agI''''' in l" n 1'2

i.e. Po (FI 0 Mo) = Q 0 (F2 0 Mo). Then, again by eorollary 2,12, 11''' hav" t.he nlliqne

functor T : S'l',UT, -> E such that

To IV/tu, = Pu q.

Let us now check that such a T saLisfics TH = P alld 'l'IÎ = q. \V" will ,,,t.ahlish

just the first equality, for that is enough 1.0 sec LhaL 'l'II 0 M, = Po M" 'l'I,is

follows by restricting the previous equation (4.3) in LI since PU q I,., = Po M, and

M 1U2 IL, = H 0 Ml,

To finish t.he l'roof, wc have 1.0 establish the 2-dimcnsional pt'Ol",rLy of Lhe ahove

construction: suppose that one more funet.or is given ST, u", 2:; B (noL neccSHari Iy

satisfying any of the previous equations) and 1.11'0 naLul'1t\ iSOlllO,'phisnls '1' 1/ 14 'l" 1/

and T J( ~ TIf( which satisfy </>11'1 = </>21'~, wc ward, a ulliqne naLura.! isornorphisill

T di} TI sueh that </>1 = ,pH and </>2 = 'PIÎ. Using the ~~-dimensionill parI. or corollmy

2.12 we can restate the above paragraph as follows. Given il mode! M' : '1'1 tJ 'l~ -> E

and 1.11'0 isomorphisms of models (P U Q 1",14 M'I,.,) E Mor1T , lE, (l'U q iJ.,;U
MI IL,) E ModT,E which satisfy </>lA = </>2A for every I.ype il in '1', n '/~. We wanl.

a unique isomorphism Pu Q di} M' sueh thal. 4JH = </>IH for every Lype HEl"

and ,pc = </>2G for every type C E L2. For the uniqucness il. is enough 1.0 notice tltat

Pu Q di} M' is "already" defined on the basic types 'IpX = rPiX ifr X E L; (no pl'oblclTl
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if X E L, n L2 ), 50 it is unique by the remark 2.6. For the existence use again the

remark 2.6 - since every atomic constant çG from LI U L2 has to be in LI or L2 and

t.he type C therdore is in TI or T2 (t.he int.ersection again doesn't make a problem). 0

Proposition 4.57 The pashoat sqaare from the above proposition has the inter'pola-

tion ]Jmpcr·ly.

Proof: Silice the above square commutes we take the ic1entity to be the 2-cell from

t.he definitiùn of the int.erpolat.ion prorert.y. Take B E BT! and C E B1, and assume

t.hat. t.herl' exist.s an arrow IJ(B) i:., ]{(C) E BTjUT,. By the definit.ion of a category

associaled t.o a t.heory t.here exist.F d t.erm (xBr>IG) in the language LI UL2 such that

li = [.TB r> tG]. Now apply proposition 4.48. 0
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4.4 Strict vs. non-strict

In this section wc shall l'l'ove that the l'l'ev IOns interpolation rcsnlt l'or tl\<' strict

doctrine BCCs (proposition 4.57) impli<'s our second ma.in rcsnlt, i.e. the interpola­

tion theorem 4.47 for the non-strict doctrine BCC . '1'0 do that, as wc said in the

introduction, wc proceed along the lines or [13KPIl!)].

First, in the next snbsection, wc give a connection in the rOl'ln or an adjointne",

between the strict and non-strict doctrines or bicartesian closed catq>;ories. The state­

ment itself is a direct consequence or the theorem [13KI'8!), 'l'hm. :1.1:1] however, here

we give Makkai's forrnu!aLion (motivated by possible applications Lo non-tripleahle

doctrines) and wc give an original and direct (though qnite syntact.ie) proor or il"

Doing that wc prove sorne lemmas which are nsed later.

After establishing the connection betwccn the doctrines, wc give a constrnct.ion

of Pushouts (bipushouts) in the non-strict doctrine using the "ol'dinary" 2-pnshonts

from the strict doctrine. This is donc in order 1.0 prove the interpolation l'esnlt (r"call

that the pushouts in the strict doctrine were or a special kind - the main chal'act.eristic

being that they were constructed over the runctors which arc inclnsions on ohj"ct.s

cf. proposition 4.57).

This is similar ta the work in [13KP89, 5.8 and 5.9] bnt not the sa.lne. 'l'he

difference is that wc use a special variant or theil' statement (cf. onl' theol'em 4.G!J)

but this is not enollgh here - wc have on our disposai only the ol'dinal'Y pnshonts in

the strict doctrine (and even they al'e of the special kind); they, on 1.1,,, othel' hand,

can afford the "luxury" of pseudo-pushollts in th" strict doctrine.

Let us just repeat that ail the statements 2.bout interpolation apply 1,0 carte:;iiLlI

closed categories as well.



•

•

4.4.1 Adjointness

.>
'1'0 go from ;L sLrict La a nonsLrict doctrine is qui Le easy - jusL forgeL the chosen

strllctllre; Lo go backwards is a biL more subLle. The naive approach of choosing a

st.rict st.rllcture 011 every bicarLesia.n closed caLegory (possible by the Axiom of Choice)

WOII 't. work since it. may 1I0L be possible Lo choose Lhe st.ructures in such a way thaL

t.he fUllctors becorne sLrict. 1

Let us now examine more closcly the relation bet.ween a bc-caLegory B and the

cat.egory B'l'u (ofLell we will denot.e B1B by 6 s). FirsL recall Lhat in Lhe case of an

"ordinary" (nonsLrict) caLegory Lo Lalk about. Lhe internaI language LB and Lhe Lheory

'I Li we have to choos" a bc-sLructure L: on Band Lhen these noLions are defined as in

definit.ion 2.10; howcver we will use just LB for L(B,E), and TB for T(B,E) when L: is

underst.ood. Not.ice Lhat. alt.hough B E BCC was nonstrict BTs E BCCs is st.rict..

'1'0 proceed furLhet· we nccd additional notation: Let (J : A -> B) E B (and B

is a st.l'Îct bc-cat.egory). Then, as earlier, j : 1 -> BA denotes the unique transpose

of I, i.e. j = U7l";xAl". Let Ai be a finite sequence of objects from B and let

XA , be the corresponding sequence of basic types from LB. Let 7;, i = 1,2 be two
~

type-terms satisfying the [ollowing: 1j(A;) = A and 12(A;) = B (as one may recall

from definit.ion 2.3 the type-term simply means a type built out of the basic types

which are specified in the parenthesis - since the same operations exist on objects of

a (strict.) bcc wc can use this notation for the objects as weil). For a l'articulaI' kind

1As ail cxamplc considcr the funcior A!:.. B E BCC suclt iha!. A is the 4 clement Boolean algebra,

B the cat.cgory \Vit.h just iwo isornorphic (but different) abjects and F funciar which maps the three

lIoll-hot.t.om e1clIlcntl-' t.0 Olle of the abjects and the bottom ta the other abject. lt. is easy ta sec thai

t.hcrc is no st.rict. structure on t.he codomain category which would make F strict. Let liS remark

Iwrc t.hai when F is an inclusion on abjects wc can do that - this is going to be cxploitcd later.
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of arrow in B., we use the followiug notation:

__ _ _ 'TI-;:-)l,(x.\ 1 -
rr(x' )Cfrr(X' )_[".rr(,,") ""A, "I:T,IX A )].q Ai -t.l2 A, - .l.. 11 "\Aj t>Cj .l,' .

Onen we will talk about a special kind of the above arrow - those which have basic

types for domain and codomain e.g. X A :J., X B ; wc shall cali th"111 e1"IIH,ntary ''''l'OWS

in B,.

Also recall the fad mentioned earlier j,hat there t'xists a forget,rlll 2-fllnc\.or

Bec l\ Bec.,

which on objects (ü-cells) just fOl'gets the chosen strllctlll'e (011 1- alld 2-œlls doesn't

do anything).

Lemma 4.58 FOI' every B E BeC thc'/'c ';s nn cqll.';vnlell.cc

defined as Jollows: IIB(A.!.., 13) = X A :J., YB.

Proof: Consider the following commutative d:,',:-ram:

where!vI and MB arc the canonical modcls and ILB is defined 1,0 be the fnndor indllced

by corollary 2.12. Explicit!y, 11B(XA) = A, X A a bi"~ic type of f'll (corresponding 1,0

an object A E B) ana flll(l :J., T(XA;)) = 1 .!.., T(A;). It is ei"~y 1,0 s"" that Il.ll is

",n equivalence of categories (il. is onto on objecb - tberefore essentially sllrjedive,

also it is full since "Cf is mapped on J" and it is faithflll by the ddiniti(J/1 of 'f(ll,};)
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• iLnd by Lh" cornplet.eness of T(13,E) wiLh respeeL Lo M 13 smce u =x v E T(13,E) if[

M(:r: 1> 'Il) = M(:I: 1> v)).

Now not.ice t.hat. Il'1317113 = 113 by definiLion of 7113 (and 1'13)' Obviously then, T/l3 is

an equivalence of cat.egories because Il'131 has a pseudo-inverse. o

•

Lemma 4.59 Suppose C, :lj, A i = 1,2 nt'e two strict bc-Junetors and suppose that

on the Imsic types and elementa'ry arrowsthey agree, i.e. H,(X,! 'l" X B ) = H2(X,! 'l"

XB). Then H, = J12 •

ProoC: By corollary 2.12 it. is enough to show t.haL they agree on the basic arrows,

i.e. t.hat. !f,(1 ~ T(X,!;)) = H 2 (1 ~ T(X:;:)) for g E homc(l, T(A;)). For LhaL, let

us est.ablish severa.! daims:

~

Claim 1. For every I,wo objeeLs T(X,l;) and X - in Cs Lhere are (unique coher-
. T('!,)

ent.) isomorphisms

in C.,. Moreover t.hey are build indueLively ouL of elementary arrows, bc-operations

(as 7l', e etc.) and inverses of alrcady consLruct.ed isomorphisms. Notice a.!so that

l'C(-YT) = I,e( 'Yi') = 1 -.
T('!,)

l'roof of the Clairn.l is by induction on complexity of T. Let. uo, just check two

cases: firsL 7 = 1 (the terminal objeeL) then we have 1 2'; X, = 1 :~ X, and
-1

v '"YI b.', 1 -> 1 = Ox, (the latter one is a c-operation (constant aeLually) and the former

one is it.s inverse). For t.he second case assume that. T = 7zI, and assume that.
'"Y'TI ~

Tt~XI, aiid Tz _XI, have been const.ructed as above. Then it is easy to
-1 -1

T1î "YT2

check that. 'YT = (-YI,,,(l X 'Y7;'))" and 'Yi' = (-y;,'e(l x 'YI,))* sat.isfy the daim. 0
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• From the above daim immediately f01l0ws that. III(W) = lI~hT) ami IIlh,:;I) =

H2b:r1
).

Claim 2. For every basic arrow in C., i.e. [~e;(XA')J : 1 -> T(X,.tol, t.he fol\owillg

equat.ion is among the axioms of Tc:

Proof of the Claim 2: Using the faithfullless of C., ~ C alld the faet. that. 1.1", both

sides are mapped ta f.

The lemma follows l'rom the two daims.

o

o

•

Now we want 1.0 sec what is a nd,tufal strict. fUIlct.or bet.wcell A., and B" corre­

sponding t0 a nonstrict be·fundor A .!:, B. The lIaive gness is wnHlg: snppose that

a constant CJA,XX'12 ELA IVas induccd by the arrow J E hOntA(I,A I x Jh). 'l'hell

( [ 1 ) x" xX" X"IA )xX"I" ) . 1 1.on the level a anguages cf' 2 1-> cFU ) , 2 IS Wl'Ollg )ecause 1. Ils constant.

does not even exist in LB (FU) if. homl« l, F( Al) x F( Az)) - F is not. st. ri ct. ). '1'0 gi ve

the correct definition we need some preparatory lelllnti~'.

Lemma 4.60 Let A .!:, B be a Junclor in BCC. Lei (A, L;I), (B, L;z) be lhe Iwo

calegories 'Wilh added slT'icl slT'uclure. FoT' II.ny jJ:n'ile sd oJ objeds AiE A (/.nd ""Y
~

type-term T( Ai) theT'e UT'e unique eohel'cnt iso'fTUJl'phis1l/.s

PT-- ----T(F( Ai)) +-::J F(T( Ai))
PT

Proof: What we mean hy the "coherent isolllorphisrn" is the following: we ""ve the

[ollowing basic coherent isomorphisms:

Po
0---- 1"(0)
~ ,

Po
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• wilere XDY stands for X x Y or X +V or Xl'.

They are called coilerent because we require that they commute with appropriate

st.ruct.ure e.g. 7J'iP;;~ xA, = F(7J'i) and F(7J'i)PA! xA, = 7J'i, i =. 1,2. Since the functor

P preserves bc-stmcture (not. necessarily on t.he nose) these isomorphisms exist and

t.i1ey MC unique.

Using t.hese basic coherent isomorphisms (and by induction on the complexity of

T) wc can build the above mentioned canonical coherent isomorphisms PT and PTI
.

I\lso, the proor of uniqueness of t.hese coherent isomorphisms is by induction on the

complexit.y of T. D

•

Lemma 4.61 Lei A .!:., !3 bc a funetor in Bee and let (A, Ed, (B, E2) be the two

cntegories with added strict stl·u~ture. Let TA ~ BTB be an intel'pl'etation such that

Mp(X,J) = Y/'(A) whe,.e X A denotcs the basic typefrom the language L.A cOl'T'esponding

1.0 the objeet A E A and Va denotes the basic type in LB cOl'T'esponding to the object

13 E B. On basic constants MF is defined as fol/ows: let cf : T(XA,J be the basic-,,,)nst,,nt in LA cOI',.esponding to f E homA(l, T(Ai)). We define

Mp( c>cf : T(XAi )) = [c>c,,:;:! FU)p! : T(VF('~))] : 1 -; T(F(A i )).

'l'hen this intel'jJ1'etation is also 0. model.

Proof: Obviously, 111F is weil defined. Nov, we have t.o check that Iv!1' preserves '"~Ie .

axiorns of TA' Recall that 11 =x v is an axiom of TA iff M(,' C> 11) = Jvf(x C> v) where

LA:!!. (A, El) is the canonical interpretation.

-Claim: For every t.erm (XI: 'Ti (XA, ), ••. , X" : T,,(XA,) C> t : T(Xa.)) E LA, the

fol!owing hoIds:
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•
Proof of the daim: By incilldion on the cOlllplexity of the tel'll1 1. o

Using the daim and the fact tha\' the p's arc isolllorphis111S il, is in1111e<liate 1,0 sel'

that MF is a modcl of TA, o

•

We can establish the following 2-adjointncss bctwccn the 2-categorit's (<lndrines)

BCC and BCC,:

Theorem 4.62 (cf. Thm. 3.13 [BKP89]) Let BCC,• .ll BCC be Il 2-flludoJ' wh;"h

on abjects (O-eells) jus/, f01-gets the ehosen stJ'uctU1'e (on 1- Ilud !J-ccll" d,,,,.'u·' do ""1/-
() 1" () 1",

thing), iet BCC --: BCC" (A uo~B)~(A.,~B,.) be" 2-flluclo1' dcJiuuf ",,}fll-
~ G~

lOlOS: As = BTA (simila1'ly 13,,), Fs is obtllinedf1'om the "bovl' defincdmodcl'/A ~' BT"

(sec the above lemma), and Fs ~ Gs is deJined to be the ~,ni'flle IW.l:II.1'''/ ;"OIlI01'flh:;"ln
Mp

cOITesponding to the isomo1'Jlhism 'lÀ. 0'( BT" whieh ou b"sie types jll.st .rJilles I//(;
Ma

~ XC(AjXV(A) ~
alTOlO cor1'esJlonding ta 0A, more ln'eeise/y: 0'" = [a;~ F(A) ~ e--' ':,,~ F(A)]. 'l'//(;u:

" Il 01\

(),-lll

and the f2-natul'al transformation Lucc -4 I( ),.1, whieh is I/w nuit of I//(: ",!jnnr:/:iou

satisfies thIJt fOI' eve1'Y 13 E BCC

-13 ~ 113,.[

is an e'fuivalenre of categories (and 'T/Ll E BCC).

Proof: IL is not hard 1,0 see that thc above dcfincd fundors ill!: iudce<l 2·fullct.ol's

(not mercly homomorphisms) - wc will just check that 0,. is well ddined, Ily (:01'01­

Lary 2.12 Os is weil dcfined if the isolTlorphisrn of lIlodcls MF ~ MG is weil de­

fined. By rcmark 2.6 the latter exists if for all basic constant.s cJ( X
A
,) E LA
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• the following holds: 0' __ MdcJ( x,,;») Ma(cJ( X,,;)) ; this is the same as
T( x,\;)

()' [ [>cTg'(.A;) 1= [ [>c~;~«j')~l], and by faithfulness of 1"13 t.his is t.he same as
T( x'" ) "T 1· (J)PI

1'13(0"' _ )1'13([ [>cT~;'(A;»)]) = 1113([ [>cT~~bA(J;))) ]) (here a is for c: what P was for F).
T( X Ai ) PT F(J)Pl trT 17 1

By dcfinition of 1"13 this is the same as 1113(0' _ )p:j-I F(f)PI = a:;IC(J)al' To show
T( x"; )

that, we will firs!' establish the following

Claim: For every type T(X:;:) E LA /l13(OS _ ) = a:;IO - PT, where Os _
T(X,,;) T(A;) T(XA;)

are the isomorphisms made ont ofisomorphisms OX
k

as in remark 2.6.
•

proor or the c1aim: By induction on t.he complexity of T( X A;). For the atomic

types this is so by definition since for the atomic T the isomol'phisms PT and aT

are ic!entit,ies. Let us jllst check the most complicated case: T = TrI,. We have the

following chain of equation:

-, 0cr 'r'J T 7 "-J (JTT:)
TIll

=(O"T,"(! X O"T,))'OT,r, (PT, '{1 X PT,'))"

=(""T,"(1 x O"T,))'(OT.'(1 x 0T,'))'(PT,,(1 x 6,'))'

=(O"T,',(!xO"T,)((OT,'(lx 0T,')((PT,,(1 x 6,'))' xI))' xl))'

= (O"T,'OT,'(I" 0T})((PT,é{1 x 6,'))' x 1)(1 x O"T,))*

=(""T.'OT.PT,'(I x PT,')(I x 0T,')(I x O"T,))*

=(O"T.IOT,PT,,(! x (O"T,IOT,PT,)-'))*

=(/IB(01-
1
),( 1 x (,I,,(OT,W'))'

= I l ,,(01-)

by definition of PT, O"T

by remark 2.6

u'v = (u(v xI))'

{

(aXl)(IXb) = (lxb)(axl)

and ,th' x 1) = h

(1 y. a)( 1 x b) =1 x ab

bl' ;nduction hypothesis

by remark 2.6.

o

•

Using the above c1aim the above equation is the same as a:;l(} - PTPTIF(J)PI =T(,I; )
a:j-'GU)ah i.e. 0 - F(J)Pl = C(J)er,. The last eqllation is a consequence ofT(A;)

the Ilatumlity of Ji' ,! C; namely from OT(A; )F'(J) = C(J)OI ml1ltiplying both

sides l'rom the right by the isomorphism PI the wanted equat.ion follows provided
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•

OIPI = 0"1 : 1 --> C( 1). This is so because C( 1) is a terminal object in B,. althoup;h

not the chosen one.

Let us now give the 2-natllral transformation '1 as follows: for ev.'ry hr-ratep;ol'Y

B we deline 'lB as in lemma 4.58, i.e. W(1l .!:., 13) = X" ."!:, YH •

The l-dimensiona.l part of 2-natlIl'al i1.Y (i .e. "ordinary natn l'al i1.Y") fnJJows hy

delinition of F,. The 2-dimcnsional part is the following.

F
Let A J,lo: B E BeC, then we have 1,0 check thal. IO.,I'/A = IWO : IV,IIIA =} 'I/H(;.

G .
• \". "'1"(A) •

Take an object Il E A and calculate: (IO,II/A),I = Il'}; \ = [":'~''(A) 1> (!-O(,(A) ''':'~'''(A)],
, A

"XF(A)

On the other hand (TIBII),! = I/B(OA) = [(x XA 1> c:...a(A) ':rXI''(A))], sn wc are done.
0,1

Now we are going 1.0 show the adjointness. First the I-dinwnsiona.l pal't: we have

to l'l'ove that 1,0 each e !:, l, ~I E BeC there is exact.ly one e., !!., A E Bec., snrh that

F = IHII/c. (Again we repeat the "old" remark that 1.0 taJk ahout e., wh"" e E BeC

we lirst had 1,0 choose a strict bc-strllctl'"e ~ sa the nota.tion e., has this stl'll<'.tnre

hidden.)

The uniqueness of li is easy 1,0 establish: first notice that on abjects" is "ni'l"dy

determip.~d since JJ(XA ) = IJJI(l/c(Il)) = F(A) and since 11 hils 1.01", a strict he-

-funetor we have H(T(XA,)) = T(F(A;)). Also " is 1I11iqlldy givell on e1eIIlenta.I'Y

arl'OWS by the same reason, i.e. H(XA "!, YA) = 11I11/dA"!'" 13) = li'(A) I::!!,l l''(IJ).

Now we are going 1,0 constrllct JJ as follows. We are givell a fllllctor e~ lAI. Ahove

we have definecl e, !'j, lAI, ( recall that we have hidden strict structlll'es alld here we

can choose the strict structlll'e ~' on lAI sa that (lAI, ~I) = A). Also ahove, we gave

the construction of lAI, I~I .A. Let us clefine Il = P'IAI/ê,. By naturali:,y of TI we Il1lve

IF,II/c = I/IAI/?' Multiplying both sides on the left by Il'IAiI we gel. 1IIIAilI/IAII" = 1"llJc,

Since l'''IAMIAI = liAI we obtain F = IHlllc,



• IH,I"e
The 2-dimensional part of the adjointness says that for every C lJ~ lAI E BCC

IH,I"e
/l,

therc cxists a unique Cs lJ"~ A E BCCs such that 1"I1Jc = o. Define " = PIAIO, (do-
Ih

main and codomain of" arc ail right by the uniqueness of the II in the I-dimcnsional

part of the adjllnction). lndced il, satisfies the eqllation: IPIAIO,I1Jc = [llJAdIO,I1Jc =
IllIAd~IAIO = O. The uniqueness of " is also not a problem since by remark 2.6 " is

detel'mincd by its bchavior on basic types. Since I,,(XA)I = 1"I1Jc(A) = OA and the

funet.or Il docsn '1, do anything, " is indeed unique. o

•

Remark 4.63 We actually need a more precise construction of the functor ( )s for the

following section (il. could be avoided if wc had a different setting as in e.g. [BKP89]

where the nonstrict doctrine has actually strict objects but nonstrict functors).

Sufficiency conditio'n: Take an object A and takc al! the possible strict structures

on il,. For each of these structures there is an isomorphic copy A' of A on which we

take this particuiar structure when constructing A~.

This is going 1.0 be used in the following form. Let A be an object in the nonstrict

doet.riue. 'l'hc abovc condition then implies that for every possible strict structure E

on A there exists an isomorphism A ~ A' in the doctrine such that when constructing

A~ wc choosc as the strict structure on A' the structure induced by E (and a).

4.4.2 Pushouts

The above adjointness can be used for the constrtlction of Co!imits in BCC provid­

ing that wc have the appropriate colimits in BCCs (the terminology "Limits" and

"Colimits" i[ .teloptcd l'rom [MP89] and il. means weighted bilimits and weighted bi­

colimits respective1y; see also [Str80] where they were cal!ed indexed bi(co)limits).

This was already done in [8KP89] where "the appropriate colimits" essentially meant
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• pseudo-colimits. Since our interpolation (sa far) was proved fol' (a pal'ticnlal' kind 01')

2-pushouts in the strict doctrinc wc havc 1.0 usc them fol' thc conHtrnd.ion of l'nHhonl.H

in the nonstrict doctrine and not mcrcly pscudo-pushontH. Ort,en we cali 2-pnHhontH

just pushouts.

Suppose we are given a diagram A !::, B, A ~ C in BCC. We wa.nt 1.0 constl'nc\. a

Pushout. Thal. is, we want a diagram

Jo'A ---'--0+, B

G 1/

;/
C ----,1""--,1)

where r : fTF ~ KG is a natural isomorphism which satisfies the foiiowillg: fol' (~vel'Y

two functors B .f. E: and C ~ E: and a natura! iSOIllOl'phislll 0 : /' F' ~ Cde: thel'''

exists a functor 1) I.. E: and thcre exist two naturai isomol'phisllls 01 : p ~ '1'1/ alld

FA ---'--0+, B

G If

•

;/ l'

C:::;:--'1""'--,>-,V 0 Il

Q~
..~o

'/"
such that (OzG)(Tr)(O,F) = 0 and snch that for every V -> E: ilnd flic:'ura.! isolllol'-

phisms <Pl : TII ~ TfII, <Pz : T K -> TfK which siltisfy 'l'fr 0 4)1 F = '/)le: 0 Tr thel'''

exists unique natural isomorphism ,f; : T ~ Tf such that <PI = '1/) Il ami ri'l = '1/) J( .
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• We can notice that the interp';lation property is invariant for Pushouts, i.e. if

one l'ushaut over A !!., B, A ~; ;: has the interpolation property than aIl the other

l'nRhouts over the same diagram have this property. Even more is true, the inter­

polation property is illdeed a 2-categorical (we even may say bicategorical) notion in

the foJlowillg sense.

Lemma 4.64 Suppose wc have lhe following diagmm

F'A'-------"------..,..,B'

~ ~/-f
'A~ /'B

A F 'B

G' G II II'

C' , T!'~
/(' ~T'

",hue lA, ILl, lc and Iv ILre equivlLlences of clLlegories and IF : IsF =} F'IA, IG : IcG =}

G'lA, III: lvH =} JJ'ILl, If(: lvK =} K'lc, T: HF =} KG nnd T': Il'F' =} JCG' are

naluml iSO/l!OI';Jhisms such lhal

(1)

•

q,-
(This is cssenlially a slrong lransfvl'rnalion I- LBCC where I- is a commulalive

q,-'

squllrc, and lis an equi'llalence in Ilom(I-, BCC), see [MP89, Prop.4.1.3J.) Then:

J. If one of lhe squllres has lhe inierpollliion properly lhe ~:her one has il tao.

2. Also, if one of lhe sqnares is a Pushoul the olher one is too .
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•

Proof: 1. Assume the inside square has interpolation propcrty amI wc want 1.0 show

that the outside one has il, 1,00.

Take 13' E B', C' E C' and (11'(13') é!:, 1\'(C')) E D'. Wc are donc ir wc 1'rodn("('
b' dA' E A', (13' -; F'(A')) E B' and (C'(A') -; C') E C snch t.hat d' = 1\'(c')T.~\,II'(Ii).

First from the essential surjecLivity of lH and le wc ha.vc t.wo ohjcct.s U E 6 and

CE C and t.wo isomorphisms (l.a(13) ~ B') E 6' and (l..c(C) ~ C') E C'. Also wc

have the isomorphism: d": lD(JI(13)) -; 1/)(1\(C)) which is ddÎnc" t.o 1",:

Using faithfulness oflD we have an arrow (Il (13) .:!:., 1\(C)) E D snch that l/)(d)·= d".

By the interpolation property or the top 3quare wc have an ohject. Il E A and t.wo

morphisms (13 .!:, F(A)) E Band (C(A) ..:, C) E C snch t.hat. d = I\(C)TAI/(h).

Now take A' = tA(A), b' = tF(A)iH(b)u- l
: /3' -; F"(A') and c' = vlc(c)ldAt l

C'(A') -; C' and check that il. gives an interpolant rOI' d'. 'l'hat. is check that.:

For, use the definition of d" and the faets that iJJ(d) = d" ami d = 1\(<:) TA I/(h),

so the equation which we ha.ve 1,0 check now looks likc:

= f<'(vic(c)ic(At1)<1' Il'(ld A )IH(b)11.- 1).

This is the same as:

= K' (te( c) )K'( le(At' )T~,I1'( 11"( A)) Il'( lH( h) J.
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• Sincc III is a natmal isornorphism we ha.ve

ll/(J;'(J1))ID(ff(b)) = ff'(lB(b))tl/(B)

:tlld thcn the above eqllation is eqlliva!ent 1.0:

Simila.rly, sinee il( is a na.tural isomorphism we have

f{'(Ic(c))tl((G(A)) = tl((C)tD(K(c))

a.nd thclI the above equation is equivalent 1.0:

Fortllnatciy, the last equation is a special case of equation (1),

2. This is a part of the bica.tegorical folklore. o

{
20 01· l ~

Lemma 4.65 SUl'lJOse J = 2 <- 0 -> 1) is a 2-eategory and suppose l -4j..BCC
<P

'Where i is an equivrLfence in JIomrI, BCC). Suppose also 1 : l ~ I- is an inclusion

of Ihc 2-calegories (rccall that I- is just a commutative square), and suppose that

Ihcre is" hom.omorphism I- ~ BCC such that il>-1 = il>.

~_I tfl-
Thcn Ihere e;cisls " homomorphism I- -> BCC and an cquivalencc I- Ut~ BCC

<J>_f

snch th"l 'll-'I = ,p' Ilnd t-[ = t.

•
Proof: 11. is easy 1.0 construet wha.t is needed.
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• Nol' we can start constrncting Pnshouts in the doctrine l'CC. Ily the Iell,n,as ·I,(i'i

and 4.65 to show that every Pnshont. over a diagram 'l' 1 --> l'CC has t.h,'

interpolation propertO' it is enough t.o show t.hat. l'or a l'nshollt. 0\'('1' on" "'lni"al"Ilt.

diagram <1>' : 1 --> Bec.

For the beginning we can restrict our a.ttent.ioll 011 slightly Il,ore special diagrallls

and for thOlt we need the foilowing easy leml11a.

Lemma 4.66 Evcry funclor A !:, B can bc f(l(;!.ol'(;d (in li"" doc!riu" BCe) Ils

À F 'B

~~
B'

where F' is an inclusion on objecls and 1"" is an equ.ivlIleu.ce of CIl!.".'!ori"s.

Proof Let u~ first define the category B' as 1'01101'8: The objeds or B' are oi>j"ds of

Band also :,airs (F(A), A) where A is an object or A. 1\rrows in B' are onlO' arrows

between first coordinates - more explicitly h0I116,((F(A), A), 13) = hOI!lL{(F(A), /.1),

the other cases are similar. The composition and ident.it.ies ill B' are t.he one8 fl'On,

B. This is indeed in t.he doctrine becausc the pl'Opert.ies of t.he dodl'ille an; ddilled

up 1.0 a (unique coherent) iso anyway. The definit.ion of 1'" is t.ile obvions Olle: (AI i,
FU) ,

A 2 ) f---> ((F(A1 ), Al) --> (l' (A2 ), A2 )). This rUildor is in t.he (::>etrine, Imsically l'or

t.he same reason that B' is.

1'0 construct Fil we do the [o\lowillg: ((F(A),A)!'.., 13) f---> (/i'(A).!!-' H), si'llil<Lriy

[or the other cases. The pseudo-inverse of 1"" (cail it F III
) is jllst. t.he inclusioll ,,1' B

in B'. IJ

•
G F GIF'

Sinee e <- A --> B is an equi valent diagram to e' <- A --> B', by the al lOve lellllllas

we can assume that the [unctors in the diagrarn l'or which we wallt 1,0 cOlIstl'lld

Pushout are inclusions on objects.
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•

These "unusuar~ fllnctOl'S - inclusions on abjects - ha.ve sl'\'('t'al illtl'restillp; fl'a.turl'l".'..!

Recall now the example l'rom section ,1.'1,1 wherc wc had a fnnetor A !:', B E BCC

which was not an inclusion on objects; wc were not able 1,0 assign strict strnetnr"s tu

A and B sucll that F becornes a. strict fnnctor (the aetual cxalllpic \l'as nlallnfaetnr"d

out of a 4 element 1300leau algebra. and a catcgory with isomorphie (but dirf"rclI\.)

initial and terminal object). Howevcr, whcn Fis an inclnsioll on ohjecl.s \l'" cali do

that (and even a bit better):

Lemma 4.67 Lei A f.. B E BCC be (ln inclnsion on objeds, l,cl ~ 1 /'" tin tlrhi­

frary slrict sf,rllel1Lre on A. Then, the,'e exists a st";d sll'lu:turc ~~ on B such lhtl/

(A, E,) f.. (B, E2 ) E BCC,.

Proof: Let {Ba}a<K be the set of objccl.s of B. Lei. ns jnst ddine strict prodnets.

Ba X B{3 = F(A X A') if Ba = F(A) and 13{3 = F(A'); otherwise choose any prodnd.

of Ba and B{3 1,0 be Ba X B{3 (the arrow part of the dennitioll is '''Inally simple). Fol'

the terminal object in E2 choose F(1) where l is the tel'lllin,ti objed. in E" 0

After this lemma, using the snmciency condition on the fnndor ( )., (sec relll"rl;

4.63) we can assume that the diagram C f!- A f.. B has 1101. only inclnsions 011

objects as functors, but also that the strict strnctUl'es 011 the c"tegori'.,g lIeeded fol'

the definition of the functor ( ), are such that F and G a.re strict. rllllcf.ors. The

advantage of this situation is that wc don't have 1,0 worry abont the ddinition of I.he

functor Fs : ..4, --4 Bs - the naive guess now works (scc the remark a.l'ter lelllllla 4.!i!J

and severallemmas aft;er)! Let us write this down as

2The clay before submission of the thesis (.July 6, l!)9:J) wc ,cceiv.,u [,JS!)2] in which I.hc ilS"

of these funetors is similar to ollrs - il.. relat.es 2-pusholJLs and pseIH!o·pu!'iiu)lJ!'H. We C;UI say thal.

the doctrines are DOt the sarnc as ours, Lhai the proors arc cliffcrcnL and I,haL interpolation iH nol,

mentioncd in their work.
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Lemma 4.68 Sn/Jpose lhal F : (A, EJl -> (8, E2 ) is a slrict be-funelor whieh is an

inclusion on objects. 71wn F, : A., -> B, whieh is given as in lemma 4.61 beeomes

simply lhe followin!F on basic lypes X A >--> Yp(A) and on basic IJ.1·TOWS Cf >--> CF(f)

(lite 1"Csl is tlelc17TI.inetl sincc Ji' is slriel be-fnnctor). Up 10 lhe renamin!J of symbols

wc mn assnme litai we Iwve inc!usion of lite languages LA ç LB and of tlte theol'ies

'fA ç 'fL,. Tlten F., is eonslnJ.cted as in proposilion 4.56.

We are now ail set fOI" the p!"oof of OUI" second main resu!t.

Proof of Theorem 4.47: Start from a diagram

III t.he docl.rine BCC where both functors are inclusions on objects and the strict

st.ructures on the cat.egories needed for the construction of t.he functor ( ). are such

t.hat. F and G are strict wit.h respect 1.0 these structures. This is done without 10ss

of generalit.y by t.he previous lemmas.

The idea of our p!"oof is t.o construct t.wo squares over this diagram - fOI" one of

t.hem il, will be easy 1.0 establish the interpolation property, for the other one we will

have that il. is a Pushout. Then we will show that they a"e equiva!ent in the mannel"

of lemma 4.64 and the Iemma says that both of them are Pushouts which satisfy the

int.erpolat.ion property.

1'0 const.ruct what is needed lirst app!y the functor ( ). 1.0 the above diagram and

get.

(2)
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a diagram in BCCs • By the previous IClllllla this diagralll :s of the "'"iI11<' I.S 1'" a, \.II('

one in proposition 4.56.

First we construct thc square which has the illtcrpo!atioll property. We"c;ollstruct

a 2-pushout in BCCs over this diagram, as givcu iu propositlOu '1.56 (silice 'J~\ ç 'J/,U'/;,

up to the renaming of symbols). We obtaill

A~Bs s

a.! j['
Cs\!," D

Recall that D = BTauTc (the union ifi not disjoiut, i.c.' the symbols cOllliug frolll J'A

are identified) and funct.ors U and Il arc induced by the illdusions of the lallguages.

This 2-pushout has the interpolation property as showlI in propo8itioll ,1.57 .

Now, in the doctrine BCC we have the followiug coulll1utative diagram:

We have to show that this square satisfy the interpolation property. For, 1I0tice that

this square is equivalcnt to

lA., [J!:!l.IBsl
la.l! !1U1

ICs [IVi IDI
and this commutative square is obtained app!ying ~he forgetful fUlldor 1 [ 011 a square

which had the interpolation property, therefore it has the property il,selL Now apply

lemma4.64.

Second, we construct a square over the above diagr;Lm 2 which is a l'lIshout ill

BCC. To show that wc are going to use [BKP89, .5.8 and 5.9]. In the fonn appropriatc

for us il. says:
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Theorem 4.69 ((BKP89]) The diagram

A ---"-"---+-, B

G lU'1 7iB

IOly
C lV'he' -ID'I

';s a Pus/wut ';'11. BCC, where

A J~ B., --'-'---~, .,

G, u'

Cs
:/

v' ' D'

';s IL l'selldo-l'llshollt ';'11. the str';cl docll''Ï7!e BCCs'

For t.he l'roof wc refer t.o t.he above reference - here we will give only the con­

s! l'l1c\,ion of t.he pseudo-pushout. in our t.erminology and we will recall its universal

propert.y.

rirst., let. liS give t.he const.ruct.ion of D' t.his is BT' whel'e t.he language of the

t.heOl'y T' is

(u dellot.es disjoint. union) and

T' = 11.; U Te U {O,,'(O;;J'!/A) = yl'A,O;;J'(O,,'xXA ) = xXAIA E A}

U{O,,'b f = cflU: 1-> A) E A and bf E L13 ,cf E Le corresponding constants}

(t.he lllst. ment.ioned O's can be of complex type and they are t.hen defined by induction

from t.he basic O's as in rcmark 2.6, we don't have 1.0 impose the isomorphism identities
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for these 0'8 beeause thev follow as in the ment.ioncd relll"rk). Then. the fundors

U' and V' are simply defined 1.0 be inclusions of "sYlllbols". It is e"sy 1.0 check th"t

they are strict be-functors. The natmai isolllorphislll li : U' V, =} V'G., is ddined in

the obvious way using the above eonstallts 0..1.

This diagram has the following universal prapert.y in the strict doctri,,,, l'Ce.,: for

every P : B's --> E, Q : C', --> E and a nattu',,1 .isomorphislll T : ev, =} QG., t.hel"('

exist.s a unique functor 11. : D' --> E such that lUI' = P, Il.\1' = q and IW = T;

and also for any t.wo functors 11., R' : D' --> E and any t.wo natura.i isonlOrphisllls

cPl : RU' =} R'U', cP2 : RV' =} R'V' whieh sat.isfy }/,'O 0</'1 [ê, = cPzG., 0 IW thel'e ('xists

a unique natural isornorphism 7/> : 11. =} R' sueh t.hat. cP, = "ljJ(}' and </'2 = If' V'. The

proof that this diagram has this universal property is 'luite sillliiar 1.0 the proof of

proposition 4.56.

Now we start the third part of the proof of thcorclll in whieh wc show t.hat. the I,wo

squares are equivalent as required in lemma 4.64. Let, 1LS abovc, B., .!:'., f) ~ C,' Ile

"the" pushout over Cs ~ As 5. Bs and let Bs ~ D' <~ C., be "t.he" ps('ndo-pllshollt

over the same diagram. By t.he ulliversal property of D' t.here exists IIniqlle strict

be-functor 11. : D' --> D sueh that:

U=RU' V=RV' IVF,=JW.

We want 1.0 show that there exists the appropriatc strict flllldor in t.he 01.11"1'

direction whieh will give the equivaience. For that we have to establish t.he foliowing

"rare"

/J'
Claim: There exists a strict be-funcl.or and a nat.lIral isomorphislTl B s L 1)'

fJ"

such that O'Fs = 0 (this implies U"Fs = V'G) .
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• l'roof of the daim: 1'0 give U" il, is enough (by corollary 2.12) ta give a mode)

lvl" : 'lB -> D'. On basic types:

{

Y, if B - F(A'M"(X
B

) = G(A) - )

X B otherwise.

'l'he definition is 50 far correct sinet F is inclusion on abjects. 1'0 give M" on basic

constants wc have to introduce a family of isomorphisms OB : B -> U"(B) in D'

where il is an arbitrary type in TB (wc have in mind that U' is just "an inclusion of

symbols"). This family is defined inductively as in remark 2.6, here we will give just

the basis of the induction:

if B = F(A)

otherwise.

•

Now wc can define M" on basic arrows as follows:

Notice the special case of the above definition: if fis in A then (usmg naturality of 0)

it gives M"(bf ) = Cf (here b10 cf are constants in LB, Le respectively, corresponding

t,o FU), GU)).

Now wc have to check that M" is indeed a mode!: for that is enough to show the

following easy

Fact: For every term (Xl: BI, ... ,xn : Bn [> t : B) in LB the following holds:

This is easily proved by induction on the complexity of t.
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• Since U'(XI : BI, ... ,J'n : Bn 1> 1 : E) = ['''1 : BI,"" 'l'n : 13" 1> 1 : 131 we have t.hat.

AI" is a model of TL' since U' is a st.rict hc-fuuct.or. \cVc also rail sel' t.hat. 1i" fi, = \/'G,

(compare them on basic symbols from LA).

The above fact is exactiy what is ncccled t.o show that. 0' clefillcs a lIat.mal i'l'Illor­

phism U' =} U". Also notice that inclcccl 0' [è, = O. Wc were able to aSSllllle t.hal, fi"

G, iil"e inclusions on symbols (up to a renaming) clue t.o thc above rest.rictiolls 011 F,

G. This ends the proof of the claim.

Now, by the universal property of

o

we have that in the strict doctrine there exists uuiquc bc-flllletor S : /J -> /J' slIch

that:

U" = SU V' = SV.

By equations (3), (4) and the universal property of D il. follows that lUi = I/J.

Now we want 1.0 compare SR and ID,. Wc wi!1 lise the 2-clillwlIsiollal part of

the universal property of D' since wc have that there exist lIatmal isolllorphislIls

10'U' g;. U" = SU = SRU' and Iv' : 10'V' =} V' = SV = 5'llV' which SitLisfy

O'F, = 0 and in a fancier form (SRO)(O'F,) = (lv,G,)(IJ),fJ) which is exaetly lleeclecl

in the definition of the universal property of D'and thercfore there exists a IIl1iqlle

natmal isomorphism ',p : ID, =} SR s11ch that

•
..pU' = 0' and ..pV' = Iv,.

This obviously gives the equivalencc bet.ween D and /J' .
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• Coing back to the nonstrict doctrine we can see that we have a ~!rong transforma­

tion bdween the two squares whose components are equivalenccs exactly as required

in I"mma 4.64:

A~-IA-----'-P--/-la~~B

A ---,-P--..., B

G G

•

(ornitted 2-cells are identities). The equation required in the lemma is

This holds sincc by the naturality of '1/ (and omitting identities) it is equivalent to

<ind this rollows from lu"p. = 0 0 0,-1 F•.

Since the bigger square is a Pushout in BCC by theorem 4.69 the smaller square

is too by lemma 4.64. Also we have established that this smaller square has the

interpolation property and it finishes the proof of the interpolation TheOl·em 4.47. 0
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• 4.5 Applications of the interpolation

As mentioned in the introduction, this section CatI be ronsid,'red Ils a "work in

progress" and these applications are rathcr easy to abta.in l'rom the int(~rpolation.

However, since they have real categoncal f1avor and since wc '~asily gel. t.he resllits

weil known in the literatul"C we consider t.hem as applica.t.ions.

The first application is a 1'1'001' or the weil knolVn theorem abolit the interpolatioll

property of Heyting algebras. The theorem is first proved in the important IVork by

Maksimova [Mak77]. The theorem as stated in [l'itS:la, 'l'hm. B.] is t.:le rollowillg:

Theorem 4.70 Eve,'Y ]Jus/wu/. squa.re in the cll./.egory Ha of IIeylillg Illgcbl'll8 (ane!

structure ]Jreserving mor]Jhisms) has the interpola/:ion In'operty.

Proof: Every Heyting algebra is a bicartesian closed category and hOlnoll\<J1'phiSiIlS

of these algebras are bc-funcl.ors. We can view Ha as a 2-category (2-cdls beillg

identities). Therefore there is an inclusion 1 : Ha -> BCC. 1\lso, il. is ,,"sy 1.0 show

that a left adjoint to this functor is "posetal collapse" P : BCC -> Ha. '1'0 constrllel.

a pushout of C /!.- A .!... B in Ha we can do the following: inclnde I.I\<: di1lW1l,1Il in

BCC and construct a l'ushout there. Then apply the rllnctor P, in this way wc obtaill

the square

Since as ét left adjo;'at P preserves Colimits, this square is a pllsholl!.. 1\lso il. posda.!

collapsè of a square which has the interpolation property is again a s'l"arc with the

•
interpolation propcrty. From that the theOl'em rollows.
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• Wc shall come back 1.0 Heyting algebras III a momt:nt but b"fore that let us

cstablish another interesting fado

Proposition 4.71 The fllll jundors Ilre stable unde1' Pushollts in BCC and CCC doc-

l,,.iu(;.'>.

Proof: Wc want 1,0 show ·that in a Pushout square as below if Fis a full fundor then

K llIust be.
A F

'B

G ]{

~
C K 'D

Suppose that x : K(CIl -> K(C2 ) is an arrow in D. Since H(F(l)) is a termina!

object. and K(Cf') is an exponent of 1((C2 ) by 1((C,) (both in D) then (as in any

ccc) there exists unique arrow :î: : JJ( F(l)) -> K (Cf') in Ti such that J( (ë)U = x

where'/l. : K(Ctl-> J«(Cf' x CI) is the unique arrow such that J«(7r)u = :î:OJ"C,) and

K(7r')'IL = IJ"ctl (and OK(Ctl : J«(Ctl-> H(F(l)) if a unique arrow).

Now we can apply our interpolation theorem 1.0 x : H(F(l)) -> 1((Cf') and

we gel. A E A, (b : F(l) -> F(A)) E Band (c : G(A) -> Cf') E C such that

:Î; = r((c)T,tf1(b). Sinee F is full by the assumption there exists an arrow a : 1 -> A

in A such that F(a) = b. By naturality of T we obtain that K(G(a)h = TAH(F(a))

and by the way a was chosen we havethat x= 1((cG(a))T,. Now we can check that

f{ ((cG( a)Oc" lC1)) : 1((Ctl -> K(cf' X Cl) satisfies the equations defining the above

'IL and then by the uniqueness of u we have that u = 1(( (cG(a)Oc" lc,)) (here, OCI is

the unique arrow CI -> G(l)). 50 finally, x = K(ë(cG(a)Oc" lC1))' i.e. 1( is indeed

•
full.
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Corning back to Heytiug algebras, Id us prove th, ,A!I,'.: m;lIl1 IlIeon'1I1 1'1'0111

[PitS3a] - Thm A.

Theorem 4.72 JH0110mOrphisms arc slable 1111 der pllsltolll ill Ha.

Suppose

is a pushout in Ha and J is mono, we want 1.0 show th,d. this h is 1110110. Ily the

l'roof of the "revious theorelll we kiÎow that the above sqllare is posdal mllap,,' of a

Pushout square l'rom BCC (i.e. k: = P(K) alld h = 1'( 11)). Silice the 1ll01l01liorphisi1l

9 as a funde, is full - it follows by the previous propositioll that 11 is 1'1111. Also,

posetal colbp;e of a full functor is a mOllornor:Jhislll i.e. h is a mOllolllorphism. 0

Sinee our interpolation result, was valid fol' ca.rtesiall clo",,,1 ('.al"'l;ori,'.s a.s wdl

we can say that \;(1e. same statement,s hold fol' their posetal collaps". Th"s" al'''

known in the literature as Brouwerian selTliiattices so w" can jllst collclilde that ill

the category of Brouwerian selTlilattices pnshouts have l,he illterpolatioll prop"rty a.lld

that monomorphisms are stable under pushouts as weil.

For the "ther application let us first recall the following faet. r"lat"d 1.0 th" Ikck­

Chevalley propert)'. Suppose that for the l'ushout square as ahov" there a.re two

functors Fi : B -t A lert adjoint to fi' and J(! : D -t C Idt adjoillt 1.0 ,(, Th"IJ

there exists a canonical natural transformation p : 1('" =} c: F! (this do"s Ilot depelld

on the interpolation property; also wc are not assllrning that ,i'" G" parc ill the

\ .
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doctrine). 1" picture, the sitnation is the [oJlow:ng:

A.. B
----,~~,

l' 1

;tr
7)

This canoniciLl p is ddined to be the [ollowing n~.t.ural transformatio.' :

The ["Howing staternent is IJLesenl in th", posel. variant in [Pit83a] and generalized

in [Pav92].

.

Proposition 4.73 The ilbove sqllill'e satisfies the intel']JOliltion In'olJert" if] p has il

lefi inverse.

The l'roof of the above statement is not hard oncc when We know that the state­

Illellt holds. We are going to sketch the l'roof of the relevant corollary:

Corollary 4.74 'l'he above p IHl" left inverse when the above Pllshout square is in

the doelrines BCC or CCC.

Proof: We have 1.0 construet a natuml transformation 0" : GF! =} K!H such thiLt O"p =

ll\,){. SilJcc the Pushout has the interpolation property we ean find th" interpolant

for 111)(8) : IJ(B) -t K(K!(B)). Thal. is there are A E A, b : B -t F(A) and

c: G(A) -t [\!(8) sneh that li1)(B) = J((c)r,lH(b). Now define 0",1 = CF(é~F!(b)) and

check thal 0" so defined satisfies the required property. 0
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A Proof of the vVeak NormaEzation Theorem

ln th:s appendix we pmve the theor('m 'i.'Hl. First HOIll<' d"lillitiolls:

Definition A.75 ilmaa,illUll chain of immcr/illie .~III~I","m" ill Il l'Till 1 i" 1"11//",1 Il

thread. Ji segnlent ';11, ft LC'1'm l i8 n chain oj immet!ia/c ';':lIblf'I'II1S l'l >- ... :-- /1 of i

SUch thal:

1. t l t e5X.ll, y.v; tu

2. cach t; i < n is a minaI' l'remise of 1;, 6,I.e. 18 ln 0'11.1: of Ihe lo//owill!/ /JO";/i,,",,

âx.-li' y.V; 1.U 01' 8x.'U, y.li; 'lU ,

3. ln is not in Il s"I,eh posil'ion.

80 any tenu not of the "e5-form" nor a !l11llor l'remise of a "6'·1'01'111" IS a sel\lll<'lIt

(n = 1). Also notic~ that ail li are of the saille t.yp('!

1 maximum segnlent i8 Il segmenl where l, 1 hll." one "f lhe j()//owill!/ f"rl/l..'."

(n,v), Àx.r, 1.;(1') or (A (1'); rmd 1" is in one of li/,(; follouJ'iny positions: 71';(I'n), (1.,,'1'),

e5x.u, y.v; ln 01' (B(ln).

80 we can see that t.he term 1" in a maximurn segmellt. is ail iII1I1ICdi;d,eslli>tCI'IIl of

a C-redex when n > l (becallse ln t.hcn Ims a "0-1'01'111", e.g. 1" == 6;".1"_1' y.'/!; "'); i1,nrl

il, is an immediate subterm of an R2-redcx or E-rcrlex wlien 11 = l, Illore precisdy,

this is an immediatc subtCl'lIl of an R2-re'lcx if II is nol, an r·fol'lll, am! tiiis is an

immediate subtcrm of an E-rcdcx ùthcrwisc, I.C. whell II is ,"n rAol'ln. lI\so allY

p-redex contains the top of a maximum scgment as an imJllediat.e snhtel'ln.

Sinee lhe subiel'ms of Il lerm 1 make a, lree we crm deline lhe depth of a segment

S = ln )- .. , )- 11 10 be lhe number /, such lhal 1 == 1'0 )- ••• )- 'rk == 1,,; Wr: ",ritr:

k = deplh(S) .
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Proof (of t.heorern ~.~~J): Let. 8 = l~ ~ ... ~ 1;' be a segrnent. Then t.he degree

of S (delloted d(8)) is defined 1,0 be t.he cornplexit.y of A, i.e. d(AB
) = d(A x 13) =

d(A + 13) = d(A) + d(13), d(O) = 1 and d(X) = a when X is a free type or the

t.errninalt.ypej t.he lengt.h of 8 (denoted I(S)) is defîned 1,0 be n ([or the above S). To

"very t.errn 1 we assign an ordered pair #l = (d, 1) where d is the highest degree of a

lIIiLximllm sep;rnent. in 1(or a if such a segment. does l'lot exist) and 1 = 1(8Jl+·· ·+1(8k )

where S" . .. ,8k arc ail the maximum segments in 1 with the degree d. Also we say

(d"I,) < (d2 , 12 ) if[ d, < d2 or, d, = d2 and l, < 12 •

'Ne assume d > 0, if d = a we are done - there are no p-redexes.

Ta.ke a maximum segment S = ln ~ ... ~ l, of the degree d with the largest

depth among such maximum segments.

Pi l'st case: 1" has nor a fi l'lor a (-form so then n = 1 and ln is in 7l'j(ln), or in ln'r,

or in fi:r.71, y.V; ln' So this is an R2-redex. Then the whole segment 8 is just the term

If' and #1 = (d(S), 1 + 1(82 ) + ... + 1(8k)), where 8 2 , .•• , 8k are the other maximum

segments of the degree d(8). Applying the appropriate R 2-reduction on this redex

so that 1~ /.' we can sec that #l' < #l because an R2-reduction performed on a

maximum segment/term o[ the highest degree can't produce a maximum segment

of a higher degree. The idea cornes [rom Turing - see [GanSa]. (Check the cases:

the "wofst" one is 1 == ... (ÀxA.rB'sA) ... where 8 == ÀX.lï S,) d(t) = d(13·4). The

possible Ilew maximum segments can appear in r(s/x) but then their degree is d(A).

So the only maximum segments o[ the degree d(S) are the old ones (if any). Since

wc reduc,ed "the innermost" maximum segment they didn't multiply.There[ore, 1(1)

decreased by 1 sa indeed #1 > #1'.)

Second case: ln is an (-form, so again n = 1. Therefore this is an immediate

subterm of ail E-rcdex. Then again as above the whole segment 8 is just the term l, .
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Applying the appropriate E-reduction on this l'('dcx so thal. f .!::, l' wc ran ",'c thal.

#t' < #t.

Let's check the worst case, i.e. when II =' (1-:1+1;'(1.°) and l =' T[8:r.uc , !I.pc; ,/';1"1'/';" (,.")]

for the appropriate T[ZC], '11., V, 1' ••• (the variable Z ill T[Z] denol.es I.he ollly plare whl'I'('

the "substituting" is done, sa wc don't CiLre abOlit the possible clash"s of val·ia.bl"s).

Then t' =' T[(C(rO)] and #l = (d( El +E2 ), 1+I(S2) +... +I(Sk)) wh"re .)2, ... , Sk iLre

the other segments of degree d(EI +E2 ). i\l"ter the reduction the ollly new IIlilxillllllll

segment would have ta contain (C(I').

The first subcase is when the term'" is I.he olltermost. I.erm in I.he segmenl. i.e. "1.,."

or ,'. Then il. would mean that the term .,. in l =' T[(E I +/;, (1'°)] l'cre also a IIla",illllllll

segment which is properly inside S =' l1 - therdore d(EI + 1~2) > d(C). So silice I.h"

possible new maximum segment is of a srnaller degrec 1I0l.ice I.hiLl. dU) > d(l..') if I.her"

are no other maximum segments of the degree d(l..) = d( El + 1':2) a.\l(l, if I.her" are

sorne other maximum segments in l of the degrec d(l..) t.hen 1(1..) > 1(1..').

The second subcase is when (C(.,.O) is t.he innel'lllOSt. t.erm ill t.he chaill for t.he lIew

maximum segment, i.e. "lI'" If the chain were of lellgt.h 1 t.h,m il. wOllld meall t.hat.

t.he maximum segment is actually an immediate subt.erm of ail l':-redex. Compa.rillg

C and E reduct.ions one can see t.hat. then 8x.uc , 1/ .vC ; (BI +1', (1'0) is also ail imlllecliil.t.e

subterm of a C-reduct.ion. The only critica! case is when d(C) = d( El + 1':2) but. t.h,,"

the new maximum segment. is act.ually replacing an old maxilllulll segmellt. of t.he same

degree but since I(t) = 1+ I(S2) +... +I(Sk) > I(S~C"') +... + I(Sd = 1(1.'); (bec;anse

I(S2) = I(S2"W) = 1) we have d(t) = d(t') but I(t) > 1(1..'). Similarly if t.he chain is

of the length great.er then 1 t.hen bot.h 8x.uc ,1/.vC j (BI +F:'(rO) and ,c(',.o) al'e rninor

premises of the same 8-form and t.hcy arc beginnings of t.he "same" segmellt. So t.he

above formula again holds except. that now I(S2) = I(S~C"') > 1 and t.he conclusion

is as above. The noncritica! cases give d(EI +E2) > d(C) .
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The other cases are indeed better: applying EI ,2,3 the degree of the maximum seg­

ment gets smaller and applying E5 we don't get essentially new maximum segments.

Third case: 1" is a ,,-form, so n > 1 and this is an immeJiate sllbterm of a C­

redex. Ali the cases are similar - let's just check the case where we apply C". Let

1 == ... "XI.Ut> X2.U2; ("YI.i n _ l , Y2.V2; r) ... (50 t~+B == "YI.t~:!:fl, Y2.V:+B; r). Then

Since 1"_1 is no longer a minor premise of a ,,-form then by the definition of a maxi­

mum segment, the new segment "reduct of S" has length n-1 (and the same degree);

since the maximum segments of this degree didn't multiply because we reduced the

"innermost" such segment we get #t - 1 = #t'. 0
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