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Abstract

Neighbor-area network (NAN) is one of the most important segments of a
smart grid communication network (SGCN) since it is responsible for information
exchanges between utilities and a large number of smart meters (SMs) to enable
various important smart grid (SG) applications. Greedy perimeter stateless rout-
ing (GPSR) and the routing protocol for low-power and lossy networks (RPL)
have been considered for wireless mesh NANs. This thesis presents a study on
performance and applicability of these two protocols in various NAN scenarios.
Specifically, packet transmission reliability and delay of GPSR and RPL in an
IEEE 802.11-based wireless mesh NAN are evaluated through extensive simula-
tions. The effects of wireless channel characteristics, network offered load levels
and cluster sizes are also investigated to assess feasibility of these two protocols
with respect to different SG application requirements.

In addition to comparing the reliability and efficiency of GPSR and RPL, spe-
cial attentions have been addressed to the system robustness in the presence of
node failures. Node failures could hinder the network connectivity and degrade
the reliability of the NAN segment of the SGCN. This thesis proposes a mecha-
nism, namely proactive parent switching (PPS) that adaptively switches preferred
parent nodes in order to help RPL quickly deflect network traffics from points of
failures in the NAN scenario. Simulations with varying network availability and
traffic load are carried out in order to understand the impact of node failures to
the routing performance of GPSR and RPL with PPS and how the PPS can help
RPL mitigate them.

The extensive simulation results first reveal that RPL has higher transmission
reliability and lower delays than GPSR in all the three considered scenarios, i.e.,
different channel conditions, traffic loads and network sizes. Moreover, under the
consideration of multiple node failures, RPL with PPS outperforms both conven-
tional RPL and GPSR in transmission reliability since it can efficiently reroute
packets over multiple alternative paths. Consequently, the results from this thesis
indicate that RPL with PPS is a suitable routing protocol for NAN communica-
tions. However, RPL may impose extra requirements relating to its routing table
management and maintenance. Therefore, there is still room for improving these
two protocols for specific SG applications.



Résumé

Le réseau de région voisine (NAN: neighbor-area network) est l’un des plus im-
portants composants du réseau de communication du smart grid puisqu’il est
responsable de l’échange d’information entre les utilitaires et un large nombre de
compteurs intelligents pour réaliser divers applications du smart grid (SG). Les
deux protocoles de routage, GPSR (greedy perimeter stateless routing) et RPL
(routing protocol for low-power and lossy networks), ont été considérés pour les
NANs maillés sans fil. Cette thèse présente une étude sur la comparaison des
performances et des applications de ces deux protocoles dans différents scénarios
de NAN. Particulièrement, la fiabilité de la transmission de paquet et le délai
du GPSR et du RPL dans les réseaux maillés IEEE 802.11 sont évalués par des
simulations étendues. Les effets des caractéristiques du canal sans fil, des niveaux
de charges de trafic et de la taille des groupes sont aussi examinés pour évaluer la
faisabilité de ces deux protocoles par rapport aux différentes applications du SG.

En plus de comparer la fiabilité et l’efficacité du GPSR et du RPL, une atten-
tion particulière est adressée à la robustesse des systèmes en présence de nœuds
défaillants. Les nœuds défaillants peuvent gêner la connectivité du réseau et
dégrader la fiabilité du NAN. Cette thèse propose un mécanisme, nommé change-
ment de parent proactif (PPS: proactive parent switching), qui change au nœud
parent approprié afin d’aider le RPL à détourner rapidement le trafic des points
de défaillance dans le NAN. Des simulations en variant la disponibilité du réseau
et la charge de trafic sont performés afin de comprendre l’impacte des nœuds
défaillants à la performance du routage du GPSR et du RPL avec le PPS, et
comment le PPS peut aider le RPL à les éviter.

Les résultats de simulation révèlent que le RPL possède une fiabilité de trans-
mission plus haute et un délai plus court que le GPSR dans les trois scénarios
considérés, c’est-à-dire, différentes conditions de canal, charges de trafic et tailles
du réseau. De plus, sous la condition de plusieurs nœuds défaillants, le RPL avec
le PPS dépasse le RPL et le GPSR conventionnels en termes de fiabilité de trans-
mission puisqu’il peut réacheminer efficacement les paquets à travers plusieurs
trajets alternatifs. Par conséquent, les résultats de cette thèse indiquent que le
RPL avec le PPS est un protocole de routage approprié pour les communications
NAN. Cependant, le RPL peut imposer un traitement additionnel pour la gérance
et la maintenance de sa table de routage. Donc, ces deux protocoles peuvent être
améliorés pour des applications spécifiques du SG.
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Chapter 1

Introduction

1.1 Smart Grid

The power grid has not been innovated over the last century while there have been
increasing demands on electrical energy, incidences of electricity shortages, power
quality problems, rolling blackouts, electricity price spikes, and environmental is-
sues. This has urged many countries to enhance the efficiency and reliability of
their existing power grids as well as to seek alternative sources of reliable and
high-quality electricity. As a result, “Smart Grid” (SG) has been introduced.
There are many definitions of SG, some functional, some technological, and some
benefits-oriented. According to [2], SG is “an automated, widely distributed en-
ergy delivery network characterized by a two-way flow of electricity and informa-
tion, capable of monitoring and responding to changes in everything from power
plants to customer preferences to individual appliances”. It can monitor, protect
and automatically optimize the operation of its interconnected elements including
central and distributed power plants, energy storage stations, transmission and
distribution networks, industrial and building automation systems, end-user ther-
mostats, electric vehicles, appliances and other household devices. In essence, the
primary objectives of SG are to allow utilities to generate and distribute electricity
efficiently and to allow consumers to optimize their energy consumption.

Conceptually, the architecture of SG can be considered as the integration
of power system layer and communication layer. The power system layer, as
presented in Fig. 1.1, is comprised of four basic sub-systems that are bulk power
generation, power transmission system, power distribution system, and power
consumption. These sub-systems are explained as follows:

• The power generation combines conventional generation resources with re-
newable resources to generate electricity to supply consumers’ demands.
The utilization of distributed renewable energy sources becomes a powerful
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and indispensable complement to compensate the limitations of traditional
power system.

• The power transmission is a high voltage transmission grid to deliver power
from power generators to nearby power distribution systems. The transmis-
sion system must be expanded and upgraded and has capabilities to inte-
grate renewable resources into the existing power system in an economically
and operationally efficient way. It also requires appropriate long distance
distribution with great quantities and qualities electricity, few losses and
low cost.

• The power distribution delivers electrical power from power transmission
system to consumers through low-voltage distribution cables and electrical
substations. It has to be optimized such that the power loss and cost of
transmissions are minimized given constraints such as power demand and
transmission line capacity.

• The power consumption is composed of different types of power consumers
(e.g., home, industry, and government consumers). Relied on different com-
munications technologies, power consumption devices can be remotely con-
trolled and switched the working modes.

The distinguishing feature of SG, compared to the existing electrical grid, is
that the above-mentioned power sub-systems are integrated with the supporting
communication layer, commonly referred to as Smart Grid Communication Net-
work (SGCN), as shown in Fig. 1.2. SGCN plays the essential role to upgrade the
existing power grid from unidirectional power flow with limited real-time control
system to a bidirectional electricity system providing real-time and reliable com-
munication to achieve self-regulation and management. It is primarily responsible
for connecting the distributed electric devices to exchange real-time information
in order to monitor, control, and automate the whole power grid. With such an

Power Generation Power Transmission Grid Power Distribution Grid Power Consumption 

Smart 

Meter Substation Substation Customer  

Microgrid 

Microgrid 

Electric Vehicle 

Solar Enegy Wind Enegy 

Non-renewable Enegy 

Figure 1.1: The power system layer of SG.
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Figure 1.2: The communication system layer of SG.

energy management network, power flowing can be shared and distributed from
diverse distributed generator and renewable energy sources to power consumers
over a large-scale area. Also blackouts will be handled quicker when the utili-
ties receive the alerts so that the huge cost on power disruptions and cascading
failures will be minimized. The real-time bidirectional communications are the
fundamental infrastructure required to accomplish the comprehensive power sys-
tem management services with secure, intensive and time-sensitive information
exchange. It helps both utilities and consumers better manage supply and de-
mand loads so that they can save energy costs and reduce peak usages.

1.2 Smart Grid Communication Network

Communication reliability, robustness and efficiency are the major requirements
addressed in SGCN. To meet these requirements, a hierarchical network archi-
tecture, as shown in Fig. 1.2, has been proposed for SGCN: home-area network
(HAN) for communications among appliances and with smart meters (SMs) in
residential and commercial buildings; neighbor-area network (NAN) for communi-
cations among SMs within a cluster of homes/buildings as the crucial intermediate
network to connect consumers and utilities; wide-area network (WAN) for long-
haul communications between NAN and utility’s control centers. These segments
of SGCN are interconnected through gateways: a data aggregation point (DAP)
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between WAN and NAN and a SM between NAN and HAN. DAP plays an im-
portant role to integrate the whole SG communication by exchanging information
between HAN and WAN. For example, DAP forwards the periodic meter read
up to the control centre in WAN and relays a command requesting consumption
information to a SM in HAN if no packet received over a long time.

Each of these gateways communicates through the network with adjacent
nodes. Technical details of each segment are summarized as follows:

1.2.1 Home-Area Network (HAN)

HAN is responsible for the communications among smart appliances and with
a gateway (which is usually SM) at the consumer premise. Automated digital
devices inside the building (e.g., air conditioner, dishwasher, dryer, refrigerator,
kitchen stove, and washing machine) can be monitored and controlled by a control
center or consumers to optimize the power supply and consumption. In addition,
consumers can track the power consumption and perform optimization to reduce
power costs. This network can support functions such as cycling air conditioners
off during peak load conditions, sharing consumption data with in-home displays,
or enabling a card-activated prepayment scheme. Many different technologies are
considered to be used in HAN technologies to transfer data to the control center for
analysis and optimization such as ZigBee, Wi-Fi, Ethernet, Z-Wave, HomePlug,
Wireless M-Bus, Wavenis, etc. [3]. Wireless communications technologies are
preferable choices due to their low cost and flexibility of infrastructure.

1.2.2 Neighbor-Area Network (NAN)

NAN is the communication network connecting HAN and WAN. It is usually
divided into clusters where DAPs work as cluster heads relaying information be-
tween SMs and WAN. The number of SMs that each DAP communicates with
varies from a few hundreds to thousands depending on grid topology and com-
munication technologies and protocols. SMs are intermediate agents transporting
information between HAN and WAN. DAPs may locally process received infor-
mation (e.g., data aggregation, data filtering, etc.). They then forward processed
information to utility’s control centers over WAN. The networking communica-
tion protocols applied for NAN are required to be reliable, secure, power-efficient,
and low-latency. They are also expected to be robust to link and/or device fail-
ures. There are quite a few technologies in contention to be used to implement
NAN [3]. They include short-range and low-power IEEE 802.15.4/Zigbee wireless
technology, broadband wireless standards like IEEE 802.11, IEEE 802.16 WiMAX,
3G/4G cellular, Power Line Communication (PLC), optical fiber communication,
etc. Wireless mesh networking has appeared as a promising candidate due to its
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low installation and maintenance costs.

1.2.3 Wide-Area Network (WAN)

It covers the long-haul distances from DAPs to the control center throughout
the distribution and transmission grid. The LAN enterprise network, core/metro
network and backhaul network are integrated to be the WAN. It achieves the com-
munications among different regions and systems including control center, sub-
stations, storage facilities, transformers and energy management systems. The
utility’s WAN also provides the two-way network needed for substation communi-
cation, distribution automation (DA), and power quality monitoring while also
supporting aggregation and backhaul for AMI and any DR and demand-side
management applications [4]. The data from home energy system is collected,
processed and stored in the control centers and used to optimize communica-
tion capabilities for the power transmission and distribution and management on
power outages and other failures. WAN can be implemented over fiber or wireless
media using Ethernet or cellular protocols.

1.3 Wireless Routing in NANs: A Literature

Review

Among the three representative segments of SGCN mentioned above, NAN has
been attracting the most attentions from both academia and industry since it is
responsible for gathering a huge volume of various types of data and exchanging
important control signals between millions of SMs installed at customer premises
and utility’s control centers. It is the primary enabler for important SG appli-
cations such as AMI, DR, distributed energy resources and storage management,
etc. Having the most crucial responsibility for the operating and coordinating the
whole SG system, NAN serves as the medium to connect the HANs and WAN.
Most traffics in NANs are exchanged in a periodic manner while some others might
be transmitted by on-demand requests or event-based triggers. Different kinds of
traffic induce various requirements that make NAN a very unique type of network-
ing environment. Therefore, NAN has to be able to differentiate several types of
input data and provide high quality of service (QoS) propriety to time-critical
traffics. Besides, to ensure data confidentiality, integrity and privacy for commer-
cial purposes, NAN is also expected to provide highly secure data transmission for
electricity information, services queries and responses. Furthermore, since a huge
volume of data transverses upward and downward through NAN, the capability
to accommodate network congestions and performance degradation also needs to
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be concerned. All these requirements are needed to be coped with in order to
guarantee the whole implementations and operations of SG system.

There are various wired and wireless communication technologies that can
be used to implement NANs such as broadband via the telephone lines or ca-
ble services, PLC, wireless cellular and wireless mesh networks (WMNs). Each
technology has its own advantages and disadvantages in terms of costs (i.e. deploy-
ment, maintenance, and operation), coverage, communication reliability, latency
and security, etc. Wireless technology is preferred in NAN over wired since it is
expensive and impractical to deploy long copper or fiber-optic cables over sparse
areas in NAN, such as suburban or rural areas. Adding or removing SMs and
other components with wired connections are also costly and time consuming.
In comparison with wired communications, the communication coverage of wire-
less can be easily expanded by simply adding routers and the installation and
maintenance costs are relatively low. All these reasons drive the wireless tech-
nology to be a better option for communications in NAN. However, the wireless
communication is relatively unreliable and easy to be affected by other wireless
signals or surrounding obstacles. Therefore, a promising routing protocol to en-
sure efficient and reliable data transmission for SM applications is desired. Fig.
1.2 presents a widely-accepted two-tier configuration for NANs where WMNs are
employed jointly with cellular networks. In the first tier, SMs are connected to
each other using wireless mesh topology which is resilience to node failures and
link fluctuations and requires low deployment/maintenance costs. Data from each
cluster of SMs is collected at a DAP and relayed to the second tier over 3G/4G
cellular networks that have very wide coverage while offering a high data rate
and low latency. DAP plays an important role in NAN to support bi-directional
traffics, which are gathering upward sensing measurement data traffics from SMs
and sending downward instructions to control devices in HAN or reply queries
from SMs.

Routing protocol is one of the key factors that determine the system perfor-
mance of WMNs. As a result, wireless mesh routing protocols for NANs are the
focus of large number of researches in the area of SG over the last few years. The
study presented in [5] surveys various routing protocols selected for NAN sce-
narios. Geographic routing and RPL have been identified as the most promising
routing protocol for NANs.

One of the compelling advantages of geographic routing protocols is that it can
achieve network wide routing while maintaining only neighborhood information at
each node. The simplicity of geographic routing leads to good scalability since it
is no necessary to keep routing tables up-to-date and to have a global view of the
network topology and its changes. Geographic routing protocols allow routers to
be nearly stateless because forwarding decisions are based on location information
of the destinations and the location information of one-hop neighbors. No routing
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table is needed to be constructed or maintained. A new node can join the network
easily by locally exchanging information with existing nodes in its vicinity. Since
establishment and maintenance of routes are not required, signaling overhead and
computational complexity of geographic routing can be kept at a considerably low
level. In addition to these advantages, the fact that locations of NAN devices are
fixed and accurately known promotes geographic routing protocols as one of the
promising solutions for NANs.

The work in [6] presents the study of geographic routing in the wireless mesh
based smart metering solution. SMs are provided with the geographical coor-
dinates of the DAP which represents the destinations for their upward traffics
whilst the DAP knows the coordinates of all SMs for downward control traffics.
Performance of geographic routing in various realistic smart metering scenarios
is presented by using simulations. Received packet ratios given by the proto-
col are measured against network scales, offered traffic rates and placements of
routers and concentrators. For the small-scale scenario, the system performs with
a received packet ratio of 100% for a low message frequency. However, success
rate decreases with increasing message frequency due to collisions in some central
nodes. For a large-scale scenario employing multiple routers and concentrators,
a very high overall success rate of the system is still observed for low message
frequency.

RPL is a representative protocol which captures most of the ideas introduced
by self-organizing coordinate protocols [7]. RPL exhibits many advantages that
are desirable in the NAN setting. First, the tree-like structure constructed by
RPL matches well with the physical deployment and communication model of
SMs (nodes) and DAPs (sinks or roots). Second, RPL is designed to be able to
incorporate various types of routing metrics and constraints that can be addictive,
multiplicative, inclusive/exclusive and so on. Therefore, both QoS-aware and
constraint-based routing disciplines can be supported. Third, RPL allows multiple
logical routing graphs to operate concurrently and independently to provide QoS
differentiation for different classes of traffic in the NANs.

The work in [8] analyzes the stability of RPL whose DAG is built based on
link layer delays. It is observed that the delay fluctuation introduced by the
IEEE 802.15.4 medium access control (MAC) layer negatively influences RPL’s
stability. In order to dampen the link layer delay fluctuation, the author proposes
the use of memory in delay calculation which can reduce the mean and variance of
the end-to-end latency and thus improve the protocol stability. The authors in [9]
provide a practical implementation of RPL with a number of proper modifications
so as to fit into the AMI structure and meet stringent requirements enforced by
the AMI. In particular, Expected Transmission Count (ETX) link metric and a
novel ETX-based rank computation method are used to construct and maintain
the DAG. Extensive simulation results in [9] show that, in a typical NAN with
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1000 SMs, and in the presence of shadow fading, the proposed RPL-based routing
protocol outperforms some existing routing protocols like AODV, and produces
satisfactory performances in terms of packet delivery ratio and transmission delay.

In [10], a simulation-based performance evaluation of RPL in real-life topol-
ogy with empirical link quality data is presented. This study focuses on the
mechanisms that RPL employs to repair link or node failures. Global repair is
implemented with the help of periodic transmission of new DAG sequence num-
ber by the DAG root. For local repair, upon loosing parents, a node will try
to quickly and locally find an alternate parent. Results in [10] show that when
local repair mechanism is employed, the network fixes local connection outage to
parent much quicker than if using global repair mechanism only. However, there
are a few incidents where the outage time gets large to an order comparable with
DAG sequence number period when DODAG information solicitation (DIS) or
DODAG Information Object (DIO) is not heard for a long time. Self-organizing
and self-healing solutions for RPL are proposed in [11]. SMs are able to automat-
ically discover DAPs in their vicinity and setup a single or multi-hop link to a
selected DAP. An overview on the weaknesses and strengths of RPL is provided
in [12]. Multiple timers that assist the trickle algorithm used by RPL are also
investigated using simulations and experiments. The authors in [13] presents an
experimental analysis of RPL repair process using the Contiki RPL.

1.4 Motivations and Contributions

With the objective to provide efficient, reliable and robust communication for
NANs, GPSR (a representative protocol of geographic routing class) and RPL
(a state-of-the-art self-organizing coordinate protocol) are emerging as two of the
most promising routing protocols. GPSR is very simple, truly distributed and
can exploit the location information that is inherently available in NANs. How-
ever, it has not been extensively studied for communication in NAN except for
the work in [6]. Some preliminary results are presented in [6] but there are three
important limitations. First, an over-simplified free-space propagation channel
model is assumed while in real-life NANs are always deployed in a challenging
outdoor environment with many factors that complicate the radio signal trans-
mission. As a result, this assumption limits the usefulness of the results presented
in [6]. Second, only message transmission reliability is measured in that work.
Transmission delay which is one of the decisive performance metrics to be inves-
tigated in smart metering scenarios is not taken into consideration. Third, only
conventional smart metering data is assumed in [6]; it may not reflect the real
needs of the future SG due to the emerging of many advanced SG applications
(e.g., distribution automation, fault detection and restoration). As compared to

16



GPSR, RPL possesses many advanced features, such as dynamic routing graph,
multiple instances routing, loop detection and avoidance. The performance of
RPL in some aspects, namely, routing reliability, end-to-end latency and robust-
ness, has been recently evaluated in [8] [9] [10]. However, the feasibility of RPL
in respect to the routing requirements in NANs has not been thoroughly studied.
Moreover, the superiority of RPL over GPSR under the constrains imposed by
SG applications is still questionable due to the non-existence of work that gives
in-depth evaluations and comparisons of GPSR and RPL.

This thesis fills the aforementioned gaps by first providing a detailed and
quantitative evaluation comparing the performance of GPSR and RPL in dif-
ferent NAN scenarios. Various performance metrics are investigated, including
packet delivery ratio, transmission delay and average transmission count. The
effects of various NAN parameters on the performance of these two protocols are
also investigated. Those parameters include wireless channel condition (i.e., chan-
nel shadowing variance), rate of data traffic generated by each SM and the NAN
cluster size (i.e., total number of SMs per DAP). The results obtained can then
determine the applicability, limitations, advantages/disadvantages of each algo-
rithm in wireless mesh NANs with respect to the quality of services required by
various SG applications.

Additionally, an important issue is that the robustness of GPSR and RPL in
the case of node failures has not received sufficient attention in existing work.
Therefore, this thesis also attempts to study the robustness of these two candi-
date routing protocols when a portion of network fails. An adaptive local repair
mechanism is proposed to integrate with RPL in order to quickly recover from
node failures. The proposed mechanism PPS can effectively help RPL reroute
network traffic from points of failures. It proactively nominates another parent as
the next hop once the preferred parent is unreachable after a predefined number
of unsuccessful MAC layer transmissions/re-transmissions. Neighbor information
supplied by the network layer is exploited to support the next hop switching pro-
cedure performed in the MAC layer. Extensive simulations are carried out to
demonstrate the effectiveness of PPS.

1.5 Thesis Outline

The remainder of this thesis is organized as follows. Chapter 2 presents a number
of key technical features of GPSR and RPL and the detailed implementation of
these two protocols for NANs. The routing metrics for each algorithm are selected
and the ideas and operations of the proposed PPS mechanism for RPL are also
presented. Chapter 3 explains the simulation setup and parameters that are used
to investigate the operations and performances of GPSR and RPL. Simulation
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results are then presented in Chapter 4. GPSR and RPL are compared in terms
of transmission reliability and delay. The effects of various factors, such as channel
shadowing levels, per-meter data rate, NAN cluster size and network availability,
to the performance of these two protocols are investigated. Finally, Chapter 5
concludes this thesis.
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Chapter 2

Implementation of GPSR and
RPL1

2.1 GPSR

2.1.1 Protocol Description

GPSR is a representative implementation of the geographic routing family of
routing protocols that route traffic based on the knowledge of a node’s position
along with those of its neighbors and the sink node. An extensive survey of
existing work dealing with geographic routing protocols is presented in [16]. In its
simplest form, Greedy forwarding (GF), when a node receives a message, it relays
the message to its neighbor geographically closest to the sink, as illustrated in
Fig. 2.1. Alternatively, one can consider another notion of progress, namely the
projected distance on the source-destination-line, i.e., most forwarding progress
within radius (MFR), the minimum angle between neighbor and destination, i.e.,
compass routing, or nearest with forwarding progress (NFP).

The dominant factor of GPSR’s greedy forwarding is knowledge of the physical
location of each participating node along the path. In the initial phase, the source
node marks a packet with respect to a destination node and makes a locally
optimal choice for the next hop. The packet’s next hop is always the neighbor
who is geographically closest to the destination, as illustrated by Fig. 2.1. The
packet will be forwarded in this hop-by-hop and fully-distributed manner until
the destination is reached. The success of greedy forwarding can be ensured if the

1Parts of chapter 2 have been presented in the “Challenges and Research Opportunities
in Wireless Communications Networks for Smart Grid”, in the IEEE Wireless Communications
Magazine 2013 [14], and have been accepted for publication in the “Performance and Applicabil-
ity of Candidate Routing Protocols for Smart Grid’s Wireless Mesh Neighbor-Area Networks”,
in the IEEE International Conference on Communications 2014 [15].
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Figure 2.1: Examples of different GF strategies: (N1) = shortest geographical
distance, (N2) = MFR, (N3) = compass routing and (N4) = NFP.

node density is high enough to allow for at least one neighbor allocated in a 2π/3
angular sector of each intermediate node [17].

GPSR updates neighbor position information through a simple hello message
protocol. Nodes periodically broadcast short hello messages advertising position
information to all surrounding neighbors. Every node has a neighbor table for
maintaining up-to-date geographic information of each neighbor. If a node does
not receive an updated hello messages from one of its neighbors before the timeout
timer T expires, that neighbor will be considered as lost and its corresponding
entry will be removed from the neighbor table. In the worst case, a void region
exists and there is no other neighbor closer to the destination, then the greedy
forwarding strategy fails due to this local minimum problem. When this occurs,
GPSR recovers by forwarding in perimeter mode and the packet traverses succes-
sively closer faces of a planar sub-graph of the radio network connectivity graph,
until reaching a node closer to the destination, where greedy forwarding can re-
sume. More detailed descriptions of GPSR can be found in [17]. Existing work
shows that, compared to GF, GPSR can improve the packet delivery ratio [7].

2.1.2 Forwarding Schemes

2.1.2.1 Simple Greedy Forwarding

The original GPSR employs a GF scheme that is an efficient, low-overhead method
of data delivery when used on a network with sufficient density, accurate location
information and high link reliability independent of distance within the physical
radio range. Nevertheless, such a forwarding scheme performs poorly in realistic
conditions since it tends to forward packets on lossy links. Packets are delivered to
neighbors that are closest to the final destination. However, such neighbors tend
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to be further away from the current node and thus are more likely to experience
poor link quality which results in low supportable data rate or even high rate of
packet loss. Obviously, this poor-link phenomenon must be taken into account
when selecting next hops.

2.1.2.2 Greedy Forwarding with Blacklisting

GPSR takes advantage of knowing available information on the geographic loca-
tions of each node and simply forwards the packets through the shortest path to
the destination. It eliminates the requirement of sharing and maintaining routing
information. Nodes forward each packet by making hop-by-hop decision rather
than following a pre-constructed end-to-end path. The simplicity of this forward-
ing decision, i.e., no requirements of route discovery and routing table mainte-
nance, and its adaptivity to network changes are all considerable advantages of
GPSR in the large-scale NAN. Moreover, in order to discover reliable paths and
reduce the impact of channel variation over different links, the blacklisting scheme
proposed in [18] and [19] is adopted.

In a nutshell, blacklisting attempts to exclude neighbors with low link qual-
ity. Neighbors are classified as favorable or not based on their distance and link
quality with respect to the current node. This classification is done with the
introduction of a predefined distance threshold, namely optimal distance. The
simulation results in [18] demonstrate that GPSR with blacklisting based on op-
timal forwarding distance can achieve a higher packet delivery ratio and lower
transmission delay as compared to the original GPSR. The detailed calculations
and explanations of how the channel and radio affect the optimal distance given
in [18] and [19] are presented in Appendix A.

2.1.3 Neighbor Connectivity and Failure Detection

Greedy forwarding in GPSR is associated with a simple periodic broadcast of hello
messages. Besides keeping track of neighborhood topology, periodic hello messages
help nodes be aware of their local link connectivity to other available neighbors. A
better fault tolerance is achieved with higher hello message frequency. Especially
in the highly dynamic network in which many nodes may randomly fail, the rate of
sending hello messages should be sufficiently high so that nodes can quickly detect
the loss of surrounding neighbors and then accurately route packets to an active
one. However, higher frequency in exchanging hello messages will result in higher
routing control overhead. The incurred overhead may lead to channel contention
and waste network resources and thereby degrade network performance.

The precision of neighborhood status is also affected by the frequency at which
the neighbor table is refreshed. Within a predefined interval, each neighbor entry
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is refreshed after receiving several up-to-date hello messages. If no hello message
has been received from a neighbor during that period, that neighbor is deemed
lost and the corresponding connection is broken. The refresh interval needs to
be defined properly in order to reflect the dynamics of neighbor changes. If it is
too large, the neighbor status reflects out-dated neighbor information and data
packets can be sent to failed nodes. Based on suggestions from [20], the neighbor
table refresh interval is defined to be twice that of the hello message broadcasts.
Each node broadcasts two hello messages to notify its availability. It is tolerable
if one hello message is lost due to link fluctuation or packet collision. Loss of two
hello messages from a neighbor within the refresh interval indicates that either the
neighbor failed or the connected link is really weak. The corresponding neighbor
entry will be removed since it is undesirable to forward data packets via such a
neighbor.

It is obvious that the frequency of hello messages also directly affects the aware-
ness of neighborhood connectivity, and thus the transmission reliability of GPSR.
In order to obtain the desired accuracy of the route/neighbor discovery, highly
frequent flooding of hello messages is required and consequently the channel be-
comes susceptible to overloading. With the aim of efficiently using the bandwidth
while still maintaining adequate accuracy of neighbor connectivity, the hello rate
is set to be equal to the data rate. With the same rate, hello messages could also
indicate the up-to-date link connectivity for data packets.

2.2 RPL

2.2.1 General Description

RPL belongs to the self-organizing coordinate routing class that builds a viable
coordinate system based on communication distance rather than the geographic
distance used in location-based routing. It is designed as the specific routing
solution for LLNs, which consist of large number of highly constrained devices
with limited communication capacity, small memory, and limited energy. These
devices are interconnected by lossy (wireless or wired) links with low bandwidth,
high loss rate and low link reliability. Other challenges such as large number of
nodes and unattended devices in severe environment need to be considered in
the development of the routing protocol for LLNs. The Routing over Low power
and Lossy network (ROLL), which is a working group of the Internet Engineering
Task Force (IETF), proposes RPL for different routing requirements in a wide
variety of application areas of LLNs. There are four main application domains
that attract the need for RPL specifications: urban, industrial, building automa-
tion and home automation scenarios. The smart grid application belongs to the
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urban application scenarios with the deployment of the AMI’s advanced two-way
communication. RPL with appropriate specifications is able to support the smart
grid NAN communication network.

The motivation for specifying RPL is to optimize it for gathering sensing
measurement data and forwarding it to the data collector (multipoint-to-point
(MP2P) traffics) or sending instructions from the collector to control devices or
querying replies (point-to-multipoint (P2MP) traffics). To support those types of
routing traffics, the basic construction of RPL is a Directed Acyclic Graph (DAG)
that is used to maintain the network state information. The key concept used in
RPL is the destination oriented directed acyclic graph (DODAG) which is a tree
structure specifying the routing paths between a root and the remaining nodes.
The root is typically a gateway which acts as a common transit point that bridges
every network node with a backbone network [21]. Each node in the DODAG is
assigned a rank that represents the cost of reaching the root as per the objective
function (OF). The OF is designed to guide traffic to the root over paths that
minimize a particular routing metric, such as hop count or ETX. A list of possible
metrics that could be used for the OF in RPL is presented in [22]. The rank of
a given node is calculated based on the ranks of its neighbors, the costs to reach
each of these neighbors and other routing metrics. Initially, the root of DODAG
starts sending out DIO messages with a predefined lowest rank indicating that it
is the traffic sink. Upon receiving a DIO, each node calculates its own rank based
on information carried in the message and its local state. Each DIO contains the
information about the identification of the DODAG, the rank of the broadcasting
node, and parameters specifying the OF. DIO’s are broadcasted from each node,
triggered by the trickle timer. The interval of the trickle timer is exponentially
increased when the network is stable. Thus, updating of DIOs is suppressed and
accordingly redundant broadcasting is reduced.

When forming the DODAG topology, a node receiving a DIO message and
ready to participate in the DODAG will add the DIO sender to its parent list,
compute its own rank utilizing the rank information from this parent node driven
by the DAG’s OF. Then, its own updated rank information will be broadcast in
a DIO message to allow the remaining nodes in the network to join the DODAG,
discover the upward route to the sink and identify their set of neighbors and
parents. The neighbor and parent set are also selected based on the OF indication
received in the DIO message. Each node maintains the candidate neighbor set
that contains all nodes that can be reached via link-local multicast. The candidate
neighbor set is comprised of children set, sibling set and parent set. The selection
of these three sets is dependent on the OF. In the severe shadowing scenario, when
certain links disappear temporarily, the corresponding link cost over such a link
may increases. When a node receives a DIO message with higher or equal rank to
the current node, it retains the sender in its children set or sibling set, respectively.

23



The sender with lower rank is cached in the parent set. The preferred parent is
selected from the parent set with the lowest rank so that it optimally meets the
optimization objectives as the preferred next hop when routing the data packet
towards the root.

In the severe shadowing scenario, when certain links disappear temporarily,
the corresponding cost over such a link may increases. The RPL graph could
be changed only if the link changes result in nodes re-selecting their preferred
parents and consequently resetting the interval of broadcasting DIO messages.
Otherwise, the temporary link disappearance and following updates of the parents,
siblings and children sets might not lead to any changes to the RPL graph. Hence
the stability of the RPL graph is maintained. In addition to link fluctuation
from channel shadowing, node failures can occur as well. With the presence of
node failure, the frequency of detecting failures and updating the RPL graph
significantly affects network performance.
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Figure 2.2: An example of DODAG using the hop count routing metric.

2.2.2 Routing Metrics

2.2.2.1 Hop Count

Hop count is the simplest and most commonly-used routing metric. Traditional
wireless ad-hoc networks focus on finding paths with minimum hop count. This
metric finds the routes quickly by simply computing the minimal number of hops
between source and destination. The primary advantage of using this metric is its
simplicity and ease of implementation. Any one hop transmission has equally one
unit value and nodes only need to look for the next neighbor having minimum
hop counts to the destination. Fewer hops on a path may lead to lower delay
and energy consumption. Fig. 2.2 shows a DODAG constructed over a physical
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wireless network with hop count as the routing metric. All nodes receive DIO
messages, join the DODAG and select parent sets based on the rank computation
of minimizing hop count. The preferred parent of each node is randomly selected
from those parents having same minimum rank values. Upward traffics are enabled
by forwarding packets to their preferred parent hop-by-hop until the root node is
reached. As shown in Fig. 2.2, traffic from node J may follow different paths to
root node R. However, using the DODAG and the mentioned forwarding rule, J
sends its packets to A which then finally forwards them to R. This is the smallest-
cost (i.e., 2-hop) path from A to R. Another example is the 3-hop path from L:
L→ G→ C → R.

An important observation is that the hop count metric is only applicable with
the assumption of relatively error-free links, which is sufficient in wired networks.
In contrast, in wireless networks, this minimum hop count might not be always an
efficient solution to find optimum paths for overall network performance. It does
not consider any other characteristics of a link such as packet loss probability,
fading, interference and other issues that have serious impact on wireless network
link quality [23]. As a result, minimizing the hop count may lead to maximizing
the distance traveled for each hop along a path, which is likely to minimize signal
strength received at each receiver. Selected paths may therefore include lossy links
that suffer from multiple packet losses and re-transmissions. Additionally, there
could be many paths with the same minimum hop count in a dense network and
each of them has widely varying link quality. Hence the random selection made
by the minimum hop-count metrics is rarely able to pick optimal paths. Based
on all above reasons and since the NAN is a wireless mesh network with time-
varying links, this thesis proposes to employ link-quality-based routing metric for
the implementation of RPL for NANs.

2.2.2.2 Expected Transmission Count (ETX)

ETX [24] is a widely-used link-quality-based routing metric that measures the
expected (or average) number of transmissions, including re-transmissions, needed
to successfully deliver a unicast packet across a link. An ETX of one indicates
a perfect transmission medium, and an ETX of infinity represents a completely
non-functional link. Due to varying characteristics of the transmission medium,
ETX may vary widely from one link to another.

ETX is computed based on packet delivery ratio between the sender and the
receiver in both forward and backward directions. The forward packet delivery
ratio that measures the probability that a data packet sent from sender i suc-
cessfully arrives at the receiver j is denoted as pi,j. The backward packet deliver
ratio that measures the probability that the acknowledgment (ACK) message sent
from receiver j is successfully received at sender i is denoted as pj,i. As a result,
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pi,jpj,i represents the probability that a packet is successfully received and ac-
knowledged. The probability that a packet will be successfully delivered from i
to j after k transmissions [25] can be expressed as Pri,j(k):

Pri,j(k) = (1− pi,jpj,i)k−1(pi,jpj,i). (2.1)

Each transmission can be considered as a Bernoulli trial, and the number of
transmissions till a packet is successfully received is a geometric variable. There-
fore, the expected number of transmissions required to successfully deliver a packet
from node i to node j is calculated as follows,

ωi,j =
∞∑
k=1

kPri,j(k) =
1

pi,jpj,i
>= 1 (2.2)

The routing protocols need to find the path with the minimum ETX value to
have the least number of transmissions to deliver each data packet to its destina-
tion. To calculate pi,j and pj,i, this thesis adopts the low-cost ETX measurement
scheme proposed in [9], using the information of successful/failed MAC transmis-
sions that can be obtained via a MAC layer feedback mechanism. The sender
sends a data packet to a dedicated receiver and waits for the ACK. After suc-
cessfully receiving the packet at the MAC layer, the receiver will reply with an
ACK packet immediately and hence the sender will know the transmission was
successful. If the receiver does not receive the ACK, it schedules the packet re-
transmission. Once the number of re-transmission of the current packet reaches
the maximum retry limit specified by the IEEE 802.11 MAC layer protocol, the
packet will be deleted and the failure reported up to the network layer. Then the
packet is considered lost. The ETX measurement of a link is based on the number
of m packets transmitted to make the number of s successful network-layer trans-
missions of packets on the link between node i to node j in the past τ seconds.
The Eq. (2.2) can be expressed as,

ωi,j =
1

sdata
mdata

sACK
mACK

=
mdata

sACK
(2.3)

where sdata equals to mACK since the receiver sends an equivalent amount of
ACK messages back to the sender to exclusively reply each data packet that it
has received.

This ETX estimation mechanism eliminates the heavy overhead caused by
the periodic broadcast of probe messages. It also provides a more accurate link
quality estimation than broadcast probing since statistics on the transmission of
data packets and ACK messages are used rather those of probe messages that
generally have different specifications in terms of packet/message length and rate
[26]. However, since this mechanism replaces frequent probe messages by data
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packets and ACK messages, the frequency of data packet transmission may have
an impact on the accuracy of ETX measurement.
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Figure 2.3: An example of DODAG using the ETX routing metric.

For the implementation of RPL in this thesis, accumulative OF based on ETX
routing metric is used for calculating the rank of each node and constructing the
DODAG. As a result, the optimal path selected by the protocol is the one with
the minimum accumulative ETX value from possible paths to the destination. As
an illustrative example, Fig. 2.3 shows a DODAG constructed over a wireless
network by using the ETX routing metric. As can be seen, selected paths for
traffic originated from J and L are J → D → A → R (5.5 transmissions) and
L→ G→ F → B → R (5.3 transmissions), respectively.

2.2.3 Global and Local Repairs in RPL

In addition to the trickle timer and DIO messages to support DODAG formation,
local and global graph repair mechanisms are utilized with the aim of repairing the
network topology in case of link fluctuations or node failures. Local repair only
causes partial DODAG changes while global repair affects all DODAG nodes [21].

A DODAG root governs the global repair operation by periodically incre-
menting the DODAG version number. This initiates the DODAG reconstruction.
Nodes in the new DODAG version can choose a new position whose rank is not
constrained by their rank within the old DODAG version. Global repair attempts
to eliminate node rank inconsistencies, loops, and floating sub-graphs that may
be present in the DODAG after a long period of operation in order to re-optimize
the entire routing hierarchy.

Local repair can be activated by any node that detects link fluctuations or node
failures. It aims to find an alternate local path instead of globally re-optimizing
the entire DODAG. RPL has two prominent local repair methods. The first one
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allows routing through alternate parents or siblings once the preferred parent
is found to be lost. The second method, known as ”poisoning”, is used in the
situation of a node running out of parents and siblings. The node sends out a
”poison” message to its children to detach them from itself. Then, it broadcasts
a DIS message soliciting DIO messages from all surrounding nodes in order to
search for nodes that can serve as its parents.

2.2.4 Proposed Proactive Parent Switching (PPS)

Robustness is one of the key requirements when developing routing protocols for
NANs. As the network topology changes due to network element (meters or
wireless links) failures, it is imperative to dynamically update the routing deci-
sion. The reaction should be sufficiently fast to capture these changes. However,
over-reacting could potentially compromise routing stability. Even though the
robustness of RPL is addressed and studied in [10, 13, 21], the employed global
and local repair mechanisms are quite simple and preliminary. Global repair is
simply driven by a timer and it is mainly used to refresh the whole DAG to remove
inconsistencies or loops that may appear over a long period of operation (minutes
or hours) rather than dealing with small-scale variations. The local repair is trig-
gered only after a node loses its parents and siblings. It can help to fix local issues
introduced by node failures or link fluctuations, however, due to the fact that the
repair operates at the network layer (with the involvements of control message
exchanges, node rank re-computations, parent-child relationship reforming, etc.),
there could be a significant delay and many packets may be dropped during the
outage period. Therefore, this thesis proposes the PPS mechanism, which can
effectively help RPL deflect network traffic from points of failures before local
repair is activated. Instead of waiting until a node either detects the loss of its
preferred parent (after exhausting all transmission/re-transmission attempts al-
lowed by the MAC layer protocol) or runs out of all of its parents and siblings,
PPS proactively nominates another parent as the next hop once the preferred
parent is unreachable. Neighbor information supplied by the network layer is ex-
ploited to support the next-hop switching procedure performed at the MAC layer.
Extensive simulations are carried out to demonstrate the effectiveness of PPS.

Neighbor information supplied by the network layer is exploited to support
the next-hop switching procedure performed at the MAC layer. The operation
principles of PPS imply that the reaction is triggered quickly to mitigate the delay
and waste of channel capacity due to useless back-off stages and re-transmissions
during the outage period. Meanwhile, over-reaction to transient fluctuations of
network elements is avoided by observing over a window of multiple MAC-layer
transmission attempts. It is noted that the ”poisoning” local repair and global
repair specified in [10, 13, 21] can be used jointly with PPS for local DODAG
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Algorithm 1 Proactive parent switching (PPS)

Require: Data unit D from the network layer, Pi, K
Encapsulate D into MPDU
for (j ← 1; j ≤ n; j ← j + 1) do

Update MPDU: MPDU.receiver ← Pi,j, ...
for (k ← 1; k ≤ kj; k ← k + 1) do

Transmit MPDU to Pi,j
while (ACK timer not expired) do

if ACK for MPDU is received from Pi,j then
Send confirmation to the network layer
return [successful]

Perform back-off procedure
Send failure notification to the network layer
return [failed]

re-construction and global DODAG re-optimization, respectively.
The operation of PPS is described as follows. At node i, upon receiving a

data unit from the network layer, the MAC protocol first attempts to deliver the
respective MAC protocol data unit (MPDU) to the preferred parent Pi,1. If this
MPDU cannot be successfully delivered to Pi,1 after k1 transmissions, an alternate
parent, denoted by Pi,2, is attempted with k2 transmissions. This procedure is
iterated with maximum n parents (including the preferred parent) of node i. If
all attempts fail, a failure notification will be sent to the network layer and the
packet will be dropped. The maximum total number of transmissions that n
parents attempt, denoted as K is,

n∑
j=1

kj = K. (2.4)

Since, according to the routing rules specified by RPL, forwarding packets to a
parent with a lower relative rank tends to result in a routing path that can reach
the root at a lower cost, PPS should give the highest priority to the preferred
parent Pi,1, then the first alternate parent Pi,2, then the second alternate parent
Pi,3 and so forth. Note that the relative rank of parent Pi,j is the sum of the rank
of Pi,j and ETX of the link from sender i to Pi,j. In order to enforce this priority,
this thesis proposes that

ku ≥ kv, ∀u < v; u, v ∈ {1, 2, . . . , n}. (2.5)

The pseudo-code of PPS is presented in Algorithm 1 where Pi and K are
the set of parents of node i and the set of the maximum numbers of attempts
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Figure 2.4: RPL with PPS in the scenario of a single node failure.
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Figure 2.5: RPL with PPS in the scenario of two node failures.

for each corresponding parent, respectively, i.e., Pi = {Pi,1, Pi,2, . . . , Pi,n} and
K = {k1, k2, . . . , kn}. It is noted that, for simplicity, not all operations carried out
by the IEEE 802.11 MAC protocol are presented in Algorithm 1. The examples
of RPL in cooperation with PPS are represented in Figs. 2.4 and 2.5. A scenario
of single node failure is illustrated in Fig. 2.4, based on the constructed DODAG,
node J intends to send data packets to its preferred parent node D. However,
since node D has failed, all transmissions will not be acknowledged. Once the
limitation of k1 transmissions of a data packet is reached, node J has to switch
its next hop to an alternative parent. If node J selects node A, its ETX value
calculated from node A is 2.5 + 3.4 = 5.9 transmissions. While if node J selects
node E, its ETX value calculated from node E is 2.2 + 4.7 = 6.9 transmissions.
Therefore, by resulting in lower ETX value for node J , node A is selected to
provide an alternative path for node J , which is J → A → R. If, unfortunately,
node A has also failed as shown in Fig. 2.5, after trying k2 transmissions, node E
becomes the last candidate parent for node J to recover from the failures of node
D and A. The updated alternative path is J → E → B → R.
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Chapter 3

NAN Simulation Models and
Performance Metrics

3.1 Network Scenarios and Assumptions

A discrete event network simulation platform OMNET++ [27] is used to simulate
a NAN cluster that consists of one DAP and n SMs (i.e., network nodes). The
cluster is illustrated in Fig. 3.1, where the DAP is represented by a red square
located in the center of the cluster while SMs are represented by black dots uni-
formly distributed in the circular area. The cluster size n is varied starting from
1000 nodes (a typical size that gives a reasonable trade-off between network per-
formance and cost [1]). Each node is implemented with a radio communication
module and works as an end-device and a router as well. In order to ensure
that the results obtained in this thesis are meaningful and applicable to real-life
scenarios, parameters related to meter deployment specified in the Smart Grid
Priority Action Plan 2 (PAP02) published by the National Institute of Standards
and Technology (NIST) [1] are applied, as summarized in Table 3.1.

The wireless channel is modeled with path-loss (with path-loss exponent α) and
log-normal shadowing Xσ (with standard deviation σ) at independent intervals of

1 ms. In other words, PRx [dBm] = PTx [dBm] − PL(d0) − 10α log10

(
d
d0

)
− Xσ,

where PTx and PRx are the transmitted and received radio power, respectively;
PL(d0) is the path loss at the reference distance d0; λ and d are the wavelength
and the transmitter-receiver distance, respectively. The radio transmission power
PTx is selected to provide roughly 50 m of range. The values for path-loss and
shadowing parameters are taken from NIST’s PAP02. Radio communication mod-
ules in each node are built with IEEE 802.11b physical (PHY) and MAC layers.
Simulation parameters related to these two layers are summarized in Table 3.1.
GPSR and RPL are implemented in the network layer.
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Figure 3.1: The illustration of simulated NAN cluster.

Data packets are periodically generated at a rate of r packets/s/node. Follow-
ing the estimation given in Table 3.2, which is obtained from table 7 of NIST’s
PAP02, the total traffic load offered to the network by interval/on-demand meter
reading, demand response and remote connect/disconnect applications is approxi-
mately 16808 bytes/day/meter. Since it is assumed in this thesis that each packet
carries 100 data bytes, the equivalent data packet rate is r = 16808

24×60×60×100 ≈
0.00195 packets/s/node, namely the base data rate.

It is noted that, in this thesis, only uplink traffic (i.e., from nodes to the
DAP) is considered since the communications in this direction is converge-cast
in nature and more challenging in the NAN scenario, as compared to that of the
downlink direction. The performance of the network is mainly evaluated based
on data packet delivery ratio PD and the transmission delay which is statistically
represented by its 95th percentile value D95.

3.2 Performance Metrics

3.2.1 Packet Delivery Ratio

Packet delivery ratio (PDR), PD, is defined as the ratio of packets successfully
received by the destination compared to the total number of packets sent out by
the source. It is calculated by PD = |Nrx|

|Ntx| , where Ntx and Nrx are the set of data
packets generated and sent by network nodes and the set of packets that are re-
ceived and successfully decoded by the DAP, respectively; |S| is the cardinality of
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Table 3.1: Simulation parameters

Smart Meter Deployment
Node density (urban) ρ = 2000 nodes/km2

Node placement uniformly random
Num. of nodes per cluster n (varying)
Wireless Channel
Path-loss α = 3.6
Shadowing Log-normal, σ (varying)
PHY Layer
Standard IEEE 802.11b
Frequency band 2.4 GHz
Transmission rates {1.0, 2.0, 5.5, 11.0} Mbps
MAC Layer
Standard IEEE 802.11b
Operation mode Mesh
RTS/CTS Disabled
ACK Enabled
Max. retransmissions 7
Back-off procedure Binary exponential
Min. contention window CWmin = 31
Max. contention window CWmax = 1023
ST, SIFS, PIFS, DIFS, EIFS 20, 10, 30, 50, 364 µs
Application Layer
Data length L0 = 100 bytes per packet
Packet rate r packets/s/node (varying)

(ST: slot time; SIFS: short interframe spacing;
PIFS: point coordination function interframe spac-
ing; DIFS: distributed coordination function inter-
frame spacing; EIFS: extended interframe spacing)

set S. In each simulation, |Ntx| is chosen to be 100000 for statistical measurement
of PD.

3.2.2 Transmission Delay

Timing is critical in SGCN, especially for time-sensitive NAN traffic. Therefore,
interests in examining how the transmission delay affects SG communication per-
formance have emerged. The transmission delay is generally defined as the total
time required for a packet to be transmitted along the path from source to desti-
nation as perceived by the application layer. It includes all possible delay caused
by forwarding a data packet such as processing delay during the route discovery
phase, propagation delay, re-transmission delay and etc. It is an important factor
to analyze the delay resulting from route discovery caused by different routing
protocols.
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Table 3.2: Data traffic from SM to DAP [1].

Event How Often
(events
/meter
/day)

proportion Size (bytes
/event)

Average
Traf-
fic Load
(bytes
/me-
ter/day)

Multiple interval meter
read data (Commercial
/industrial electric me-
ters)

24 0.10 2400 3840

Multiple interval meter
read data (Residential
electric meters)

6 0.90 1600 12960

Subtotal Frequency
*propor-
tion=

7.8 events
/meter/day

Frequency
*size *pro-
portion=

16800 bytes
/meter/day

On-demand read request
application errors

25/1000 ∗ 1/1000 50 0.000025

On-demand meter read
data

25/1000 100 2.5

Send service switch oper-
ate acknowledgment

2/1000 25 0.05

Send service switch oper-
ate failure

1/1000 ∗ 50/1000 50 0.0025

Send metrology informa-
tion after a successful ser-
vice switch operate

2/1000 100 0.2

Send service switch state
data

50/1000 100 5

Subtotal 0.079 N/A 7.75375
Total 7.879 N/A 16808 bytes

/meter/day

Transmission delay Dp of data packet p accounts for the duration from the
time when p is ready for the transmission at the original source until p is received
and decoded correctly at its final destination. Dp includes packet transmission
time (TDATA

p ), acknowledgement transmission time (TACK
p ), back-off time (TBO)

and interframe spacings (TIFS). Its calculation is shown in Appendix B. Note that
these components represent total values since for a successful delivery of a data
packet there might be multiple back-off stages and re-transmissions.

Note that statistics of reliability and delay can be obtained for the entire
simulation or per node. In addition to these two primary performance metrics,
parameters related to next hop selection and path determination are analyzed for
an in-depth understanding of GPSR and RPL.
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Chapter 4

Performance Evaluation of GPSR
and RPL2

Existing studies show that the performance of WMNs varies with network scale,
wireless channel characteristics, deployment settings, traffic loading levels and
equipment availability. Therefore, in order to assess the feasibility of GPSR and
RPL routing protocols in wireless mesh NANs, this chapter provides a compre-
hensive study on the performance of these two protocols in various practical NAN
scenarios.

GPSR and RPL are investigated in two sections. In the first section, a de-
tailed comparison of GPSR and RPL is provided with the assumption that all
nodes are active and operate during the entire simulation time. The performance
metrics PDR and transmission delay are studied to demonstrate the performance
patterns and trends of GPSR and RPL when the variance of channel shadowing
σ, per-node data rate r and cluster size n are swept. When the channel shad-
owing σ is more severe, packet corruption is more likely due to higher level of
channel randomness. This results in high packet loss, re-transmissions and in
turn performance degradation. When r increases, packets are generated and sent
out more often to induce a higher chance for channel contentions, back-offs and
packet re-transmissions. Even though routing paths are not lengthened, longer
delays and lower transmission reliability levels are expected. Cluster size n is an
important parameter in system design since the larger it is, the lower the required
costs related to installation, operation and maintenance of DAPs. However, an
increase in the cluster size has a dual effect. First, a large number of nodes in the

2Parts of chapter 4 have been presented in the “Challenges and Research Opportunities
in Wireless Communications Networks for Smart Grid”, in the IEEE Wireless Communications
Magazine 2013 [14], and have been accepted for publication in the “Performance and Applicabil-
ity of Candidate Routing Protocols for Smart Grid’s Wireless Mesh Neighbor-Area Networks”,
in the IEEE International Conference on Communications 2014 [15].
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cluster inject more traffic towards the DAP. Second, since node density is fixed
(ρ = 2000 nodes/km2) and n = πR2ρ, a larger number of nodes also implies that
the geographic area of the cluster, i.e., πR2, expands. Packets from nodes further
away need to traverse longer distances (or more hops) to reach the DAP. This
effectively increases the network load and average hop count at the same time.
As a result, this dual effect will significantly increase transmission delay while
decrease PDR.

For the detailed implementation of GPSR, hello messages are sent out at the
same rate of data messages. The neighbor table is refreshed after broadcasting
every two hello messages, which is pre-specified in section 2.1.3. RPL is im-
plemented based on the design principle of the original protocol along with the
default parameters specified in [7] without the PPS mechanism. The DIO gen-
eration and transmission are controlled by a unique trickle timer at each node
whose parameters are specified in [7] as well. If the routing topology is not con-
sistent such as a node changes its preferred routing path or a new node joins the
DODAG, the trickle timer resolves the inconsistency by resetting its interval to
the minimum value; this is done to generate more frequent DIOs to disseminate
updated information within the DODAG. Simulation results presented in this sec-
tion will investigate their operations as well as pinpoint other important features
such as reliability and efficiency of the protocols with severe environment, the cor-
responding expected traffic load and large network size. The study cases carried
out in this section are briefly described as follows: Study case I is to investigate
the operations of GPSR and RPL under an ideal channel condition, with base
data rate, and with a typical network size. The purposes of Study case II, III
and IV are to investigate the different effects of channel shadowing variance, data
traffic load and cluster size on the system performance of GPSR and RPL, respec-
tively. Possible differences between their network performances will be attributed
to the presence of the swept parameters in different study cases. The detailed
information are summarized in Table 4.1.

Table 4.1: Simulation parameters of study cases I, II, III and IV

Parameter Study Case
I II III IV

Shadowing σ (dB) 0 0,4,8,12 8 8
Packet rate r (packet/s/node) 0.00195 0.00195 0.001,

0.00195,
0.01, 0.1

0.00195

Cluster size n (nodes) 1000 1000 1000 1000,
3000,
6000

Network availability a (%) 100 100 100 100
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In the second section, the robustness of GPSR and RPL in NANs is evaluated
by taking into account the effects of node failures. Failures of network nodes is
represented by f (f ∈ [0, 1]) which is the fraction of nodes that randomly fail dur-
ing simulation time. Failed nodes and arrival time of their failures are uniformly
distributed. A node remains silent (i.e., incapable of transmitting and receiving
any packet) after it fails. Availability of the network is thus given by a = 1− f .
In order to address the impact of node failures, the robustness of GPSR, conven-
tional RPL and RPL with the proposed PPS mechanism is compared in scenarios
with different levels of network availability. The decrease of network availability
a results in an increasing number of network disconnections and communication
truncations between nodes. Larger number of re-transmissions and control pack-
ets are imposed on the network to reduce packet loss by detecting and recovering
from node failures. The related results and observations will be presented. Fur-
thermore, with the aim of understanding the impact of growing traffic load in the
occurrence of node failures, the per-node data rate r is swept. To support high
data rate applications and provide fault-tolerant routing, PPS’s ability to re-route
packets to different next hops could be a promising mechanism. The performance
of GPSR and RPL with PPS in response to high probability of node failures and
heavy traffic loads is illustrated and discussed in the following study cases: Study
case V compares the robustness of GPSR and RPL with PPS under the scenarios
with different portions of network failures. Per-node data rate is swept in Study
case VI to investigate the effects of both node failure and traffic load on the sys-
tem performance of GPSR and RPL with PPS. The details of these two study
cases are summarized in Table 4.2:

Table 4.2: Simulation parameters of study cases V and VI

Parameter Study Case
V VI

Shadowing σ (dB) 8 8
Packet rate r (packet/s/node) 0.00195 0.001, 0.00195, 0.01,

0.1
Cluster size n (nodes) 1000 1000
Network availability a (%) 100, 95, 90 90
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4.1 Network Performance without Node Failure

4.1.1 Study Case I: Routing Protocol Operation with Ideal
Wireless Channel

This thesis compares the network performance of GPSR and RPL step by step
from ideal to realistic scenarios. In the first study case, the ideal channel condition
is assumed. The performance of GPSR and RPL is expected to be similar since
ETX measure used by RPL might not provide any advantages in case there is
no channel randomness. The following figures and discussions in this study case
will illustrate this assumption. The simulation parameters are set as follows,
channel shadowing σ = 0.0 dB, r = 0.00195 packets/s/node and n = 1000 nodes
(R = 398.9 m).

First, Figs. 4.1 and 4.2 present details of packet delays and routing path
lengths (in terms of hop count) of 50 sampled packets received at the DAP for
GPSR and RPL, respectively. It can be seen that packets routed over longer paths
(traversing a large number of hops) to reach the DAP generally experience higher
delay for both GPSR and RPL. However, the correlation between the hop count
and the delay does not always hold since different transmission may experience
different channel conditions and thus different number of collisions, back-off stages
and re-transmissions. The cumulative distribution function (CDF) of delays is
then given in Fig. 4.3. It can be seen that the delay statistics of all successfully
transmitted packets are similar for GPSR and RPL. 95% of the received data
packets experience no more than 11.41 ms and 11.26 ms of transmission delay for
GPSR and RPL, respectively. For packet transmission reliability, over the entire
simulation time, there is no packet loss for both GPSR and RPL, i.e., PD = 100%.

Further detailed investigations of the correlation between source-destination
distance and PDR, average transmission delay and routing path length per node
are plotted in Figs. 4.4, 4.5 and 4.6, respectively, where their horizontal axis
represent distances from nodes to the DAP. As can be seen in Fig. 4.4, every
node can successfully deliver all of their packets to the DAP. Even for nodes that
are far away from the DAP (i.e., beyond roughly 400 m to the DAP), their PD’s are
still 100%. The dependency of average transmission delay of GPSR and RPL on
the geographical distance from the source to the packet destination is illustrated
in Fig. 4.5. For nodes that are located no more than 50 m away from the DAP,
almost all packets for GPSR and RPL have a delay of around 0.3526 ms, which is
equivalent to the analytical minimum delay Dmin given in Eq. (B.3). This can be
explained by two facts: (i) these packets are transmitted directly to the DAP since
source-destination distances are shorter than 50 m transmission range; and (ii)
no re-transmission is required since communication links over short distance are
reliable. When source-destination distance is larger than the transmission range,
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Figure 4.1: Delay and hop count for 50 sampled GPSR packet transmissions.
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Figure 4.2: Delay and hop count of 50 sampled RPL packet transmissions.

multi-hop paths have to be employed to deliver packets to the DAP. Obviously,
multi-hop transmissions result in longer delays. Moreover, most packets routed
by GPSR and RPL experience quite similar average delays when they traverse
the same number of hops to the DAP, as shown in Figs. 4.5 and 4.6. In the case
where there is no channel shadowing, our results indicate that GPSR and RPL
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Figure 4.3: CDF of packet transmission delays.
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Figure 4.4: Average transmission reliability versus node-DAP distances.

perform similarly by achieving the same 100% of PD, maximum 13 ms of average
transmission delay and maximum 12 hops of path length.

The similarity of GPSR and RPL also can be explained as follows. When most
packets could be successfully delivered by greedy forwarding, GPSR approximates
the shortest path routing with the optimal number of hops and each hop distance
is maximized, as also demonstrated in [17]. While RPL pays more attention to
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Figure 4.5: Average transmission delay versus node-DAP distances.
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Figure 4.6: Average hop count versus node-DAP distances.

minimizing the total path cost ETX in order to ensure high reliability of packet
delivery. Thus RPL may lead to relatively longer but more reliable routing paths
than GPSR. However, in the case with no shadowing, wireless communication
between each pair of nodes is always reliable within the communication range.
ETX metric turns to reflect the hop count and alternative parents are not much
different from each other. The purpose of RPL with ETX becomes to minimize
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Figure 4.7: CDF of packet transmission delays.

the total hop count for each packet. Therefore, when no shadowing is present,
GPSR and RPL perform well and similarly.

4.1.2 Study Case II: Effects of Channel Condition

It should be noted that many packets will loss due to the dynamic variance of
wireless channels, especially in NANs. Therefore, system performance when σ =
8.0 dB is first measured to represent a realistic communication environment of
NAN [1]. Other parameters related to cluster and application data rate are the
same as those of the Study Case I, i.e., r = 0.00195 packets/s/node and n = 1000
nodes (R = 398.9m). RPL as quality-aware routing protocol based on ETX
metrics is expected to perform better than GPSR under channel variations. The
observation from Figs. 4.7 and 4.8 is that, compared to the case of no shadowing,
communication is less reliable and experiences higher delay for both RPL and
GPSR in severe shadowing environment. However, when σ = 8.0 dB and the
difference between the channel quality of alternative paths is high, the gain of
RPL selecting path by ETX metric becomes visible. RPL successfully delivers
more than 99.82% of packets to the DAP while GPSR only guarantees around
98.37%. D95 for GPSR shown in Fig. 4.7 is around 43.83 ms which is much
higher than that of RPL (26.57 ms).

The detailed comparisons between GPSR and RPL in terms of average trans-
mission reliability, per node delay and routing path lengths are plotted in Figs.
4.8, 4.9 and 4.10, respectively. As can be seen in Fig. 4.8, with GPSR, packets
originated at nodes further away from the DAP generally suffer from lower relia-
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Figure 4.8: Average transmission reliability versus node-DAP distances.
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Figure 4.9: Average transmission delay versus node-DAP distances.

bility. With RPL, every node can still successfully deliver nearly all of its packets
to the DAP. Even for nodes that are quite far away from the DAP (i.e., beyond
300 m from the DAP), their PD’s are still higher than 96.50%. However, with
GPSR, nodes that are beyond 200 m from the DAP have suffered from notice-
able packet loss. For example, for nodes that are located around 300 m from the
DAP, only 92.45% of their packets can reach the DAP. Additionally, as shown in
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Figure 4.10: Average hop count versus node-DAP distances.

Fig. 4.9, average transmission delay per node given by RPL never exceeds 22.0
ms while it can be as high as 35.0 ms for GPSR. Fig. 4.10 demonstrates that
packets traverse over multi-hop routing paths. Packets routed by RPL at the
same source-destination distance have longer path lengths in terms of hop count
as compared to GPSR. The long-distance hop is employed by GPSR to offer the
greatest potential forward distance in the direction of the destination but the link
could be unreliable. For RPL, instead of selecting a further hop that gets packet
closer to its destination, a hop with shorter distance but higher transmission re-
liability is preferred. These observations indicate that there is a tradeoff between
forward distance and transmission reliability.

Re-transmissions are rarely required over short reliable links selected by RPL
while in greedy mode of GPSR, more re-transmissions are likely to occur and this
can lead to additional delay. In order to verify this view, average transmission
time that GPSR and RPL require for a successful packet delivery in each node
are plotted in Fig. 4.11. As expected, RPL in fact requires fewer transmissions
than GPSR. This, however, does not hold at a few nodes where GPSR results in
smaller number of transmissions, as can be seen in the bottom of Fig. 4.11 where
the curves are zoomed in for 200 nodes whose identifications range are from 400
to 600. This is due to the fact that RPL nominates preferred parents for traffic
forwarding by considering the estimated total cost to reach the DAP from the
current node (which is the sum of the link ETX from the node to the candidate
parent and the rank of that parent), not merely on ETX of the link. This selection
rule is applied to ensure that the traffic will finally reach the DAP with the lowest
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Figure 4.11: Average transmission time per successful delivery for each node.

total cost.
Low PHY data rates selected by GPSR for long range communications may

also contribute to longer delays than RPL. Fig. 4.12 shows that RPL transmits
the majority of packets (64.46%) with the highest PHY data rate 11.0 Mbps.
However, GPSR has only 46.03% packets transmitted at 11.0 Mbps. Another
40.37% of the packets are transmitted by GPSR at the lowest data rate (1 Mbps),
which is much higher than 24.72% of RPL. It indicates that the maximum PHY
data rate (11.0 Mbps) is likely to be selected by RPL for communications over
short distances while the minimum PHY data rate (1.0 Mbps) is likely to be
selected by GPSR for communications over long distances.

Next, in order to study the rate at which the system performance is degraded
due to the increasing level of channel shadowing, PD and the D95 when shadowing
variance σ is swept from 0.0 (no shadowing) to 12.0 dB (severe shadowing) are
plotted in Figs. 4.13 and 4.14, respectively. When shadowing increases, the
channel randomness increases accordingly and thus links are less reliable and the

45



Transmission rate [Mbps]

1 2 6 11

P
e
rc

e
n
ta

g
e
 o

f 
re

c
e

iv
e
d

 p
a

c
k
e

ts

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

GPSR

RPL

5.5

 

Figure 4.12: Packet transmission rate distribution.
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Figure 4.13: Average packet delivery ratio versus channel shadowing.

network performance degrades for both GPSR and RPL. For example, when σ
doubles from 4.0 to 8.0 dB, for GPSR, the reliability is reduced from 99.10% to
98.37% while D95 is increased from 34.5 ms to 43.83 ms. The significant increase
in delay is the result of a higher rate of channel contention, back-off and re-
transmissions. Acknowledgment and re-transmission mechanisms of IEEE 802.11b
MAC layer in this situation help to maintain sufficiently high PDR. Similar effects
are also observed with RPL. When there is no shadowing (σ = 0.0 dB), as also
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Figure 4.14: 95th percentile of transmission delay versus channel shadowing.

shown in Study Case I, GPSR and RPL perform similarly. For all non-zero values
of σ, RPL outperforms GPSR in terms of both transmission delay and PDRs: for
example, in a high link dynamic environment (σ = 12.0 dB), RPL outperforms
GPSR by having 1.49% more of PD and 11.61 ms less of D95.

4.1.3 Study Case III: Effects of Data Traffic Load

Since SMs are deployed to support not only conventional SG applications (e.g.,
meter reading, demand response, and so on as mentioned in [1]) but also those
are expected in the future (e.g., advanced distribution automation, fault detection
and restoration, etc.), they are responsible for exchanging an increasing volume
of information. As a result, the scenario presented in this study case investigates
how the network performance scales with network offered load. The system per-
formance is studied when each node offers a higher level of load to the network.
Per-node data rate r is swept and shadowing variance σ and cluster size n are
held constant at 8.0 dB and 1000 node, respectively. When data packets are sent
more often, channel contentions take place with a higher probability. This results
in a large number of back-off stages per packet. Even though routing paths are
not lengthened (since cluster size is unchanged), lower transmission reliability and
longer delays are observed for both GPSR and RPL. Figs. 4.15 and 4.16 show
the results that the performance of both GPSR and RPL degrade when data rate
increases, while RPL can still achieve higher PDR and lower transmission delay
than GPSR. For example, it can be seen from Fig. 4.15 that when traffic rate
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Figure 4.15: Average packet delivery ratio versus per-meter data rate.
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Figure 4.16: 95 percentile of transmission delay versus per-meter data rate.

r increases from 0.01 to 0.1 packets/s/node, PD given by GPSR is reduced from
98.32% to 96.16%, as compared to the decrease from 99.78% to 98.96% of RPL.
D95 of GPSR increases from 44.42 ms to 56.9 ms while that of RPL increases from
27.22 ms to 38 ms, as shown in Fig. 4.16. Furthermore, with heavier traffic loads,
unreliable routing path selected by GPSR and its higher hello message frequency
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both lead to a significant increase in channel contentions thus more packet losses.
Therefore, the gaps between RPL and GPSR in terms of PDR and transmission
reliability are observed to be widened when per-meter data rate r is increased
from 0.001 to 0.1 packets/s/node.

4.1.4 Study Case IV: Effects of Cluster Size
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Figure 4.17: Average packet delivery ratio versus cluster size.

The scalability is one of the most important issues of NAN communication.
With SG being implemented step by step, the number of SMs will increase dra-
matically. Consequently, there is a great challenge for candidate routing protocols
to provide an acceptable level of communication with a large number of nodes.
This study case investigates the effects of cluster size on system performance of
GPSR and RPL. Shadowing variance σ and per-node data rate r remains con-
stant at 8.0 dB and r = 0.00195 packets/s/node. Figs. 4.17 and 4.18 show the
scalability of the two routing protocols. With the same node density, increasing
the number of nodes leads to expanding the coverage area for each cluster. As the
cluster size increases, network offered traffic load and average traffic path length
are both increased. Since packets routed over a longer path are more likely to
be lost, packet loss increases. When varying the number of nodes from 1000 to
6000, PD of GPSR drops from 98.43% to 94.31%, but RPL still maintains its
PD with negligible loss, i.e., from 99.82% to 99.47%. The reliability benefits of
employing RPL are enhanced in a larger network. The transmission delays are
significantly higher with increasing network size for both RPL and GPSR. Packets

49



Cluster size n [node]

1000 2000 3000 4000 5000 6000

9
5

%
 p

e
rc

e
n

ti
le

 o
f 
d

e
la

y
 D

9
5
 [
m

s
]

0

20

40

60

80

100

GPSR

RPL

 

Figure 4.18: 95th percentile of transmission delay versus cluster size.

with GPSR generally require fewer hops to reach the destination. However, each
long-distance hop provides unreliable transmission and requires a larger number of
re-transmissions for successful packet reception. D95 of GPSR dramatically grows
from 43.62 ms to 94.16 ms, whereas RPL still performs better with relatively
lower D95, e.g. 23.56 ms to 56.33 ms. It can be concluded that RPL provides
lower delay as compared to GPSR, even with longer traversed path in a larger
network. This can be explained through the fact that a higher proportion of the
transmission delay is due to exponential back-offs as opposed to propagation time
on multiple hops. Therefore, RPL is a more efficient and reliable routing protocol
in a large-scale network.

4.2 Network Performance with Node Failures

This section focuses on investigating the effects of node failures to network per-
formance and how the PPS can help RPL mitigate them. For PPS, K = 7
(commonly used for short IEEE 802.11 MAC frames) and n = 3 are assumed. To
meet the constraint specified by (2.5), the simple well-known binary exponential
rule is applied, i.e.,

kj
kj+1

= 2, ∀j ∈ {1, 2, . . . , n− 1}. (4.1)

Then, from Eqs. (2.4) and (4.1), the maximum numbers of transmissions for each
of the 3 candidate parents are K = {k1, k2, k3} = {4, 2, 1}.
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In the following study cases, the performance of RPL with K = {4, 2, 1},
namely, RPL-PPS(4,2,1), is evaluated. In order to verify the parent switching
principle proposed by PPS and demonstrate its advantages, GPSR and other
three schemes of RPL as references are also studied: RPL-PPS(1,2,4) with K =
{1, 2, 4} (i.e., parents with higher relative ranks are given greater numbers of
transmission attempts, as opposed to the proposed principle), RPL-PPS(1,1,...,1)
with K = {1, 1, 1, 1, 1, 1, 1} (i.e., the packet is switched to another parent once
a single transmission attempt fails), and the conventional RPL (without using
PPS), namely RPL-non-PPS.

4.2.1 Study Case V: Effects of Node Failure

Communication in NAN requires the routing protocol to be adaptive and reliable
even when some nodes undergo failures. The robustness of GPSR and RPL with
PPS to against node failures is demonstrated in Figs. 4.19 and 4.20 when network
availability a is swept. Note that in this study, each node is assumed to generate
data at the base rate of r = 0.00195 packets/s/node and shadowing variance σ and
cluster size n are constant at 8.0 dB and 1000 nodes, respectively. The network
becomes unstable with the presence of increasing random node failures. Therefore,
the transmission reliability is decreased for both GPSR and RPL with PPS. When
a decreases from 100% to 90%, PD of GPSR slightly decreases from 98.43% to
97.07%. The accurate neighbor information is maintained when neighborhoods
change by an adequate hello rate of GPSR. Nodes could promptly correct routing
paths and thus losing packets to unreachable nodes is mitigated. For RPL-non-
PPS, although it achieves PD of 99.82% when a is 100%, its PD drops to 85.84%
when a is 90%. All transmissions to a primary preferred parent that has already
failed are useless, the performance therefore degrades. In comparison with GPSR
and RPL-non-PPS, RPL with PPS experiences the same decreasing trend of PD

with decreasing a. However, PD drops at a much lower rate. This can be explained
due to the fact that PPS helps to deflect traffic from failed nodes by switching
the next hop to another parent. For example, RPL-PPS(4,2,1) gives the best
performance when a is high (i.e, a is 100% or 95%). RPL-PPS(1,2,4) gives more
retries to parents with higher relative ranks and thus results in higher-cost paths.
RPL-PPS(1,1,...,1) is over-reacting (i.e., it reacts too fast to transient network
condition changes and results in unnecessary path fluctuations) and at the same
time tends to push next hops to parents with higher costs then primary preferred
parents. As a result, RPL-PPS(1,2,4) and RPL-PPS(1,1,...,1) both experience
lower PDRs as compared to RPL-PPS(4,2,1). However, when more nodes become
unavailable, packets should be deviated quickly to have a higher chance to reach
any active parents. Therefore, when a decreases to 90%, RPL-PPS(1,2,4) begins
to give a higher PD, i.e.,99.69%, than that of RPL-PPS(4,2,1), i.e. 99.03%.
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Figure 4.19: PDR of GPSR and RPL with parent switching schemes versus net-
work availabilities.
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Figure 4.20: 95th percentile of transmission delay of GPSR and RPL versus net-
work availabilities.

The transmission delays, D95 of GPSR and RPL-non-PPS, are slightly reduced
when network availability decreases. More packets experiencing high delays due
to traverse over long path will highly likely to be lost if there are more node
failures along paths. Note that the columns in Fig. 4.20 only count delays for
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successfully delivered packets. Therefore, the decreasing network availability de-
creases both transmission reliability and delays of GPSR and RPL-non-PPS. On
the contrary, RPL with PPS improves reliability but induces higher delays. With
low network availability, both RPL-PPS(4,2,1) and RPL-PPS(1,2,4) might give
too many wasteful attempts to primary or secondary parents that have likely al-
ready failed. Therefore, when a is 90%, D95 of RPL-PPS(4,2,1) and PPS(1,2,4)
are increased to 43.20 ms and 48.38 ms, respectively. While RPL-PPS(1,1,...1)
has the lowest D95, i.e., 24.34 ms, since it does not have the exponential back-off
procedures for packet re-transmission. Once a transmission failure is detected,
nodes will simply re-transmit the packet to another candidate without exponen-
tially increasing the contention window.

Next, in order to have a more detailed understanding of the above results,
mean hop count and communication cost of routing paths for various schemes
are compared in Figs. 4.21 and 4.22, respectively. Since GPSR takes effort in
forwarding packets to the node closest to the destination, it pursues the goal of
minimizing hops traversed between the source and the destination. As can be seen
in Fig.4.21 (with an assumed network availability of 90%), GPSR forwards most
packets over short paths to reach the destination, that is demonstrated by having
higher fraction of paths with less than 10 hops and no path longer than 16 hops.
For RPL-non-PPS, packet transmissions always choose primary preferred parents
having the lowest relative ranks, the traffic flow therefore also follows short paths
to the root, where the maximum path length is 16 hops. However, in order to
maximize the transmission reliability, RPL-non-PPS chooses parents with better
link qualities. More reliable links (lower ETX value) with shorter distance are
chosen for each hop so that RPL has a higher proportion of longer paths than
GPSR, i.e., higher fraction of packets with path length of 12 to 16 hops. When
PPS is employed, routing paths are lengthened since the traffic flow can be re-
directed towards alternate parents having higher relative ranks in cases where pre-
ferred parent failures are detected. In the extreme case, i.e., RPL-PPS(1,1,...,1),
there are noticeable fraction of paths that require 17, 18, and 19 hops due to
the fact that, at each node, packets can be spread to 6 different alternate par-
ents (in addition to the preferred parent) that significantly diverge paths from
the root. This illustrates the over-reacting behavior and in consequence longer
path lengths emerge. RPL-PPS(4,2,1) also selects longer paths (as compared to
RPL-non-PPS) to deflect traffic from points of failures, however, over-reaction
is prevented by allowing only 2 possible alternate parents. RPL-PPS(1,2,4) has
slightly higher fraction of longer paths. Recall that RPL-PPS(4,2,1) prefers the
default parents while RPL-PPS(1,2,4) allows more trials with alternate parents.
For example, if a node requires 5 re-transmissions for packet delivery, the former
only attempts with 2 parents whereas the latter will likely involve all 3 parents.
To sum up, by considering more candidate parents when switching, a higher level
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of path diversity can be obtained. However, increasing path diversity may result
in longer paths that may in turn require more network resources and thus degrade
network performance.
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Figure 4.21: Distribution of routing path lengths versus parent switching schemes
(a = 90%).

Mean communication cost of routing paths is plotted in Fig. 4.22. It is mea-
sured by the ratio of the total number of frame transmissions in the whole network
against the number of packets successfully delivered to the DAP. When the net-
work availability a is 100%, GPSR has higher path costs than RPL since it has to
try several re-transmissions over those long but unreliable links in order to achieve
successful deliveries. However, when a decreases, the impact of node failures on
the path cost is negligible. Accurate neighbor connectivity information is main-
tained and all failed nodes are excluded promptly by frequent hello messages. For
a given RPL scheme, as expected, when the network availability (i.e., the number
of working nodes) decreases, increasing path costs are observed in Fig. 4.22. This
can be explained as follows: A decrease in the number of working nodes might
enforce more senders to replace their lower-rank failed parent by higher-rank al-
ternate parents as their next hops. These alternate parents are more likely to
require additional transmissions and/or subsequently lead to higher-cost paths
to the root. The next observation is that, when there is no node failure, non-
PPS works well and results in quite low path cost by sending packets over high
quality links connecting the sender to its default parent. However, when nodes
failures occur, it may blindly keep sending packets to failed default parents until
the DODAG is corrected by conventional local and/or global repairs. Thus, it
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requires a greater number of transmissions. Compared to RPL-PPS(4,2,1), RPL-
PPS(1,2,4) and RPL-PPS(1,1,...,1) require higher routing costs since they tend
to deviate traffic to alternate parents that are more likely farther away from the
senders and hence lead to links with lower quality and/or longer paths. Note that
when network availability a is 90%, the path cost of RPL-PPS(1,2,4) is slightly
lower than that of RPL-PPS(4,2,1). This indicates that when there are significant
number of node failures, RPL-PPS(4,2,1) might give too many wasteful attempts
to primary parents that have likely already failed. Although RPL-PPS(1,2,4) has
the lower path cost than all other RPL schemes, GPSR has the lowest path cost
as shown in Fig. 4.22. Nodes update their neighbor status with frequent hello
messages. The overall GPSR path cost is relatively lower than that of the PPS
mechanism since almost none of the GPSR transmissions are wasted on failed
nodes.
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Figure 4.22: Communication cost versus parent switching schemes and network
availabilities.

All of the above results in Study Case V give information regarding the ability
of GPSR and RPL to operate in networks with different levels of network fail-
ures. When network availability a decreases, the robustness of RPL in providing
reliable communications is enhanced by the PPS mechanism which notifies dif-
ferent candidates regarding re-transmissions. However, along with path diversity,
transmission delay is increased with the increasing number of re-transmissions
via non-optimal and longer paths. Generally speaking, for all considered network
availabilities, RPL with PPS significantly improves transmission reliability and
still produces tolerable transmission delays.
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4.2.2 Study Case VI: Effects of Data Traffic Load
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Figure 4.23: PDR of GPSR and RPL with PPS versus per-meter data rates
(a = 90%).
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Figure 4.24: 95th percentile of transmission delay of GPSR and RPL with PPS
versus per-meter data rates (a = 90%).

To study the effects of increasing traffic load in the presence of node failures,
the per-node data rate r is swept in this study case. The comparisons of RPL
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with PPS to GPSR are plotted in Figs. 4.23 and 4.24. Network availability,
channel shadowing variance and cluster size are fixed to 90%, 8.0 dB and 1000
nodes, respectively. It can be observed that there is a decrease in PDR and an
increase in transmission delay for both GPSR and RPL when the traffic load
becomes heavy. GPSR achieves lower PDR than RPL with PPS in all cases of
different traffic loads. When r = 0.1 packets/s/node (more than 50 times of
the base rate), PD of GPSR drops to 94.17% and D95 is increased to 57.72 ms.
It can be explained that data traffics intensely compete for channel resources
and consequently network collisions occur. At where traffic load is high, GPSR’s
inability to adapt will degrade performance further. While this problem can be
mitigated by PPS’s dynamic rerouting to alternative neighbors, as indicated in
Fig. 4.23. Comparing between GPSR and RPL with PPS, the latter has improved
the transmission reliability over the entire range of data rates of interest. To give
some illustrative examples, compared to GPSR, RPL-PPS(1,2,4) can boost PD

from 97.07% to 99.69% at the base data rate. However, as can be seen in Fig.
4.24, RPL-PPS(4,2,1) and RPL-PPS(1,2,4) achieve higher PDRs but experience
higher delays than GPSR when r is less than 0.1 packets/s/node. Although the
packet is redirected to other parents and finally received at the destination, the
transmission delay significantly increases due to the cumulative exponential back-
off time before each re-transmission. Another interesting observation is that both
RPL-PPS(4,2,1) and RPL-PPS(1,2,4) are able to achieve a reliability of higher
than 96% even when the network with 90% availability is heavily loaded with
0.1 packets/s/node. In this case, the superiority of RPL with PPS is clearly
demonstrated where both RPL-PPS(1,2,4) and RPL-PPS(4,2,1) provide lower
D95, i.e., 50.39 ms and 56.23 ms, than that of GPSR, i.e., 57.72 ms. Overall, in
comparison with GPSR, RPL with PPS is more efficient to handle node failures
and heavy traffic loads.
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Chapter 5

Conclusions

This thesis compares the performance of GPSR and RPL, two promising routing
protocols used in wireless mesh NANs. Extensive simulations have been carried
out with IEEE 802.11-based radio and the practical system parameters related to
NAN’s characteristics and deployment scenarios specified in NIST’s PAP02. In
the severe shadowing environment, the results conclude that RPL outperforms
GPSR in terms of both packet transmission reliability and delay since it can
effectively exploit the link-quality-based metrics (i.e., ETX), to direct traffic over
reliable wireless links and finally results in efficient end-to-end paths. Besides,
for a cluster of 1000 SMs using RPL in a typical NAN environment, a variety of
applications such as smart metering, real-time pricing, demand response, etc., can
indeed be supported with packet transmission reliability higher than 99.82% and
the 95th percentile of delay less than 26.57 ms. Higher per-meter data rates (up
to 50 times of the base rate) or larger network sizes (up to 6000 nodes) can also
be supported to accommodate emerging SG applications.

This study also highlights the robustness of considered protocols against net-
work element failures as a critically important feature of SG NANs. For RPL, PPS
is proposed to effectively reroute traffic around non-connected network regions
caused by SM malfunctions. Extensive simulations have demonstrated that, with
properly selected parameters, PPS can significantly improve the packet trans-
mission reliability by adaptively forwarding traffic to alternate next hops once
default next hops are detected to be unreachable. Over-reaction to transient
network condition fluctuations is prevented by observing over a window of mul-
tiple transmission attempts. The results have indicated that PPS can help RPL
maintain a higher reliability (higher than 96.5%) in NANs with 90% of network
availability under heavy loads (0.1 packets/s/node). As compared to RPL with
PPS, the transmission reliability and delay supported by GPSR is only 94.17%
and 57.72 ms, respectively. The network performance of GPSR is further degraded
by heavier traffic load in the presence of node failures.
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By observing the results of all these performed simulations, acceptable effi-
ciency of the proposed PPS and importance of using RPL with construction of
routing graph are demonstrated. In comparison with GPSR, RPL is more applica-
ble in NAN communications by having higher system performance (transmission
reliability and lower delays) in different channel conditions, traffic loads, and net-
work sizes. Furthermore, with the support of PPS, RPL can successfully reroute
packets from failures using alternative paths, and thus improves the performance
of the conventional RPL, especially in its robustness. For future work, a num-
ber of features/advantages of RPL could be explored, including the capability of
QoS differentiation (by routing different types of traffic on different RPL graphs
constructed with different routing metrics on the same physical networks) and
DAO mechanism with storing or non-storing mode to support downward traf-
fics, etc. Other widely used wireless technologies such as IEEE 802.11g or IEEE
802.15.4 could also be evaluated on their ability to meet the requirements of SG
applications.
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Appendix A

Geographic Routing with
Blacklisting

The geographic routing protocols commonly employ the blacklisting scheme to
forward packets on lossy links. Nodes take advantage of excluding unreliable
neighbors connected with high-variance links. The determination of optimal for-
warding distance for blacklisting strategy proposed in [18] is summarized as fol-
lows. In order to obtain the relationship between packet reception rate (PRR) and
sender-receiver distance, the authors in [18] follow three steps that gradually find
the correlation of distance to received signal strength, received signal strength to
signal-to-noise-ratio (SNR) and the SNR to PRR. The realistic channel model pre-
sented in [28] is employed. Based on this analytical link loss model, the optimal
forwarding distance can be estimated via mathematical analysis. The strength
of propagated signal is exponentially decayed with respect to the distance d be-
tween sender and receiver. Besides, for a given d, the signal strength is fluctuated
randomly by shadowing effect which typically follows log-normal distribution. In
other words, the received signal strength PRx [dBm] at distance d is derived as
follows:

PRx [dBm] = PTx [dBm]− PL(d0)− 10α log10

(
d

d0

)
−Xσ. (A.1)

where PTx and PRx are the transmitted and received radio power, respectively;
PL(d0) is the path loss at the reference distance d0; d is the distance between
transmitter Tx and receiver Rx; λ is wavelength and α is the path-loss exponent;
Xσ ∼ (0, σ2) represents path loss due to shadowing effect and it is a Gaussian
random variable with zero mean and standard deviation σ. Given the transmission
power PTx , SNR at distance d is:

SNR(d) = PRx(d)− Pnoise (A.2)
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Once SNR is known, corresponding bit error rate (BER) and packet error rate
(PER) can be computed. Consequently, the start of unreliable communication
range where PER begins to be lower than a predefined threshold can be found.
For Eq. (A.2), PRx is derived from Eq. (A.1) and Pnoise is the thermal noise which
depends on radio characteristics and environment. Pnoise = KTB where K =
1.38× 10−23[J/K/Hz] is the Boltzmann’s constant; T is an ambient temperature
of 300[K](27[oC]); B is the receiver radio bandwidth. Therefore, SNR as a function
of d can be expressed as:

SNR(d) = PTx − PL(d0)− 10σ log10

(
d

d0

)
−Xσ − Pnoise. (A.3)

Eq. (A.3) shows that SNR(d) follows normal random distribution N(µ, σ2)

with mean µ which is PTx − PL(d0) − 10α log10

(
d
d0

)
− Pnoise. The probability

density function of SNR(d) is presented as follows:

PrSNR(d) =
1

σ
√

2π
exp

(
−(x− µ)2

2σ2

)
. (A.4)

In this thesis, IEEE 802.11b radio standard is assumed for NAN communica-
tions. It offers four different data rates, i.e., 1, 2, 5.5, and 11 Mbps, and each of
which corresponds to a given combination of modulation and coding on the PHY
layer. When SNR and modulation method are known, BER can be derived. Then
PER of different modulation techniques associated with each IEEE 802.11b data
rate can be described by their corresponding BER. First, the relationship between
BER and PER of an L-byte long data packet [29], denoted by Pdatam(L), can be
expressed as :

Pdatam(L) = 1− (1− Pe1(24))(1− Pem(28 + L)), (A.5)

Where Pe1(24) is the probability of error of a 24-byte PHY layer convergence
procedure (PLCP) preamble/header transmitted using PHY mode; Pem(28 + L)
is the probability of error of MPDU including 28-byte MAC overhead; Pem(x) can
be expressed in terms of BER as:

Pem(x) = 1− (1−BERm)8L, (A.6)

Where BERm depends on modulation schemes and is estimated for each PHY
mode m. Since MAC and PHY layers correspond to IEEE 802.11b, an L-byte long
frame will be transmitted using PHY mode m, where m=1, 2, 3, and 4 represents
for 1, 2, 5.5, and 11 Mbps PHY rates, respectively. The BER can be expressed by
Eb
N0

, which is the ratio of energy per bit Eb to noise power N0. However, instead
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Table A.1: Modulation dependent parameters.

Data rate(Mbps) Modulation Bits/symbol m Minimum SNRs (dB)
1 BPSK 1 0.866
2 QPSK 2 1.773

5.5 16-QAM 4 2.312
11 256-QAM 8 4.684

of providing the Eb
N0

metric, the 802.11b presents the signal by SNR, which can be

converted to Eb
N0

by Eq. (A.7):

Eb
N0

=
SNR×B

R
, (A.7)

Where R is the respective data rate which can be any of the four IEEE 802.11b
data rates; B is the channel bandwidth of 22 MHz. The system based on the IEEE
802.11b technology implements various modulation modes for every transmission
rate, which are differential binary phase shift keying (DBPSK) for 1 Mbps, differ-
ential quaternary phase shift keying (DQPSK) for 2 Mbps, and complementary
code keying (CCK) for 5.5Mbps and 11 Mbp, as described in Table A.1. The
M-ary quadrature amplitude modulation (QAM) is used for simplicity and it was
proved to yield similar results compared to CCK [30]. BER can be computed for
an additive white Gaussian noise (AWGN) channel using equation A.8 for DBPSK
and DQPSK modulation [31], and Eq. (A.9) for 16-QAM and 256-QAM:

BER =
1

2
exp(

Eb
N0

) (A.8)

BER = 2(1− 1√
M

)erfc(

√
2Eb
N0

) (A.9)

Where M = 2m is 16 and 256 for the 16-QAM and 256-QAM, respectively; m
is the number of bits encoded in one symbol which can contain one of M values;
and erfc is the complementary error function. With the assumption of the required
BER to be lower than i.e. 10−8 for all four modulation schemes, the corresponding
minimum SNRs are shown in Table A.1. To calculate the probability that the
received SNR is higher than these thresholds, the CDF of PSNR(d)(x) is required
and can be computed from Eq. (A.10):

FY (y) =
1

σ
√

2π

∫ x

−∞
e−

(t−u)2

2σ2 dt = 1−Q(
(y − µ)

σ
) (A.10)
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The probability that received signal SNR(d) is higher than SNRthreshold is:

Pr(d)
[
PSNR(d)(x) > PSNRthreshold

]
=1− Pr(d)

[
PSNR(d)(x) < PSNRthreshold

]
=1−

[
1−Q(

y − µ
σ

)

]
= Q

(
SNRthreshold − µ

σ

)
=

1

2
− 1

2
erf

[
SNRthreshold − (PTx − PL(d0)− 10nlog10(

d
d0

)− Pnoise)
σ
√

2

] (A.11)

Where Q-function can also be expressed in terms of the error function erf. The
SNRthreshold is defined to be 0.886dB, which is the minimum required SNR to de-
modulate a packet for the lowest data rate 1Mbps. With the channel bandwidth
of 802.11b is 22MHz, the corresponding thermal noise Pnoise is −101dBm. At dif-
ferent distance d, the mean of SNR varies as a function of d. In addition, different
shadowing deviations also have the corresponding effect on the probability of the
PRR, which both can be observed from Fig. A.1 below.
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Figure A.1: Packet reception rate to distance per transmission.

The wireless link can be classified into three reception regions based on PRRs:
connected, transitional and disconnected [32]. The connected region is defined
to be the range of the distance in which a link has the PRR higher than 95%;
the transitional region is where the PRR is bounded between 95% and 5%; the
disconnected region is where the PRR is lower than 5%. Major concern is given
to the transitional region since it significantly affects the network robustness.
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Any pair of nodes within that range has the probabilistic connection, so called
a lossy wireless link such that link dynamics vary with link fluctuations. The
transitional region is often large and influenced by the channel variance. When
σ = 0.0 dB, there is no log-normal shadowing and thus SNR decays monotonically
with distance. The PRR is about 100% within the connected region while it
instantly drops to 0% when SNR falls below SNRthreshold. The distance 50 m is
the boundary to distinguish the connected region and the disconnected region. In
this case, there is no transition region. When σ = 4.0 dB, the transitional region
spans from 43m to 75m. A higher shadowing standard deviation implies a larger
transitional region, which increases the number of unreliable and asymmetric links.
When σ = 8.0 dB, the width of the transitional region increases, which starts from
15m to 135m.
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Figure A.2: Packet reception rate to distance per 7 retries.

The MAC level re-transmission is a necessary technique that should be com-
bined with blacklisting to promise high reliability of packet transmission. Black-
listing filters out those paths with moderate reliability and re-transmissions further
improves the transmission reliability along them. It can be observed in Fig. A.2
that the PRR is greatly improved with the combination of blacklisting and max
7 re-transmissions at the IEEE 802.11 MAC. This distance-PRR curve will be
used as the reference to determine the connected, transitional and disconnected
regions for GPSR with blacklisting. Those links with long distances and resulting
in PRR lower than 95% will be considered as highly unreliable links and ignored.
For example with σ = 8.0 dB, GPSR blacklists those neighbors in the transi-
tional region, nodes that are further than 50 m away, and then selects the closest
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one to the destination among the remaining reliable neighbors. Setting such a
high threshold for blacklisting could ultimately guarantee links with relatively
high quality, but it may also cause greedy forwarding failure when a node has
no neighbor in its connected region. Fortunately, this problem can be solved in
GPSR by switching the greedy forward routing to the perimeter routing as in the
case where there is no potential forwarder.
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Appendix B

PHY and MAC Layer
Specifications and Operations of
IEEE 802.11b

For the communication modules built in each SM, IEEE 802.11b PHY and MAC
layers are selected. The PHY layer operates at 2.4 GHz frequency band and uses
direct sequence spread spectrum (DSSS) technology. Adaptive modulation and
channel coding (AMC) can support multiple data transmission rates, i.e., 1.0,
2.0, 5.5, or 11.0 Mbps, depending on channel conditions. The MAC layer employs
carrier sense multiple access with collision avoidance (CSMA/CA) mechanism. A
node with a new packet to transmit senses the channel. If the channel is sensed
idle for a time interval equal to a DIFS, the node transmits. Otherwise, if the
node senses a transmission either immediately or during the DIFS, it continues
monitoring the channel. When the channel is measured idle for a DIFS, the
node backs off for a random period of time. After expiry of the back-off time,
the node transmits if the channel is idle. The back-off mechanism attempts to
minimize the probability of transmission collision. In addition, to avoid channel
capture, a node must wait a random back-off time between two consecutive new
packet transmissions, even if the medium is sensed idle in the DIFS time. At each
packet transmission, the back-off time is X times the contention window ST where
X is picked uniformly in {0, 1, . . . , CWn} where CWn represents the contention
window which is a function of the number of transmissions failed for the packet.
At the first transmission attempt, CW0 is set equal to the minimum contention
window CWmin. Binary exponential back-off is assumed: after each unsuccessful
transmission, contention window is doubled, up to a maximum value CWmax. In
other words, the contention window for the n-th trial is CWn = min{(CWmin+1)×
2n − 1, CWmax}. The back-off time counter is decremented and a node transmits
when the back-off time reaches zero. Once the data packet is received successfully,
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(a) Data packet transmission with RTS/CTS mechanism

(b) Data packet transmission without RTS/CTS mechanism

Figure B.1: The timing diagram showing basic operations of IEEE 802.11
CSMA/CA with and without RTS/CTS.

the receiver sends an ACK to signal successful reception. ACK is transmitted
at the end of the packet, after a period of SIFS. If the transmitting node does
not receive the ACK, it reschedules the packet transmission according to the
given back-off rules. Request-to-send (RTS)/Clear-to-send(CTS) mechanism is
optional. A timing diagram illustrating the transmission of a data packet using
IEEE 802.11 CSMA/CA with RTS/CTS is given in Fig. B.1. More details on
IEEE 802.11 PHY and MAC layers can be found in [33].

Packet Transmission delay Dp of data packet p is significantly affected by
the above-mentioned PHY and MAC operations. Its calculation is shown in the
following:

Dp = TRTS
p + TCTS

p + TACK
p + TDATA

p + TBO
p + T IFS

p . (B.1)

Note that these components represent accumulated values since for a successful
delivery of a data packet there might be multiple back-off stages and packet re-
transmissions. It can be seen from Fig. B.1 and Eq. (B.1) that, for a packet of 100
bytes of data, when RTS/CTS mechanism is enabled, transmission delay for the
best-case (i.e., when there is no collision, back-off, re-transmission and the highest

AMC mode with data rate of 11.0 Mbps is selected), denoted by D
RTS/CTS
min , can
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be calculated as follows:

TRTS =
PHYheader× 8

106
+

RTSpayload× 8

11× 106
=

24× 8

106
+

20× 8

11× 106
≈ 206.6 µs

TCTS =
PHYheader× 8

106
+

CTSpayload× 8

11× 106
=

24× 8

106
+

14× 8

11× 106
≈ 202.2 µs

TDATA =
PHYheader× 8

106
+

(PHYheader + NETheader + AppData)× 8

11× 106

=
24× 8

106
+

(34 + 18 + 100)× 8

11× 106
≈ 302.6 µs

TBO = 0

TIFS = DIFS + SIFS× 2 = 50 + 10× 2 = 70 µs

⇒ D
RTS/CTS
min ≈ 781.3 µs. (B.2)

In the case when RTS/CTS mechanism is disable, transmission delay for the
best-case, denoted by Dmin, can be calculated as follows:

TRTS = 0

TCTS = 0

TDATA ≈ 302.6 µs

TBO = 0

TIFS = DIFS = 50 µs

⇒ Dmin ≈ 352.6 µs. (B.3)

However, since collisions, back-offs and re-transmissions are expected, packet
transmissions may experience higher delays compared to the best-case values.

Statistics of transmission delay are represented by the average value D or CDF,
namely FD(d). D and FD(d) are calculated as follows:

D =
1

|Nrx|
∑
p∈Nrx

Dp, (B.4)

FD(d) = Pr[D < d] =
|Nrx(D ≤ d)|
|Nrx|

, (B.5)

where Nrx and Nrx(D ≤ d) are set of data packets that are received and
decoded successfully by the DAP and a subset of Nrx whose transmission delay
is equal to or lower than d, respectively;
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