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ABSTRACT 

Three experiments were performed to examine some of the 

creative aspects of the interactions between perception and lan­

guage. People were asked to (1) interpret cartoon-strips whose 

elements are geometric shapes as analogies for meaningful events, 

(2) evaluate the closeness of analogy between a cartoon-strip and 

a set of alternative descriptions and (3) use their imaginations 

to find analogies between cartoons and verbal descriptions. The 

results of the experiments were used to argue against two commonly­

held views: (1) that visual interpretation can be reduced to 

11 pattern classification" and (2) that an adequate model of the in­

terface between language and perception can be based on the task 

of 11 Sentence-picture verification. 11 Both views ignore the potential 
/ 

role of imaginative processes. The present experiments were designed 

to give imaginative processes a chance to operate. They challenged 

viewers to go beyond the surface features of visual and verbal messa-

ges in order to show that many underlying concepts or 11 schemata" 

interact during the interpretation process. Such concepts were 

found to include not only peoples' prototypical knowledge of the 

conceptual relations underlying events, but also 11 transformations, 11 

i.e., their knowledge of how the surface appearance of events is 

affected by changes in their own movements. 

i i i 
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SOMMAIRE 

Trois exp~riences ~tudient le role des processus imagina­

tifs dans les relations entre la perception et le langage. Les 

sujets sont demand~s de: (1) interpr~ter des bandes dessin~es abs­

traites en tant que "analogies" pour des classes d'evenement fami­

lieres, (2) juger le degre de correspondance entre une bande dessi­

nee et une serie d'interpretations verbales et (3) utiliser l'ima­

gination afin de trouver une analogie entre un dessin et une des­

cription verbale. Les r~sultats de ces experiences remettent en 

question deux notions traditionnelles des modeles de la perception 

et de la comprehension: (1) que la perception visuelle soit un pro­

cessus de "classification" et (2) qu'un modele adequat de l'inter­

face entre le langage et la perception puisse se baser sur la "veri­

fication" comme paradigme de recherche experimentale. Ces deux appro­

ches negligent le role possible des processus imaginatifs. La pre­

sente recherche privilegie les processus imaginatifs en utilisant 

des taches exptkimentales ou des sujets doivent "imaginer11 afin de 

decouvrir des relations analogiques entre des images et des mats 

malgre des differences initiales du sens. Ces experiences soulignent 

ainsi l'importance de considerer la representation du sens comme le 

resultat d'un processus interactif oO divers concepts ou schemes se 

modifient flexiblement en assi.milant des messages particuliers. 
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Preface 

Images and words are two great pathways into the human 

mind. They are powerful media through which human beings can com­

municate about their inner and outer worlds. How people derive 

meaning from words is of obvious interest to communications theorists. 

It has been the object of intense study by scholars in many discipli­

nes ranging from philosophy and linguistics to recent efforts by 

workers in the new field of cognitive science to develop formal psy­

chological models of linguistic comprehension. How people derive 

meaning from pictures has received less attention than language. 

However, the study of visual perception -- how the brain forms meaning­

ful representations of the environment from the patterns of light ener­

gy falling on the eye -- has long been of interest to psychologists 

and, in recent years, has been studied by researchers in the area of 

artificial intelligence whose goal is to someday enable machines to 

"see. 11 

Because 11 perception" and 11 language 11 are each extremely 

complex processes, researchers have tended to concentrate their efforts 

on either one or the other treating each as if it was a separate, inde­

pendent subsystem of the human mind. While such a division of labor 

is probably necessary to some extent, it carries certain dangers. It 

obscures the fact that an important part of everyday communication in­

volves describing what one sees to others. And, more importantly, it 

neglects the fact that words, when applied to perceptual events, can 
xii 
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alter the meaning, not only of what is seen, but under certain condi­

tions can change the meaning of the words themselves. 

Perception and language, then, far from being separate, 

independent subsystems of the mind, are intimately linked in every­

day communication. Yet little is known about the nature of this link. 

Moreover, one might argue that lack of knowledge about the nature of 

the interface between perception and language may impair the develop­

ment of an adequate theory of either process. Can one hope to 

achieve a complete theory of language without taking into account 

how the meanings of words are tied to perceptual knowledge? Is an 

adequate theory of visual perception possible without considering 

how seeing relates to speaking and listening? 

In contrast to the practice of keeping them separate, the 

purpose of the present thesis is to contribute to our knowledge of 

how perception and language interact. Part of this contribution 

has been to devise a research paradigm which allows one to study 

a wider range of interactions between language and perception than 

have been the focus of most past scientific research on this problem. 

Through the use of less restrictive experimental tasks and a richer 

set of verbal and visual stimuli, compared to previous research, 

this thesis has been able to examine some of the more creative, 

problem-solving aspects of the mental processes which are called 

upon when someone compares a perceptual event with a verbal descrip­

tion. 
xiii 



A word about the format of the thesis. An advantage of 

working in a new field such as communications is that one can draw 

upon useful ideas and theories from other disciplines without 

necessarily adhering to a particular discipline's traditional, and 

sometimes rigid, constraints on modes of investigation and style 

of presentation. In this thesis, I have made use of this freedom. 

I have drawn upon recent ideas, mainly from the areas of cognitive 

psychology, perception and artificial intelligence in exploring 

specific questions about language and perception. Some of these 

questions, I felt, were sufficiently novel to justify a more inter­

pretive approach than, say, a typical thesis in experimental psy­

chology. Thus, in Chapter 1 an "experiment" is presented in which 

people are asked to generate interpretations for cartoon-strips 

whose characters are abstract geometric shapes; they are asked to 

describe these cartoons as "analogies" for familiar event classes. 

I then use specific interpretations of the various cartoons as a 

means of probing the basis of the perceived ana 1 ogy. The exper·i ment 

also serves as a vehicle for reviewing various theories of percep­

tion and meaning and for focussing on basic issues. This interpre­

tive approach paid off in suggesting other questions which could 

be investigated using more controlled methods. Hence, in Chapter 2 

an experiment is described in which people were asked to rank order 

sets of verbal descriptions as to their relative "goodness-of-fit11 

to an abstract cartoon. This experiment enabled me to develop some 

xiv 



hypotheses about the cognitive strategies underlying peoples' 

intuitions about the closeness of fit across symbolic modes. 

Finally, in Chapter 3 an experiment is reported which narrows down 

the problem even further; it investigates, in a controlled setting, 

the psychological reality of some of the component mental operations 

that were hypothesized in earlier chapters as playing a critical 

role in fitting a visual event to a verbal description. 

In sum, the aim of the thesis has been to deepen our 

understanding of the link between language and perception. It has 

done this by showing more clearly how interactions across symbolic 

modes can be usefully studied as a kind of "problem-solving" where 

people are often called upon to go beyond the information given 

in either a visual event or a verbal message in order to find a 

meaning which fits them both. 
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INTRODUCTION 

The purpose of this introduction is first to give a brief 

definition of analogical thinking and secondly, to indicate why the 

problem of how people find analogies across symbolic modes is worth 

studying. 

A. What is Analogical Thinking? 

Analogical thinking can be broadly defined as the ability 

to discover how two things, ordinarily considered to be different, 

are alike in some previously unnoticed way. Examples of analogical 

thinking are not hard to find. They abound in everyday language 

and can be observed in the solving of problems of many kinds, the 

development of scientific theories and in the play of children. 

Here are some examples: models (the blood system is like a water 

pump, with arteries and veins like tubes ... ); metaphors ( 11man is 

a wolf 11
); and pretending (using a cereal bowl as a soldier's helmet 

in a game). Although the best examples of analogical thinking may 

come from scientists, artists and children, there is no reason to 

believe that the ability to recognize novel resemblances is a spe­

cialized skill found only in a small subset of the population. On 

the contrary, the widespread use of analogical thinking in everyday 

communication suggests that the ability to discover new resemblan­

ces is a universal cognitive skill. 

Despite its apparent universality, however, the ability 

to create and comprehend novel resemblances is not well-understood 



2 

and has received relatively little attention from those engaged in 

the scientific study of human symbolic processes. 1 Why should this 

be so? Perhaps part of the reason is that, traditionally, students 

of thought, language and perception have never felt quite at ease 

with processes such as imagining, imitating and pretending. These 

processes entail a kind of playfulness in manipulating symbolic 

representations that seems opposed to the logical, literal and 

rule-governed tasks which are the focus of most research in language 

comprehension, concept-formation, problem-solving and pattern 

recognition. For many, it is as if analogical comprehension requires 

a temporary suspension of the normal operation of the human classifi­

cation system. Instead of doing its proper job of sorting things 

into their logically distinct categories, it is as if the classifica­

tion system is playing with its own concepts -- hopping about from 

one to the other, merrily seeking correspondences between things that 

don't belong together: bowls and helmuts, hearts and pumps, human 

faces and cloud formations, and the like. 

B. Analogical Thinking Mistrusted 

While acknowledging that this type of mixing and matching 

can serve useful purposes in artistic creation and perhaps even in 

more "serious" pursuits such as problem-solving or building scientific 

1While there has been comparatively little research into 
the psychological processes involved in analogical comprehension, 
its importance, especially in figurative language, has long been 
recognized (and sometimes feared) by philosophers (Cf. Langer, 1957; 
Black, 1962; Turbayne, 1970) and literary critics (Cf. Wheelwright, 
1962; Brown, 1962; Hester, 1967). 
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theories, few psychologists or psycholinguists have been willing to de­

vote themselves to extensive studies of the mental processes underlying 

analogical of metaphorical comprehension. 1 Rather, the typical res­

ponse toward the problem of analogical comprehension has been either 

to treat it as a departure from the normal modes of speaking, thinking 

and perceiving or else to ignore it entirely, delegating the responsi­

bility for its analysis to philosophy or literary criticism. 

A good example of mistrust toward analogical comprehension 

can be seen in the attempt of transformational linguistics to deal 

with figurative language. In their semantic theory, Katz and Fodor 

(1963) proposed that word meaning could be represented in a lexicon 

where each entry would contain the grammatical category of a word, a 

set of distinctive features and selection rules restricting the con­

texts in which a word could appear. The problem with this scheme was 

that it disallowed many forms of figurative language because they 

violated the restriction rules. For instance, the verb 11 drinks" is 

marked [+verb] with the constraint that it can only take a subject 

[+animate] . Consequently, expressions such as "my car [-animate] 

drinks gasoline, 11 while easily understood by most people, would be 

1There are a number of exceptions, however. For example, 
Gardner (1973} has recently proposed a framework in which imagining, 
imitating and pretending play a central role in the young child 1s 
emerging symbolic skills. Pollio, Barlow, Fine and Pollio {1977} 
have examined the role of figurative language in educational and psy­
chotherapeutic contexts. See also the work of Perkins (1978) on meta­
phorical perception. One of the most ambitious attempts to bring ana­
logical comprehension into the mainstream of psychological research is 
the work of Verbrugge (1974} and Verbrugge and McCarrell {1977). 
Verbrugge•s work will be discussed shortly. 
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rejected by the selection rules. In an effort to keep figurative 

language as part of semantic theory, some linguists have proposed 

"special rules" for handling "figurative" as opposed to 11norma1" uses 

of language. These special rules would be used to temporarily loosen 

the selection restrictions or to block incompatible feature sets 

(Cf. Thomas, 1969; Bickerton, 1969). This "dual process" approach to 

the problem of figurative language has been recently criticized on 

the basis of parsimony, the argument being that there should be a sin­

gle, unified theory of linguistic comprehension --not one for "norma1 11 

comprehension and a second for instances of "figurative 11 language. 

See Verbrugge (1974) for a discussion of this issue. 

C. Is the Star Above the Plus? 

If figurative language has been mistrusted as a deviant 

mode of communication in linguistic theory, imaginative processes in 

general have been totally ignored in certain important areas of cogni­

tive psychology and psycholinguistics. A flagrant example comes from 

the work of Clark and Chase (1972) and Clark. Carpenter and Just (1973) 

whose broad aim is to understand the nature of the interface between 

language and perception. How language and perception are related is 

indeed an important question and the experimental work of these 

authors has contributed to our understanding of some aspects of this 

problem. They have suggested specific hypotheses concerning the nature 

of the internal code serving to link language and perceptual experience 

and have proposed detailed models of the process by which people corn-
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pare various kinds of pictorial and linguistic inputs. Yet one must 

question the usefulness and generality of their approach for two 

main reasons: the limited range of stimulus materials used in their 

experiments and, more importantly, the fact that their experimental 

5 

task precludes any opportunity of observing the potentially important 

role imaginative processes might play in theories of how language and 

perception are related. 

In a typical experiment of Clark, et ~' the subject is 

shown a display consisting of a sentence such as 11The star is above 

the plus" followed by a picture of, say, a star below a plus sign, 

e.g. + . The subject's task is to read the sentence, look at the 
* 

picture and to "verify 11 it; that is, to say whether the sentence is 

true or false of the picture. The amount of time taken to respond is 

recorded and is used to make inferences about the component mental 

operations assumed to make-up the encoding and comparison processes. 

One problem with this task is that it is based on verbal and pictorial 

stimuli which constrain subjects to an extremely narrow range of 

meanings. In particular, stimuli such as those cited above do not 

specify the kinds of dynamic, changing {often causal) relations among 

objects which are an essential part of our experience of objects and 

events as mediated by language and as encountered in direct perception. 

A more serious problem in my view, however, is that the use 

of the sentence-picture verification paradigm forces the subject into 

an overly narrow mode of decision-making. Verification requires the 

comparison of the internal representations of the sentence and the 
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picture. An exact match will result in a 11 true 11 response being 

generated. If a mismatch occurs at early stages of comparison, extra 

operations are carried out which involve the changing of 11 truth indi­

ces .. until the picture is determined to be either true or false of 

the sentence. 

A model of how people compare sentences with pictures based 

on an overly narrow verification task also risks being overly narrow. 

For example, pictures which only partially matched the internal repre­

sentation of the sentence would always be rejected as false. Moreover, 

the comprehender is not given a chance in this task to deal with mis­

matches in more interesting ways-- i.e., he is not allowed to men­

tally transform the internal representation of the picture to see how 

it could match the sentence given certain assumptions (for example, 

by mentally rotating the entire display 180°). 

In sum, the verification paradigm, which has dominated much 

of the research on how people compare visual and 'verbal events, provi­

des no role for imaginative process. The task obliterates the oppor­

tunity to observe the active, restructuring and reshaping of mental 

representations which are the hallmark of an analogical and metapho­

rical thinking. 

D. Words and Images Interact 

There is a need to conceive of the problem of how language 

interacts with perceptual experience in a more flexible way than 

allowed by the task of sentence-picture verification. In fact, outside 
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the psychological laboratory it is difficult to find examples where 

one is called upon to merely examine the truth or falsity of a pic­

ture. More often, verbal descriptions are applied to pictures in 

specific contexts-- scientific, educational, artistic-- in such a 

way as to call upon processes other than judgements of truth or fal­

sity. For a given type of visual display, a short list of some of 

the processes which verbal labels might trigger include: directing 

the viewer's attention to a single element among many ("look at Aunt 

Fanny•s hat"); highlighting common properties {"find all the oval­

shaped objects in the picture''); pointing out relations ("building 

7 

B is taller than C but shorter than A"); providing explanations for 

depicted actions ("the man is smiling because the package he is 

holding contains a diamond"); helping one to perceive formal structu­

ral relations in art ("the two embracing figures are fit into a regu­

larly shaped block"}. 

Note that the direction of influence is not always one-way, 

from label to picture. Sometimes applying old words to familiar 

objects in new ways can affect the meaning of both. Imagine a painting 

of a vicious looking wolf captioned "mom." Not only might the label 

cause one to see the wolf as possessing certain human traits, but 

also the picture might modify the concept "mom" making it seem more 

wolf-like. Here we seem to be back in the realm of metaphorical com­

prehension, but across symbolic modes. Other examples of how words 

and images can interact come from modern art. Consider Mondrian•s 

"Broadway Boogie-\~oogie," a painting whi eh shows rows and columns of 
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brightly colored squares against a pale background. The caption 

refers at once to a place, a style of music and a way of life. It 

provides the viewer with a set of concepts which fuse with the formal 

properties of the painting transforming it into a kind of visual meta­

phor: The forms and colors take on the pulsing rhythms of jazz and 

the flashy brashness of times square. But note that this fusion is 

not just one-way. The caption provides a schema for processing the 

painting but, by the same token, the straight rows and alternating 

squares of different colors -- the formal qualities of the work -­

provide a schema which modifies our concepts of Broadway and Boogie­

Woogie. The painting induces us to think of these concepts in novel 

ways. 

Now the bare fact that language influences perception is 

hardly news to psychologists or, for that matter, to linguists (e.g., 

Whorf, 1956). Any introductory psychology text will provide illustra­

tions of how an ambiguous drawing can be perceived in either of two 

ways depending on "set 11 
-- that is, providing someone with the name 

of one of the two objects prior to exposure of the drawing. An exam­

ple would be using a label to bias someone's perception of 

Wittgenstei n • s well-known 11 rabbit-or-duck 11 drawing. Moreover, Cl ark 

et ~have shown that it is not only language that can influence per­

ception, but vice-versa. They have demonstrated, for example, that 

people prefer some spatial encodings of visual displays over others 

and that this will be reflected in their verbal descriptions: e.g., 

spontaneously describing the vertical spatial relation between two 
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objects as A is 11 above 11 B, even though B is 11 below" A is also possi­

ble. 

9 

But while the problem of how language and perception are 

related has not been entirely neglected in cognitive psychology, 

there is still a gap to fill. There is a need for an approach that 

is more flexible than the precise, but overly narrow model of Clark 

and his colleagues, but at the same time promises to give a more com­

plete account of the processes involved than the shop-worn demonstra­

tions of the effects of language on ambiguous drawings. Ideally, 

such an approach would allow for the generation and testing of speci­

fic hypotheses, yet be open enough to include the role of imaginative 

processes in the study of how language interacts with perception. 

E. Cartoon-Strip Analogies 

I have argued that past research on the relations between 

perception and language have neglected a very important area; namely, 

the role that imaginative processes might play when linguistic descrip­

tions are applied to perceptual events. In the present thesis, I wish 

to introduce an approach where imaginative processes are the main con­

cern. Moreover, my aim is to use a richer set of verbal and visual 

stimuli as the basis for experimentation and theory-building than the 

limited kinds of materials used by Clark et~· Ideally, these stimuli 

should specify dynamic, changing relations. The reason for insisting 

on the dynamic dimension is that we exist in a world of changing, cau­

sally related events and our visual and linguistic concepts reflect 

this fact. 
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An approach which could be adapted to meet these requirements 

was suggested to me by a recent set of experiments by Verbrugge (1974) 

on the comprehension of analogies. In one of his experiments, 

Verbrugge had people watch a series of slides containing phrases such 

as 11An empty prison cell is 1 ike ••. 11 Each phrase would be followed by 

either of two animated cartoon sequences projected onto a screen. One 

pair of cartoons from the experiment is shown in comic-strip form in 

Figure 0.0. Each cartoon in the Figure was designed to focus subjects' 

attention on a particular set of relations concerning the topic of the 

phrase. For example, a subject viewing the phrase, "An empty prison 

cell is like ... " and then seeing the cartoon in Figure O.O(a), according 

to Verbrugge, would have his attention drawn to a specific kind of 

abstract relation based on his tacit knowledge of prison cells. This 

relation might be paraphrased as follows: "Just as the open form in 

the cartoon ensnares the triangle into its cavity by closing its 

movable segment, so an empty prison cell is a kind of cavity which 

could ensnare a prisoner by shutting its doors. 11 Had the subject 

seen (b) in Figure 0.0~ however~ he might have experienced a very 

different set of relations about prison cells; i.e., the fact that 

one sees an alternating pattern of bars when looking through them. 

To test whether different cartoons actually caused different 

relations to be predicated of the same verbal topic, Verbrugge used 

a type of memory task known as prompted recall. In one condition, a 

subject trying to recall the verbal topic he had seen earlier (e.g. 

11an empty prison cell •.. 11
) would be shown a relevant prompt; i.e., a 



(a) 

(b) 

Figure 0.0. - Cartoons from Verbrugge's experiment on the 
comprehension of analogy. See text for ex­
planation. 

Source: Verbrugge (1974) 
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cartoon depicting the same kinds of changing relations as the cartoon 

he had seen with the phrase. However, although the dynamic relations 

among the elements were the same as in the original, the specific 

kinds of visual elements were different in the prompt cartoon. For 

example, in the relevant prompt for the topic "an empty prison cell ... " 

a circle would be seen being entrapped by a rectangular form instead 

of a triangle being ensnarred by an oval object as in Figure O.O(a). 

In the irrelevant prompt condition, a subject also having seen the 

topic "an empty prison cell ..• " paired with (a) in Figure 0.0, would 

receive a cartoon prompt. But this time, the prompt would show an 

event or scene similiar to {b) in Figure 0.0 -- that is, showing a 

pattern of alternating bars. An irrelevant prompt, therefore, speci­

fied the other type of relation which had been used originally to 

guide another group of subjects' comprehension of the verbal topic. 

Verbrugge found, as predicted, better recall for the relevant than 

for the irrelevant prompts. 

The difference in performance between subjects receiving 

relevant and irrelevant cartoon prompts was taken by Verbrugge as 

indirect evidence of the power of cartoons to converge subjects' 

interpretations of the verbal topic onto different kinds of relations. 

Further, he claimed that these relations are "abstract." Otherwise, 

how is one to explain the ability of the relevant prompts to remind 

subjects of the original cartoons? Remember that the original and 

prompt cartoons used different kinds of visual elements: what they 

had in common were the relations among elements. Thus, although 
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one can argue that the basis of resemblance may be a physical pattern, 

it must be a higher-order or 11abstract 11 pattern of relations among 

elements, not limited to s·imple physical features of individual 

objects. 

The main point of the experiment was to argue that our 

knowledge of concepts such as 11 prison cell 11 affords a comprehender a 

potentially infinite variety of features and relations depending on 

the context in which it is placed. The experiment shows as well that 

this context can be a visual event. That is, one set of relations 

occurs when prison cell is juxtaposed with the 11 entrapment cartoonu 

and another set with the cartoon depicting 11 1ooking through bars, 11 and 

there may be a potentially unbounded set of relations and properties 

of prison cells that could be evoked by pairing the concept with 

other kinds of visual events. 

Based on this and similar experiments using verbal analogies, 

Verbrugge argues against theories of analogical comprehension which 

hold that concepts can be defined by a finite list of criterial fea­

tures or verbal associates and which reduce the comprehension of ana­

logies and metaphors to the search for, and pairing of, features or 

verbal associates shared by the two concepts being compared. (Cf. 

Osborn and Ehninger, 1962, for an example of such a model). 

F. The Present Thesis 

Verbrugge's experiment is useful in three respects. First, 

it challenges traditional views of comprehension (metaphors included) 

which do not take into account the interactive nature of our concepts 
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i.e., that different and sometimes new meanings can emerge by 

juxtaposing superficially different concepts. Second, the experiment 

shows that the search for novel likenesses can happen across linguis­

tic and pictorial modes. Third, the use of cartoon sequences empha­

sizes the importance of the temporal, dynamic component of events. 

But the demonstration that language and perception can interact in 

the search for resemblance, while important, is only a beginning. One 

must probe more deeply into the nature of these interactions? If they 

are not well characterized by the search and pairing of common associa­

tes or features, what else is there? Are there alternative theories 

of comprehension better suited to the problem of imaginative proces­

ses? If so, how might these alternatives help us better understand 

the kinds of processes activated when someone seeks to fit a visual 

event to a verbal description? 

The purpose of this thesis is to propose some answers to 

these questions. The key assumption is this: Finding a fit between 

a verbal description and a visual event can be usefully thought of 

as a kind of problem-solving. Thinking of this task as a type of 

problem-solving has certain advantages. First, is that we already 

know something about it. There is a vast literature in cognitive 

psychology and artificial intelligence on how people solve various 

kinds of problems -- including certain kinds of analogies (Cf. Newell 

and Simon, 1972; Evans, 1968). But more importantly, problem-solving 

does not have to be thought of as applying narrowly to specific 

domains. On the contrary, several authors in recent years have 



stressed that the kinds of issues with which problem-solving deals 

are quite general and can be used to characterize processes which 

traditionally go by different names -- perception, memory, thinking, 

learning -- but which share deeper similarities. These authors 

15 

would argue, for example, that such apparently diverse activities as 

perceiving a room, hitting a baseball, understanding a sentence, 

planning a vacation, all involve aspects of problem-solving. Each of 

these activities requires using general frameworks or structures 

which guide the interpretation of, or adaptation to particular situa­

tions or events. These general cognitive frameworks have been given 

different names in the literature: "schemata" {Piaget, 1947; 

Bartlett, 1932); 11 frames 11 {Minsky, 1975); 11 ideals 11 (Bregman, 1977) or 

just plain concepts. 

Although the names are different, these terms all refer to 

the same beast and are meant to deal with the same kind of problem. 

Frames, schemata, ideals, and the like, are meant to convey certain 

views about how our knowledge is packaged. Roughly, the claim is that 

our knowledge is packaged in "stereotypes 11 or "formulas 11 which capture 

important regularities or generalities about objects, situations and 

actions. Without such 11 formulas 11 life would be difficult indeed 

because each novel scene or experience would have to be confronted 

anew, dealt with from scratch. Instead, when we encounter a new scene 

or novel situation, we have a "formula 11 all ready to go telling us 

what to expect or how to behave. 
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But one should not think of these formulas or schemata as 

rigid, unyielding structures. There will always be some mismatch 

between the formula and the specific aspects of the situation it con­

fronts. If these frameworks are too rigid, our ability to adapt to 

constantly changing situations would not be as smooth and efficient 

as it is most of the time. Aware of this, the authors mentioned 

above (notably Bregman and Minsky) stress that our formulas for dealing 

with the world must be extremely flexible. And an important part of 

being flexible means knowing what to do -- how to change the formula 

-- in case of a mismatch between what was expected and what was 

actually encountered. 

A simple example from everyday life would be entering 

someone's house for the first time. Although you might never have 

been inside this particular house before, your 11 typical house 11 formula 

guides your expectations as to what lies behind the door: a hallway 

of a certain size and shape, various kinds of objects and their likely 

locations. Once inside, however, the 11 typical house 11 formula must be 

modified to fit the particular circumstances. Perhaps there is a 

sunken living room right off the hallway. Encountering this mismatch 

should not cause one to freeze in one's tracks. Instead, one smoothly 

negotiates the stairs to the living room. The smoothness of the beha­

vior was only possible however because the 11 typical house .. formula 

was flexible enough to deal with an initial mismatch; it was able to 

modify itself by calling upon another kind of formula -- 11 sunken 

living room 11 
-- which describes the deviation from the norm. 



This simple example illustrates why formulas or concepts 

are intimately related to problem-solving: they not only capture 

important generalities but are also necessary for dealing with mis­

matches or problems that arise when trying to accomplish some parti­

cular goal. 
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It might seem that this brief excursion into schemata, 

formulas and problem-solving has taken me far afield from the original 

goal of studying imaginative processes. But I claim otherwise. I 

believe that current notions of problem-solving provide a rich set of 

concepts for exploring the nature of imaginative processes and their 

role in how people discover resemblances between linguistic and per­

ceptual events. This is not the place to defend this argument in 

detail. That is the purpose of the chapters which follow. Instead, 

let me offer a preview which illustrates how the study of abstract 

cartoon-strips as a kind of problem-solving can further one's under­

standing of the nature of the interface between language and percep­

tion. 

G. Cartoon-Strips as Problems: A Preview 

In everyday communication, perception and action, cognitive 

frameworks combine and modulate each other so smoothly and rapidly 

that we are seldom aware that these processes involve aspects of pro­

blem-solving. This is especially true of visual interpretation. 

Therefore, in order to see how visual interpretation involves problem­

solving it is necessary to challenge it; to slow it down somewhat by 

making it do more work than usual. To accomplish this, the medium of 



abstract cartoon strips is very useful. It provides us with a kind 

of artificial mini-world which can be manipulated and controlled in 

order to reveal more clearly the effects of schemata, strategies 

and assumptions in the interpretation process. 
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One kind of manipulation that cartoon-strips make possible, 

for example, is to leave out or render ambiguous certain kinds of in­

formation necessary to perceive events as meaningful. One can then 

observe what kinds of strategies subjects will call upon to deal with 

the missing or ambiguous information. Consider the cartoon-strip in 

Figure 0.1. This drawing shows a half-circle and a blob-shaped 

object in the first frame. In the frames that follow, these objects 

are depicted as undergoing various changes of state. Assuming that 

an observer's task is to see how the cartoon could be an "analogy" 

for a meaningful event, this drawing presents him with somewhat of 

a problem. Usually changes of state in a meaningful event have a 

causal source or agent. In this cartoon, however, although the 

state-change is depicted (i.e., the correlation of the gradual disap­

pearance of the blob and the darkening of the semi-circle), the causal 

factor is not specified; it is ambiguous. The problem the observer 

faces in order to see the drawing as representing a coherent event is 

to resolve this ambiguity -- to find a formula or schema (or structure 

of schemata) which accounts for the shapes and the changes they 

undergo. 

In a pilot study, one subject described the drawing as 

"water emptying down the drain in a swimming pool." This solution is 
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Figure 0.1. -A cartoon-strip problem from Experiment 1. 



interesting, not only because it solves the problem of the missing 

causal agent, but also because it assimilates the visible features 

of the cartoon in a somewhat unusual yet highly efficient manner. 
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For example, in this interpretation, the white area surrounding the 

shapes is not seen as "empty space, 11 but is assigned the role of a 

"solid surface" -- a "pool bottom" whose edges presumably extend 

beyond the borders imposed by the cartoon frames. If the white space 

is assigned the role of a "pool bottom," the contour which outlines 

the half-circle is then constrained: it must be seen as belonging 

to the solid pool surface -- not as defining the semi-circular shape 

of a solid object. In other words, the half-circle is transformed 

into an "empty space" -- a hole -- in a solid object into which water 

flows. Note that the causal factor in this interpretation is 

"gravity:" a concept which neatly accounts for the initially ambi­

guous change-of-state of the visible shapes, but which has, itself, 

no corresponding visible element in the cartoon. 

This example shows that fitting a cartoon strip to an inter­

pretation can challenge someone to go beyond the information given: 

to make assumptions and to call upon unseen concepts which provide 

explanations about the underlying causes of a surface event. And 

because concepts are diverse and can combine flexibly to account for 

the visual input, many alternative solutions are possible. 

In Chapter 1 an experiment is described in which people 

were asked to find interpretations {solutions) for a number of 

abstract cartoons such as that in Figure 0.1. The purpose of the 
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experiment is to generate a rich kind of data base conducive to 

generating hypotheses about the nature of the interpretation process. 

My strategy in Chapter 1 in exploring the interpretation process will 

be to imagine a hypothetical cartoon understanding device and ask: 

What kinds of rules, knowledge and processes would it need in order 

to accept an abstract cartoon strip as input and generate the kinds 

of interpretations that people do? Obviously, I am not going to dis­

cuss the "hardware 11 necessary to build a cartoon understander, but 

rather use the idea of a device as a convenient way of structuring 

a discussion of the issues concerning resemblances, schemata, con­

cepts, and so on. Chapter 1 will also serve as an historical intro­

duction to later chapters in that past research is brought to bear 

on specific problems raised by the data including: (1) The problem 

of multiple interpretations of the same cartoon; (2) The problem of 

"metaphorical 11 descriptions and (3) How the linguistic and perceptual 

systems are linked in this task. 

While finding an interpretation for an abstract cartoon 

strip is already a kind of analogical reasoning or problem solving, 

the viewer's conceptual system can be challenged even further. For 

example, instead of just having to come up with a meaning for a car­

toon, a person can be asked to rank order a number of possible solu­

tions (interpretations) as to how closely their meaning fits a car­

toon-strip. Consider the cartoon in Figure 0.2. Which of the 

following three phrases would be ranked best, next-best or worst fit 

to the cartoon? 
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Figure 0.2. -A cartoon-strip from Experiment 2. 



0 
(a} ironing a shirt 

(b) slipping on a banana peel 

(c) minting a coin 

In Chapter 2 an experiment is described in which people 
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are asked to compute the 11 goodness-of-fit 11 between a cartoon and sets 

of verbal descriptions such as in the example just given. The purpose 

of the experiment is first to determine the strength of agreement 

across subjects in their goodness rankings and secondly to develop 

some hypotheses as to the strategies used by the conceptual system in 

computing the relative closeness of analogy across modes. 

One of the hallmarks of problem-solving is that, given 

repeated experience with the same type of problem, people often get 

better and faster at finding solutions. Why should this be so? One 

reason is that they may discover a rule, procedure or strategy which 

they believe can be applied to new problems in order to arrive at 

solutions more efficiently. Discovering such a rule constitutes the 

activation of a formula which can be readily called upon for dealing 

with novel but similar problems. 

The experiment reported in Chapter 3 is designed to show that 

this general feature of learning-by-doing is applicable in the context 

of fitting cartoon events to verbal descriptions. The basic idea is 

this: if over a number of trials in which a subject tries to figure 

out how to eliminate a mismatch between the typical meaning of a 

cartoon and the typical meaning of a phrase, he discovers that a par­

ticular kind of mental operation succeeds in eliminating or accounting 



for the mismatch, then the procedure or operation itself should 

become a formula or schema which will generalize to new problems. 

The purpose of experiment 3 is to demonstrate this by in-

ducing in subjects a "set" or "expectation" concerning how their 

assumed viewing angle must change in order to match a cartoon to a 

verbal description. An expectation about assumed viewing angle can 

make a cartoon more difficult to fit to a verbal description under 

certain conditions. I therefore demonstrate the existence of a bias 

about an observed viewing angle by making it interfere with the in­

terpretation of a later cartoon. 

This preview has suggested that the medium of abstract 

cartoon-strips can provide a useful means of exploring how people 
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use their imaginations to solve various kinds of problems: finding 

meanings for cartoon events and fitting cartoons to verbal descrip­

tions. In concluding this introduction, I would like to emphasize 

that although I refer to these tasks as involving "imaginative pro­

cesses," I believe that the kinds of knowledge evoked by the experi­

ments to be described below are general; i.e.~ are the same processes 

people draw upon in everyday life when communicating about what they 

see. 

Having provided the preview of what is to come, let us now 

turn to the first problem: How people derive meanings for abstract 

cartoon-strips. 
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CHAPTER I 

THE COMPREHENSION OF CARTOON-STRIP ANALOGIES 

A. Experiment 1 -- Introduction 

Please look at the cartoon-strip in Figure 1.0. What 

kind of event does it remind you of? How could the drawing be an 

"analogy 11 for a familiar situation or everyday happening? Most 

likely you are able to come up with at least one interpretation of 

the cartoon, perhaps seeing it as a person ducking behind a rock or 

as someone diving into water. One would guess, in fact, that most 

adults possess the cognitive competence to find a meaning for an 

"abstract" cartoon-strip such as Figure 1.0. The main goal of this 

chapter is to develop some hypotheses about the human conceptual sys­

tem's ability to perceive these visual patterns as represent·ing fami­

liar event classes. What basic cognitive building blocks are neces­

sary for making sense of abstract cartoon sequences? Exploring this 

question will be a useful prior step to examining the problem, in 

later chapters, of how language and perception interact when someone 

attempts to find an analogy between a visual event and a verbal inter­

pretation. 

What is the best way to learn about how people derive 

meanings for abstract cartoon-strips? Because so little is known 

about the problems of visual meaning, especially in the case of com­

plex, changing events such as those depicted in cartoon-strips, a 

rigorous, experimental approach is premature. Instead, what is needed 
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Figure 1.0.- An abstract cartoon-strip from Experiment 1. 
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at this early stage of knowledge is a more speculative approach that 

promises to generate data conducive to theory building. 

My strategy will be to present a series of cartoon-strips 

of the type shown in Figure 1.0 to a group of people and ask them to 

write down the kinds of events and objects the drawings remind them 
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of. One can conceive of such an experiment as posing an information-

processing problem for the theorist: Given a set of cartoon patterns 

as input to an information-processing system and a set of event des-

criptions as output, what kinds of knowledge and processes must the 

system possess in order to produce the transformations? Moreover, 

one can use the set of input-output transformations as "data" with 

which to confront specific theories of perception and meaning. That 

is, one can ask if some theories are more useful than others in pro­

viding insights into the mental operations underlying the interpre­

tation of given cartoons. By hinging a discussion of the strengths 

and weaknesses of particular theories onto specific examples from 

the data, Chapter 1 will serve, not only to examine the mental pro­

cesses underlying the comprehension of cartoon-strips, but also as 

a vehicle for reviewing pertinent research on basic issues: the 

problem of resemblance, the nature of visual interpretation, and so 

on. 

In addition to the basic objective of learning about how 

people interpret cartoon-strips as familiar event patterns, there 

are specific questions likely to be raised by the interpretations 

which a theory of cartoon comprehension should confront. As a mini-



mum we can identify the following problems: 

(1) Although the cartoons are designed by a single indi­

vidual (myself) based on my own tacit knowledge of how to generate 

optical configurations which specify various kinds of events, they 

will be interpreted by a random sample of subjects from a univer­

sity population. Thus, we can expect a certain amount of variation 

in the interpretations across subjects for any given cartoon. How 

might one account for the production of multiple interpretations of 

the same input? Do different processing strategies lead to diffe­

rent meanings being assigned to the same input? 

(2) In a sense, these minimally specified cartoons are 

like projective tests such as Rorscharch ink-blots. The regulari­

ties and patterns in the cartoons may remind some subjects of ordi­

nary everyday events, something someone might actually observe in 

the world (e.g., stepping on a bug). Other subjects, however, 

might use the same visual patterns "metaphorically.~~ That is, they 

may feel less constrained to see the cartoons as familiar events of 

everyday perception; instead, they may project onto the features of 

a cartoon so-called 11 abstract" ideas (e.g., "democracy," "power, 11 

etc •• ). What account can we give of how subjects derive metaphori­

cal interpretations? 

(3) Finally, the output of the comprehension process will 

be a linguistic description. What implications does the experiment 

have for theories of linguistic comprehension? How are the linguis­

tic and perceptual systems connected in the understanding of the 
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cartoons? 

B. Method 

Materials. Ten cartoon sequences were designed to repre­

sent a range of visual events (see Appendix B). Starting with the 

left-most frame, each cartoon depicts four "frozen" moments of what 

was meant to represent a continuous event. Comprehension of the 

cartoons therefore required subjects to understand that the drawings 

were meant as a spatial translation of an unbroken temporal event 

where adjacent frames represent some of the states in that temporal 

event. Understanding this correspondence is, of course, the basis 

of our ability to comprehend ordinary comic-strips. 

Why choose cartoon-strips as the medium for representing 

dynamic events? After all, events in the real world unfold through 

time; our experience of them therefore has a strong phenomenal com­

ponent which one might call its "rhythm" or 11 timing 11 which is lost 
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by translation into the cartoon-strip format. If timing is so impor­

tant, why not make movies of real-life events which would preserve 

information about time and motion? The advantages of using a small 

set of simple, abstract forms versus real objects have already been 

discussed in the Introduction. Sacrificing the phenomenal experience 

of .. timing, .. however, is less easily justified. For example, it 

would be quite difficult to represent certain classes of events by 

sampling only four frames. Think of an event in which an object 

falls to earth in a spiralling motion. Thus, not every class of 



continuous, dynamic event is specifiable directly by the sequence of 

states in the "sampled 11 format of cartoon-strips. Also, the lack of 

a specific timing component in the cartoons introduces a certain 

amount of ambiguity in the choice of interpretation: Is an event 

happening in a matter of seconds, minutes, hours? As we shall see 

later on, the meaning of an event can change as a function of one's 

assumptions about the missing timing parameter. 

Despite the importance of "timing" in understanding vi sua 1 

events, there are several good reasons for choosing carton-strips 

over movies. First is that making a large number of animated car­

toons is cost and labor intensive. Second, an animated film would 

exclude the possibility of conducting certain kinds of experiments. 

For example, a slide of a cartoon-strip can be displayed for a 

desired period of time. How long a subject spends looking at a car­

toon -- trying to make sense of it-- can be measured and will be an 

important variable in a later experiment involving the comparison 
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of sentences and cartoon events. If the events are animated movies 

whose duration is on the order of one or two seconds, the possibility 

of using such latency measures is lost. Third, as we have argued 

before, the use of cartoon-strips will make it easier to generate 

hypotheses about what characteristics of the visual input influenced 

a subject•s interpretation. 

The geometric shapes which make up the set of elements 

found in the cartoons include different sizes of circles, triangles, 

rectangles and half-circles. In most drawings, the figures are solid 
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black forms. In a few cases, only the outlines of the shapes are 

shown in order to depict certain kinds of relations: e.g., "contain­

ment.11 It was attempted as far as possible to generate events that 

differed from each other in order to have a wide range of event 

classes represented. The cartoons were drawn with black felt pen on 

white bond paper. They were then photographed and mounted as 35 mm 

slides. 1 

Subjects. The subjects were 35 undergraduate students 

from the University of Montreal, aged 18-26. They participated in 

the experiment to satisfy a course requirement. 

Procedure. Subjects were told that they would see a series 

of cartoon strips showing geometric froms undergoing various kinds of 

changes {full instructions are given in Appendix A). They were ins­

tructed to think about each cartoon in order to see how it could be 

an analogy for a familiar event from everyday experience. An example 

of how to read the cartoons was provided as well as a sample inter­

pretation. Numbered answer sheets were provided such that subjects 

could write down more than one analogy if they so wished. 

The slides were projected by a Kodak Carousel projector 

onto a large screen about ten feet away. The ambient light in the 

room was adjusted so that the slides were clearly visible from all 

parts of the room while at the same time subjects could see their 

1All the cartoon sequences used in this and later experi­
ments conform to the format described here. 
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answer sheets. Subjects viewed the slides as a group in a large 

classroom. Each slide was projected for about three minutes before 

the appearance of the next slide. 

C. The Nature of the Perceived Analogy 

The most general result of the experiment is that the task 

of finding an analogy between an 11 abstract" cartoon event and fami­

liar events of everyday experience is easily performed by an average 

group of university students. All 35 subjects were able to derive 

32 

at least one analogy based on each of the drawings; most were able to 

generate two or three. Appendix B shows the first interpretation 

generated by each subject for each of the ten cartoons. One can con­

clude then that the skill required to perceive meaning in the car­

toons is not a special gift of the highly imaginative or artistic, 

but is within the cognitive competence of university undergraduates. 

In the following sections we will probe the nature of 

this ability to discover resemblances between cartoons and familiar 

event classes in light of existing theories of perception and meaning. 

Rather than attempt to analyse every interpretation for each drawing, 

our strategy will be to draw upon those interpretations which best 

illustrate specific theoretical issues concerning the comprehension 

process. 

Let us begin our inquiry by asking what traditional theories 

of perception say about how people recognize similarities among events. 

Traditionally, psychologists say that we perceive or respond to events 
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or objects as similar because they belong to the same class or cate­

gory. The process of assigning events or objects to one category 

rather than another is often called "pattern recognition. 11 A preva­

lent view of pattern recognition holds that classes or concepts are 

defined in terms of shared lists of distinctive physical "features" 

or "attributes," i.e., those features common to all members of the 

class. Although theories of pattern recognition are usually con­

cerned with explaining the perception of similarity among objects, 

the same reasoning would presumably extend to dynamic events. For 

example, just as our concept of 11 Chair" might contain a set of crite­

rial features (seat, back, legs) so a dynamic event concept such as 

"chase" could be reduced to some set of physical features common to 

all instances of chasing. 

An early example of a pattern recognition system based on 

the idea of sorting objects into categories according to "distinctive 

features 11 is the Pandemonium model proposed by Selfridge (1959) and 

adopted by Neisser (1967). This system not only operates according 

to distinctive features but incorporates the idea that such features 

might be organized hierarchically. Let us look briefly at an exam­

ple of how this system works in recognizing letters of the alphabet. 

Upon being shown a particular letter, say 11A" the 

Pandemonium system possess a number of detectors or 11 demons" which 

operate independently and in parallel in analyzing different features 

of the pattern. Demons are organized in layers such that the most 

basic layer responds to simple features in the pattern (lines, angles, 
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curves); the next stage of analysis consists of "cognitive" demons 

which are on the lookout for the particular combination of features 

indicating the presence of a particular letter. In the case of the 

letter A, the cognitive demon would be on the lookout for the set of 

simple features (/,\,_, in the pattern. To the extent that it 
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finds the particular feature set it is looking for, the cognitive 

demon begins to respond or send out signals along its neural pathways. 

Finally, a "deci~si on" demon chooses among the cognitive demons the 

one which is firing or responding most strongly, and thus the pattern 

is classified. 

The main attraction of such a model of pattern recognition 

is that it shows how, with a relatively small set of physical features 

and knowledge of relations, a system could be devised to sort a large 

number of items into their appropriate classes. A second attraction 

of such a model is that it seems to be supported by research showing 

the existence of neural mechanisms which appear to detect specific 

types of features in a sensory pattern-- edges, movement, etc •.• 

It has been shown, however, that even for relatively simple patterns 

like letters of the alphabet, a Pandemonium scheme runs into great 

difficulty, especially when one includes handwritten samples. (Cf. 

Lindsay and Norman, 1976). Yet the notion that concepts or "equiva­

lence classes 11 are based on sets of simple physical features is still 

widespread. 

Can a view of pattern recognition based on distinctive phy­

sical features account for the ability of subjects in the present 
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experiment to classify the drawings as familiar event patterns? Con­

sider the cartoon in Figure 1.1. This cartoon reminded a number of 

subjects of the event 11Soldiers forming ranks." Clearly, a search for 

physical features common to the concept 11SOldier" and the class of geo­

metric shapes in the drawing (dots) will come up empty-handed (except 

perhaps for the buttons on a soldier's uniform). One might argue, 

however, that there is a common physical feature shared by the cartoon 

and the idea of 11 forming ranks; .. i.e., the notion of 11 Convergence 11 or 

a "coming together of similar elements ... Yet note that the concept of 

11convergence, 11 while involving physical elements, cannot be defined in 

terms of physical features of single, isolated elements. If one insists 

on a classification of the kind of event depicted in Figure 1.1 based 

on physical variables alone, one must base the classification on the 

kinds of "higher-order" variables which Gibson (1966, 1977) talks 

about; Gibson would attempt to describe the pattern, not in terms of 

combinations of simple physical elements, but rather as complex rela­

tions among elements. Furthermore, according to Gibson, such relations 

are often time-varying or dynamic. Verbrugge has emphasized that it is 

changing spatial relations over time which are critical to understanding 

dynamic events through cartoon-strips. A proof he suggests would be to 

show that a single frame from the figure would not be sufficient to 

specify a convergence. A further test would be to replace the dots 

by another set of shapes, say squares, and see if one still perceived 

the cartoon as specifying a convergence. If so, this would provide 

additional support for the view that it is higher-order or 11 formless 11 
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Figure 1.1 -A cartoon analogy from Experiment 1. 
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dynamic relations which are critical to the percept; not features of 

single elements. 
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While the higher-order abstract variables of Gibson seem 

better suited than distinctive physical attributes of objects as a 

basis for resemblance, there are still problems in reducing the expla­

nation of the perception of resemblance to physical variables alone. 

This is because other 11 Unseen 11 concepts seem to be playing a role in 

shaping the interpretations. Consider, for example, one subject's in­

terpretation of the cartoon in Figure 1.1 as 11sheep squeezing together 

to get through a narrow passage. 11 In this interpretation, not only 

are the elements described as 11 Squeezing together 11 or 11 converging 11 

but other concepts are introduced into the interpretation to 11explain" 

the convergence. That is, the subject has added an element to his 

interpretation -- 11 a narrow passage 11 
-- which is not explicitly repre­

sented in the drawing. Narrow passage is an inference which makes 

sense of the coming together of the dots. The narrow passage then is 

an essential part of this subject's interpretation of the drawing 

which provides an explanation or theory which accounts for the changing 

relations among the visible elements of the pattern. 

There are other unseen elements entering into the interpre­

tation. For example, there is an implicit 11 Vantage point 11 from which 

the subject imagines he is viewing the event. In the case of most of 

the interpretations of Figure 1.1, the assumed vantage point is from 

above, a 11 bird's eye view. 11 



c 
Assumed vantage point seems to be playing a role in the 

interpretations for many of the cartoons. A particularly good exam­

ple can be seen in connection with the cartoon in Figure 1.2. One 

subject described this drawing as 11a man diving into the sea 11 while 

a second interpreted it as "three people entering an elevator ... 
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These two interpretations illustrate the difference between what 

Arnheim {1974) has called 11 Vertical space" and 11 horizontal space 11 in 

how someone chooses to interpret the flat pictorial plane of a two­

dimensional drawing. In interpreting the cartoon as 11diving" the 

subject is imagining the event as it might be seen from a side-view. 

Here the three dots are assumed to be arrayed along the vertical axis 

of the picture plane from top to bottom, the horizontal dimension 

distinguishing between right and left. This is an interpretation con­

sistent with 11 Vertical space. 11 In describing the cartoon as represen­

ting 11 entering an elevator, 11 on the other hand, the subject would 

appear to be imagining the event as it might look from a top or 

11bird's eye" view; i.e., in terms of 11 horizontal space" in which the 

flat picture plane is used to represent the directions of the compass 

(north-south, east-west). Figure 1.3 shows the difference between 

vertical and horizontal space diagrammatically. 

Note also that choosing a particular vantage point can cons­

train the nature of the other concepts which shape the interpretation. 

For example, if the assumed vantage point is a side-view, then the 

disappearance of dots, one-by-one from the adjacent frames can be attri-
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Figure 1.2.- A cartoon analogy from Experiment 1 interpreted 

as: {a) "A man diving into the sea" and 
{b) "Three people entering an elevator:~ 
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Figure 1.3.- Two ways of interpreting a two-dimensional 
picture plane: (a) vertical space; and 

(b) horizontal space. 

Source: Arnheim (1964) 
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buted to the "pull of gravity" -- a concept whi eh is part of our 

general knowledge of diving into water. However, if the imagined 

viewing angle is from above, then "gravity" is less easily inserted 

as a causal factor into the interpretation. Seen from above, the 

ground plane of the picture would be assigned the role of a "surface" 

upon which the dots would be perceived to be resting. In such a 

case, the downward disappearance of the dots could not be attributed 

to gravity pulling the objects into a mass, but another type of ex­

planation must be sought. The "entering" solution attributes the 

di•sappearance to the autonomous movement of the dots as they pass 

beneath an occluding object. 

In sum, these examples indicate the presence of certain 

unseen or viewer-supplied assumptions which interact with the visi­

ble elements in the cartoons to shape their meanings. The experi­

ment seems to be telling us that a theory of perception able to ex­

plain the discovery of resemblance should consider possible contri­

butions on the part of the perceiver which go beyond classification 

based on shared physical features or even the higher-order 11 formless" 

invariants of Gibson. 

D. Perception as the Forming of a "Description" 

Recently, a number of researchers dissatisfied with the 

"common features" approach to pattern recognition have put forward a 

a view of perception which seems better suited to deal with the kinds 

of issues raised by the interpretation of cartoon-strip analogies. 



These alternatives are attractive because they attempt to take into 

account the possible contributions of the perceiver in the creation 

of meaning. An added benefit of this alternative approach is that 
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by taking into account the contributions of the perceiver, one begins 

to have a clearer understanding of how the process of 11Seeing 11 is 

interlocked with 11 thinking 11 and 11 behaving 11 
-- a subject about which 

traditional approaches to perception have had little to say. 

One recent theory of perception which provides a useful al-

ternative framework for examining the problem of resemblance is that 

of Bregman (1977). According to Bregman, a main difficulty in redu­

cing the problem of understanding to classification is that classifi­

cation itself depends on the ability of the perceptual system to des-

cribe, not only what is old or familiar in a particular situation or 

scene, but also what is new. Bregman has used the display in Figure 

1.4 to illustrate this point. Looking at this display, the pattern 

of light falling on the retina gives rise to an experience of reco­

gnizable, familiar forms: A, Band C. We are able to classify these 

forms as familiar because we have internal representations or con-

cepts for them. A concept can be temporarily defined as a pattern 

in the brain which represents a regularity or familiar aspect of expe-

rience. Bregman refers to these patterns as 11 i de a 1 s }' While idea 1 s 

represent separate, simple aspects of experience in the brain, a pro-

blem arises because they can often be in the world in complex ways, 

as the display shows. The problem for the perceptual system is to 

disentangle the sensory array in order to recover the ideal or fami­

liar aspects which are in the scene. To do this however the percep-
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Figure 1.4. -The composition of three ideal forms. 

Source: Bregman (1977) 
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tual system must know more than the distinctive feature set of the 

different forms in the scene; it must also possess "theories" or 

"concepts" about how such forms can be distorted or changed depending 

on a number of factors including the point-of-view of the observer, 

being partially hidden by other forms, and so on. These possible 

changes or distortions are what can be novel about any given percep-

tual experience. For example, in the scene one can only see the B 

if we assume that it has been "rotated" and is "behind" another 

object which partially overlaps it. Moreover, the overlapping object 

cannot be just any form but must be an ideal A whose shape, orienta-

tion and calor "exp.lain" what parts of the B are deleted. Remove one 

of these letters from the theory of the scene and the recognition of 

the other letters becomes very difficult. Recognition therefore de­

pends on knowledge of how the two ideal forms, A and B, can interact 

in given situations. In other words, the recognition process, in 

examining the retinal image, must know about possible transformations 

which could account for a change or distortion of an ideal form. Thus 

pattern recognition depends not only on identifying and classifying 

familiar forms but also on knowing about permissible transformations 

explaining how forms may affect each other in particular contexts. 

The output of the perceptual process according to this view 

is not just a classification of the objects present in a scene. 

Instead, it seems more accurate to think of the product of perception 

as a "description~~ which is formed by ideals and transformations. A 

description then is a mental representation not only of the old aspects 
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of a scene but also of the particular way they are present in a given 

situation. 

An important benefit of defining perception as 11 description­

formation" is that it helps one understand what perception is good 

for. Perception enables one to adapt•s one's behavior to new pro-

blems and situations. For example, in opening my refrigerator to get 

some butter, I notice that the butter is behind the milk and sitting 

on top of a loaf of bread. The scene contains several familiar ele-

ments -- the butter, the bread, the milk -- as well as the familiar 

relations "behind" and 11 0n-top-of." I immediately push aside the mi"lk, 

grasp the butter and remove it from atop the loaf of bread. In this 

example, my behavioral stream meshes smoothly with the requirements 

of the situation. But I would not have been able to perform such a 

simple task if my perceptual system was restricted to recognizing 

only the old aspects of the scene; i.e., labeling the objects and 

relations as things I have seen before. Rather, my ability to perform 

the task depends upon understanding the exact nature of the relations 

among the objects in this particular situation. Fortunately, this 

is what my perceptual system provides -- a "description" which serves 

as a map or model of the new situation including my own role in it. 

One sees from this example that descriptions serve to control actions, 

to generate expectations and enable one to adapt to new situations. 

A good example of the usefulness of conceiving of perception 

as the forming of a description comes, not from research with people, 

but with machines. Researchers in the area of artificial intelligence 



called 11 scene analysis 11 have been trying to program computers to 

perform tasks requiring the intelligent use of information derived 
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from perception of the environment -- i.e., where a "description" of 

the environment could control the machines behavior (Cf. Winston, 

1975; Waltz, 1975; Guzman, 1968). As a first step toward this goal, 

they have been trying to get computers to perform simpler feats such 

as recognizing two dimensional line drawings in terms of 3-dimensional 

objects: blocks, wedges, pyramids. Although people can understand 

such scenes with ease, programming a computer to do so is extremely 

difficult because it requires making explicit the knowledge and pro-

cesses involved. 

An early program which could recognize two-dimensional 

drawings as representing 3-D objects is that of Roberts. 1 Roberts 1 

program is an example of a perceptual system using what we have been 

calling ideals and transformations to form a description. In this 

program ideals are abstract definitions, based on the laws of projec­

tive geometry, of the three classes of object the system expects to 

find depicted in the picture (wedges, prisms, cuboids). These defi-

nitions are "ideal 11 because they define the class of object without 

being constrained to any particular size or point of view. The pro­

gram also has transformational rules which allow it to evaluate 

whether a given picture fragment can be related to one of its abs­

tract models through a change in viewing angle or distance. In this 

1see Boden (1977) for a review of Roberts' and other scene­
analysis programs which pays particular attention to the epistemolo­
gical issues raised by such programs. 



way the program can evaluate the goodness-of-fit between its des-

cription of an input scene and one of its stored models. Thus the 

program exhibits certain properties of intelligent seeing; it can 

"imagineu or construct an indefinitely large number of possible 
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descriptions of an input scene knowing how parts of line segments 

would be deleted as a function of changes in perspective or distance. 

Such knowledge is essential if the program is to able to relate new 

scenes to old; for example, if it has stored a description of an ob­

ject as seen from a top-view, then it should be able to relate this 

description to a new description of the object as seen from a side-

view. 

More recent programs have been grappling with the analysis 

of scenes depicting several 110Verlapping" objects such as shown in 

Figure 1.5. Interpreting such complex scenes requires providing the 

program knowledge about occlusion; i.e., what happens to the outline 

contours of one object when a second object is between it and the 

observer. Guzman (1968) has developed a number of heuristic rules 

for grouping overlapping figures into separate objects based on an 

analysis of the kinds of intersections found in the scene. Some 

kinds of intersections indicate that the regions bordering an inter­

section can be part of a single object; others indicate that an inter-

rupted line can be due to an occluding second object. The possibili­

ties for interpretation of one intersection are used by this program 

to limit the possibilities for interpretation of other intersections 

on the same 1 i ne. The important point raised by the program is that, 
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Figure 1.5.- How many separate objects? A problem for visual scene analysis. 

Source: Guzman (1968) 
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as with the disentangling of the intermingled letters in Figure 1.4, 

interpreting a scene often depends on a description of the entire 

scene; that is assessing the interdependencies among local features 

(intersections) before being able to derive an interpretation of its 

separate contents. 

The above examples were intended to show that the problem 

of seeing a pattern as a familiar event or object often depends on 
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the perceptual system's having a "theory" about how a familiar pattern 

could be present in a scene in a novel or complicated way. The con­

cepts out of which these theories are built we have called ideals 

after Bregman (1977) in order to underscore the notion that they are 

the brain's assumption that a complex input may often be formed out 

of s·imple, separate aspects which have undergone transformations in 

a particular situation. The particular theory which accounts for a 

given scene or situation we have called a description. 1 

In the last two sections I have asked if the problem of 

seeing abstract cartoon-strips as representing familiar events could 

be reduced to a process of pattern classification: e.g. matching a 

1A similar view of perception as the accounting for a sen­
sory input by a "description" has been put forward by Rock (1975). 
Ideals bear a strong family resemblance to a recent theory of knowled­
ge representation advanced by Minsky (1975). Instead of ideals, 
Minsky's unit of knowledge is a "frame" which he conceives as a data­
structure encoding prototypical knowledge of objects and situations. 
Encountering a new situation or problem involves fitting it to its 
proper frame. Frames often have to undergo changes when fit to par­
ticular situations just as ideals are said to undergo transformations 
in particular contexts. 



visual input to an internal representation based on a shared set of 

distinctive physical features. I have argued instead for an alter-

native view, based on a theory of perception advanced by Bregman, 

whereby interpreting a cartoon would be caracterized as a process 

of ••description" in which viewer-supplied assumptions or 11 ideals 11 
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interact with the visible features of a cartoon in shaping its meaning. 

In the next section, I ask what kinds of basic ideals, rules or assump-

tions a cartoon comprehender draws upon during the description pro­

cess and how these ideals are organized. 

E. Levels of Description in Cartoon Comprehension 

The examples I have used to introduce the description forming 

process have been restricted to relatively simple displays of familiar 

letters or simple arrangements of blocks. The ideals and transforma-

tions in these examples concerned such notions as "assumed viewpoint, 11 

11 surface, 11 11 0Cc1usion, 11 and the like. But these concepts are not suf-

ficient to account for the kinds of interpretation people are able 

to derive for the cartoon drawings. How can the notion of 11 descri p­

tion11 be extended to the more complicated case of finding resemblances 

for cartoon analogies? 

To help us appreciate the kinds of knowledge necessary for 

understanding a cartoon-strip analogy, let us imagine that the des­

cr-iption process is hierarchically organized; i.e., that it takes place 

in a series of stages such that the results of processing at the ear­

lier stages are available for analysis at the later stages until the 

final output is produced in the form of a meaningful event description. 



We will see later on that there are problems with a purely hierar­

chical model of the description process, but for now it is worth­

while trying to sketch the various stages. Consider the cartoon in 

Figure 1.6. Suppose that this cartoon is input to a hypothetical 

cartoon comprehender -- an imaginary information-processing device 

for generating meaningful event descriptions of the drawings. What 

is the sequence of operations which will occur and what kinds of 

knowledge are called upon at each stage? 
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The first type of knowledge our cartoon-understanding device 

must be provided with are some rules concerning the 11Syntax 11 of car-

toon-strips as a communication medium. It must know, for example, 

that adjacent frames represent a spatial translation of time such 

that spatial units denote moments in time. Part of this rule states 

that the temporal beginning of the event is the left-most frame and 

that the frames are scanned from left-to-right in succession. A 

second type of knowledge concerns the ability to describe the con-

tents within each frame by a structural description. Beginning with 

the first frame, a structural description would define the types of 

objects shown; their shape, size, location, orientation and also the 

spatial relations holding among them. This means that our cartoon­

strip comprehender's visual knowledge would have to possess extremely 

sophisticated scene analysis programs in order for it to understand 

such relations as "sitting-on, .. "overlap," and "left-of. 11 

Another type of knowledge the comprehender would likely 

possess is that the rectangular frame is itself not usually a structu-
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Figure 1.6. - Input to a hypothetical cartoon 
understanding device. 
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ral element in the picture but outlines a field of view. (An except-

tion would be when a cartoonist draws an element within the frame as 

hiding part of the frame's border. Then the contour of the frame is 

seen as the edge of a solid surface which forms a space or 11Window 11 

whose edge is covered by an occluding object. However, the fact that 

such drawings are viewed as 11 funny 11 suggests that they violate an 

accepted rule.) 

Knowledge of the syntax of cartoon strips and rules for 

generating within-frame structural descriptions are prerequisites 

for the next stage of analysis: a description of the differences 

between the successive frames. Such an analysis would compare the 

structural descriptions of two successive frames and might ask such 

questions as: Are there any visual elements deleted from frame 2 

that were present in frame 1? Have any new elements been added? 

Have identical elements changed position, orientation? This last 

question presumes possession of a sub-rule which states that the same 

or similar shape appearing in adjacent frames is not necessarily two 

different objects but may be a single object shown at two different 

times. In Figure 1.6, for example, the cartoon comprehender would 

note two basic changes between frames 1 and 2: {a) The rectangle has 

changed position from the far left of the frame in 1 to the left-of­

center of frame 2, and (b) part of the array of dots has been deleted. 

Once a description of the between frame changes has been 

generated, the recognition system might ask itself if there is any way 

to account for the changes it has found. In so doing it could call 
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upon certain kinds of 11 Change concepts 11 or ideals. Some of these 

change concepts might be very primitive. For example, 11 movement 11 is 

a change concept which would account for the appearance of the same 

shape appearing in different spatial positions in two successive fra­

mes. In Figure 1.6, for example, we infer that the rectangle has 

moved through a series of intermediate positions from its starting 

location in frame 1 to its final location in frame 2. Our cartoon 

recognizer could even be supplied with a rule for inferring 11 accele­

rated movement 11 by noticing that the distance an object has traveled 

between frames 3 and 4 is greater than the distance traveled between 

frames 1 and 2 -- assuming that each frame represents an equal tem­

poral interval. Usually, however, the cartoonist's graphic device 

for indicating acceleration in speed of an object within a single 

frame is to draw a few sweeping lines emmanating from the object. 

To summarize: we can characterize the early stages of 

processing a cartoon-str-ip as an attempt to account for the visual 

elements and changes in the drawing in terms of a few basic ideals: 

object, space, time and movement. These ideals, of course, are the 

same fundamental concepts which underlie our perceptual descriptions 

of the everyday world. 

Beyond accounting for changes happening to a single object, 

we can identify a next stage whereby the changes in one object can be 

attributed to changes in another object. In other words, the cartoon 

comprehender will have to know how to recognize causal relations. 



c 
55 

Although he worked with moving geometric shapes, not 

cartoon-strips, the Belgian psychologist Michotte (1963) has studied 

the perceptual conditions giving rise to the impression of physical 

causality. As a Gestalt psychologist Michotte was interested in 

showing that perceived causality was not based on learned associations 

between events but, as with the perception of stroboscopic motion or 

the constancies of depth, size and shape, could be attributed to in­

nate organizational processes in the brain. To support his claim he 

had people describe their impressions of the motions of 11meaningless" 

geometric forms whose spatial and temporal parameters he could preci­

sely control. He found that even slight changes in the spatial or 

temporal relations between the two movements could significantly chan­

ge the causal impression. Thus a brief pause inserted between the 

time an object A is seen touching object B, and s•s subsequent depar­

ture, can impair the impression of a causal "·impact ... 

For Michotte, the fact that only precise spatia-temporal 

conditions gave rise to the causal effect was evidence that innate 

mechanisms were governing the perceptual experience. We can use 

Michotte•s findings, not to support the hypothesis of innate field 

forces in the brain, but in terms of description-formation. Just as 

visual programs use such cues as intersections in order to generate 

descriptions of 2-D drawings in terms of 3-D objects, so must the 

perceptual system be able to use spatial and temporal discontinuities 



to activate "theories" about the causes of movement.1 Moreover, 

despite the loss of 11 Continuous" movement, subjects' interpretations 

of cartoon-strip analogies indicate that they too use features of 

the visual display to activate theories about causal relations. 
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Kinetic movement, where the motion of object B can be attri-

buted to the transmission of physical energy from object A, is only 

one kind of change concept found in subjects' interpretations of the 

drawings. There are many others. For example, a different kind of 

change concept is needed to make sense out of Figure 1.6. Here one 

needs to make sense of two simultaneously occurring changes: (1) the 

displacement of the vertical bar and (2) the successive deletion of 

part of the array of dots. Instead of seeing these changes as two 

independent events, a single causal paradigm can be invoked which 

describes the changes as related. That is, one sees the disapperance 

of the dots as caused by the displacement of the bar. Most of the in­

terpretations in Appendix B for this cartoon embody such a causal 

paradigm. Three examples are: "mowing a lawn," "a bulldozer plowing 

snow," and "erasing a dirty blackboard." While these interpretations 

use different kinds of objects as their referents, all three seem to 

be derived from the same 11 deep 11 causal schema -- the deletion of part 

of an array of elements is attributed to the displacement of the rec­

tangle. An underlying rule which the conceptual system seems to be 

1some of these implicit theories of causal movements have 
been made explicit recently by Sylvia Weir (1978} who has written a 
computer simulation of the kinds of causal percepts studies by 
Michotte. Her work will be discussed in more detail in section J. 
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using in interpreting this cartoon and others is that correlated 

changes are causally related in some way. 

Michotte's experiments also reveal that the perception of 

physical causality is often closely intertwined with knowledge of 

social and psychological causality. An interesting example is the 

way some of his subjects interpreted the 11 triggering" sequence in 

which B's speed after impact is twice A's speed prior to impact. In 

accounting for the increase in velocity, some people introduced an 

explanatory concept into their descriptions, not from the domain of 

physics, but social relations-- e.g., 11A's approach frightened B, 

and Bran away." Thus, a description in terms of physical causality 

can be assimilated by a higher level of description of the event in 

terms of psychological causes and effects. 
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An early experiment which probed the perceptual bases of 

social causality was that of Heider and Simmel (1944). In their stu-

dy, subjects watched an animated movie whose characters were a large 

triangle, a small triangle and a circle moving in-and-out of a "door" 

of a large rectangle. Just as Michotte's subjects were asked to make 

sense out of the motions of geometric shapes in terms of the laws of 

physics, subjects in Heider and Simmel 's experiment were told to un­

derstand the movement patterns in terms of meaningful social events. 

The authors were interested in the rules by which subjects mapped 

motion patterns onto social and psychological schemata. For example, 

one of the questions they asked concerned the rules for determining 

which geometric shapes are "agents" and which belong to the class of 



"inanimate object. 11 One rule which they used can be para-

phrased as fo 11 ows: "Shapes whi eh move under their own power are 

•agents• while shapes whose movements are always under the control 

of another shape are 'objects.'" Thus, subjects in the experiment 

des cri bed the moving segment of the rectangle as a "door•• because 

it moved only when in contact with one of the other shapes, say the 

small triangle. Because the triangle had been perceived throughout 

the film as capable of self-initiated movement, it was assigned the 

role of an animate agent while the rectangle's segment was described 

as a 11door, 11 an inanimate object. 
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Now the problem of identifying the agent in an event is not 

restricted to the perception of social events; "agent 11 is an abstract 

concept which underlies our knowledge of events in general. We can 

therefore interpret Heider and Simmel's study as an early attempt to 

define a heuristic rule, based on motion cues, for "parsing 11 percep-

tual events into their underlying concepts. 

It is interesting to speculate that the rules for mapping 

movement patterns onto underlying event structures are acquired in 

developmental stages. There is some evidence for this from an early 

study by Piaget (1929) on the changing criteria which children apply 

to their judgements of whether or not objects are alive and endowed 

with consciousness. Piaget found that for the youngest children, any 

object involved in some action is considered alive, whether or not it 

moves. At a second stage, only objects which move are alive. Thus a 

bicycle at this stage is alive; a sofa is not. At a third stage, the 
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criterion is whether or not an object is capable of autonomous move­

ment as opposed to being moved by an outside force; a cloud is alive, 

but not a bicycle. It is only toward the late stages of cognitive 

development that children use 11 formal" criteria for restricting their 

attributions of life to animals and plants. 

For Piaget, young children•s willingness to classify inani­

mate objects as alive was symptomatic of immature reasoning about the 

real causes of movement as well as indicating a lack of formal crite­

ria for defining living systems. However, there is another way to 

interpret these results more in the spirit of the present thesis. Is 

it possible that children•s "mistakes" in judging animacy derive, not 

so much from a confusion about what is or is not alive, but rather 

from their misinterpreting the true goals of the experiment? Suppose, 

for example, that part of what children learn from their perceptual 

encounters with the world is a set of abstract descriptions of typi­

cal movement properties of different classes of object. One such 

description might be that "living things generate their own movements ... 

Other descriptions might be more complex dealing with causal relations 

between movements; e.g., 11 hitting." If the child possesses such move-

ment descriptions, and they are abstract, then they could be used ima-

ginatively: for example, during play, as instructions for how to si­

mulate a "fight11 or a 11chase" using any pair of inanimate objects as 

"actors" -- even a couple of sticks. Moreover, this same abstract 

knowledge about movement could be used analogically to answer questions 

in an experiment. If, instead of "Is a cloud alive? 11 a child inter-
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prets an experimenter's question as "How could a cloud be like a 

living thing?" then he could use his powers of analogical reasoning 

to find a partial fit between the movements of clouds and the move-

ments of people. In terms of abstract dynamic relations. a man strol-

ling through a meadow does share some features with a cloud floating 

about in the sky. 

Note that even adults can be induced to attribute animacy 

to non-living things under certain conditions. A good example is 

Norman Mclaren's film "A Chairy Tale." In the movie a chair is seen 

as dodging and darting about in order to avoid being sat on by a per­

son. By combining his knowledge of the rules of animate movement 

with his knowledge of the techniques of film animation, Mclaren con-

vinces us, in the context of a movie, that a chair can have goals, be 

stubborn and vindictive in its dealings with people. Arnheim (1964) 

has pointed out that in purely visual terms there may be no hard-and­

fast cut off point in making judgements about animacy. Rather there 

is a "scale of complexity 11 
-- a continuum whereby complex movement 

patterns may be judged more life-like than simple movements, but the 

boundaries between "living" and "non-living" motion are fuzzy: 

••. first the difference between what moves and what 
does not move. Second, flexible movement, which involves 
internal change, is at a higher level of complexity than the 
mere displacement of rigid objects or parts of objects. 
Third, an object that mobilizes its own power and:determines 
its own course is higher than one that is moved and steered 
-- that is passively submits to being pushed, pulled, repel­
led, attracted by an external agent. Fourth, among the 
'active' objects there is a distinction between those that 
move merely on internal impulse and others whose behavior is 



influenced by external centers of reference. Within this 
later group there is lower-level behavior, which requires 
direct contact by the outer agent (e.g., object B's 
'taking off' when touched by A), and higher level behavior, 
which involves response to the object of reference across 
some distance in space (e.g., A seen as moving 'toward' B, 
orB escapes while A is approaching) {p. 401). 
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Taken together, the experiments of Michotte, Piaget, Heider 

and Simmel as well as our ability to delight in a Norman Mclaren movie, 

suggest that part of what learning contributes to perception is a set 

of "parsing" rules based on various kinds of perceived change for 

assigning objects to a number of abstract concepts which underlie 

events. A number of researchers in artificial intelligence and cogni­

tive science, interested in the problem of the representation of 

meaning, have suggested what kinds of concepts might constitute an 

abstract event schema. The parts of an event have been referred to 

by various names: "cases" (Schank, 1973; Fillmore, 1971; Norman and 

Rumelhart, 1975), "frame-slots" (Minsky, 1975), "IMPS" (important 

parts) (Winograd, 1975). Minsky has suggested that a good way to 

think of the parts of an event schema is as a series of questions a 

comprehender tries to answer about an event in order to understand it: 

"What caused it? (agent)" 

"What was the purpose? (intention)" 

"What are the consequences? (side-effects) 11 

"Who does it affect? (recipient)" 

"How is it done? (instrument)" (p. 246). 

These concepts do not exhaust all the possible components 

of an event structure, but they do suggest some of the concepts that 
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are necessary if an event is to perceived as "well-formed 11 or 

meaningful • One way then to characterize the .task facing 

someone in the present experiment is as the attempt to find a meaning 

for a drawing which satisfies a minimum set of underlying conceptual 

relations making-up an ideal or prototypical event structure. But 

because the cartoon-strips are often designed to be ambiguous or 

incomplete, fitting a cartoon to a well-formed event concept may not 

always be straightforward; it may require a kind of "problem-solving." 

The next section takes a closer look at the process of fitting a car­

toon to an event schema and gives some examples of the kinds of stra­

tegies people use in generating alternative interpretations for the 

same cartoon. 

F. Fitting a Cartoon to an Event Schema 

Thus far we have portrayed the attempt to comprehend a 

cartoon-strip analogy as basically a hierarchical or 11 bottom-up" pro­

cess. That is, we have imagined that it occurs in a sequence of sta-

ges, each stage analyzing the input for certain kinds of information 

and then passing this information along to the next stage of analysis. 

Figure 1.7 summarizes these stages diagrammatically. 

While a hierarchical model of the description process helps 

us to see some of the different kinds of knowledge required to under­

stand cartoon-strips, it is not yet adequate. This is because there 

are really two complementary demands being made on our cartoon com­

prehender. On the one hand, the visual features and elements in the 
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LINGUISTIC OUTPUT 

• CHOOSING ABSTRACT EVENT SCHEMA 

• ACCOUNTING FOR CHANGE CONTINGENCIES 
BY CAUSAL PARADIGMS 

• ANALYSIS OF CONTINGENCIES AMONG CHANGES 

• ACCOUNTING FOR CHANGES IN TERMS OF 
L01t1 LEVEL IDEALS 

• DESCRIPTION OF BETWEEN-FRAME CHANGES 

• STRUCTURAL DESCRIPTION OF WITHIN-FRAME CONTENTS 

CARTOON INPUT 

Figure 1.7. -Sequence of stagesin cartoon description. 
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drawing are demanding to be accounted for; i.e., to be assigned some 

role in an event schema. On the other hand, the parts or slots of 

the event schema themselves are demanding to be filled. Hence, the 

process of understanding a cartoon analogy is not strictly hierar­

chical; rather it is driven both from the 11 bottom" (by the visual 

features in the drawing) and from the "top" (by conceptual knowledge 

of events} . 1 

Note, however, that this "bottom-up/top-down 11 process does 

not always work smoothly. Sometimes, the comprehension process may 

have difficulty assigning a visual element to a role in an event 

schema or, correlatively, it may not be able to fill an empty slot 

in the top-level event structure right away. When this happens, the 

description process runs into trouble, but also gets more interesting 

because it forces the comprehender to deal with various kinds of pro-

blems. Once it is realized that understanding a cartoon can run into 

snags, it is easier to see how cartoon comprehension qualifies as a 

kind of problem-solving or theory proving. For example, a particular 

shape cue in a drawing may activate a hypothesis as to the kind of 

event being represented. But in testing this hypothesis against the 
11data 11 (the visual features of the cartoon), other features may be 

1The terms "bottom-up" and "top-down 11 come from computer 
science and signify the way an underlying representation of an input 
is derived. Usually, the input is a phrase or sentence. A bottom-up 
analysis starts by examining the input, trying to categorize its va­
rious constituents; for example, asking what part of speech a given 
word belongs to. A "top-down 11 analysis, on the other hand, begins 
with a hypothesis about what it will find in the stimulus; that is, 
it might ask if there is a verb in the sentence. Roughly, bottom-up 
analyses are "data-driven" while top-down analyses are said to be 
"concept-driven ... 
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seen as inconsistent with the initial hypothesis. At this point, 

the comprehender is faced with a decision. He can abandon his ini­

tial hypothesis and look for a new one; or he can seek an explanation 

which would account for the inconsistency. Seeking explanations may 

involve the use of transformations: mental operations which modify 

the description in various ways; e.g., imagining the event from a 

different viewpoint, adding "unseen" elements to the description, 

seeing the cartoon as the "result 11 of an earlier event, and so on. 

Once we let the description process work top-down {guided 

by hypotheses) as well as bottom-up (guided by features) and admit 

the role of transformational strategies, we can see how there may be 

many ways to account for the visual elements in a given drawing. Any 

number of acceptable event descriptions may be generated depending on 

the goals and strategies of the problem-solver. This view of descrip­

tion as problem-solving can help us better understand two kinds of 

issues raised by subjects• interpretations: (1) how the same car­

toon can be described as fitting different kinds of events; and (2) 

the problem of metaphorical interpretations; e.g., seeing a cartoon 

as an instance of a so-called "abstract11 concept. In the following 

sections we give some specific examples of how the description process 

deals with these problems. 

G. The Problem of Multiple Interpretations 

Simple visual structures require complex solutions. Of all 

the cartoons, the one in Figure 1.8 probably has the simplest visual 



structure. But as we shall see, simple visual structures do not 

always mean simple solutions. In fact, the opposite may be true. 

Complex visual patterns which show several interacting elements pro­

vide more constraints on which roles they should be assigned to in 
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the overall event structure. Simple patterns, on the other hand, with 

a single object undergoing a single transformation, may require more 

cognitive effort to satisfy the minimum conditions of the abstract 

event schema. 

Figure 1 .8 shows three black dots of increasing size 

followed by a completely blacked-out last frame. This is the input 

to the description process: the raw data to be explained. The first 

problem posed by the cartoon is how to account for the changing size 

of the dots. Several solutions are possible. A popular solution 

used by subjects in the experiment is illustrated by the interpreta­

tion "getting crushed by an oncoming car. 11 Here, the increasing size 

of the dots is seen, not as an actual change in physical size, but as 

a ttri butab le to the movement of a sing 1 e dot to.wa rd an observer; i . e. , 

the dot paints an increasingly bigger image on the retinal surface of 

the observer or on the cartoon-frame "window", not because it is get­

ting larger, but because it is getting closer. 

Describing the dot as moving toward an observer solves one 

problem but raises another. What is causing the movement? Dots can­

not usually move by themselves. By transforming the dot to a "car", 

the subject provides a way, not only of explaining the dot•s movement, 

but also the final blacked-out frame. First, note that the "dot-as-



67 

• 

Figure 1 .B. - Simple cartoons can require complex solutions 

0 



68 

car 11 is assigned to the instrument slot in the event structure. Ins­

truments are controlled by agents; thus~ the subject has introduced 

an agent into the description (cars cannot usually drive themselves) 

although there is no agent physically represented in the drawing. 

Similarly, the recipient of the event~ the observer, is unseen in 

the drawing but plays an important role in the description. Finally~ 

the blacked-out last frame can be explained by the approaching-car 

schema -- it represents the moment just before impact when the car 

blocks the entire field of vision. 

Seeing the dot as a 11 looming" object is not the only way to 

account for the size transformation shown in the drawing. Another 

possibility is to imagine the dot as a fixed point in space and that 

the observer is moving towards it. A number of interpretations chose 

this solution; e.g., "watching a planet get bigger as I descend in a 

spaceship. 11 Here the dot (planet) has been assigned the object or 

destination role in the event schema while the unseen observer is the 

mobile agent. Note also that once the dot is transformed into a "pla­

net," it activates a space-travel schema or script which imposes its 

own constraints; for example, it specifies that a special vehicle, a 

spaceship, be inserted into the description to explain how travel 

through space is poss·ible. Thus, a more precise characterization of 

the underlying conceptualization of this cartoon would have to include 

the idea that it is really the spaceship doing the moving, under the 

control of an unseen agent. 
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While in the first two solutions, the dot is perceived as 

maintaining a constant size, although changing its distance relative 

to an observer, a third solution is to describe the dot as actually 

undergoing a size transformation. A number of solutions achieve this. 

Consider the example 11an expanding circle caused by a pebble dropped 

in water." This interpretation is a good illustration of a particular 

transformational strategy -- imagining the visual input as part of a 

larger temporal context -- which remains unseen. In this interpreta­

tion the entire cartoon depicts an event which itself is a consequence 

of an earlier event. Specifically, the "expansion of the circle," the 

seen event, is caused by the prior dropping of the pebble, an unseen 

event. Again, an essential component of the description is an agent 

-- an instigating force -- which dropped the pebble causing the 

ripples which are described as forming an expanding circle. The agent, 

although critical to the meaning, has no explicit surface representa­

tion in either the verbal description or the pictorial sequence. 

This interpretation is a good illustration that while inva­

riant features of the drawing may be simple-- i.e., an expanding cir­

cle -- a good deal of knowledge of the world is often required to see 

it as an analogy for a meaningful event. 

Changing the rules to fit the theory. In an earlier section 

we mentioned that knowledge of the "rules" or "syntax .. of cartoon­

strips is necessary to make sense of these drawings. While knowledge 

of these rules may be necessary for comprehension, some of them can 

apparently be changed if it suits the needs of the overall problem-
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solving strategy. An example of changing the rules can be seen in 

some of the interpretations for the cartoon in Figure 1.9. Most 

subjects described the half-circle in the drawing as a type of con­

tainer into which the blob-shaped object is gradually "absorbed" or 

"sucked." Seeing the cartoon as a kind of "absorbing" respects the 

conventional left-to-right scanning of the adjacent frames. This was 

not always the case, however. Several interpretations describe the 

event as a kind of "spilling" as in "spilling ink from an inkwell." 

Now seeing the event as a kind of spilling requires changing some of 

the usual assumptions about how cartoon-strips represent time. This 

might have occurred as follows. 

In trying to make sense of the drawing a subject begins by 

analyzing the visual features of the left-most frame. Unlike many of 

the cartoons where the contents of a single frame alone are meaning­

less (e.g., the need for dynamic relations), this first frame contains 

a blob-shaped figure which is highly representational -- that is, it 

looks like what a liquid might if spilled. It is highly probable 

then that the blob acts as a strong visual cue activating a "spilling" 

schema as the best way to account for the pattern. 

The subject now has a theory but he also has a problem. If 

he respects the conventional left-to-right scanning direction, he 

finds the blob gradually disappearing into the container. This action 

is inconsistent with the idea of spilling. Most subjects get around 

this by simply imagining the first frame as the consequence of an 

unseen event which has caused the substance to be spilled. The semi-
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Figure 1 .9. - Changing scanning direction changes the meaning. 
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circle then becomes an instrument (vacuum, cloth) for cleaning up the 

spill. The inconsistency is resolved. For other subjects however, the 

spilling schema is such a good fit to the first frame that they are 

reluctant to abandon it; instead, they seek a means of eliminating 

the inconsistent last three frames which will permit them to preserve 

the idea of spilling. The solution is simply to reverse the normal 

scanning order so that the beginning of the event is the right-most 

frame. Then describing the cartoon as liquid spilling from a contai­

ner is quite compatible with the features of the drawing. Moreover, 

this solution is, in a way, more parsimonius, because it does not 

require the insertion of unseen agents or instruments into the descrip­

tion as do the 11absorbing 11 or 11sponging 11 interpretations. 

"Timing" as an abstract property of events. 11 Ti mi ng" is an 

important part of our knowledge of invariant properties of certain 

event classes. Timing refers to our estimate of the typical duration 

of events. That knowledge of timing plays a role in the comprehen­

sion of the cartoons can be seen by comparing the interpretations 

for the drawing in Figure 1.10; (a) 11a crowd leaving a stadium, 11 and 

(b) "opening a shower tap ... 

These two interpretations account for the changes ·in the 

drawing in very different ways. In (a) the conceptual structure of 

the event describes the dots (the crowd) as animate agents moving away 

from an inanimate object, the stadium. In (b) the dots are seen as 

inanimate particles of water whose movement is seen as caused by the 

action of an unseen agent. Although not explicit in the surface in­

terpretations, each implies very different time values for the event. 
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Figure 1.10. 
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- The scale of 11 timing 11 changes dependin9 
on whether the cartoon is seen as: (a) 
11opening a shower tap 11 (seconds); or (b) 
11a crowd leaving a stadium 11 (minutes). 
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For example, our prototypical knowledge of the time it takes for 

crowds to leave stadiums is on the order of 10 minutes to an hour. 

Opening a shower tap, on the other hand, occurs in a matter of se­

conds. The timing value ascribed to each event then is partly cons­

trained by whether or not the dots are seen as human agents or ina­

nimate particles. 
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Note that what is important in this example is the existence 

of a constraint between 11 timing" and 11agency. 11 The order in which 

they can be applied may vary, but the constraint is constant. For 

example, one could lessen the probability that the dots would be des­

cribed as animate agents by suggesting to a subject a timing value 

for the cartoon; i.e., by telling him 11 this event takes place in two 

seconds. 11 Similarly, suggesting that the dots represent 11 peopl e11 

could bias the inferred duration of the total event. Again, a con­

ceptual system which can apply the constraints in any order must be 

very flexible. 

H. The Problem of Metaphorical Interpretations 

So far the examples have emphasized how multiple interpreta­

tions of the same cartoon could be explained by acknowledging the role 

of transformations in the description process. Different transforma­

tions can account for the same 11data 11 in different ways. Some of 

these transformations involve assumptions about vantage point, move­

ment, unseen causal agents, timing, and even assumptions about the 

conventions of scanning cartoon-strips. 
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Earlier we pointed out that some of the interpretations go 

beyond a description of the drawings as familiar visual events -­

something one might actually observe -- to describing the cartoons 

figuratively or metaphorically. Examples of metaphorical interpre­

tations found in Appendix B are as follows: cartoon 3 ("a symbol of 

evolving domination"); cartoon 4 {"a non-resolvable problem you have 

to live with"); cartoon 5 {"assimilation of the minority by the mas­

ses"); cartoon 6 ("clarification of fuzzy ideas"). 

A first reaction to these interpretations is that they are 

qualitatively different than the others. They seem more creative; 
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the correspondences strike us as deeper or more abstract than those 

which merely describe the cartoons as analogies for concrete, obser­

vable events. For example, finding a fit between cartoon 3 and the 

concept of 11 evolving domination" seems less direct, more unexpected 

and therefore more imaginative than describing the pattern as "crush­

ing a mushroom with a rock." But are there really important qualita­

tive differences between the so-called 11metaphorical" and 11analogica1 11 

kinds of interpretation? Do the metaphorical interpretations call 

upon processes and knowledge which differ fundamentally from those 

we have been discussing all along? Or, are they consistent with the 

view of descriptions we have been developing? I believe that the 

difference between the metaphorical and concrete interpretations is 

more apparent than real; more a difference of degree than of kind. 

But in order to see how this is so, we must expand our notion of the 

description process to consider its role in human memory. 
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Figure 1.11.- A cartoon analogy from Experiment 1 interpreted 
as (a} 11 Crushing a mushroom with a rock 11

; and 
(b) 11A symbol of evolving domination." 
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The role of descriptions as memory units has been the 

focus of several recent articles by Norman & Bobrow (1979~ 1976) and 

Bobrow & Norman (1975). The way these authors view the role of des­

criptions in memory meshes nicely with our earlier discussion of per­

ception as the building of descriptions. At that time, we argued 

that an intelligent perceptual system should be able to generate many 

different descriptions from a single underlying event or situation; 

different descriptions would arise from changes in the activity of 

the observer or in from changes in the environment. Norman and 

Bobrow take this idea one step further. They reason that if percep­

tion can generate multiple descriptions of an event, then a collection 

of such descriptions could be organized into a memory record associated 

with the event. Imagine~ for example, that one witnesses a policeman 

chasing a robber. One might generate two descriptions for this event. 

When considered from the point of view of the policeman, the event 

is described as one of ••chasing." When attention switches to the 

robber, the event is described as "fleeing.•• The later retrieval of 

the original underlying event could be prompted by encountering a 

similar event described as either ••fleeing" or "chasing." 

In addition, these authors point out that not only can des­

criptions of an underlying event represent differences in perspective 

or viewpoint, but descriptions may also vary along a continuum from 

specific to general. Consider, for example, cartoon 3 shown in 

Figure 1.11. We can construct a number of descriptions for this car­

toon and order them along a scale from specific to general as follows: 



1. "A black disc against a white background is resting on 
a surface represented by a horizontal black line. A 
black triangle, about the same size as the disc, is posed 
slightly above the disc. The black triangle moves down­
ward making contact with the top of the disc. The disc•s 
shape buckles under the weight of the triangle. The 
shape has changed from round to eliptical. 

2. A mass causes a change in shape of a sphere by applica­
tion of physical pressure. 

3. Object X causes the destruction of Object V by crushing 
it with a superior weight. 

4. X controls V by application of force ... 
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Clearly, we have not exhausted the different levels of des­

cription possible for this particular cartoon. The example does illus-

trate, however, that it is possible to successively transform an ini-

tial description of a cartoon to abstract levels. We believe that the 

ability to transform an initially specific description to a desired 

level of generality is the key step in the derivation of metaphorical 

interpretations. It assumes, in agreement with Bobrow and Norman, 

that finding a resemblance between an event and an item from memory, 

is often a cyclic, recursive process where descriptions can be modi­

fied until they meet certain criteria; one of these criteria might be 

that an initially specific description be generalized before it can 

be used to guide a memory search for a given concept. 

Let us illustrate how a generalized description might have 

been used in creating a metaphorical interpretation by examining a 

particular example -- that of the interpretation 11a symbol of evolving 

domination" for the cartoon in Figure 1.11. The problem is to explain 

how a subject could find a path between a description of the cartoon 



to the abstract idea "evolving domination." The path is certainly 

not a direct associative link between the cartoon based on common 

physical features; the meaning of "domination 11 has nothing intrin-

sically to do with triangles or dots. The link must be established 

at a more abstract level. 

Let us begin our search for a common path by looking up 
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the definition of "dom·ination 11 in the dictionary. Does the dictiona­

ry provide any clues about the possible basis of matching? Webster's 

New International contains the following entry for 11 dominant: 11 

Syn. preponderant •.• that which outweighs every other 
thing of its kind in power, influence or force. 

Notice the term "outweighs" in the definition. It reveals that the 

meaning of dominant shares a common feature with an event one might 

actually observe or experience , a heavy thing exerting superior force 

over a lighter thing. 

The dictionary definition provides a strong clue as to how 

the match to the cartoon was obtained. Returning to our list of 

descriptions for cartoon 3, we find at level 4 the description "con­

trol by the application of weight or force." This is a close fit to 

the dictionary definition. If we can assume that our mental concept 

of 11 domination" also contains multiple levels of description, one of 

which being the gener·al component 11control by weight or force," then 

we see how the path between the concept "domination 11 and the cartoon 

could have been established on the basis of a match a deeper, more 

general level of description. 



This example suggests that there is no fundamental, quali­

tative difference between metaphorical and concrete interpretations 

of the cartoons. Rather, the two types of i~terpretation reflect 
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the degree of generality to which someone has processed an initial 

description of a cartoon in accordance with how they interpreted the 

experimental instructions. If one interprets the task as one of 

finding an analogy for a cartoon which is a concrete, physical event 

-- something one might observe -- a match will be sought which meets 

this criterion and which imposes certain specificity constraints on 

the description. Thus, the "rock crushing a mushroom" interpretation 

of Figure 1.11 assigns the shapes in the drawing to specific, physi­

cal referents. If, on the other hand, a subject sees the task as 

finding a meaning for the cartoon which is a non-physical event or 

abstract idea, then the cartoon is processed to more general level. 

For example, in the "symbol of evolving domination .. interpretation, 

although the triangle and the circle may be assigned the role of do­

minating force and dominated entity, respectively, the description 

is more general than the "crushing" interpretation since the shapes 

are not assigned to specific, physical referents. Rather, in this 

case, it is the abstract dominating relation alone which is the cri­

tical component; the shapes are free to represent many kinds of spe­

cific entities: A wife and a husband, powerful and weak countries, 

and so on. 

An interesting example of the ability to use different le­

vels of abstraction in everyday communication has been given by 
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Arnheim (1969). It involves the use of descriptive gestures during 

conversation to illustrate various qualities of events -- both phy­

sical and non-physical. For example, one can describe a "head-on 

collision" of cars by gestural movements alone without having to 
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show the cars themselves. The same gestures could be used to illus­

trate a non-physical event -- e.g. the "collision of opinions•• during 

a debate. Peoples• ability to use gestures in the way-- to apply the 

same gestures to physical and non-physical referents -- hinges on an 

awareness of the structural resemblances which abstract ideas and 

concrete events have in common. And in order to utilize such struc­

tural resemblances to produce descriptive gestures or even to create 

works of art, our cognitive systems must be flexible; they must be 

able to use concepts to generate descriptions at different levels of 

abstraction depending on the particular goals of the problem-solving 

process. 

Appendix B shows that the number of interpretations which 

describe the cartoons as non-physical events are few compared to the 

number of interpretations of the drawings as physical events. Most 

likely this is due to the effect of the instructions (See Appendix A) 

which specifically directed subjects to try and understand how a car­

toon could be "an analogy for a familiar event." Also giving subjects 

a sample interpretation which described a physical event (e.g., an 

egg falling off a table) probably contributed to the biasing of most 

subjects toward generating non-metaphorical interpretations. 
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In the last four sections I have discussed some of the 

basic concepts people may use in forming descriptions of cartoon­

strips. Far from being a straightforward classification process, I 

have suggested that interpreting a cartoon is a kind of problem­

solving or theory-proving which proceeds "bottom-up" as well as "top­

down;" that is, I have tried to show how a description of a cartoon 

in terms of low-level concepts such as "movement" can activate higher 

level concepts or theories as to the kind of event represented by a 

cartoon. Moreover, fitting a cartoon to an event concept was shown 

to involve various kinds of transformations on the initial mental 

description of a cartoon to meet certain criteria of the problem­

solving process. 

In the final two sections of this chapter I will consider 

the problem of how the linguistic and perceptual systems are linked 

in the interpretation process, asking what insights recent theories 

of semantic representation can provide into peoples' ability to com­

prehend visual events and describe their meanings in natural language. 

I. Exploring the Interface between Language and Perception 

Up to now we have considered the problem of how people un­

derstand cartoon-strip analogies as basically a problem of visual 

pattern-recognition. We have asked what kinds of processes and know­

ledge a pattern recognizer would have to possess in order to inter­

pret a cartoon as a meaningful event. Our discussion, however, has 

not included the role of language despite the fact that the final pro­

duct of the comprehension process is a linguistic string. 
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A complete account of how people are able to transform a 

perceptual experience into a linguistic description is not yet within 

the grasp of current theories of language, meaning and perception 

(But see Miller and Johnson-Laird, 1976 for a recent examination of 

the relations between semantics and perception). Despite our gene­

rally low level of knowledge concerning the interface between lan­

guage and perception, it is still useful to ask what the present 

experiment can tell us about linguistic comprehension. 

Mental image mediators and the problem of reference. One 

popular theoretical construct concerning linguistic comprehension 

in particular seems hard to reconcile with the ability of subjects 

to describe the cartoon stimuli as familiar events. That is the no­

tion that mental images act as "mediators" between lexical items and 

the objects and events to which they refer (Cf. Osgood, Suci and 

Tannenbaum, 1957; Paivio, 1971). 

The hypothesis that imagery can mediate the link between 

words and external events, and thus plays an important role in lan­

guage processing and memory, can be traced to the early views of the 

British empiricists on language. For these philosophers, the main 

problem to be explained concerning language was that of reference -­

how words can name things. This was thought to be a problem because, 

unlike "signs" which bear an isomorphic resemblance to the things 

they represent (e.g., a portrait) or natural "signals" used by certain 

animals (the "releas.ers" of the stickleback), words were seen as 

"symbolic" in nature; they do not have to look like the entities they 
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come to signify nor are they innate cues. The configuration of letters 

a-p-p-1-e in no way looks like the fruit and thus, in principle, 

could be replaced by any other configuration of letters. Because of 

their arbitrary nature, words were said to function by convention; 

that is, because a language community agreed to let a given word 

stand for a given object. But invoking the notion of "convention" 

does not constitute an explanation of how words, being arbitrarily 

defined objects, unlike signs and signals, can nonetheless refer. 

What psychological mechanisms could perform this feat? 

The empiricists' solution to this problem of reference 

hinged on two particular aspects of their epistemological doctrine. 

First, was that for the empiricist words did not refer directly to 

objects. Rather the real referents of words were said to be mental 

events which they called "ideas" (Locke, in the 1961 edition). Ideas 

were categorized as simple ideas (e.g., cold, red, soft) which are 

elementary sensory qualities, complex ideas formed by combining si~ 

ple ideas (e.g., a particular person or object) and finally abstract 

ideas (e.g., the notion of "roundness" or the concept of "animal"). 

Abstract ideas were supposed to be an idea containing the common 

attributes shared by all members of a class of simple or complex ideas. 

Moreover, the empiricists distinguished between ideas and 

thoughts or memories. A memory or recollection of an object or event 

was considered to be merely a weaker, faded version of the idea ori­

ginally derived through sensory experience (Hume, in the 1960 edition). 



85 

It is important to note that according to this view, there was no 

qualitative difference between an idea {the direct perceptual expe­

rience of an event) and its memory image. Both had the status of 

mental images -- the recollection or memory image was simply a weaker, 

less vivid impression than the original percept. 

A second theoretical construct was necessary for the British 

philosophers to solve the problem of reference. This was the princi­

ple of association whereby events which occur together continuously 

in time and space cause their corresponding mental events to become 

associated in the mind; once associated, the occurrence of one idea 

can trigger the appearance of the other. The principle of associa­

tionism, coupled with the notion that mental images resemble the 

ideas of sensory experience, were all the empiricists needed to explain 

how words refer to both objects and events, yet at the same time hold 

arbitrary relations to those events. Hearing a word activates in the 

mind of the perceiver the memory images of those ideas which have 

become associated, through past experience, with the sound pattern of 

a given word. Thus anyone who has frequently been exposed to the ob­

ject, cup, while simultaneously hearing the word 11
CUP

11 would come to 

have the mental image of a cup each time the word was spoken. Note 

that in this view, it is the memory image of a cup which does the 

referring via direct, non-arbitrary resemblance to the object. The 

relation between the word 11 cup" and the memory image is, however, still 

arbitrary and could presumably be replaced by any other word by the 

same associative process. 



That there were problems in the empiricist solution to the 

problem of language was recognized rather early, especially concer­

ning abstract ideas. Berkeley, for example, questioned how an idea, 

which is specific and image-like, could represent an abstract notion 

like 11 triangularity" which presumably has to cover different varie­

ties of triangle (equilateral, obtuse, etc.) which have incompatible 

attributes. But the empiricist solution was ultimately forsaken, 
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not because of logical arguments against it, but because of methodo­

logical ones. Behavioristic doctrine decreed that scientific expla­

nation in psychology should not depend upon postulating unobservable, 

mental entities such as mental images. Thus the problem of language 

was to be explained by the laws of learning alone as embodied in 

stimulus-response psychology. 

In recent years, however, the mental image has made a spec­

tacular comeback as a theoretical construct in psychology and its role 

has been thoroughly investigated in a variety of tasks concerning 

memory and language (Cf. Paivio, 1971). Interestingly, the contempo­

rary approach has preserved the basic empiricist model intact: a 

memory image can serve as a mediator between a word -- to which it is 

arbitrarily connected via association -- and a referent to which it 

bears a non-arbitrary, isomorphic resemblance. 

Can the mediationist view be extended to account for the 

ability of subjects to generate verbal descriptions for cartoon ana­

logies? While mediation theory usually considers only the case of 

how words can refer to objects via mental images, presumably the theory 
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can be "run backwards"; i.e., applied to the situation in which an 

object, event or a picture is to be labeled by a word or a descrip­

tion. This would work as follows: on being presented an object, 

say a cup or a picture of a cup, the sensory qualities of the object 

would activate a mental image of a cup. Consequently, any words 

which had been associatively linked to the mental image would also 

be retrieved; e.g., the word "cup. 11 

What happens when we extend this model to the case of a 

to-be-labeled cartoon drawing? Remember that the objects which 

populate these cartoons do not resemble specific objects other than 

classes of geometric forms. One can see right away the problem this 

poses for mediation theory. The relation between a mental image and 

its referent is supposed to be one of resemblance. If this is the 

case, then the mental images activated by the presence of the geome­

tric forms in a cartoon must be the images of geometric forms. Names 

which have become associated with the mental images of the various 

classes of shapes would also be retrieved. Thus, mediation theory 

has a way of explaining how the shapes in a cartoon could be given 

their appropriate labels. But can it explain more? Clearly, subjects' 

descriptions in the present experiment are not just lists of names of 

geometric objects. For example, the descriptions include preposi­

tions denoting spatial relations: "on 11
, "between", and so on. Of 

course, one might argue that such spatial relations are like objects 

in that they are realized as physical patterns and could therefore 

become associated to prepositional terms, but it is difficult to ima-



gine what the memory image of 11between" might be. Such relations 

seem to be inherently abstract, not reducible to simple physical 

features. 
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The problem for mediation theory becomes even more acute 

when one points out that subjects• descriptions not only label spa­

tial relations, but also contain words which appear to label chan­

ill.M relations among objects: i.e., 11Wiping, .. "absorbing," 11 squee­

zing11 and so forth. If mediation theory is to work in the case of 

cartoon-strips, it will have to show what a stored image of a trans­

formation such as 11Wiping 11 could be like which is not based on a 

resemblance to the particular class of objects doing the wiping. 

This is because,as we have seen, the specification of a wiping trans­

formation does not depend on particular objects but on abstract dyna­

mic relations. 

If these arguments are beginning to sound familiar, it 

should not be surprising. The problem with the theory of reference 

was always thought to be how conventionalized, symbolic entities -­

words -- could come to refer in a nonarbitrary way to external events. 

Postulating the existence of mental images which could do the refer­

ring via natural resemblance to the external event was thought to be 

the way out of the dilemma. The gambit, however, only succeeded in 

moving the problem onto another, more fundamental level -- that of 

pattern recognition. 

The problem of reference is not so much in explaining how 

words can become associated to mental concepts; the real problem is 



deciding what constitutes a resemblance between a concept and an 

external referent. In other words, the critical question is how 

concepts refer, not just how words refer. Seen in this way, one 

realizes that the problem of linguistic meaning is intimately con­

nected to one's theory of pattern recognition; i.e., how the per­

ceptual system is able to recognize resemblances between external 

events and internal representations. Mediation theory's implicit 

model of pattern recognition is that internal representations of 

events and objects are mental images -- faded, picture-like enti­

ties which mirror the physical appearance of the external objects 

to which they refer. 
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The comprehension of cartoon-strip analogies presents a 

serious challenge to this 11mental picture" model just as it does to 

11 feature 11 theories of pattern recognition. This is because a key to 

understanding the cartoons as meaningful events, as we have argued, 

is the ability of a subject to define a set of relations among the 

elements in a cartoon which assign them to roles in an event schema. 

The relations defined by these roles can be best conceived of as 

abstract concepts (agents causing changes affecting recipients, using 

instruments, etc •. ). It is difficult to see how the notion of an 

unanalyzed, percept-like mental image could embody knowledge of 

abstract event concepts or the procedures necessary for identifying 

them for a given cartoon input. 

In sum, mediation theory does not get us very far in ex­

plaining how subjects can attach linguistic labels to these cartoons. 
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In fact, mediation theory grinds to a halt after generating the 

names of the geometric shapes in a given cartoon. What seems to be 

needed is a model in which the perceptual component is sensitive to 

the underlying conceptual structure of event classes and to which 

the linguistic component has access. 
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Abstract perceptual knowledge and linguistic comprehension. 

One recent approach to the problem of comprehension which comes clo­

ser to meeting the requirements mentioned above is that of Bransford 

and McCarrell (197~and Bransford and Johnson (1973). Although their 

main concern is with linguistic comprehension, the way they conceive 

of the relation between perceptual and linguistic knowledge can help 

us clarify how abstract knowledge of events underlies subjects' com­

petence in generating verbal descriptions for cartoon events. 

As with mediation theory, Bransford and McCarrell postulate 

that perceptual knowledge can form the basis for understanding lin­

guistic strings. But unlike the mediationist view that the nature 

of this knowledge is picture-like mental images, Bransford and 

McCarrell argue that the knowledge derived from perception is "abstract 

and relational in nature (and includes constraints on the roles enti­

ties may assume, abstract invariants characteristic of events, etc.) 

(p. 220). 11 

A key assumption then for Bransford and McCarrell is that 

an analysis of perceptual knowledge should not be restricted to the 

properties of isolated objects, but should include knowledge of abs­

tract event classes: 
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Consider events we might describe as walking. Such 

events can vary in many ways, involving different agents, 
different speeds (within some limited range), different com­
pass directions, different terrains, etc. Despite all these 
different particulars, the event walking is specified by 
certain invariant information about an agent who does the 
walking, some surface on which it walks, about some structu­
ral support for the walking movement (i.e. appendages that 
alternatively move ahead of one another), and about speed 
(to differentiate it from running). There thus exist 
abstract invariances characterizing this class of events 
(p. 197). 
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Walking is an event requiring only a single, animate agent. 

Other events may have more complex conceptual structures. For exam-

ple, events involving 11 absorbing 11 require at least two objects with 

the constraint that one object is an 11 instigating force 11 which causes 

a change in state of the second object. Furthermore, 11 absorbing 11 

imposes constraints on the kinds of entities that can perform the 

absorbing (e.g., cloth, sponges, etc.) and what kinds of entities can 

get absorbed (milk, water, ink, etc.). Also, we do not usually think 

of 11 absorbing 11 as occurring spontaneously; normally some animate 

agent is involved who controls the instrument of absorption. 

Bransford and McCarrell point out that although we continually 

make use of knowledge of abstract invariants to comprehend, we may 

not be aware of the underlying structure of events until faced with 

an odd or anomalous situation. 

Consider events involving the movement of some entity. 
All movements involve some instigating force responsible for 
them, and the nature of the object undergoing the movement 
will affect one's assumption about the instigating force in­
volved. Thus, imagine that one is sitting at home and that 
there is a piece of paper on the living room table. Suddenly 
it flutters upwards a bit and falls to the floor. Such an 



event is not necessarily puzzling because one can easily 
think of possible forces that instigated the paper's move­
ments; for example, a sudden breeze. But if one could not 
postulate a force that instigated the movement he might be 
puzzled, especially if the event recurred despite efforts 
to eliminate the suspected cause. Indeed, such circumstances 
(generally with cups and plates) often cause people to pos­
tulate such forces as poltergeists. The inability to isolate 
possible instigating forces can cause considerable activity 
designed to understand what is going on. But note that one's 
interpretation of an event is partly a function of the entity 
entering into it. Thus if one's pet bird flew off the table 
in a similar fashion one would not be likely to postulate 
forces like breezes or poltergeists, since a bird is under­
stood to be capable of self-initiating acts. (p. 198). 
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Bransford and McCarrell's examples are further support for 

our earlier claim that the comprehension of events through perception 

is a process of fitting them to an appropriate event schema; a cogni-

tive structure whose components include such variables as: 11 agent, 11 

11 patient," 11 instrument, .. and so on. And, in agreement with our ear-

lier examples of cartoon-strip comprehension as a kind of problem­

solving, these authors point out that the comprehension of anomalous 

or novel events (e.g., a sheet of paper floating up from the floor) 

often involves a kind of thinking; for example, the ability to insert 

an "agent 11 into the description of a scene which accounts for the 

anomaly (e.g., the wind). But the use of abstract perceptual knowled­

ge is not restricted to the domain of perceptual experience. Bransford 

and McCarrell argue that our conceptual knowledge of events and enti-

ties, alinguistic in origin, plays a critical role in understanding 

through the medium of language. Let us consider some additional 

examples from Bransford and McCarrell which illustrate this point. 
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Consider the sentence: "The man put the plane in the 

envelope." Most people at first have difficulty understanding this 

sentence until they realize that the sentence would make sense if 

the plane referred to was a toy. Understanding this sentence requi­

res changing some assumptions about the nature of the entities parti­

cipating in the event in order to satisfy the abstract relation: 

"X is contained in Y." In terms of our earlier discussion, we might 

say that understanding this sentence requires a transformation of 

the ideal sizes of two objects -- plane and evelope -- in order for 

the sentence to be consistent. Introducing another ideal element, 

the modifier "toy," into the description effects the appropriate size 

transformations which satisfy the constraints of the containing­

relation. 

This example shows that our alinguistic knowledge of enti­

ties and relations can interact in the comprehension of linguistic 

inputs. In the above sentence, it is our knowledge of the prototy­

pical sizes of planes and envelopes which forces the additional co­

gnitive processing necessary to satisfy the relation "X is contained 

in Y. 11 However, such additional cognitive computation would be une­

cessary if different entities were placed in the same relation; e.g., 

"The man put the plane in the hangar. 11 Our ideal knowledge of "han­

gar" already specifies that it is large enough to contain an ideal 

plane. 

A second example from Collins and Quillian (1972}, cited by 

Bransford and McCarrell, demonstrates the role of "agent" or "instiga-
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ting force" as an abstract category underlying our comprehension of 

linguistic events involving changes of state. The question they 

ask is whether or not one must tacitly specify an instigating force 

to understand a sentence such as: "The policeman held up his hand 

and the cars stopped {p. 327)." As a test, Collins and Quillian 

suggest imagining an earthquake has just occurred and two cars which 

were parked on a hill began to roll down. Now upon hearing the sen­

tence 11 The policeman held up his hand and the cars stopped" one is 

forced to search for a possible agent or instigating force which 
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could have accomplished this feat. This is because the implicit 

instigating force, the drivers, have been eliminated from the sentence 

by the context 11 earthquake. 11 

The purpose of these examples is to advance the view that 

linguistic comprehension involves using words and sentences as cues 

which guide the comprehender in specifying situations or conditions 

which permit various kinds of abstract relations to be established 

among the referents of a sentence. Often this grasping of relations 

requires "thinking; .. i.e., performing transformations which introduce 

new elements (e.g., instigating forces) or change assumptions about 

the ideal properties of objects (e.g., size). 

In this section I have argued that the link between a 

cartoon-strip and a verbal description is not a simple one. Attaching 

verbal labels to these drawings cannot be easily explained by the no­

tion of implicit verbal responses to picture-like mental images. Ins­

tead, it was argued that both language and perception seem to be ave-
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nues into a complex conceptual structure which encodes peoples' 

prototypical knowledge of event classes and entities as well as 

containing procedures for dealing with snags in the comprehension 

process. What then would such a conceptual system look like? In 
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the next section, I describe some recent efforts in the area of 

cognitive science to develop explicit, formal models of the human 

conceptual system based on the idea of semantic networks. Two exam­

ples of this approach will be considered in some detail: One con­

cerns the comprehension of language; the other with the comprehension 

of causal visual events. After this review, we will ask if the inter­

pretation of cartoon-strip analogies reveals any particular flaws in 

the structural network approach to comprehension which make it less 

plausible as a model of the interface between language and perception. 

J. Structural Networks: The Beginning of an Adequate Inferface? 

The idea that a common conceptual framework underlies both 

perception and language has been advocated recently by a number of 

psychologists (see especially Pylyshyn, 1973) and workers in artifi­

cial intelligence. Their main goal is to develop theoretical models 

of human symbolic processes in which the mental structures and opera­

tions involved in a variety of cognitive tasks can be represented in 

an explicit manner; that is, in a formal system using a finite number 

of elements, relations and processes. This strategy has sometimes 

been called the "computational approach" because its basic premise, 

borrowed from computer science, is that cognitive and perceptual pro-
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cesses are best characterized as symbol _manipulating systems where 

(1) concepts, events and objects are represented by patterns of sym­

bols; and (2) these symbol patterns can be manipulated in various 

ways: compared, stored, destroyed, created, etc. In a symbol mani­

pulation system, the meaning (as distinct from the reference) of an 

object or event (represented by symbo 1 patterns) is defined in terms 

of its relations to or its effects on other symbol patterns. A cri­

tical assumption of this approach is that the relations among symbol 

patterns can be organized hierarchically in a structural network; 

that is, the meaning of an object or event can be decomposed into 

other more basic symbol patterns. 

How can a symbol manipulation system be used to represent 

the meaning of events encoded in both verbal and visual media? 
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What kinds of conceptual relations underlying events can one capture 

in a structural network? Although the research on the representation 

of meaning is still in an embryonic state, and no one has actually 

developed a working model which can generate linguistic descriptions 

of complex, visual events, it is useful to ask how workers in this 

area envisage this task. While a detailed discussion of formal models 

of intelligence and meaning is beyond the scope of this thesis, it is 

possible to capture the flavor of the computational approach to these 

problems by giving some examples. We will then ask if the ability to 

describe and understand abstract cartoon-strips is compatible with 

the semantic network models of the interface between language and 

perception. In examining this question I will cite two examples from 
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the literature on representation. The first describes how structu­

ral networks represent the meaning of a sentence; the second shows 

how the same kind of network has been used to simulate peoples' per­

ception of causal visual events. 

Let us begin with an example from language. This example 

has been used by Norman and Rumelhart (1975) to illustrate how the 

mean·i ng of verbal utterances can be represented in a semantic net-

work -- a directed graph with nodes linked to each other by labeled 

connections. Consider the following sentence describing a simple 

action: "Peter put the package on the table."1 The goal is to be 

able to represent the meaning of the event described by the words in 

terms of a finite set of basic concepts underlying our comprehension 

of events. Moreover, according to Norman and Rumelhart, the concep­

tual structure resulting from hearing the sentence about "putting the 

package on the table" should be similar to the structure produced by 

seeing a visual event in which someone puts a package on a table. 

Figure 1.12 shows a diagram which demonstrates how Norman 

and Rumelhart's structural network would represent the conceptual 

relations activated when someone hears the sentence "Peter put the 

package on the table." The top half of the diagram shows that the 

1This illustration is intended only to give the flavor of 
the kinds of conceptual relationships semantic networks attempt to 
capture. Not all the concepts of notation are illustrated in the 
example. For a more detailed discussion of the use of semantic net­
works in developing models of memory, language and visual perception, 
see Norman and Rumelhart (1972). Roger Schank's (1975) project of 
"conceptual dependency" analysis is another attempt to use semantic 
network representations to capture the underlying meanings of every­
day verbal communication. 
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A 

PETER._~~=e~n_t ____ ~ ~~o~b~je~ct~------•PACKAGE 

B 

agent 

is when 

at-location 

(unknown) 

Figure 1.12.- (A) shows the basic representation of the 
sentence "Peter put the package on the 
table. 11 

(B) shows the result after the sentence has 
been expanded into the underlying con­
ceptual structure. 

Adapted from: Norman and Rumelhart (1975) 

object 
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verb "put'' is the central concept -- the basic action to which the 

other concepts in the sentence bear a particular relation. Stating 

this slightly differently, "put" is a schema which is defined by a 

minimum number of variables or "slots" representing our prototypical 

knowledge of the act of putting. The arrows leading from the oval 

with "put" written on it bear the nar.es of these slots or relations. 

These arrows point to those concepts, which, in this particular sen­

tence, fill these variables or slots. 
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While part (A) of the diagram shows the basic representa­

tion of this particular sentence, the meaning of the verb "put" must 

itself be defined somewhere in the system. One of the main assumptions 

of Norman and Rumelhart's representational system is that the meaning 

of all verbs can be defined by a small number of more primitive con­

cepts which can be linked together in various combinations. Such 

basic concepts include the notions of state, location, change and cau­

sation. The arrow labeled "iswhen" leading from the "put" node con­

nects the verb to its structural definition or schema in part (B) of 

the diagram. We can paraphrase the structural definition of "put" as 

follows: "Put" is when an agent performs some action (unspecified) 

which results in the change of location of some object from one loca­

tion to another location. By decomposing the meaning of verbs into 

a hierarchical network of a small number of primitive components, 

Norman and Rumelhart claim to be able to show in a formal system how 

the meanings of verbs overlap or differ. For example, by looking at 

their respective structural definitions, one should be able to see 



how the verb 11 put 11 is related to the verb 11 th row. 11 

From this example one can get the feel of how Norman and 

Rumelhart conceive of the human conceptual system: They see it as 

an 11 active structural network 11 which takes verbal inputs and gene­

rates 11 deep" conceptual representations of their meanings which are 

built out of a finite number of basic concepts. So far, this idea 

seems quite compat·ible with the view presented earlier that percep­

tion and understanding are processes of description-formation. 
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Can structural networks be extended to capture the meaning 

of complex visual events such as those portrayed in abstract cartoon­

strips? One recent study in the area of artificial intelligence has 

begun to explore this problem. Sylvia Weir (1978) has used the com­

putational approach in developing a computer simulation of how peo­

ple interpret causally related visual events such as those studied 

by Michotte. Michotte's experiments, it will be remembered, concern 

peoples' ability to describe the motion patterns of geometric shapes 

as meaningful causal actions: "pushing, 11 "triggering, .. 11 striking 11 

and the like. Figure 1.13 shows six "still snapshots" or frames 

from a typical Michotte experiment. Human subjects in Michotte's 

study might have interpreted this pattern as various kinds of actions 

depending on such factors as the relative speeds of the objects, ef­

fects of instructions, etc. Since Weir's program is able to accept 

dynamic visual events (or descriptions of them) such as Figure 1.13 

as input and classify them as belonging to one of several candidate 

actions for which we have verbal labels (e.g. 11Striking"), one must 
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Figure 1 .13. -Six frames from Michotte's experiment on 
the perception of causality 

Adapted from Weir (1978) 
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ask if her system is a precursor of a model able to describe its 

perceptions of complex events -- even cartoon-strips? 

The task facing Weir's program is not unlike that facing 

Norman and Rumelhart's language understanding system. The goal of 

both systems is to generate conceptual descriptions of input events 

and both make use of structural network representations of actions 
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in accomplishing this task. There is a difference in the way these 

systems work, however. In the case of understanding a sentence, the 

system finds the name of the action first in the sentence (e.g. 

"put"), and only then activates the appropriate network of concepts 

defining its meaning. In Weir's program, on the other hand, the 

naming of the action is the final stage of the understanding process. 

The program first begins by analyzing the visual input, describing 

it in terms of primitive concepts such as "object," "location," 

"change,'' "movement," before activating particular candidate schemata 

as possible fits to the input. 

To get a clear idea of how Weir's program uses structural 

descriptions to interpret causal visual events, let us work through 

an example with reference to the sequence shown in Figure 1.13. 

First, how is the program's knowledge of various kinds of action 

stored? Figure 1.14 shows a structural network representing the con­

cept "push." Weir calls this an "action schema." Its organization is 

based on the same kind of network structure described earlier for the 

meaning of the verb "put." That is, the diagram shows a top level 

node "push" which is defined by a network of more basic components: 
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PUSHING 

CAUSE 

result of 

a Constraint: if preimpact speed of X< tv.ice 
post-impact speed. try triggering schema 

bConstraint: if duration of contact >0· 2 s, 
then noncausal 

is to be read as: the node A can be viev.·ed as 
node B and aU the nodes which 
hang from it 

is tu be read as: B (is the) C (oO A 

is to be read as: A has the property B 

The four instances of X and or Y denote the S3me individ~~:~l: this notation was use-d to simplify the diagram 
by avoiding iJrntity links between participants 

Figure 1.14.- A pushing-schema. 

Source: Weir (1978) 
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"collides with, 11 "approach," 11 impact," etc. The schema is meant to 

encode our prototypical knowledge of what 11 pushing 11 involves: i.e., 

"an agent causing the withdrawal of a patient from the agent because 

of a collision, etc .• 11 The program contains similar structural des­

criptions for several other actions such as 11 triggering, 11 and "stri-

king. 11 

An important aspect of Weir•s program is the use of what 

she refers to as 11 procedures" or "demons. 11 In the structural net-

work shown in Figure 1.14, the lower level nodes labeled 11approach" 

and "impact 11 are actually low-level descriptions of various kinds of 

change. For instance, the node "x approach y" is the generalized 

description for the case when one object is described as moving toward 

a second immobile object. Now these low level components in the net-

work act as "demons" or "testing procedures. 11 For example, let us 

assume that the program•s analysis of the first three frames of 

Figure 1.13 produces the description 11 a black square is moving toward 

an immobile red square positioned at midscreen. 1 This description of 

the on-going sequence matches the general conceptual component "x 

approach Y11 found in the structural network. Once this match occurs, 

the "approach" component activates those nodes to which it is directly 

linked in the network. Thus, the "approach" demon alerts the "impact" 

demon to be on the lookout for a component in the stimulus description 

1For purposes of brevity I have not described various details 
of Weir's program such as how it pairs squares in different frames as 
being the same object, and so on. The interested reader is referred 
to an excellent review by Boden (1977). 



which matches its description.-- i.e., where an object A is 11 next­

to11 an object B. 
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At this point, the program would activate each of its stored 

action schemata containing "x approach Y11 as a component; the program, 

at this stage, expects an impact to occur but does not know what the 

result will be: Is the black square going to "push 11 the red square, 

11Strike 11 it or perhaps 11 Carry-it-along? 11 Once the expected adjacency 

occurs in frame 4, the next node up in the network -- 11 collideswith 11 

-- is activated. This collision demon then modifies the program's 

expectations of what will occur next. Instead of expecting the black 

square to continue moving in frame 5, it expects the black square to 

come to a halt and is not surprised when it finally does so (as it 

might have been if the black square had stopped for no apparent 

reason). At the same time, the collision demon activates the 11Causen 

node which in turn generates the expectation that the red square will 

begin to move away from mid-screen. When, in fact, this happens in 

frame 5, the program interprets the red square's movement as being 

caused by a collision whose agent is the black square. Finally, 

given that the constraints listed in Figure 1.14 have not been vio­

lated, the next node up in the network is activated and the sequence 

is classified as an instance of 11 pushing. 11 If, on the other hand, a 

constraint is violated, the program can call upon a different schema 

to account for the mismatch. For example, if the speed of the red 

square after impact surpasses that which would be expected by physi­

cal causality alone, the extra velocity has to be explained somehow. 
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The program suggests trying a "triggering 11 schema. A 11 triggering 11 

schema could make the inference that the "cause 11 of the red square's 

quick departure was a psychological, not a physical event: e.g., the 

red square was 11 frightened" by the approach of the black square. This 

type of explanation in fact was typical of Michotte's subjects in 

trying to explain the extra speed of the red square. 

The purpose of citing the work of Weir and Norman and 

Rumelhart has been to see how some researchers in cognitive science 

view the interface between language and perception. These researchers, 

representatives of the computational approach to the study of cogni­

tive and perceptual processes, view the human conceptual system as a 

vast structural network in which one's prototypical knowledge of 

objects, actions and events is represented by 11Schemata." The formal 

representation of these schemata consist of hierarchies of proposi­

tions which are built out of a finite set of primitive conceptual com­

ponents. Understanding an input, whether perceptual or linguistic, 

is characterized by these authors as generating a symbolic represen­

tation which captures the underlying conceptual relations contained 

in the input. 

Are structural networks good candidates for a model of the 

interface between language and perception? Could a system as such as 

Weir•s, based on such networks, potentially be able to simulate the 

kinds of interpretations of cartoon-strip analogies seen in the cur­

rent experiment? Clearly, the notion that knowledge is packaged in 

schemata which capture invariant properties of objects and events is 

compatible with our earlier discussion of perception and understanding 
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as the accounting for an input by a structure of "ideals." But there 

was another notion introduced in our earlier discussion; that of 

transformations. Earlier, it was argued that the interpretation of a 

visual scene depends not only on knowing about the prototypical fea­

tures of objects or event classes, but also about transformations; 

i.e., knowing how the prototype or ideal can undergo various kinds 

of change in specific contexts. An important source of such changes, 

it was suggested, is the perceptual activity of an observer as he moves 

about in the world. Moreover, we tried to show that knowledge of 

observer-induced transformations seemed to be playing a role in the 

kinds of assumptions people make in finding meanings for cartoon ana­

logies (e.g., imagining the same cartoon from two points of view). 

One might ask, therefore, in evaluating current semantic 

network models of the human conceptual system, if they embody (or 

could embody) knowledge of such transformations. One could at argue 

that Weir's program already uses, to some extent, the idea of "ideals" 

and "transformations." For example, she mentions that Michotte con­

sidered some of his causal sequences as more "typical 11 than others 

and that these typical sequences gave rise to particularly strong 

impressions of physical causality: The "pushing 11 schema, for example, 

is such a "typical 11 sequence. Weir suggests that the other sequences 

used by Michotte can be considered as deviations from this "ideal ... 

For example, when a sequence differs from the "pushing-physical cau­

sality .. prototype, as when the red square's speed after impact is twice 

that of the black square before impact, Weir's program can call upon 



another ideal -- that of 11 fright" -- to account for the sudden burst 

of speed. This changes the description to "triggering." Triggering 

thus can be thought of as a kind of 11 transformation" (in a broad 

sense) of an ideal "pushing" schema. 
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It is less easy to imagine, however, how semantic network 

representations of knowledge, such as those we have been discussing 

could make use of transformations, based on knowledge of the per­

ceptual effects of an organism•s own motor activity, in interpreting a 

linguistic or perceptual event. Yet such knowledge may be critically 

important. One thing especially clear from the interpretations of 

the cartoon-strips in the current experiment is that people seem to 

be drawing on their knowledge of appearances -- how things look under 

various conditions -- in finding meanings for cartoon events. And 

because things look differently at different distances, from diffe­

rent vantage points, or depending on whether or it is the observer 

or the object which is moving, the shapes in a given cartoon can 

fit many different underlying schemata. Think, once again, of the 

expanding dot in Figure 1.8 which can be interpreted as either 11 an 

object moving toward an immobile observer" or as 11 a mobile observer 

moving toward an immobile object. u Can a structural. network of the 

type envisaged by Norman and Rumelhart and Weir be equipped with 

transformational procedures or demons which could interact with 

other kinds of knowledge in the interpretation of events? This might 

be a goal for future research. The apparent lack of such perceptual 

knowledge would seem to be a major weakness of current attempts to 
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use semantic networks to model the human conceptual system. In the 

next two chapters, experiments will be described which present evi­

dence that the human conceptual system uses knowledge of perceptually­

based transformations in fitting visual events to verbal descriptions. 

K. Conclusion 

This chapter began by asking: What is the process by which 

people are able to interpret abstract cartoon-strips as analogies for 

meaningful events? The answer to this question, while by no means 

complete, has turned out to be anything but simple. In fact, the 

main contribution of this chapter has been to reveal just how complex 

a model of how people comprehend events through the medium of abstract 

cartoon-strips will have to be. Simpler traditional theories which 

explain the ability to perceive events as similar based on the notion 

of "equivalence classes" proved to be a poor fit to the process by 

which subjects in the experiment derived meanings for the cartoons. 

An alternative view of the comprehension process was advanced where-

by the meaning assigned to a cartoon is seen as the end product of a 

problem-solving process. Such a view seemed necessary to account for 

the kinds of concepts which appeared to underlie the subjects inter­

pretations. For example, concepts were often found in subjects's inter­

pretations of the cartoons. (i.e., "narrow passage") which had no 

visible counterpart in the cartoons themselves but served to explain 

changes undergone by the visible elements (e.g. convergence). Per-

haps the most important finding of our analysis of the interpreta-

tions is that people use tacit knowledge of their own perceptual 
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activity in fitting a cartoon to an event concept. For example, 

it was shown how someone•s assumptions about vantage point can in­

teract with other concepts in assigning a meaning to a given cartoon. 

Moreover, the lack of such transformational rules, procedures or 

strategies, which would allow the conceptual system to make use of 

knowledge of the effects of its own movements (and their interactions 

with other concepts), was found to be weakness of current models of 

the comprehension of linguistic and perceptual events based on seman­

tic networks. Although quite simple, Experiment 1 has helped define 

at least some criteria for an adequate theory of cartoon-strip compre­

hension. Let us now turn to a slightly more complicated experiment 

where, instead of having to supply their own interpretations, people 

are provided with a set of alternative interpretations and asked to 

evaluate their relative goodness-of-fit to a cartoon. 
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CHAPTER II 

COMPUTING THE CLOSENESS OF ANALOGY 

A. Experiment 2 -- Introduction 

In Chapter 1 we explored the mental processes underlying 

peoples• ability to find a resemblance between an abstract cartoon­

strip and a familiar event class. But analogical thinking requires 

more than the ability to detect a new similarity between two events. 

Analogical thinking also demands the ability to compute the degree 

of similarity between a pair of things, events or ideas. In many 

kinds of problems, for example, several items may match a criterion 

to varying degrees of acceptability. The ability to compute the 

goodness-of-fit among a set of items is an essential part of analo­

gical reasoning whether one is taking an IQ test, selecting the 

best caption for a photograph or choosing among competing scientific 

theories the one that best fits the data. 

In this chapter we examine the problem of computing the 

degree of analogy in the context of how people discover resemblances 

between perceptual and linguistic events. The main question is as 

follows: Given a cartoon-strip analogy which depicts a certain type 

of event and three phrases describing three different events, what 

psychological processes underlie the ability to rank order the phrases 

as best, next-best and worst fit for the cartoon? What makes this 

problem interesting can best be illustrated by the following example. 
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~ ----~-- ------~~----------L------------

Figure 2.0. - A cartoon-analogy from Experiment 2 
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Consider the cartoon in Figure 2.0. Which phrase is the best, next­

best and worst fit to the kind of event portrayed in the cartoon? 

(a) spreading jam on bread 

(b) crushing an insect 

(c) infecting someone with a disease 

Let us assume that most people agree that the preferred 

order is (a), (c) and (b). (This wi11 be tested in the experiment). 

How can we explain the ability to rank order the resemblances? The 

problem is not only to explain the choice of the best-fitting phrase 

but also to account for our intuition that "infecting," while not as 

good a fit to the drawing as "spreading jam," is s ti 11 judged to be 

a better fit than "sawing wood. 11 Remember that there are no super­

ficial resemblances between the physical features of the objects 

shown in the drawing· and the referents mentioned in the phrases upon 

which to base our intuitions about the resemblances. 
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The purpose of this experiment is first of all to demons­

trate that people behave non-randomly in making such goodness rankings 

for a wide range of cartoons and phrases. Such agreement will be used 

as further evidence against the commonly held view that our knowledge 

of event classes can be defined by a finite set of features which 

all the members of the class must possess. The experiment will show 

that our knowledge of event classes is flexible enough to permit 11 fuzzy 11 

matches; i.e., although people can identify prototypical instances of 

specific event classes, they can also make fuzzy matches if given the 



opportunity to do so. 1 That is, people can perform operations on 

their mental descriptions of cartoons and phrases in order to find 

a match at deep levels of abstraction. 

Once it is demonstrated that people are able to perform 

such goodness rankings across symbolic modes, our second objective 

is to put forth some hypotheses as to how they do it. What kinds of 

knowledge and processes are involved? In answering this question we 

will seek help from research in artificial intelligence on another 

kind of analogical reasoning we know something about -- the solving 

of geometric analogies. By exploring the points of resemblance 

between the geometric analogy task and the problem of computing the 

goodness-of-fit between cartoons and phrases, we hope to illustrate 

that some general principles of analogical thinking are common to 

both. Both these tasks involve the intelligent comparison of des­

criptions and the use of transformational strategies in assessing 

the degree of fit. 

B. Method 
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Materials. Twenty cartoon-strip analogies of the same type 

used in Experiment 1 were designed to represent a wide range of visual 

1The position that the underlying criteria of membership in 
a class are 11 continuous, .. not sharply bounded, has been advanced re­
cently by several researchers in linguistics and cognitive psychology 
(Cf. Lakoff, 1972; Gopnik, 1976; Verbrugge, 1977). A different kind 
of objection to the traditional notion of logically bounded categories 
has been raised by Rosch (1975). She ar9ues that many categories, 
both natural (e.g. colors, lines, shapes} and semantic (birds, furni­
ture) are internally structured such that there are 11 clear cases" or. 
prototypes in relation to which other members of a category are judged. 
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events. For each cartoon three phrases were constructed describing 

ordinary events. The three phrases were intended to represent three 

levels of "goodness 11 according to how ciosely they fit the kind of 

event depicted by the cartoon: a "bes t-fi tti ng" phrase whose proto­

typical meaning closely matches the kind of event shown in the car­

toon; a "next-best" phrase which, although differing in its prototy­

pical meaning from the kind of event portrayed by the drawing, could 

conceivably match the drawing at a deeper level of abstraction; and 

finally a "worst-fitting" phrase for which a match even at a deeper 

level of abstraction would be difficult to achieve. Examples of 

best, next-best and worst-fitting phrases are provided in the intro­

duction to this chapter. 

Subjects. The subjects were 23 undergraduate students 

from the University of Ottawa. They participated in the experiment 

to satisfy a course requirement. 
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Procedure. Subjects were provided with a rating sheet 

containing a list of 20 sets of three phrases each. (Full instruc­

tions are given in Appendix A}. The order of phrases within a set 

was mixed to insure that the best, next-best and worst phrases would 

not always appear in the same positions on the rating sheet. The 

same mixed order was given to all subjects. Subjects were told that 

for each group of phrases they would see a cartoon-strip showing geo­

metric forms undergoing various kinds of changes. They were ins­

tructed to choose which phrase they considered to be the best, next­

best and worst analogy for a given cartoon and to indicate their 
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preferred rankings on the rating sheet. A practice example was pro­

vided. 

The slides were projected by a Kodak Carousel projector 

onto a large screen about fifteen feet away. The ambient light in 

the room was adjusted so that the slides were clearly visible from 

all parts of the room while at the same time permitting subjects to 

see their rating sheets. Subjects viewed the slides as a group in a 

large classroom. Each slide was projected for about three minutes 

during which time subjects made their judgements. 

C. Results 

Table 1 shows each of the 20 cartoons and phrase sets 

judged in the experiment. The three phrases to the right of each 

cartoon are listed in their predicted order of preference. Next to 

each set of phrases is a contingency table showing the frequency 

with which each phrase was ranked best, next-best and worst fit to 

a given cartoon. Kendell's coefficient of concordance, W, was com­

puted as a descriptive measure of the level of agreement for the 

23 judges in ranking the phrases. Significance of W was tested 
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using chi-square for 2 degrees of freedom {Edwards, 1954). Values of 

W for each of the 20 sets of judgements were found to be significant, 

p < .01. Table 1 shows that in five cases there is apparent lack of 

agreement as to which of two phrases is the better fit for a cartoon. 

In three cases (items 7, 13 and 19), the lack of preference is between 

best and next-best fit; in two cases (items 17 and 20) the lack of 

clear preference was between next-best and worst fit. Chi-square 
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TABLE 1 

GOODNESS-OF-FIT RANKINGS OF PHRASE-SETS FOR TWENTY CARTOON ANALOGIES 

Item Cartoon 

1. 

D 

2. 10 .lo· ~~ 
3. 

I 
... 

I I y 
.......J._, 

--- ...... r~·· 
'I 

•••••• 4. •••••• •••••• 
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5. 

1::~~ 

I ~J 
--u •••••• •• • • . ... tt.l' 

--,--. I •• • •• • ••••• -····-J 

Phrase-Seta 

infecting someone with a disease 
spreading jam on bread 
sawing a plank of wood 

puncturing a balloon 
sitting on a hat 
opening a door 

beuncing on a trampoline 
firing a gun 
chasing a fox 

wiping a dusty blackboard 
extracting a tooth 
dialing a phone number 

sitting on a hat 
lancing a boil 
throwing a stone 

No. of Subjects Ranking 
· Phrase 1st, 2nd or 3rd 

l_g 

23 
0 
0 

19 
1 
1 

23 
0 
0 

23 
0 
0 

22 
1 
0 

2nd 

0 
23 
0 

3 
19 
2 

0 
18 

5 

0 
19 
4 

1 
18 
4 

3rd 

0 
0 

23 

1 
l 

21 

0 
5 

18 

0 
4 

19 

0 
4 

19 

0 

w 

1.00 

.839 

.830 

.830 

.807 

-.1 
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Item Cartoon 

6. J; .. ! .. ~..! .. ~-l-1-1 
7. I · I ·a-To- [~.~~J 
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9. 

lb~~ I £7: ;:•\ rL-jdj 
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TABLE 1 (continued) 

Phrase-Set 

extracting a tooth 
wiping a dusty blackboard 
twirling a baton 

looking at a charging bull 
falling off a cliff 
tying one's shoelaces 

·vacuuming a dirty rug 
diving into a still pond 
opening a sealed envelope 

spreading jam on bread 
infecting someone with a disease 
crushing an insect 

minting a coin 
ironing a shirt 
slipping on a banana peel 

No. of Subjects Ranking 
Phrase 1st, 2nd or 3rd 

1st 

23 
0 
0 

14 
9 
0 

22 
1 
0 

21 
1 
1 

19 
3 
1 

2nd 

0 
16 

7 

9 
14 

0 

1 
15 
7 

2 
18 

3 

3 
19 

1 

3rd 

0 
7 

16 

0 
0 

23 

0 
7 

16 

0 
4 

19 

1 
1 

21 

0 

w 

.788 

.762 

.733 

.731 

.688 

00 
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Item Cartoon 
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JABLE 1 (continued) 

Phrase-Set 

stacking a set of blocks 
cli~bing a staircase 
rowing a boat 

melting butter on a baked potato 
caressing a pussycat 
jumping a hurdle 

-focussing a fuzzy image 
tightening a loose screw 
tossing a salad 

-sopping up spilt milk 
pouring juice into a glass 
changing a flat tire 

.sliding down a bannister 
shaving a beard 
wrapping a package 

No. of Subjects Ranking 
Phrase lst. 2nd or 3rd 

1st 

20 
0 
2 

22 
0 
1 

12 
11 
0 

20 
1 
2 

17 
1 
5 

2nd 

0 
23 
0 

0 
18 

5 

10 
11 

2 

2 
17 
4 

3 
17 

3 

3rd 

3 
0 

21 

1 
5 

17 

2 
1 

21 

1 
5 

17 

3 
5 

15 

() 

w 

.682 

.682 

.625 

.569 

.521 

1.0 
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Ltem Cartoon 
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20. 

aPhrases listed in predicted order of preference 

TABLE 1 (continued) 

Phrase~ Set 

.firing a gun 
bouncing on a trampoline 
hopping down the street 

.ironing a shirt 
minting a coin 
closing a door 

·pouring juice into a glass 
sipping coke through a straw 
folding a bedspread 

-caressing a pussycat 
throwing a switch 
boiling some water 

,diving into a pool 
sopping up spilt milk 
digging a hole 

- Total number of subjects • 23 

~o. of Subjects Ranking 
Phrase 1st, 2nd and 3rd 

~ 

16 
7 
0 

20 
0 
3 

19 
1 
3 

8 
14 
1 

16 
1 
6 

2nd 

7 
10 
6 

2 
12 
9 

3 
17 

3 

11 
7 
5 

6 
11 
6 

Jrd 

0 
6 

17 

1 
11 
11 

1 
5 

17 

4 
2 

17 

1 
11 
11 

0 

~ 

.516 

.516 

.510 

.393 

.330 

N 
0 



tests were performed on the appropriate cell frequencies for each of 

the five cases indicating lack of preference. None of the values of 

chi-square (df = 1) were statistically significant in any of the 

five cases. 

D. Discussion 
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The results of the experiment are quite striking. Overall, 

subjects showed strong agreement in ranking the goodness-of-fit 

between phrases and cartoons -- despite the fact that their judgements 

could not have been based on superficial resemblances between the 

shapes of the objects in the drawings and the physical features of 

the objects referred to by the phrases. How then are we to explain 

the ability of subjects to compute the strength of analogy? The pro­

blem is one of accounting, not only for subjects' ability to recogni­

ze the best-fitting phrase, but also of explaining the consistency 

with which they identify second and third choices. In this section 

we will develop some hypotheses about the nature of this process. No 

attempt will be made to analyse each of the twenty sets of judgements. 

Instead, our discussion will focus on those examples which best illus­

trate specific theoretical issues. 

While little is known about how people compute the degree 

of resemblance across symbolic modes, one kind of analogical reasoning 

which has received some attention in recent years is the "geometric 

analogies" problem. In this type of problem, commonly found on intel­

ligence tests, people are asked to find structural similarities 
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between sets of geometric patterns. Geometric analogies are of par­

ticular interest to the present thesis because the items to be judged 

are in the visual mode. 

Our understanding of the mental processes underlying this 

type of task has been deepened by research in artificial intelligence 

whose goal has been to program a computer to solve geometric analo­

gies. One of the earliest programs to accomplish this feat was that 

of Evans (1968). Evans• program, called ANALOGY, clearly illustrates 

a number of general principles of analogical thinking. For this rea-

son a brief review of Evans' work can provide us with a useful starting 

point for thinking about the problem of how people evaluate the 

strength of analogies across symbolic modes. 1 

Evans• program is designed to solve analogies of the type 

shown in Figure 2.1. Such problems are of the form: 11A is to B as 

C is to which one of the numbered patterns?" Successful solutions to 

such problems hinge on the program•s ability to generate good descrip­

tions of the patterns. To solve the problem in Figure 2.1 for exam­

ple the program•s first step is to parse the figures A and B into 

sub-figures and describe their relations in terms of such relational 

concepts as: ABOVE, INSIDE, LEFT, and so on. Once structural descrip­

tions of the two figures have been obtained, the program searches for 

the minimum number of transformations that would change A to B. This 

includes describing, not only the changing spatial relations between 

1My review is based on Evan•s (1968) original article as 
well as two other reviews of his work in Winston {1977) and Boden 
(1977). 
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the objects, but also transformations which explain changes undergone 

by the objects themselves; e.g., ROTATE, REFLECT, SCALE CHANGE (size 

transformation). Figure 2.2 shows the structural descriptions for 

A, B and C while Figure 2.3 gives the rules which transform A into B. 

Once the transformational rules have been found for changing A to B, 

they are applied to pattern C. The result is a description of the 

"ideal" solution. Thus pattern 3 in Figure 2.1 would be chosen as 

the best fit because it matches closely the ideal description. 

The program is a clear example of using descriptions and 

transformations to search for deeper resemblances underlying surface 

differences between entities. There are two features of the program 

worth noting because, as we shall see, they have their counterpart 

in the case of cartoon-analogies. First, is that the ability of the 

program to discover the best match depends on the search taking place 

at the appropriate level of generality. For example, if the transfor­

mational rules which describe the change from A to B specify that only 

squares can be rotated and that only dots can be deleted, then the 

rules could not be applied to C which contains neither dots nor squa­

res. Fortunately, although the program first tries to seek correspon­

dences between specific objects, it does not fail because of an ini­

tially overspecific description. If it fails at first to find an· 

exact match, one of its strategies is to seek a fit at a more general 

level; e.g., instead of dots and squares, it might search for 11a figu­

re being deleted, a figure being shifted and a figure being rotated." 

A related point is that the greater number of elements and transforma-
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Figure 2.1. -A geometric analogy problem. 

ABOVE(D,SJ 
ABOVE(D,RJ 
INSIDE lR,S J 
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t::.:l 

LEFT (R,SJ ABOVE(T,HJ 
ABOVE(T,CJ 
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Figure 2.2. - Structural descriptions of the geometric figures, 
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A 

DELETE (D) 

LEfT (R,S) 

ROTATE 45° (5) 

B 

Figure 2.3. - Transformational rules changing A to B. 

C' 4 

Figure 2.4. - C' and 4 are a closer match to (A,B) than (C,3)~ 
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tions that can be preservedt the stronger the analogy. Suppose, for 

example, that c• and pattern 4 in Figure 2.4 were added to the list 

of possible matches. In such a case, the pair (C' ,4}, which contains 

a rectangle is a stronger analogy than (C,3) for the (A,B) pair. 

Let us turn now to the more complicated problem of how 

people evaluate the closeness of analogy between cartoons and phra­

ses. Figure 2.5 gives an example of the kind of problem subjects in 

the present experiment were asked to solve. One can see from Table 1 

that there was perfect agreement in ranking the phrases shown in the 

Figure as best, next-best and worst fit. Let us trace the steps by 

which subjects might have arrived at these rankings. In so doing, 

we will explore similarities between the nature of the present task 

and the solving of geometric analogies. 

Just as with the geometric analogy problemt the first step 

in the present task is to generate descriptions for the items to be 

compared. Let us assume that subjects• typically begin by trying to 

understand the cartoon. The process by which one generates a des­

cription for a cartoon analogy was the subject of Chapter 1. All we 

need to point out here is that the description will be that of an 

event, not just a description of the objects and spatial relations in 

the drawing. That is, the representation of the cartoon will assign 

the geometric elements to roles in an event schema; the representa­

tions of the figures in geometric analogies stop at the level of 

structural descriptions of objects and relations. For example, the 

left-hand square in the various frames would be assigned the role of 
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Figure 2.5. - Three interpretations for Cartoon 1 (Table 1) 
ranked as best (infecting someone with a disease); 
next-best (spreading jam on bread); and worst 

{sawing a plank of wood). 
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11 agent, 11 the right-hand square the role of "recipient" and the dots 

the role of "object. 11 These roles would be part of a general "trans­

fer11 schema. Note that while the final output is an event descrip­

tion, earlier stages in processing the cartoon might be identical 

to certain aspects of Evans' program; namely, finding transformational 

rules (ROTATE, DELETE, etc.) which account for the changes between the 

structural descriptions of adjacent frames. 

After deriving a description for the cartoon, the next step 

is to represent the meaning of each of the phrase alternatives. We 

will assume that the underlying meaning of these phrases would be 

represented in the same type of conceptual structure as the meaning 

of the cartoon (see section J); that is, an event structure consisting 

of a hierarchy of primitive components which define the relations 

among the objects mentioned in the phrases. Thus, there would be 

representations for events whose main actions are infecting, spreading 

and sawing. 

Next the underlying representations of each phrase would be 

compared to that of the cartoon. In a sense, we can think of this 

stage as similar to the last stage in the geometric analogies program. 

It will be remembered that this stage consisted of the comparison of 

each of the candidate descriptions against an 1'ideal" description 

obtained by applying the transformation rules to the new figure. The 

alternative figure which matched closest -- case-for-case -- was chosen 

as the best fit. In the present task, the description of the cartoon 

is the ideal representation against which the meanings of the phrases 
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are compared. The phrase whose event description matches closest the 

semantic structure of the ideal will be selected as the best fit. 

One can pursue the analogy with Evans' program even further. 

Just as Evans• program might fail to find a match at first because of 

an overly specific description, subjects in the present experiment 

might fail at first to see any connection between the drawing and 

the phrases if they were expecting the phrases to refer to dots or 

squares. Because the subjects do not grind to a halt, we can infer 

that, as with Evans' program, they are capable of processing the des­

criptions to deeper levels of generality; instead of dots and squares, 

diseases and bread, only generalized schemata and 11cases 11 are compared 

-- e.g., 11 the transfer of a substance from an agent to a recipient. 11 

Comparing the generalized descriptions, two of three candidate des­

criptions appear as possible matches. Both "infecting someone with 

a disease" and 11Spreading jam on bread 11 contain the deep notion of 

"transfer." 

How might the comparison process choose between the two 

candidate descriptions? One possibility is that it returns to the 

drawing once again in order to examine its visual structure more 

carefully. The purpose would be to see if there is some feature in 

the cartoon which might distinguish between the two candidate des­

criptions -- a feature which is true of one of the descriptions but 

not the other. Let us assume that upon re-examination of the drawing, 

the following additional feature is noticed: the dots are not actual­

ly "transferred 11 from one square to the other. Transfer implies an 
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actual change of possession of an object from an agent to a recipient. 

A closer look at the drawing, however, reveals that the number of dots 

in the left-hand square do not decrease after contact with the right-

hand square; this quantity is conserved despite the appearance of 

dots in increasing numbers on the right-hand square. A better ideal 

description of the cartoon would preserve this feature -- something 

like "the transmission of information" rather than the "transfer of 

a thing. "1 

Armed with this updated ideal description of the cartoon, 

the meanings of the two phrases are re-examined to see if one of them 

is a better fit to the new ideal than the other. In fact, the notion 

of "infecting someone with a disease" satisfies the new requirements 

of the description better than 11Spreading jam on bread. 11 In "spread­

ing" there is an actual transfer of possession of a substance (the 

jam) from an agent (or more precisely an instrument, the knife) to a 

rec·ipient (the bread). The more of the jam which is on the bread, 

the less can be on the knife. In "infecting," on the other hand, an 

entity is transmitted from an agent to a recipient, but the agent 

does not lose possession of the transmitted entity. You can't get 

rid of a disease by giving it someone else. Thus "infecting someone 

with a disease" is a better "theory" for the drawing than "spreading 

jam" because it accounts for the data in a more exact way. 

1Appendix B from Expriment l shows that a number of subjects 
made this distinction in their interpretations of the cartoon. Com­
pare "the transfer of flies between two bottles" versus the 11 trans­
mission of knowledge. 11 
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One can see an analogy here to Evans• program which, 

although recognizing how two candidate figures could fit the ideal 

description, chooses as the stronger analogy, the figure preserving 

more of the original elements and transformations. This same strate­

gy could be applied in ranking the remaining two phrases. For exam­

ple, although "spreading jam on bread 11 does not match the prototypi­

cal conceptual structure of the cartoon on as many elements as 11 in­

fecting someone with a disease," it still matches the deep component 

of 11 transfer." The meaning of 11 sawing a plank of wood, 11 however, does 

not match even on this more general level and is therefore ranked as 

the 11 poorest fit. 11 

One might also argue that the strategy used by subjects in 

this task differs from Evans' program. For example, it is possible 

that a subject could find a fit between a cartoon and only one of the 

three phrases. If so, there would be no way to compare the number of 

transformations needed to fit each phrase to the cartoon. The only 

phrase which fits would be ranked best. The choice between the remain­

ing two phrases could be made at random. That this strategy was not 

used often is reflected by relatively few cases in which there was 

lack of preference between first and second or between second and 

third choices. 

Another possibility is that two of the interpretations are 

fit to the drawing and the one with fewer transformations is ranked 

best. The second choice could be made without a comparison of trans­

formations between the remaining two phrases if a default strategy 
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was used; i.e., if some match cannot be found for the remaining phrase 

within a certain time, it would be automatically assigned the lowest 

rating. 

At this point one should note that, given a different set 

of instructions for the task, even next-best and worst choices could 

be made to fit the cartoon more closely. Put another way, different 

instructions could induce a subject to try to "assimilate" a cartoon 

to the phrase. Suppose the instructions had been to try and imagine 

how the cartoon could be an example of the kind of event expressed 

by the phrase "spreading jam on bread." These instructions encourage 

subjects to use their powers of imagination to try and eliminate in­

consistencies between the ideal descriptions of the cartoon and the 

initial representation of the 11 Spreading jam" phrase. The problem, in 

the case of Figure 2.5, is how to deal with the equal numbers of dots 

appearing on both squares. One possible strategy would be to trans­

form the conceptual description of the cartoon in various ways. For 

instance, one could imagine that the two squares represented slices 

of bread. At first, only the left-hand slice contains the jam, repre­

sented by the dots. But then, an unseen agent folds both slices of 

bread together like a book, once, then twice. This unseen folding 

action would account for the gradual appearance of the dots in the 

right-hand square while allowing the left-hand square to look as if 

the quantity of dots remained constant. The new method of spreading 

jam on bread assimilates the cartoon more completely than the old 

description. 
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In fact, this 11 folding bread" solution was actually used 

by a subject in a pilot study where people were asked to speak aloud 

as they attempted to 11 assimilate 11 the cartoon in Figure 2.5 to 

"spreading jam on bread_.1 The study showed that one can find a fit 

between almost any phrase and any drawing given enough time and moti­

vation -- although some correspond.ences are more difficult to achieve 

than others. How, for example, could Figure 2.5 be an example of 

11 sawing a plank of wood?" 

While it is possible to close the semantic distance between 

a cartoon and a phrase by transforming the descriptions in imaginative 

ways, it is not necessary to postulate such active operations to ex­

plain the "goodness" rankings in the present study. It seems more 

likely that the general strategy in the present task consists of com­

paring the underlying representations of each of the three phrases 

with that of the cartoon to determine the best match. Sometimes this 

might require closer examination of the cartoon in order to uncover 

additional features which distinguish between the candidate phrases. 

This is not quite the same thing, however, as asking someone to use 

their imaginative skills to see how a cartoon could be like the kind 

of event expressed by a phrase. In the next chapter an experiment 

will be described which explores how the attempt to assimilate a car­

toon to a phrase can result, not only in narrowing the semantic dis­

tance between them, but can also bias subjects toward using a parti­

cular transformational rule when fitting a cartoon to a verbal inter­

pretation. 
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Our analysis of the comparison process for the items in 

Figure 2.5 is intended to describe a likely strategy used by subjects 

in making their judgements. This strategy hinges on the ability of 

subjects to use their abstract knowledge of event classes in compu­

ting the degree of resemblance. Let us extend our analysis to two 

other problems raised by the data in this experiment: (1) the problem 

of reciprocal choices and (2) the problem of equally good (or poor) 

matches. 

Table 1 shows that there are several items in which the 

same two phrases are paired with different cartoons. Consider for 

example items 4 and 6 in the table. One sees that while the phrase 

11Wiping a dusty blackboard" was chosen as best fit for cartoon 4, 

it was ranked second-best for cartoon 6. Similarly, the phrase 

"extracting a tooth, 11 while judged best-fit for cartoon 6, was judged 

second-best for cartoon 4. Such 11 reciprocal 11 judgements demonstrate 

once again that the comparison process can utilize very abstract fea­

tures of the drawing upon which to base its decisions. For example, 

"extracting a tooth 11 is judged as best fit for cartoon 6 because it 

satisfies more of the ideal conceptual description of the cartoon 

than does "wiping a dusty blackboard;" e.g., it matches such lower­

order des cri pti ons as 11 a hori zonta 1 row of i denti ea lly shaped objects 

(teeth), a 'gap' in the row caused by the contact of an instrument, 

the upward movement of the instrument. 11 "Wiping a dusty blackboard, 11 

on the other hand, does not match cartoon 6 on as many specific fea­

tures (no single horizontal row, no upward movement of an instrument, 



etc.). It does, however, match on a deeper, more abstract level; 

namely, the notion of 11 part of an array of elements being removed 
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by some instrument." Thus "wiping 11 is seen as a better fit than 

"twirling a baton" which does not match even on this deeper level. 

By the same token, 11 Wi ping a dusty b 1 ackboard 11 accounts more exactly 

for the visual structure of cartoon 4 than 11 extracting a tooth, 11 

which was ranked second-best. This pattern of reciprocal choices 

could be explained if both pairs of phrases and both pairs of car­

toons shared a common deep component- i.e., 11 an instrument removing 

part of an array of objects 11 --while differing on more specific le­

vels of description. 

Finally, there were five instances in which there was no 

clear preference between two phrases as their relative goodness-of­

fit to a cartoon. In two cases, the lack of preference was between 

best and next-best; in three instances there was no clear preference 

between second and worst choices. The inability to decide which of 

two phrases is the better fit to a cartoon can be explained with 

reference to the following two phrases for cartoon 7 in Table 1: 

"looking at a charging bull" and "falling off a cliff." 

Lack of preference would indicate that both descriptions are 

equally good "theoriesu for the cartoon; that is, they account for the 

elements and changes in the drawing equally well. Both phrases pro­

vide a way of explaining the increase in size of the dot in successive 

frames. The major difference between the two interpretations is that 

"looking at a charging bull" assumes a frontal view of the event in 
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which a stationary observer is looking at a self-propelled, approaching 

object. In the case of "falling off a cliff," on the other hand, it is 

assumed that the observer is looking at the ground as he falls toward 

it. A less likely, but possible interpretation is that the observer 

is assumed to be standing on the ground looking up at a falling object. 

That "looking at a charging bull" was a slight favorite indicates, per­

haps, that it is more natural to assume that the expanding dot in the 

drawing represents a mobile, "looming" object rather than a fixed 

point toward which an observer approaches. 

E. Conclusion 

This experiment demonstrates that people show strong agree­

ment in their judgements of goodness-of-fit between perceptual and 

linguistic events even when there are no superficial correspondences 

upon which to base their judgements. The ability to rank order phra­

ses according to how closely their meanings correspond to "abstract" 

cartoons is further evidence that abstract relational knowledge me­

diates our comprehension of both perceptual and linguistic events. 

The experiment can also be interpreted as an argument 

against the idea that our event concepts can be defined by a finite 

set of criterial features -- even abstract ones. While subjects do 

see that some cartoons are closer to the prototypical meaning of 

phrases than others, they are also able to make "fuzzy" matches; i.e., 

they are able to match phrases with cartoons on the basis of deep, 

abstract components of their underlying representations (e.g. trans­

fer). The process by which people compute the closeness of analogy 
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across symbolic modes was shown to share some general principles with 

the process of solving geometric analogies. Both tasks were seen as 

examples of problem-solving based on the intelligent comparison of 

descriptions. 

In this experiment people were asked to compute the good­

ness-of-fit between phrases and cartoon analogies. While requiring 

cognitive contributions on the part of the comprehender, it was pointed 

out that evaluating the closeness of analogy is not exactly the same 

thing as asking someone to imagine how a cartoon could become an ana­

logy for a phrase. The former task involves finding a match at some 

level of abstraction; the latter task requires something more as well 

-- the resolving of possible inconsistencies between the initial des­

criptions of the items being compared. Let us turn now to an experi­

ment which explores how the attempt to resolve inconsistencies can 

call upon transformational mechanisms which, in turn, can influence 

the ability to perceive resemblances in novel cases. 



CHAPTER Ill 

THE PSYCHOLOGICAL REALITY OF TRANSFORMATIONS 
IN THE COMPUTATION OF ANALOGY 

A. Experiment 3 -- Introduction 

A common theme of Experiments 1 and 2 is that transforma­

tions play an important role in the discovery of resemblances. In 

Experiment 2 we argued that evaluating the closeness of analogy 

between phrases and cartoons involves active operations on the under­

lying descriptions of both visual and verbal inputs (e.g., generali­

zing an overspecific description). Similarly, the ability to trans­

form a description was seen to play an important role in Experiment 1 

where people were asked to derive their own interpretations for car­

toon analogies (e.g., assuming a viewpoint in fitting a cartoon to an 

event schema). 

The present experiment extends the investigation of the 

role of transformations to a somewhat different task. We pointed 

out in the previous chapter that there is a difference between eva­

luating the closeness of fit between a drawing and a phrase and the 

task of trying to imagine how a cartoon could be like an event des­

cribed by a phrase. The former task imposes fewer constraints on 

the degree of resemblance than the latter. For example, it is possi­

ble to recognize that Figure 2.5 shares the deep component 11 transfer 11 

with the phrase "spreading jam on bread" without actually imagining 

the elements of the cartoon as representing knives, jam and bread. 



One can achieve an abstract level of matching and still be aware of 

specific inconsistencies. But to actually perceive the cartoon as 
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an analogy for "spreading jam on bread 11 requires more work; it de­

mands using one's imagination to create conditions that make possible 

a closer equivalence of descriptions. The problem of interest in the 

present experiment is of this latter kind. A subject is given two 

inputs -- a phrase and a cartoon -- and is asked to imagine how the 

cartoon could be an analogy for the phrase. Solving such problems 

requires using one 1 s imagination, reshaping internal representations 

in order to find resemblances which may not be apparent at the outset. 

It is worthwhile pointing out that such a task, which depends 

on using the imagination, has the same general form as the mathematical 

or logical kinds of task upon which well-known theories of problem­

solving are based. For example, in Newell and Simon's (1972) studies 

of human problem-solving, a typical task is where a subject is asked 

to prove a theorem in logic given another theorem as the starting pre­

mise. Solving such problems requires discovering differences between 

a goal-state (the to-be-proved theorem) and the current-state (the 

given theorem) and finding means of eliminating those differences. 

Newell and Simon's General Problem Solver {GPS) is a computer program 

which can handle such tasks. Its basic strategy is called "means-ends 11 

analysis. This strategy works by first identifying the major diffe­

rences between the goal and the current-state. Beginning with the 

most important difference, GPS searches its data base for operators 

(rules of logic) that can legally be applied to eliminate the major 
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difference; if such an operator is found right away, the problem is 

solved. If the relevant operator cannot legally apply to eliminate 

the difference directly, GPS sets up a "subgoal" -- i.e., it asks if 

there is a way to change the current state to one in which the rele­

vant operator might apply. The program then tries to eliminate the 

new difference between the current state and the new subgoal. If 

the operator cannot apply at the level of subgoal, a sub-subgoal 

can be created until a difference is found which can be eliminated. 

Thus GPS is "recursive 11 in that its difference-eliminating procedure 

can call upon itself in trying to reach its various subgoals. 

The task of finding an analogy between a cartoon and a 

phrase can be thought of as a GPS type problem. The problem is one 

of getting from the current state (the initial underlying description 

of the cartoon) to a goal state (the description of the event trig­

gered by the phrase). In trying to reach the goal, the problem-solver 

may encounter differences or inconsistencies between the underlying 

descriptions and must call upon the appropriate "operators 11 or 11 trans­

formations" to eliminate them. If the appropriate operators cannot 

apply directly, subgoals may be established and new operators applied 

in recursive fashion. The goal of the experiment to be described 

below is to demonstrate the psychological reality of transformational 

mechanisms in the context of finding ana 1 ogi es between 1-i ngui s tic and 

perceptual events. Of course, the transformations in this type of 

task are not the logical operators of GPS, but rather the ones people 

use in making sense of the visual world, including the mini-world of 
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Chapter 1 where it was pointed out that transformations play an im­

portant role in visual perception in that they "explain" certain 
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kinds of changes or distortions which ideal forms may have undergone 

in particular contexts: changes in orientation, position, calor, 

shape, and the like. For example, knowing about viewpoint transforma­

tions would allow the identification of an ideal form (a circle) des­

pite a surface distortion -- its manifestation as an ellipse in the 

visual input. 

We propose that transformations such as "seeing it from an 

assumed viewpoint 11 have the status of independent rules or operators 

which can be called upon during the search for resemblance to modify 

descriptions. If our claim that transformational rules have indepen­

dant status is true, then it should be possible to manipulate them 

experimentally -- to show that they are separate components to be 

reckoned with in theories of resemblance and meaning. The experiment 

which follows is designed to test this hypothesis. 

We have chosen as our test case transformations involving 
11 assumed viewpoint. 11 In addition to examining viewpoint transforma­

tions, the experiment will permit us to explore a number of related 

hypotheses concerning the comprehension of events through linguistic 

and perceptual media. These hypotheses can best be explained with 

reference to the following examples. 

(a) The comprehension of an event through the medium of language 

may activate a prototypical vantage point from which the event is assu-
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med to be witnessed. For example, it is more likely that the des­

cription 11 an egg falling off a table" would give rise to a mental re­

presentation in which the event was being imagined from a "side-view" 

rather than, say, a 11worm's eye" view in which someone is lying on 

the floor looking up at a falling egg. 

While both points of view generate possible descriptions of 

the event, they specify different surface features. These differences 

are characterized by the cartoons in Figure 3.0. To use a linguistic 

analogy, we might say that the cartoons represent two different sur­

face structures derived from a single, underlying deep structure, the 

abstract notion of an object falling to the ground. Pursuing this 

analogy, just as 11 active" and 11 passive" surface structures of senten­

ces were thought by Chomsky (1965) to be related to a single deep 

structure through the application of transformational rules, so view­

point transformations serve to relate two different surface structures 

(the cartoons) to a single underlying event schema. 

(b) The comprehension of an event through the medium of cartoons 

also activates prototypical viewpoints. Consider Figure 3.1. Without 

accompanying verbal context, most likely this cartoon would be inter­

preted as an event seen from a side-view; e.g., as a good fit to the 

phrase 11 a foot stepping on a bug. 11 But, although less probable, it is 

also possible to make this drawing fit a different kind of event --

11a car collid·ing with a pole 11 --by assuming a different vantage point; 

namely, seeing the event from above or a top-view. In terms of the 

linguistic analogy, here is a case where a single surface form -- the 
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Figure 3.0. - Two cartoons representing the event "an egg 
falling off a table 11 from: (a) a side-view 

and (b) a 11worm 1 s eye 11 view. 
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Figure 3.1.- A single cartoon representing two different 
events: 

(a) 11 A foot stepping on a bug" (side-view); 
and 

{b) "A car colliding with a pole 11 (top-view)· 
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cartoon-- can be derived from two deep structures: "colliding" 

versus "stepping." 

145 

(c) Note that if the phrase "a car colliding with a pole" was 

encountered by itself, without the accompanying drawing, it is unli­

kely that the 11 mind's eye" description of the event would be a top­

view. This reveals an interesting property of the relation between 

language and perception which often goes unrecognized in traditional 

accounts of how perception and language are linked. The process of 

comparing a linguistic description against a perceptual event is not 

always well characterized as a process of "verification" -- an all­

or-none comparison of the internal representations of visual and 

verbal inputs in order to determine their truth value. (See section 

E for a critique of the sentence-picture verification paradigm). 

Instead, linguistic and perceptual knowledge may interact in the 

course of searching for a resemblance. For example, the attempt to 

find a match between a "a car colliding with a pole 11 and the cartoon 

in Figure 3.1 may at first be unsuccessful. Their representations 

do not seem to fit; they seem to describe different sorts of events. 

Suddenly, imagining the event represented by the cartoon from a top­

view allows both representations to mesh. The triangle is perceived 

as a car seen from above, colliding with a pole represented by the 

disc. In the course of trying to discover a resemblance, the scope 

of both event schemata have been widened to include each other. This 

interaction between event schemata is reminiscent of Piaget's (Furth, 

1969) notion that schemata undergo accommodation in the assimilation 
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of other schemata. 1 

(d) Finally, it is proposed that viewpoint transformations are 

abstract rules which can be manipulated as independent components 

during the attempt to find analogies across symbolic modes. 

This last claim leads to a testable hypothesis about the 

psychological reality of viewpoint transformations. The basic idea 

is as follows. A number of cartoons will be designed which, although 

typically giving rise to side-view interpretations, could also fit an 

event seen from a top-view. Figure 3.1 is an example of such a car-

toon which can be assimilated to either viewpoint: a side-view 

("a foot stepping on a bug") or a top-view ("a car colliding with a 

pole"). Suppose we take a number of such cartoons and pair them with 

their top-view phrases. Then each pair is presented to a subject 

whose task is to find an analogy between them. If finding the analogy 

requires discovering a top-view transformation, then over a number of 

trials we might be able to induce a perceptual set whereby a subject 

attempts to assign a cartoon a top-view description even though a 

side-view would normally be the prototypical way of understanding the 

cartoon. The effect of perceptual set should be reflected in the 

amount of time a subject spends trying to find the analogy for a par­

ticular cartoon-phrase pair. For example, if after several trials of 

1It is also an instance of what Black (1962) called the 
"interactionist" view of metaphor. To say 11 man is a wolf 11 not only 
makes the man more wolf-like, but the wolf more human. Both schemata 
have been widened to accommodate each other. 
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fitting a cartoon to side-view phrases, a trial is encountered where 

a cartoon is paired with its top-view phrase, one could predict an 

increase in the time it takes to see the resemblance. Furthermore, 

this increase should be greater than the time it would ordinarily 

take if all the previous cartoons had been processed as top-views. 

Similarly, if after several top-view trials, a subject en­

counters a cartoon paired with its side-view phrase, he should need 

more time to see the analogy than if all the previous trials had been 

side-view trials. Thus evidence for an effect of "set" would be an 

increase in the time spent on the "shift" trial compared to what the 

time might have been on the same trial had there been no shift. 

The attempt to develop in subjects a set or expectation 

which leads to processing a cartoon from a particular viewpoint is, 

in some respects, analogous to an earlier experiment by Mehler and 

Carey (1967) in the processing of sentences. Mehler and Carey demons­

trated that it was possible to create in subjects an expectation for 

a specific type of syntactic structure in the comprehension of sen­

tences. In their paradigm, subjects were presented with a series of 

eleven sentences embedded in noise. For the control group, all eleven 

sentences were of the same syntactic form. Either sentences like: 

(1) "They are forecasting cyclones 11 or (2) "They are conflicting de­

sires." In (1) the phrase 11 are forecasting" forms a syntactical unit 

but 11 forecasting cyclones 11 does not. In (2), on the other hand, 

11 Conflicting desires 11 is a unit but not "are conflicting,.~ For the 

experimental group, the first ten sentences had the same syntactic 
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structure but the eleventh sentence had the contrasting phrase struc­

ture. Thus, ten sentences of the form "they are conflicting desires" 

were followed by the constrasting form 11 they are forecasting cyclo­

nes." Subjects in the experimental group had more difficulty under­

standing the eleventh sentence than subjects in the control condition. 

Mehler and Carey attribute this difficulty to a perceptual set induced 

by the first ten trials. They cite this result as evidence for the 

psychological reality of syntactic structure in the perception of 

sentences. 

A second experiment by Carey, Mehler and Bever (1970) used 

the perceptual set paradigm to study the processing of ambiguous sen­

tences. In this study, subjects were set to expect a sentence with 

either of two syntactic structures: (1) predicate nominative ( 11 they 

are sleeping lions 11
) or (2) transitive verb ("they are discussing 

books 11
). Each sentence type was paired with a picture which would 

make it either true or false. On the final trial subjects heard an 

ambiguous test sentence such as 11 they are visiting sailors 11 also 

paired with a picture. The experiment showed that subjects could be 

preset to perceive only one of the two ambiguous meanings of the test 

sentence so that their latencies in verifying the picture were iden­

tical to subjects receiving unambiguous material. 

The present experiment, while using the paradigm of percep­

tual set to bias perceived meaning, differs from the sentence proces­

sing studies in two important ways. First, is that we have no hypo­

theses concerning the gramma ti ea 1 structure of sentences or the psycho-
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logical reality of linguistic transformations. Rather, our goal is 

to show the existence of transformational rules, based on abstract 

perceptual knowledge, that can influence the semantic representations 

people assign to visual inputs. Applying different transformations 

can result in the assignment of different semantic deep structures 

to the cartoons. A second difference concerns the process by which 

the perceptual set is established. In Carey, et al, for example, 

it is the syntactic structure of the sentences alone, experienced 

over trials, which induces the set. The presence of the picture does 

not contribute to the induction of expectation. In the present expe­

riment, on the other hand, an "interaction 11 between the linguistic 

and pictorial message is essential for the abstraction of the trans­

formational rule to occur. 

To summarize: The objective of this experiment is to demons­

trate the psychological reality of transformations in the comprehen­

sion of analogy across symbolic modes. The experiment will attempt 

to create a perceptual set in subjects by inducing them to process a 

cartoon from either of two assumed viewpoints -- a side-view or a 

top-view -- over several trials. We will accept as evidence for the 

effect of set an increase in time spent finding the analogy on a 

final, "shift" trial where the viewpoint is switched to the contrasting 

condition. The average latency for shift trials should be significant­

ly greater than that for non-shift trials within the same viewpoint 

condition. 
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B. Method 

Materials. Ten cartoon analogies were designed according 

to the procedures described in Experiment 1. The cartoons were 

photographed and mounted as 35mm slides. Each cartoon had the pro­

perty that it could be seen as representing a different event depen­

ding on whether or not one imagined seeing it from a side-view or a 

top-view. For each cartoon, two phrases were constructed describing 

two different types of everyday events. One phrase matches the car­

toon as a side-view; the other phrase fits the cartoon as a top-view. 

Figure 3.2 shows the ten cartoon stimuli accompanied by their side 

and top-view phrases. 

Subjects. Forty undergraduate and graduate students from 

rkGill University served as subjects in the study. They participated 

as unpaid volunteers. 

Procedure. Each subject was assigned to one of two "set" 

conditions: (1) a "side-view" condition in which the first nine 

trials required matching a cartoon with its side-view phrase, or (2) 

a "top-view" condition in which the first nine trials required matching 

a cartoon to its top-view phrase. The tenth and final trial for both 

conditions was a "shift .. trial which paired a cartoon with the phrase 

from the contrasting viewpoint. Figure 3.3 gives an example of one 

experimental run for the side-view condition. Each subject saw a 

different order of cartoon-phrase pairs such that each pair appeared 

an equal number of times in each of the ten serial positions. In this 

way, the comparison of shift versus non-shift trials would be based 
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FIGURE 3.2 

CARTOON ANALOGIES WITH THEIR :;IDE AND TOP VIEW PHRASES 
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Side-View Phrase 

AN EGG ROLLING OFF A TABLE 

GETTING HIT ON THE HEAD WITH A 
GOLF BALL 

A STONE SINKING INTO QUICKSAND 

·A BOY BOUNCING ON A TRAMPOLINE 

·EXTRACTING A TOOTH WITH FORCEPS 

0 

Top-View Phrase 

A TRUCK ROUNDING A SHARP TURN 

A CUSTOMER PASSING THROUGH A 
TURNSTYLE 

A BULLDOZER CLEARING SNOW 

A COP TRYING TO BREAK DOWN A DOOR 

CHOOSING A PARTNER AT A DANCE 

01 
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·FIGURE 3.2 (continued) 

Side-View Phrase 

A TREE TOPPLING TO THE GROUND 

.PULLING DOWN A WINDOW SHADE 

.A RABBIT POPPING ITS HEAD OUT 
OF A HOLE 

.A ROCKET LANDING ON THE MOON 

.A FOOT STEPPING ON A BUG 

() 

Top-View Phrase 

WIND BLOWING AGAINST AN OPEN GATE 

COVERING A MATTRESS WITH A SHEET 

A SNAKE STICKING OUT ITS TONGUE 

A SWIMMER COMING TO THE EDGE OF 
A POOL 

A CAR COLLIDING WITH A POLE 

_. 
0'1 
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AN EGG ROLLING OFF A TABLE 

GETTING'HIT ON THE HEAD WITH A GOLF BALL 

A STONE SINKING INTO QUICKSAND 

A BOY BOUNCING ON A TRAMPOLINE 

EXTRACTING A TOOTH WITH FORCEPS. 

A TREE TOPPLING TO T.HE GROUND 

PULLING DOWN A WINDOW SHADE 

A RABBIT POPPING ITS HEAD OUT OF A HOLE 

A ROCKET LANDING ON THE MOON 

~: I : I • I • 

A CAR COLLIDING WITH A POLE (top-view phrase) 

Figure 3.3. - Phrases and cartoons for one subject in the side-view condition. 
The last trial shifts to a top-view phrase. 
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on scores for each of the ten cartoon-phrase pairs. 

Subjects were told that they would see a series of phrases 

describing everyday events, each phrase being followed by a cartoon­

strip. (Full instructions are given in Appendix A). They were told 

that their task was to see how the cartoon could be an analogy for 

the event described by the phrase and that the time it took them to 

find the analogy would be recorded. Subjects then went through a 

practice trial in which they were familiarized \vith the nature of 

the cartoons and instructed in using the reaction time apparatus. On 

each trial, the sequence of events was as follows: (1) the subject 

read the phrase projected on the screen; (2) the subject responded 

11 0K" when he understood the phrase; {3) the phrase disappeared; (4) 

the cartoon-strip was projected on the screen; {5) the switch advancing 

the cartoon slide simultaneously started a timer; (6) the subject 

pressed a button as soon as he found an analogy; (7) the button-press 

stopped the timer; (8) the elapsed time was recorded; (9) the next 

trial began. 

Although no limit was placed on the time a subject could 

take responding, they were asked to respond immediately once they 

were sure to have found an analogy for the cartoon. 

Slides were projected by a Kodak Carousel projector onto a 

screen about 3 feet in front of the seated subject. The elapsed time 

between the onset of the cartoon slide and the subject•s response was 

measured by a Lafayette clock, model 54417-A. 
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C. Results 

The results of the experiment are portrayed graphically in 

Figure 3.4. The figure plots the mean reaction time for each of the 

ten trials in both side and top view conditions. The main question 

of interest concerns the predicted difference in latency between the 

shift and non-shift trials: for example, is a subject worse off 

having been shifted suddenly to a top-view on trial 10 than he would 

have been if he had also been seeing the top-view on trials 1 to 9? 

This question can be most clearly grasped by looking at the regions 

encircled by the hashed lines in Figure 3.4. Each region encompasses 

the scores for trials 5 through 10 for the same viewpoint condition. 1 

Notice that the mean latency for the shift (lOth) trial is greater 

than those for each of the five previous trials within the same view­

point condition {although not from the same subjects). The hypothe­

sis is that the mean of the shift trials is significantly higher than 

those of the previous five trials. 

A two-way analysis of variance was performed on the latency 

scores for trials 5 through 10. 2 The analysis tested for a main effect 

1only scores for trials 5 through 10 are included because 
the generally decreasing latencies for the first four trials indica­
te the presence of a practice effect which begins to level off at 
trial 5. 

2Because of the particular crossover design used in this 
experiment where a subject is switched to the contrasting viewpoint 
condition on a final trial, the usual way of partitioning out sub­
ject variance in a treatment-by-subjects ANOVA cannot be used because 
subjects are not actually nested in viewpoint conditions. However, 
a correction procedure applied prior to ANOVA had the desired result 
of partitioning out subject variance. The correction procedure is 
outlined in Appendix C. 
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•top view 

4000 £side view 

3500 -
3000 

I , 
2500 , , , ,. , ,. ,. , 
2000 - ___ ......... --' 

1500 -

1 I I I I I I 
1 2 3 4 5 6 7 8 9 10 

(shift) 

TRIAL 

Figure 3.4. - Mean reaction-time to find an analogy between a 
phrase and a cartoon for two viewpoint conditions. 
The tenth trial in each condition is a 11 Shift11 

trial pairing a cartoon with the phrase from the 
contrasting viewpoint. The solid lines join sco­
res for the same subjects, while the hashed lines 
encircle scores in the same viewpoint condition. 
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of conditions (side-view, top-view); a main effect for trials (5 

through 10); a trials x conditions interaction; and most importantly, 

a test of the hypothesis -- a planned comparison of the shift versus 

non-shift trials. 

The results of the analysis of variance are summarized in 

Table 2. There is a large main effect of conditions, F(l,227) = 

56.89, p < .001; no main effect for trials, F(5,227) = 1.81, p < .10 

and no trials x conditions interaction, F(5,227) = .506. The planned 

comparison of the means for the shift versus non-shift trials proved 

significant, F(5,195) = 7.78, p < .001. 

D. Discussion 

The results support the claim that transformations are 

psychologically real and can affect our ability to find analogies 

between perceptual and linguistic events. Subjects can be biased 

to attempt to assign a meaning to a cartoon consistent with a parti­

cular point-of-view. A sudden shift to a phrase specifying a shift 

in assumed viewpoint requires recomputing the description of the 

cartoon so that a match can be achieved. This additional recomputa­

tion is reflected by significantly longer reaction times for the 

shift trials compared with the non-shift trials within the same view­

point condition. Let us discuss in more detail the nature of this 

recomputation. 

Prototypical Viewpoints. The large main effect for condi­

tions supports the hypothesis that it is easier to match cartoons to 
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TABLE 2 

SUMMARY OF ANALYSIS OF VARIANCE FOR EXPERIMENT 3 

Source d. f. Mean Square F 

Conditions 1 49,417,005 56.89 

Tri a1s 5 1,573,593 1.81 

Conditions x 5 435,313 .501 
Trials 

Error 227a 

Planned comparison of Shift versus Non-Shift trials, F(l,195} = 7.78b 

aError term has adjusted degrees of freedom due to the correction 
procedure described in Appendix C. 

bCritical value of F tested under reduced degrees of freedom due 
to correction procedure described in Appendix C. 
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their sideview than to their top-view phrases. Figure 3.4 shows 

that reaction times for top-view trials take consistently longer 

than side-view trials. In addition, a switch from a side-view to a 

top-view trial produces a large increase in reaction time while a 

shift from a top to a side-view shows a slight drop. Why should it 

take longer to match cartoons to their top-view descriptions? 
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This result can be explained by making two assumptions about 

the nature of our event concepts: (1) our knowledge of event classes 

includes information about how events look from various viewing an­

gles; and (2) some viewing angles are more typical than others, in 

particular side or frontal views. The assumption of prototypical 

viewpoints triggered by verbal descriptions stems from the following 

reasoning. Because we perceive the visual world mostly from an 

upright, vertical orientation, our experience of events is more often 

from a si de or straight ahead perspective than from the air or lying 

on the ground. If this is so, it is possible that our event concepts 

come to reflect this preferred spatial orientation. That is, one of 

the "slots" in an event schema may be that of 11 typical viewpoint" 

and, unless there is contextual information specifying otherwise, the 

prototypical 11 default 11 value for viewpoint will be a side-view. 

To cite our earlier example: the surface representation 

of the event activated by the phrase 11 an egg fa 11 i ng off a tab le 11 

would most likely be from a side rather than from a "worm's eye" view, 

unless context specified another viewpoint. In other words, all 

things being equa 1, the cornprehensi on of an event through 1 anguage will 
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assign a side-view description to an event. 

The same assumption holds for the encoding of the cartoon­

strips. We pointed out in Chapter 1 that the flat picture plane of a 

drawing can be interpreted in terms of Arnheim's "horizontal space" 

or "vertical space." Vertical space is consistent with a side view; 

horizontal space with a top-view. As in the comprehension of phrases, 

it appears more natural to interpret cartoon analogies in terms of 

vertical space -- as representing side-views -- than as depicting 

top-views. Thus, although it is possible to imagine the cartoon in 

Figure 3.1 as representing either viewpoint, the side-view would 

likely be the preferred encoding. 

Postulating that the default assignment for both phrases 

and cartoon-strips is a side-view helps explain the relative ease of 

matching cartoons to their side view phrases. If both cartoons and 

phrases have initially been encoded a~ side-views, the comparison 

process proceeds smoothly because no inconsistencies in viewpoint 

are revealed. The case of top-view trials is quite different, 

however. Let us characterize the processing of a typical early top­

view trial as follows: (1) the phrase elicits a prototypical side­

view description; (2) the cartoon is also encoded initially as a 

side-view; (3) a comparison of the underlying descriptions results 

in a mismatch; (4) a search process begins to look for ways of resol­

ving the mismatch; (5) one strategy is to imagine the event described 

by the phrase from a different viewpoint, say a top-view; (6) if the 

new viewpoint accounts for the visual features of the drawing, a fit 
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is achieved and the prototypical side-view is abandoned; (7) the 

comparison process notes that a top-view transformation has been 

effective in finding the analogy and stores this information for use 

in later trials. 

This account would explain why top view trials take longer. 

But note that to account for the data on the final shift trials, one 

has to assume, not only that side-views are inherently easier than 

top-views, but that there has been an effect of set. For example, 

Figure 3.4 shows that the shift from a top to a side-view trial 

produces a slight drop in latency. This drop can be explained by 

the assumption that side views are inherently easier to match for the 

reasons stated above. However, the fact that the final side-view 

trial is still significantly slower than the mean of the five previous 

side-view trials (bottom curve) is attributable to an effect of set; 

i.e., at least some of the subjects first try to process the cartoon 

as a top-view but quickly discover that the prototypical side-view 

description is a good fit. 

Figure 3.4 shows that shifting from a side to a top-view 

trial produces a large increase in reaction-time. Again, the inherent 

difficulty of matching top-views can account for part of this increase. 

But note that the mean for this final shift trial surpasses the mean 

of the five previous top-view trials (top curve). This additional 

increase in latency argues strongly for an effect of set. 

Finally, post-experiment interviews revealed that view­

point transformations may play a role in the search for resemblance 
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without subjects necessarily being aware of it. A few subjects did 

report being aware of having to switch viewpoint on the final shift 

trial. Most subjects, however, while aware that there was something 

different about the last trial, were not conscious of a viewpoint 

change compared to the previous trials until it was pointed out to 

them by the experimenter. The fact that people are not conscious 

of using viewpoint transformations does not necessarily mean that 

they are not psychologically real. After all, we are not usually 

aware of using perceptual transformations in making sense of scenes 

or of syntactic transformations in processing sentences. 

E. Conclusion 

In concluding this chapter we will discuss some implications 

of the present experiment for several studies whose broad concern has 

been the mental processes involved in interpreting linguistic and 

pictorial messages. 

Theories of Sentence-Picture Comparison. Clark and his 

colleagues have undertaken a program of research in recent years to 

examine the nature of the interface between language and perception 

(Cf. Clark, Carpenter and Just, 1973 and Clark and Chase, 1972). 

These authors have proposed detailed models of the process by which 

people compare various types of perceptual and linguistic inputs. 

Among the important assumptions of these models is that both language 

and perception are avenues into a single, abstract representational 

system and that any comparison of visual and verbal material must 
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necessarily occur in this common format. They envisage this common 

format in terms of elementary propositions which encode the names 
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of objects, properties and relations. For example, both the senten­

ce 11 the star is above the plus 11 and the picture (4) would be repre­

sented by the proposition, 11 Star (above) plus." 

In addition to the notion of a common representational 

format, a second assumption of Clark, et !1 is that our perceptual 

experience is mediated by an organized spatial framework derived 

from the fact that we stand upright, have eyes in front of our heads, 

walk in a forward direction, use ground level as reference point, 

etc ••• This spatial framework influences our perceptual encoding of 

physical dimensions. For example, the picture (t) showing two 

objects arrayed along the vertical axis would be encoded as "star 

(above) plus" even though a second encoding, 11 plus (below) star 11 is 

also a true description of the scene. 

In support of these hypotheses, Clark et !1 have conducted 

experiments in which a subject is typically presented with a sentence 

(e.g. "the star is above the plus 11
) and asked to verify it against a 

picture (t); that is, say whether or not the sentence is true or 

false of the picture. The time taken to respond is partitioned into 

the various operations assumed to make up the comparison process. 

The present study shares certain views put forward by Clark, 

et~; namely, the notion that both visual and verbal inputs undergo 

a process of interpretation whose output is an abstract representa­

tion. However, the present experiment also departs from Clark et al's 
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approach in several important respects. 

The first difference concerns the nature of the stimuli 

used as a basis for theory building. Clark et al 1 s goal is to deve---
lop a 11 general 11 theory of how people compare sentences with pictu­

res. Yet the verbal and visual materials used in their experiments 

seriously limit the potential generality of such a theory. It is 

true that the configuration (+) technically qualifies as a picture 

or diagram in that it portrays a spatial relation between two objects. 

It is also true that 11Star above plus 11 is a meaningful sentence des­

cribing a spatial relation. Yet one should be wary of basing a gene­

ral theory on such restricted kinds of stimuli. They lack what 

Neisser (1976) calls 11 ecological validity. 11 

A general model of how people comprehend events through 

linguistic and pictorial media must go beyond explaining how people 

encode static spatial relations. The previous chapters have stressed 

the dynamic, changing nature of our perceptual experience. Moreover, 

we have emphasized that comprehension, whether through words or vi­

sual images, is best thought of as the grasping of dynamic abstract 

(often causal) relations among objects. Dynamic relations are impor­

tant because the meaning of an object can often only be understood 

by observing its effects on other objects -- the role it plays in an 

event schema. Bransford and ~1cCarrel1 (1974) have been forceful 

advocates of this position. 

Clearly, the kinds of simple, static displays used by 

Clark et !l, do not easily lend themselves to the investigation of 



0 

c 

165 

how language or pictorial media afford the comprehension of dynamic 

causal events. For this reason, they are a poor foundation upon 

which to build a general theory of how language and perception are 

re1ated. 1 

In light of these arguments, one of the contributions of 

the present experiment has been to extend the scope of theories of 

sentence-picture comparison to include dynamic events. The conse-

quence of using a richer set of stimuli such as cartoon-strips is 

to encourage the search for a richer set of theoretical constructs 

to handle them. Thus, elementary propositions of the form "A 

(above) B" are inadequate to represent dynamic events such as "calli-

ding" or "bouncing." New relational concepts such as "cause," "change 11 

and ''possesion," must be the building blocks of event representations. 

Current research on the representation of meaning mentioned in Chap-

ter 1 should prove useful in this regard. 

A second problem with accepting Clark et ~·s model as a 

general theory of sentence-picture comparison concerns the use of the 

1one might argue that since painting, drawing, photography 
and sculpture are "immobile" media, a useful starting point for a 
theory of picture comprehension might be to study the encoding of 
the types of static spatial relations depicted by Clark's stimuli. 
Even this may not be a good idea, however. Arnheim ( 1964) has poi n­
ted out that successful portrayal in photography or painting often 
demands knowledge of "visual dynamics." He illustrates this point 
with the example of a sequence of still photographs representing 
various phases of a blacksmith at work. Only those pictures showing 
the hammer lifted high convey the full impact of the blow; the in­
termediate phases are not perceived as transitional stages but rather 
as a quiet lifting of the hammer. Presumably, knowledge of dynamic 
relations underlying events affects, not only the artist's ability 
to select the best 11 frozen moment" to portray, but also affects the 
observer's ability to comprehend the portrayed event. 
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verification paradigm. As with the present experiment, verification 

requires a comparison of the internal representations of verbal and 

visual inputs. There is a critical difference between the two tasks, 

however. The task of verification channels the comparison process 

into an "all-or-none 11 mode of decision-making. If there is an exact 

match between the components of the representations, a "true 11 respon­

se is generated. If a mismatch occurs at early stages~ extra opera­

tions are required which involve changing 11 truth indices" until the 

sentence is determined to be either true or fa 1 se of the picture. 

The problem with verification is that by limiting the response to 

either true or false, it precludes any opportunity to observe the 

role that imaginative processes might play in how people compare lin­

guistic and perceptual events. 

In contrast to the verification paradigm, subjects' respon­

ses in the present experiment are not limited to true or false. Ins­

tead, the focus is on how to transform an initial mismatch into a 

match. 11True 11 and 11 false 11 are not meaningful responses. Mismatches 

at the early stages of the comparison process do not result in the 

changing of 11 truth indices, 11 but rather activate the search for trans­

formations (e.g., change of viewpoint) which narrow the semantic dis­

tance between the event representations. 

Shifting the emphasis from verification to the study of 

how people discover analogies between linguistic and perceptual deep 

structures has the advantage of highlighting the creative, problem­

solving nature of the comparison process; i.e., where people must use 
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their abstract knowledge of events and transformations in finding 

resemblances. 
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Encoding of Ambiguous and 11 lmproveri shed 11 Pictures.' Psycho­

logists have long been fascinated by the problem of ambiguous pictu­

res; that is, where the same visual pattern gives rise to multiple 

percepts. Some well-known examples include Wittgenstein's 11 rabbit­

duck" drawing in which the rabbit's ears become a duck's bill when 

one switches attention from one animal to the other. An even more 

striking example is the Necker cube where the same line of a schema­

tic drawing of a cube can be either a front edge or a back edge 

depending on which of two possible three-dimensional interpretations 

the viewer assigns to the two-dimensional display. Ambiguous figu­

res are often cited by perception theorists as evidence of the inter­

pretive, inferential nature of perception. They demonstrate that a 

single vi sua 1 input may be accounted for by any number of candidate 

descriptions. 

For example, Bugelski and Alampay (1961) showed that the 

description assigned to an ambiguous drawing (rat/man) could be biased 

toward either meaning by using the technique of set. A subject could 

be induced to see the percept "rat 11 by showing him a preceding series 

of pictures of animals. Similarly, the present experiment demonstra­

ted that a complex visual input, a cartoon event, could be accounted 

for by two different event descriptions depending on the induction 

of a set for one of two assumed viewing angles. The present study 

differs from the problem of ambiguous figures, however, in two impor-
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tant respects. First, the cartoon-strips are not ambiguous in the 

sense of spontaneously osci 11 at·i ng back-and-forth from one view­

point to another, as the Necker cube can for example. Rather, the 

meanings assigned to the drawings are usually consistent with a sin­

gle, side-view description. Second, the dual meaning only becomes 

apparent as the result of a complex interaction between underlying 

descriptions; i.e., a kind of problem-solving where the subject 

attempts to match the visual input to the verbal description. 

By using language as a means of guiding the processing of 

the cartoons, the present experiment shares some similarities with 

experiments demonstrating the effect of language on the comprehen­

sion of pictures. One of the earliest was that of Carmichael, Hogan 

and Walter {1932) who demonstrated that language can bias peoples' 

reproductions of tachistoscopically presented drawings of objects. 

By simply announcing the name of one of a pair of objects (glasses 

versus dumbell) before the presentation of the picture, the experi­

menter could bias subjects' drawings toward one of the two items. 

More recently, Bower, Karlin and Dueck (1975) tested 

peoples' memory for "droodles." Droodles are impovershed pictures 

which present unlikely fragments of hidden objects which are diffi­

cult to interpret without some clue. Examples of droodles plus the 

verbal clues used by Bower, et~ are shown in Figure 3.5. Subjects 

receiving the verbal clues during interpretation of the pictures 

performed better on recall and recognition tasks than did control 

subjects who did not see the accompanying verbal descriptions. 
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Figure 3.5. - Droodles: {a) A midget playing a trombone 
in a telephone booth; (b) An early bird 
who caught a very strong worm. 

Source: Bower, Karlin and Dueck (1975) 
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The authors point out that verbal clues provide the subject 

with a familiar 11 Schema 11 or "frame 11 which guides the assimilation of 

the visual features to meaningful categories. Although the authors 

offer no theory as to how this assimilation process works, the pre­

sent experiment investigates one rule that might have been part of 

the assimilation process: e.g., assumed viewing angle. Both verbal 

descriptions are effective schema for the droodles because they sug­

gest to subjects a way that the observer's own viewing angle could 

account for the partial fragments present in the drawings. For exam­

ple, changing one's viewing angle from the side to directly in front 

of the phone booth would expose the currently hidden parts of the 

dwarf and his trombone. Thus, transformations may have played a role 

in the interpretation of droodles. 

The present study goes beyond the droodles experiment by 

showing, not only that language can provide a familiar schema for 

the interpretation of visual stimuli, but also that the process by 

which the interpretation is achieved can itself become a schema. 

That is, the experiment demonstrated that language does not just fur­

nish meaningful categories into which features are fit, but also can 

trigger a method of fitting -- a transformational schema -- which can 

apply to new cases. 
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SUMMARY AND CONCLUSION 

One aspect of cartoon analogies that deserves mention 

in this closing section is that people often find them amusing. 1 

It tickles us to see that a bunch of interacting squares and tri­

angles can be classified as crushing or wiping. Why should this 

be so? The act of comprehending a phrase such as 11Wiping a dusty 

blackboard 11 is not usually considered to be amusing. Why should 

it be fun to find such a meaning for a cartoon? 

Part of the reason may be that these cartoons do not 

yield their meanings without a bit of a struggle. A resemblance 

may not be perceived immediately and as we seek to make sense out 

of the interacting elements, a slight tension builds. When sudden­

ly the pieces of the puzzle fall into place, we feel a kind of re-

lease from tension as we manage to fit a cartoon to a familiar 

schema. Such feelings of release from tension are pleasureable 

and often accompany the final stages of solving a problem or even 

getting the point of a bad joke. 

Another, perhaps deeper, reason why we find these car­

toons amusing is that they force us to see how flexible our cogni-

tive frameworks can be. We are amused when we realize that a set 

of objects belonging to one domain -- geometric shapes -- can be 

1I am grateful to Adam Gopnik for calling to my attention 
the problem of why someone should find an abstract cartoon humorous 
or amusing and for suggesting a possible explanation. 
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used as a pathway to a different set of target realities -- the 

class of everyday events. The cartoons force us to recognize a 

kind of tension between code and reality; we know that a triangle 

is not an animate agent, yet despite this awareness we cannot re­

sist endowing the triangle with agency. Thus, the cartoons not 

only induce us to perceive resemblances, they can also make us 

aware that a clever manipulation of a symbolic medium has occurred; 
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a manipulation which brings us face-to-face with the non-rigid na­

ture of our classification system. This same awareness of the flexi­

bility of our cognitive frameworks is partly what underlies our en­

joyment of a Norman McLaren film when a dot or a line begins to 

"behave 11 in human-like ways. 

Gombrich (1969) reminds us that a particularly clever mani­

pulator of the duality between code and reality is the cartoonist 

Saul Steinberg. Consider the drawing in Figure 4.0. Through the 

use of context, Steinberg is able to employ a single pictorial ele­

ment, the straight line, to represent many kinds of realities: a 

water-line, a wash-line, a horizon-line, a train track, and so on. 

Steinberg's cartoon is also a good reminder that the boundary 

between the "metaphorica1 11 and so called "normal" modes of pictorial 

comprehension is blurred. The cartoon shows that the tension between 

code and reality is always potentially present in picture perception, 

although our awareness of it can vary. Even understanding a simple 

line-drawing of a cube requires the ability to interpret entities 
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from one domain -- the class of lines -- in terms of the domain of 

solid, three-dimensional objects. And, as recent work in scene 

analysis shows, the ability to map such picture fragments onto the 

domain of three-dimensional objects requires a complex conceptual 

structure which relates the representational domain {line fragments) 

to the semantic domain (solid, 3-D objects). 
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Of course the picture fragments in cartoon-strip analogies 

are not just straight lines (except for the contours of the frames), 

but also two-dimensional geometric shapes. The challenge of Chapter 

1 was to examine the process by which the conceptual system is able 

to map the geometric picture fragments, composed within the medium 

of cartoon-strips, onto the domain of familiar actions and events. 

Using peoples' interpretations of a number on abstract cartoon-strips, 

we asked what kind of information-processing system could have per­

formed the input-output transformations? We quickly discovered 

that the commonly held view that people recognize resemblances 

between events because they belong to the same "equivalence class" 

(i.e., share a set of physical features) could not account for the 

ability to understand cartoon-str·ip analogies. It was shown that 

the physical features of the individual visible elen~nts were not 

as critical to comprehension as abstract relations among the ele­

ments. But more than this, subjects' interpretations showed that 

many concepts -- such as assumed viewing angle -- involved in sha­

ping the meanings have no counterpart either in the elements of the 

drawings or the actual words of the interpretation. 
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It was suggested that, instead of classification, a better 

way to characterize cartoon comprehension was as a kind of problem­

solving in which the conceptual system forms a description which 

explains or accounts for the visible elements in the cartoon display 

by a finite number of concepts or 11 ideals. 11 The concepts that form 

descriptions were called ideals because, although they do not usually 

arrive at the sense organs as simple, separate pieces of the visual 

input, they are the conceptual system's assumption that separate, 

simple factors may actually be present in a scene in complex ways. 

That is, it was shown now that the conceptual system must know how 

ideals can interact -- undergo transformations -- in order to form 

accurate descriptions of a visual input. 

The notion that comprehending cartoon-strip analogies is a 

process of des cri pti on encouraged us to descr·i be some of the di ffe­

rent kinds of ideals that seemed to be shaping the interpretations. 

In so doing, we proposed that the description process occurs in hie­

rarchical stages, each stage generating a description of the input 

in terms of certain kinds of ideals and passing along its results 

to the next highest stage of analysis until the input is recognized 

as a familiar event. The early stages of description include such 

basic concepts as: "object," "movement," 11 0Verlap," "next-to," etc., 

which serve to describe the spatial relations among the elements in 

the different frames as well as to account for changes in shape, 

position or orientation of the separate elements. 
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At higher levels of description, we postulated the exis­

tence of more complex ideals such as "causality" which describe the 

changes in one element as a consequence of changes in another ele­

ment. At even higher level, we postulated the presence of event 

schemata (e.g., 11Wiping 11
) which encode our prototypical knowledge 

of events in terms of a number of abstract categories: agent, reci­

pient, instrument and so on. 

Although portraying the description process as occurring 

in hierarchical stages helped us to see the various kinds of ideals 

involved in cartoon comprehension, we pointed out that not only did 

the process work "bottom-up," but also "top-down." That is, it is 

not the visual features alone which drive the description process, 

but the conceptual system itself may generate a hypothesis, based 

on partial evidence, as to the kind of event being portrayed by the 

cartoon. In this case, it will try to test its hypothesis against 

the visual features of the drawing. This testing procedure may re­

veal that certain features are inconsistent with the hypothesis. 

When this happens, we proposed that the conceptual system has cer­

tain strategies for dealing with inconsistencies; i.e., it may modi­

fy the description of the cartoon by performing certain kinds of 

transformations on it: for example, imagining the event from a 

different viewpoint or seeing the event depicted by the cartoon as 

the consequence of an earlier unseen event. 

Acknowledging that the description process can work top­

down and that fitting the visible elements in a cartoon to an event 
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schema can call upon transformational strategies helped us better 

understand two main problems raised by the interpretations: (1) 

how the same cartoon can elicit different interpretations and (2) 

how some subjects are able to treat the cartoons as metaphors for 

11 abstract 11 ideas. 

Perhaps the most difficult question raised in Chapter 1 

was how the linguistic and perceptual systems are related in the 

comprehension of the cartoons. One theory found wanting, is that 

picture-like mental images could serve as mediators linking words 

to the cartoons. The problem with this theory was not the idea 

that words can become associated with mental images; but the claim 

that mental images are faded, percept-like entities bearing isomor­

phic resemblance to their external referents. The ability to label 
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cartoon-strip analogies as complex events, not just geometric shapes, 

presents a serious challenge to the mediated associates model. It is 

not clear how a picture-like mental image could embody knowledge of 

abstract relations underlying events or procedures necessary for 

identifying them in abstract cartoon strips. 

An alternative model was that both language and perception 

are linked to a common conceptual system in which the meanings of 

visual and linguistic inputs are mapped onto a common representational 

format. We ended the chapter by citing two examples of how semantic 

networks have been used recently to represent the meaning of linguis­

tic utterances and visual events. For language, an utterance is de­

composed into its basic underlying propositions; these propositions 
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are themselves formed out of primitive semantic components (change, 

cause, possession, etc.). For vision, a computer program which simu­

lates the mental processes involved in the perception of causal 

event sequences was cited as an example of how structural networks 

could be used to represent the meaning of dynamic visual events. A 

weakness of both approaches is that they do not provide procedures 

which could use transformations, based on the perceiver's tacit 

knowledge of the perceptual effects of his own activity, in matching 

the meanings of linguistic and perceptual inputs. 

In Chapter 2, the ideas of description and transformation 

were extended to the problem of how people compute the degree of 

resemblance between an abstract cartoon strip and several alternative 

verbal interpretations. An experiment was conducted to demonstrate 

(1) that people are able to compute the degree of resemblance between 

events when they are encoded in two different media -- phrases and 

abstract cartoons and (2) that they can do this despite the fact 

that there are no surface similarities between the physical features 

of objects in the cartoon display and the physical features of the 

objects mentioned in the phrases. The results showed that people 

agree strongly as to which of a set of phrases is best, next-best and 

worst fit to an abstract cartoon. The ability to perform such 

"fuzzy" matches was taken as further evidence that our knowledge of 

event classes is flexible and not restricted to a set of criterial 

features. 



In exploring the cognitive competence underlying peoples' 

intuitions about goodness-of-fit between cartoons and phrases, we 

looked for help to a computer simulation of the processes involved 

in another kind of analogy task -- the solving of geometric analo-

gies --where people are asked to find structural similarities 

between sets of geometric patterns. These problems are of the form: 

A is to B as C is to which of a set of alternative patterns? 

We argued that the program which solves these problems 

embodies some general principles of analogical reasoning which can 

apply as well to the problem of computing the goodness-of-fit across 

modes. The success of the program depends on its forming descrip­

tions of the patterns being compared, describing the differences, 

and accounting for the differences by transformations. Once the 

appropriate transformations are discovered which change A to B, 
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they are applied to C to give the "ideal" solution. Similarly, 

evaluating the goodness-of-fit between a cartoon and a set of alter­

native phrases requires generating underlying descriptions of the 

events, comparing the descriptions, assessing the differences and 

choosing the phrase coming closest to the ideal description of the 

cartoon; i.e., requiring the fewest transformations to find a fit. 

As with geometric analogies an important strategy is the ability to 

transform an initially overspecific description to deeper levels of 

abstraction; for example, ignoring a mismatch in terms of specific 

classes of object (squares versus bread) while basing the resemblan­

ce on an abstract component alone (e.g. transfer). 
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One of the main themes of the thesis has been that the 

theoretical constructs of description, ideal and transformation, 

which have already proved useful in the study of perception, thinking 

and problem-solving, can be fruitfully applied to the study of inter­

actions between language and perception. 

To this end, Chapter 3 presented an experiment where peo­

ple were asked to use their imagination to find analogies between 

phrases and abstract cartoon-strips. The experiment was designed 

in such a way that the ability to find the analogy would be affected 

by the use of a transformation involving assumed viewing angle. Our 

claim was that if such transformations are psychologically real, in­

dependent components of the problem-solving process, then one should 

be able to manipulate them experimentally. 

To do this, we used the technique of 11 Set." In each of 

nine trials subjects were asked to find an analogy between a cartoon 

and a phrase while the amount of time it took to find the analogy 

was recorded. In one condition, the cartoon more easily fit the 

meaning of the phrase if imagined from a side-view. In the other 

condition, the analogy to the phrase could be most easily apprehended 

by imagining the cartoon event from a top-view. By having subjects 

receive the same type of viewpoint over nine trials we hoped to in­

duce in them a perceptual set for expected viewpoint. Such an effect 

was observed on a final 11 Shift 11 trial where subjects encountered a 

phrase from the other viewpoint condition. 

In addition to providing evidence for the psychological 

reality of viewpoint transformations in finding resemblances across 
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modes, the experiment also suggested that interpreting events 

through linguistic and pictorial media involve assumptions about 

prototypical viewpoints; namely, an event described in language or 

portrayed by a cartoon drawing will be imagined as representing a 

side or front view unless contextual information specifies other­

wise. It was hypothesized that the tendency to assign side-views 

reflects the fact that we perceive events most often from an upright 

spatial orientation rather than from bird's-eye or worm's-eye views. 
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Perhaps the main contribution of experiment 3 has been to 

contribute to the widening of the scope of current research on the 

relations between language and perception. Research on this problem 

has been hampered by an overly restrictive task, that of sentence­

picture verification. The present experiment has presented an alter­

native to the verification paradigm in two ways: first by using a 

richer type of verbal and visual stimuli which incorporate important 

dynamic, causal relations and secondly, by showing that the human 

conceptual system can deal with mismatches between verbal descrip­

tions and visual events in more interesting ways than changing 

"truth indices 11 if imaginative processes are allowed to operate. 

Some Questions for Further Research. This thesis has been 

concerned with how people find resemblances across pictorial and 

linguistic modes. We have tried to show that this task can be studied 

as a kind of problem-solving in which cognitive structures (ideals, 

schemata, frames) interact, sometimes in complex ways, during the 

attempt to understand an abstract cartoon-strip or to justify a resem-
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blance between a cartoon and a verbal description. The experiments 

reported in the thesis were designed to challenge the human concep­

tual system so that we might see more clearly the effects of schema­

ta, strategies and assumptions in the interpretation process. The 

people participating in these experiments were all adults. One of 

the premises of the experiments then was that the subjects performing 

the tasks had fully-developed or mature conceptual systems. That is, 

while the experiments could challenge the conceptual system in parti­

cular ways, we assumed that the basic cognitive building blocks 

employed to solve the various problems posed by the experiments had 

already been acquired; i.e., those concepts necessary to understand 

the conventions of comic strips, to read and understand phrases, to 

think at a certain level of abstraction, etc. 

Now many years of research in cognitive development suggest 

that the human conceptual apparatus does not arrive full-blown in the 

young child. Instead, Piaget and others have proposed that the 

child 1 S conceptual system progresses through a sequence of stages 

such that his schemata or concepts become increasingly powerful: 

that is, the child acquires more sophisticated formulas for generating 

and manipulating his internal representations of events, objects and 

ideas. Roughly, the formulas at later stages of cognitive develop­

ment, although derived from the earlier, more basic formulas, permit 

the child to progress from thinking only in terms of concrete objects, 

properties and situations to thinking about the world in more general, 

abstract ways. For instance, at later stages of cognitive development 
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the child can think about his own thought processes deriving ne\<J 

rules or strategies for guiding his thinking about new problems as 

well as old ones. 

Given this view, it strikes me that an interesting line 
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of future research would be to examine the problem of analogical 

thinking across symbolic modes in a developmental context. A deve­

lopmental approach might be worthwhile, not only because it could 

increase our understanding of the growth of imaginative processes but 

also because it could teach us something about the cognitive compe­

tence necessary to understand and use symbolic forms other than lan­

guage: i.e. the comprehension of events in the pictorial medium of 

cartoon-strips. Let me conclude therefore by outlining a number of 

questions for further research on analogical thinking across symbo­

lic modes from a developmental perspective. 

In an earlier section of this thesis we suggested an alter­

native interpretation of Piaget•s experiment on children's judgements 

of animacy --i.e., where they were asked to classify things as 

"living 11 versus "nonliving." We argued that the apparent willingness 

of the child to classify a cloud as 11alive 11 might not reflect so much 

a cognitive deficit, but rather a willingness to engage in analogical 

thinking: to seek partial and to some extent abstract resemblances 

between living and non-living movement patterns. 

In fact, recent research supports the view that the ability 

to engage in a kind of metaphorical perception ( 11 symbolic play 11
) 
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begins very early, around the second year of life (Gardner, Winner, 

Bechhofer and ~~olf, 1977); for example, a child using a pencil to 

imitate the flight of a rocket. Now the ability to understand abs­

tract cartoon-strips as familiar events also demands what Perkins 

(1978) has called the ability to engage in a kind of "contrary 

seeing;" i.e., finding a likeness between two events despite per­

ceptual evidence to the contrary. An example would be seeing a 
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face in the clouds or, as in the case of abstract cartoon-strips, 

seeing a visual pattern as representing a specific event class (e.g. 

11wiping") despite evidence that the pattern consists of two-dimen­

sional geometric shapes. It would be interesting to know if this 

propensity for metaphorical perception in children transfers easily 

to the problem of interpreting abstract cartoon-strips such as those 

used in the present thesis. If young children can identify abstract 

cartoon-strips as representing specific event classes, this would 

suggest that our event concepts are abstract and flexible even at 

very early stages of cognitive development. 

Of course cartoon-strips can be designed so that some 

require more sophisticated schemata than others in order to be under­

stood. It would be interesting to make use of this fact by studyin_g 

the ability of children at different levels of cognitive development 

to interpret cartoons which pose certain kinds of problems. For 

example, cartoon-strips can be designed such that certain kinds of 

information are ambiguous, missing or even anomalous: e.g., Cartoon-1 

in Appendix B where a change-of-state is represented with an ambiguous 
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cause. How might children at different levels of cognitive develop­

ment handle such ambiguities? Would the younger child feel any obli­

gation to identify a causal agent? Have they already acquired the 

notion of a "well-formed" event? How might they deal with anomalies, 

say a piece of an event in a cartoon that does not fit in with the 

rest of the sequence? 

In addition to examining developmental differences in how 

children tackle different kinds of problems posed by cartoon-strips, 

one might begin to explore the child's ability to achieve correspon­

dences across symbolic modes. In Chapter 2, for example, we saw 

that adults had little difficulty in computing the goodness-of-fit 

among cartoons and verbal descriptions. In doing this task, we argued 

that the conceptual system restructures its initial representation 

of the meaning of a cartoon or a phrase. One type of restructuring 

involved the generalizing of an overly specific description in order 

to uncover a deeper level at which a fit was possible. Performing 

such a task demonstrates a kind of 11 meta-knowledge" of one's own 

conceptual system. At what developmental level do children begin to 

show such meta-knowledge in seeking deeper resemblances between events 

encoded in two different modes? That is, could they make goodness­

of-fit rankings between verbal descriptions and picture sequences 

which required evaluating the closeness of analogy? Could they verba­

lize the reasons why one phrase was chosen as a better fit than ano­

ther? How would children at different levels of development deal 

with metaphorical ·interpretations -- seeing a cartoon as a visual 
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metaphor for a concept such as 11domination?" This too would require 

the ability to process a description to deeper levels of abstrac­

tion. Another way to probe the child's evolving conceptual system 

would be to ask him to explain how the same cartoon could fit alter­

nate interpretations. 

Finally, we saw in Chapter 3 that adults are able to draw 

on their knowledge of how events look at different viewing angles 

in dealing with mismatches between cartoons and phrases. Piaget 

has argued that at certain levels of cognitive development young 

children have great difficulty in imagining how a scene will look 

from a point of view other than their own. Piaget calls this 11 ego­

centrism.11 Would ego-centrism reflect itself in children•s ability 

to imagine how a cartoon-strip could fit either of two event classes 

depending on a change in viewing angle? Are some vantage points 

easier to imagine than others? 

These kinds of questions seem to me to be a promising 

area for future research. Such an approach, based on the use of 

abstract cartoon-strips, would begin to unite studies of problem­

solving, analogical thinking and imaginative processes with research 

on the child's emerging conceptual apparatus and how if affects his 

ability to communicate verbally about what he sees. 
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INSTRUCTIONS 

Experiment l 

This is an experiment on how people understand analogies. 

In an analogy two things are compared to see how they could be alike 

in some way. Usually analogies compare pairs of words, sentences or 

pictures to see what they have in common. In this experiment, 

however, you are going to be given only one part of the analogy in 

the form of a cartoon-strip. Your job will be to see how this car­

toon could be an analogy for a familiar everyday event. 

For example, you are going to see a series of cartoons 

1 i ke: 

[• I I ··] • 11• 

What I would like you to do is to look at eacn cartoon and try to 

understand how the kinds of changes happening to the figures in the 

drawing remind you of a familiar event. The cartoons are to be read 

like an ordinary comic strip from left-to-right. The cartoon depicts 

four frames of a single, continuous event-- not four different 

events. You might say, for example, that this cartoon reminds you 

of an egg falling off a table. 

Once you have thought of an analogy for the cartoon, you 

will write it down on the sheet of paper provided starting with number 

1. As you can see there is enough space beside each number to write 



0 

down more than one analogy if you wish for any particular slide. 

Each slide will be projected for about three minutes before the 

next slide comes on. 

Experiment 2 
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This is an experiment on how people understand analogies. 

In an analogy two things are compared to see how they could be alike 

in some way. Usually analogies compare pairs of words, sentences or 

pictures to see what they have in common. In this experiment, 

however, you are going to be given one part of the analogy in the 

form of a cartoon-strip. For example, you might see a cartoon like: 

I Ill i Ill '1r11 
,,,, • • 1111 

I 

projected on the screen. For each cartoon you will find a list of 

three phrases on the rating sheets you have been given. In this 

practice example the three phrases are: 

~~ sharpening a pencil 

~~ mowing a lawn 

c==J swinging a club 

What I would like you to do is to look at the cartoon and try to 

understand how the kinds of changes happening to the shapes remind 

you of a fami1 i a r, everyday event. The ea rtoons a re to be read 1 ike 
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an ordinary comic-strip from left-to-right and represent four frames 

of a single, continuous event-- not four different events. 

Once you feel you understand the cartoon, read the phrases 

and think about the kind of event they describe. After reading each 

of the phrases, choose which phrase you think is the best, next-best 

and worst analogy for the cartoon. Please indicate your order of 

preference by writing a 1 (best), 2 (next-best) or 3 (worst) in the 

box at the left of each phrase. You must assign a rank to each 

phrase and no two phrases should have the same rank. 

Let 1 s work through a practice example. How could you rank 

the phrases for the cartoon on the screen? (work through example). 

Experiment 3 

This is an experiment on how people understand analogies. 

In an analogy two things are compared to see how they could be alike 

in some way. Usually, analogies compare pairs of sentences or pairs 

of pictures to see what they have in common. In this experiment, 

however, you are going to try to find analogies where the things 

being compared are in two different media: phrases and cartoons. 

You are going to see a series of phrases describing various 

kinds of events. Following each phrase will be a cartoon strip. For 

example, you might see the phrase (show slide): 

PUSHING THE BUTTON ON AN AEROSOL SPRAY 

followed by the cartoon {show slide): 
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Your job will be first to read the phrase and think about the kind 

of event it describes. When you feel you understand the phrase, say 

"OK!" The phrase wi 11 disappear from the screen and a cartoon-strip 

will appear in its place. Look at the cartoon and try to imagine 

how the kinds of changes happening to the geometric shapes in the 

drawing could be an analogy for the kind of event described by the 

phrase you saw. 

These cartoons are read from left to right and depict four 

frames of a single continuous event -- not four different events. 

In this slide, for example, you might see the cartoon as a kind of 

"spraying" in that the dots coming from the half-circle remind one 

of droplets emanating from a spray can. 

What I'm interested is in how long it takes you to find 

an analogy between the phrase and the cartoon. That is, once the 

cartoon comes on I would like you to press this button (give S con­

trol switch in strongest hand) just as soon as you see how it could 

be an analogy for the phrase. Although there is no time limit, 

please react as quickly as possible once you see the analogy. Don't 

press the button, however, unless you do see a correspondence. 



APPENDIX B 

Interpretations for 10 Cartoon-Strip Analogies 
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Actiona 

Absorbing; Vacuuming; 
Inhaling 

Spilling; Emptying 
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CARTOON 1 

Interpretationb 

1. a cloth absorbing ink 
2. an ink spot being sucked into a well 
3. vacuuming 
4. inhaling smoke 
5. a vacuum absorbing an ink spot 
6. a siringe absorbing liquid 
7. a vacuum sucking up something 
8. a rag wiping a stain 
9. a sponge absorbing liquid 

10. absorbing an oil stain 
11. a magnetic ray attracting a liquid 
12. an oil spot absorbed by a cloth 
13. absorbing information 
14. liquid filling a transparent container 
15. a mouth inhaling something 
16. someone inhaling smoke 
17. a sponge absorbing a spot 
18. a vacuum picking up dirt 

19. emptying a glass of something 
20. spilling ink from an inkwell 
21. spilling coffee 
22. spilling the contents of a bowl 
23. spilling coffee 
24. spilling ink from an inkwell 
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CARTOON 1 (continued) 

Actiona Interpretationb 

Filling 25. fi 11 i ng a container with liquid 
26. filling a transparent container with 

liquid 
27. filling up an i nkwe 11 

Other 28. a cloud covering the moon 
29. smoke staining a lamp 
30. a cloud approaching the sun 

31. an animal hiding in a hole 
32. putting out a light 
33. a country disappearing from a map 

being swallowed up by .•. 
34. brilliant sunshine 
35. sticking out a tongue 

a!nterpretations describing similar kinds of action have been grouped 
together. 

bThe interpretations have been translated from the french. 
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CARTOON 2 
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Action Interpretation 

Mowing; Plowing; Erasing; 1. 
etc. 2. 

3. 
4. 
5. 

6. 
7. 
8. 

9. 

a lawnmower cutting 
a lawnmower cutting 
a lawnmower cutting 
a lawnmower cutting 
a lawnmower cutting 
mowing the lawn 
mowing the lawn 
mowing the lawn 
mowing the lawn 

grass 
grass 
grass 
grass 
grass 

10. 

11. 

mowing 
mowing 

the lawn 
the lawn 

12. mowing the lawn 
13. a bulldozer p1owing snow 
14. a bulldozer clearing snow 
15. plowing a gap in a roadway 
16. a tractor removing snow 
17. a tractor plowing a field of cabbage 
18. a vehicle plowing through a crowd 
19. clearing snow with a shovel 
20. plowing some stones 
21. a bulldozer removing snow 
22. a shovel scooping up pebbles 
23. a bulldozer ravaging trees in a forest 
24. a plow clearing snow 
25. a tractor crushing rocks 
26. erasing a blackboard 
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CARTOON 2 (continued) 

Action Interpretation 

27. erasing a dirty blackboard 
28. erasing a dusty blackboard 
29. wiping up dust 
30. a beam sweeping across a TV screen 
31. a tank piercing an enemy's defenses 
32. elite troops eliminating part of a 

population 

Other 33. a plank caving in a wall 
34. a game of dominos 
35. two sidewalks and a car 

0 
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Action 

Crushing; Mashing 

Covering; Putting 
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CARTOON 3 

t 6 
Interpretation 

1. a spoon crushing a potato 
2. one object falling on another and 

crushing it 
3. crushing a mushroom with a rock 
4. crushing a nut with hammer 
5. a hammer crushing a foot 
6. a mass flattening a sphere 
7. dropping a lampshade on a foot 
8. crushing a cigarette 
9. parachuting onto a rock and crushing it 

10. a foot crushing a ball 
11. a fork mashing potatoes 
12. crushing a ball 
13. a floating lampshade crushes a lamp 
14. a hand crushing an insect 

15. covering a pea with a can 
16. a cover protecting food 
17. a hat covering a head 
18. putting a cover on a cake 
19. putting a roof on a house 
20. placing a roof on a house during cons­

truction 
21. covering a candle with a can 
22. putting out the flame of a cigarette 

with an unlit cigarette 
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CARTOON 3 (continued) 

Action Interpretation 

Landing 23. an object landing 
24. a space capsule landing on the moon 
25. a capsule landing on a moon 
26. a spaceship landing on a planet 
27. landing a flying saucer 

Other 28. eating soup with a spoon 
29. hammering a nail into wood 
30. a spider descending and gobbling up 

an insect 
31. a symbol of evolving domination 
32. two people joined together in marriage 
33. gathering up objects 
34. two lovers attracting each other 
35. a symbol of a youth hostel 

0 
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Action 

Looking at an oncoming 
object 

CARTOON 4 

Interpretation 

1. looking at an approaching ball 
2~ getting a ball on the nose 
3. getting a rock thrown at you 
4. an object approaching me 
5. getting crushed by an oncoming car 
6. a ball coming toward a camera until 

it covers it 
7. seeing a ball drop from the sky 
8. a ball coming toward a camera lens 
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9. watching a flying saucer come towards 
earth 

10. watching an object descend from the 
sky 

11. seeing a flying saucer approach from 
space 

12. a black bird coming at me 

Approaching a stationary 13. looking at a nail-head from different 
object heights 

14. approaching the end of a dark tunnel 
15. watching a planet get bigger as I 

descend in a space ship 
16. walking toward the end of a tunnel 
17. seeing a planet get bigger as I come 

closer in space 
18. walking toward the opening in a tunnel 
19. watching a planet as I approach it 
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Action 

An object undergoing a 
size transformation 
(expanding) 

Other 
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CARTOON 4 (continued) 

Interpretation 

20. zooming in on a dot with a microscope 
21. seeing a Japanese flag at different 

distances 

22. an ink spot growing bigger 
23. a spot filling a sheet of paper 
24. an ink spot expanding on paper 
25. painting a circle on a square 
26. a car draining its oil 
27. an expanding circle caused by a 

pebble dropped in water 
28. a black spot fills a surface 
29. a pebble forming a growing circle in 

water 
30. an expanding spot filling a surface 
31. a spot growing 

32. an eclipse of the sun 
33. an eclipse 
34. a traffic light 
35. a nonresolvable problem you have to 

1 i ve with 
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Action 

Falling; Dropping; 
Pouring; Diving 

Entering; Passing 
through 

Moving off toward 
the horizon 

Melting 
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CARTOON 5 

... .... 
Interpretation 

1. a man diving into the sea 
2. immersing a stick in water 
3. drops of rain falling into a stream 
4. three people falling off a boat into 

the sea 
5. balls falling into a container 
6. peas dropping onto a plate 
7. water being poured into a container 
8. dropping pears into a box 
9. dropping coins in a piggy-bank 

10. a submarine lowering its periscope 
11. pearls falling down a hole 

12. people entering a hall 
13. three persons entering an elevator 
14. a caterpillar entering a mailbox 
15. three people passing through a doorway 
16. billiard balls entering a side pocket 

17. an individual moving off toward the 
horizon 

18. someone entering the water and disap­
pearing toward the horizon 

19. someone moving across a plain toward 
the horizon 

20. snowballs melting 
21. a snowman melting 



Action 

Hammering; Sticking 

Removing 

Other 

0 

CARTOON 5 {continued) 

Interpretation 

22. hammering a nail into a block 
23. sticking a pin into a pincushion 

24. removing pieces of something until 
nothing remains 

25. removing balls one-by-one 

26. piling meatballs on a plate 
27. a rolling stone gather no moss 
28. assimilation of the minority by the 

masses 

208 

29. the leveling of differences in society 
30. a toy for teaching counting 
31. olives disappearing as they get eaten 
32. a starting signal in a race 
33. a child retracting his tongue 
34. a man descending down into the earth 



-
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Action 

Closing ranks; 
Converging 

• • • 
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CARTOON 6 

• • • •• ... . , . • •• ... 
• • • •• ... 

Interpretation 

1. soldiers forming ranks 
2. people coming together 
3. nine people coming together to make 

friends 
4. a battalion huddles together in fear 
5. a group sandwiched between two others 
6. majorettes coming together in a demons-

tration 
7. soldiers executing manoeuvres 
8. atoms converging to form a whole 
9. people marching, coming together 

10. children coming together in solidarity 
11. nine people tightening ranks 
12. military troops closing ranks 
13. soldiers closing ranks after orders 
14. soldiers tightening ranks 
15. a square dance where people come 

together 
16. a dispersed crowd coming together 
17. people coming closer together during 

therapy 
18. people sharing interests come together 

19. people huddling together in the cold 

20. flies converging on sugar 

21. soldiers closing ranks 
22. people coming together 



Action 

Other 

0 

CARTOON 6 (continued) 

Interpretation 

23. majorettes marching at half-time 
24. dancers coming together 
25. dancers coming together during 

square dance 
26. a group closing ranks in a parade 
27. sheep squeezing together to get 

through a narrow passage 

28. arranging cans of jam on a shelf 
29. walls closing in on prisoners in a 

cell 
30. seeing a leaf from head-on, then 

from the si de 
31. a game of dominos 
32. an elastic taking on its initial 

shape 
33. union makes strength 
34. I like symmetry 
35. clarification of fuzzy ideas 

210 
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CARTOON 7 

LL L 
Action Interpretation 

Falling over 1. a pole falling over 
2. a thin pole falling 
3. a tree falling 
4. a ruler falling 
5. a pole falling to earth 
6. a wall falling over 
7. a stick losing its balance and falls 
8. a drunk falling down 
9. a stick falls to the ground 

10. a woman falling 
11. a telephone pole falling 
12. a pole falling to the ground 
13. chopping down a tree 
14. a tree falling 
15. a tree struck by lightening falls over 
16. a falling object 
17. a man falling 
18. a tree falling 
19. a plank of wood falling 
20. a wall falling 
21. a wall falling over 
22. wind pushing over a candle 
23. a person shaken, falls to the ground 
24. the leaning tower of Pizza 
25. it's hard to keep one's balance 

c 26. what goes up must come down 
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CARTOON 7 (continued) 

Action Interpretation 

Closing; Folding 27. closing a book 
28. folding a camper 
29. a train signal closing 
30. a trap door closing 
31. closing a book 
32. seeing a door closing 
33. a notebook being closed 
34. opening a book 

Other 35. time passing 

c 
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Action 

Spraying; Blowing 
Emmitting 

Leaving 

CARTOON 8 

.... .... 4 ...... ·~ . 
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Interpretation 

1. water spraying from a shower 
2. opening a shower faucet 
3. something blowing particles 
4. a flower emmitting pollen 
5. blowing, sneezing 
6. a shower begins to spray 
7. a hose spraying water 
8. eruption of a volcano 
9. tears flowing from someone crying 

10. opening a shower tap 
11. a boat leaving spray in its wake 
12. the diffusion of electrons 
13. the sun emmitting heat 
14. dandilion petals blowing away 
15. a volcano erupting 
16. soap bubbles detaching from a spoon 
17. an atomizer spraying something 
18. words emmitting their meanings 
19. someone with a cold~ sneezing 
20. expiring air from one•s lungs 
21. something emmitting words 
22. someone transmitting their voice 

23. bees leaving a hive 
24. 
25. 
26. 

11 

11 

11 
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CARTOON 8 (continued) 

Action Interpretation 

27. bees leaving a hive 
28. 11 

29. 11 

30. wasps 1 ea vi ng their nest 
31. 11 

32. wasps flying from their nest 
33. wasps leaving their hive 
34. ants leaving their hill 
35. a crowd leaving a stadium 

0 
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D 
Action 

Transferring 

Infecting; 
Transmitting 

CARTOON 9 

Interpretation 

1. bacteria transferring from one tube 
to another 

2. two spacecraft exchanging personnel 
3. transfer of kinetic energy between 

two blocks of wood 
4. the idea of transfer 
5. the transfer of insects from one 

bottle to another 
6. the transfer of flies between two 

vials 
7. animals moving from one cage to 

another 
8. substances being transferred from 

one tube to another 
9. microbes transferring between test 

tubes 
10. transfer of sand in an hourglass 

11. sperm fertilizing an egg 
12. osmosis 
13. infecting someone with a virus 
14. osmosis between cells 
15. cellular division 
16. infecting someone with a virus 
17. the transmission of knowledge 
18. the transmission of microbes 

21-5 
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CARTOON 9 (continued) 

Action Interpretation 

Other 

19. infecting someone with a virus 
20. reproduction by mitosis 
21. the act of mating and fertilization 
22. infecting someone with a disease 
23. the process of fertilization seen 

through a microscope 
24. infecting someone with a disease 
25. communicating ideas 
26. the idea of transmission 
27. the idea of transmission between two 

cells 
28. infection of molecules 

29. a game of dice 
30. homeostasis -- water rising to same 

level in two tubes 

216 

31. two windows getting hit with raindrops, 
first one, then the other 

32. a ga~ of dominos 
33. a game of dominos 
34. an exchange between extremes 
35. looking at a bunch of heads through 

a window 
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'-~ 
Action 

Bouncing; Jumping 
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CARTOON 10 

'Y 

'Y .........--.-.. ,., 
Interpretation 

1. 

2. 
3. 
4. 
5. 
6. 

7. 
B. 
9. 

l 0. 

11. 

12. 

13. 

14. 

15. 

16. 
17. 

18. 

19. 

20. 
21. 

bouncing on a trampoline 
11 

11 

11 

11 

11 

11 

11 

11 

11 

11 

11 

11 

11 

11 

11 

11 

11 

11 

11 

11 

22. an object bouncing 
23. a diver bouncing on a springboard 
24. rebounding 
25. someone on a diving board 
26. a child bouncing on a bed 
27. a bouncing ball 

217 
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CARTOON 10 (continued) 

Action Interpretation 

Hitting; Ricocheting 28. hitting a metal bar with a hammer 
29. hitting a tennis ball with a racquet 
30. hitting a tennis ball 
31. a tennis ball being hit with a racquet 
32. a bullet ricocheting off a wall 

Other 33. laughing then crying 
34. kicking a metal plate 
35. concavity then convexity 

c 
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APPENDIX C 

ANOVA Correction Procedure for the Latency Data 
from Experiment 3 
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ANOVA Correction Procedure for the Latency Data from Experiment 3 

Because of the particular crossover design used in this 

study where a subject is switched to the contrasting viewpoint con­

dition on the final trial, the normal way of partitioning out subject 

variance in a treatment-by-subjects ANOVA cannot be used since 

subjects are not actually nested in viewpoint conditions. However 

a correction procedure, applied prior to ANOVA had the desired result 

of partitioning out subject variance. 

The procedure involved obtaining a correction factor for 

each subject based on the deviation of his mean score for trials 5 

through 10 from the grand mean for these trials for subjects in his 

group. This factor was then added to each subject's score for all 

six trials. This removes subject variance from consideration. The 

remaining 11Subject variance 11 is really subject-by-trial interaction, 

the proper error term for the planned comparison. 
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