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Abstract

Pre-operative image based image guided neurosurgery (IGNS) systems involve

the mapping of intraoperative real world coordinales and trajectories to one or more pre­

operative image data spaces. This is accomplished using a rigid body transtonnation from

patient to image coordinate systems. which is usually obtained by identifying external

landmarks on the patient and on the images. and employing a least squares minimization

technique. The validity of the rigid body transtormation relies on the assumption that the

patient and localizing device fonn a completely rigid body for the duration of the

procedure. Il has been observed that the brain tissue moves signiticantly within the skull.

particularly alter large open craniotomies. violating this assumption ofrigidity.

A surgical guidance system has been developed that combines pre-operative

image intonnation (e.g. MRI or CT) and intraoperative ultrasound imaging to detect brain

tissue defonnation during IGNS. The system includes hardware and software to track the

ultrasound transducer during image acquisition. and visualization software to view the

live ultrasound and co-planar MRI images. The software includes 100ls to delineate

structures in either modality and overlay these images on one another. and warp the pre­

operative image based on the delineated structures.

The thesis includes a discussion of techniques. instruments and results. using a

novel calibration tool and a multi-modality deformable phantom. Finally. the c1inicaJ

experience from the use ofthis system in the operating room are presented.
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Résumé

La neurochirurgie guidée par imagerie, basée sur images préoperatoires, implique

la relation entre coordonnées et trajectoires intraopératoires réelles et le ou les espaces­

image(s) préoperatoires. Ceci est effectué par l'entremise d'une transfonnée rigide du

patient au rétërentiel image. que l'on obtient habituellement en identifiant des repères

externes sur le patient et sur les images. et en employant une minimization par le moindre

des carrés. La validité de la transtonnée rigide s'appuie sur l'assomption que le patient et

l'outil de localisation constituent un corps rigide pour la durée de la procedure. Or. il a

été établi que le cerveau se déplace de façon significative. à l'intérieur du crâne.

paniculièrement après de cranotomies béantes. violant cette assomption de rigidité.

Nous avons conçu un système de guidage chirugical qui combine l'infonnation

préoperatoire (ex.: IRM ou tomographie pas rayons X) et les images échographiques

intraopératoires pour détecter la déformation du tissu nerveux pendant l'intervention

chirugicale. Le système inclut du matériel et du logiciel pour assurer le suivi du

transducteur échographique pendant I"acquisition d'images. et du logiciel de visualisation

pour visionner les images échographiques en direct ainsi que des images IRM

coplanaires. Le logiciel comprend des outils pour délinéer les structures anatomiques

dans l'une ou l'autre modalité. recouvrir ces images rune sur l'autre. et recaler de tàçon

nonrigide l'image préoperatoire en venu de ces structures délinéées.

Cette thèse comprend une discussion des techniques, des instruments et des

résultats, enployant un nouvel outil de calibration et un phântome défonnable et utilisable

avec diverses modalités. Enfin, l'experience clinique intégrant ce système eté présentée.
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Original Contribution

This work contributes the following original ideas. methods and tools to IGNS:

A novel design of a multimodality calibration phantom. which minimizes the error

c0Il:tribution from partial volume effects on the calibration of the US based IGNS

system. The phantom also serves as a tool to evaluate the accuracy of the IGNS

system in mapping intraoperative ultrasound image pixels to homologous pre­

operative computed tomography or magnetic resonance images.

A complete intraoperative US based IGNS system which incorporates novel designs

that allow the surgeon to qualitatively and quantitatively compare the intraoperative

and pre-operative images.

Several display techniques to superimpose the deformation infonnation on the pre­

operative images. including a novel interactive region of interest (ROI) tool that

allows the surgeon to easily and quickly compare the intraoperative and pre-operative

images. The surgeon can qualitatively assess the extent of brain shift. and its effects

on the accuracy orthe pre-operative infonnation. as weil as to monitor the progress of

the procedure. Point and line annotation 100ls were developed to manually identify

homologous features in the pre and intraoperative images to allow quantitative

infonnation on the extent ofbrain shiti to be acquired.

A simple propagation and interpolation algorithm that uses the quantitative

defonnation information obtained using the point and line delineation tools to warp

the pre-operative images to effectively correct them for the defonnation.

A novel multimodality defonnable phantom to test the IGNS system's ability to

visualize and correct for the deformation. The phantom can he imaged using magnetic

resonance imaging to simulate prc-opcrativc images, and using uhrasound to simulate
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intraoperative imaging. The phantom contains two hemispheres. each with simulated

cortical surtàces, ventricles and blood vessels, ail visible in both modalities.
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Chapter 1

Preface

1.1. General Introduction

Radiological images have been used as a diagnostic tool in medicine for decades.

Soon after their introduction by Rôntgen. physicians took advantage of this new fonn of

infonnation to better plan and carry out a wide variety of surgical procedures. Over the

years, radiologists and neurosurgeons have developed techniques that allowed them to

define coordinate spaces common to both the images and the patienfs head. This was

often tàcilitated by the use of a stereotactic frame. which allow one to precisely localize

targets of interest on the image data. and then accurately reach them within the brain by

attaching tools to the frame itself. This c1ass of techniques became known as stereotaxy.

Today, stereotaxy. also known as image guided neurosurgery (IGNS) has evolved into

two subclasses. frame based and frameless. While the two subclasses have significant

differences. they both rely on the identification of fiducial points within the images and

patient to determine the mathematical relationship between the images and the head.

They both share the assumption that the position of targets within the brain remains

constant with respect to the fiducial reference points. that is. that the brain and coordinate

system can be considered as a rigid body throughout the procedure. This unfortunately,

does not hold true for many neurosurgical applications, particularly where large

craniotomies are involved. and 50 failure of this assumption is a major source ofaccuracy

error in IGNS. This thesis demonstrates the phenomenon ofbrain shift, and its impact on
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the accuracy of IGNS. It also presents a novel addition of intraoperative ultrasound to

trameless stereotaxy that allows one to visualize. quantify and correct tor brain distortion

during neurosurgery.

1.2. Thesis Organization

Chapter 2 follows the development of frame-based stereotaxy and. in more depth.

frameless IGNS. This description includes the basic concepts and a description of sources

of error. and how these impact on the utility of IGNS in the operating mom environment.

Emphasis is placed on the concept of brain tissue movement. and its contribution to

accuracy errors in IGNS. Common configurations. including both pre-operative image­

based IGNS, and more recent systems that include intraoperative information are

discussed. Finally. an overview of various techniques tor measuring brain detonnation in

IGNS is presented.

Chapter 3 provides a detailed description of the intraoperative ultrasound (US)

based IGNS system developed as part of this work as weil as the various phantoms

constructed to calibrate and validate the system. ft begins with a general description of

the major components and continues with a detailed description of the IGNS software.

The chapter closes with a description of each phantom built tor this work. including

general description and construction techniques.

Chapter 4 discusses the methods and results of severa1experiments perfonned to

characterize and validate the IGNS system. ft first presents experiments perfonned to

characterize the individual components of the IGNS system. including the US/frame

grabber images and the precision of the tracking device. The precision of the US/tracker

calibration is evaluated next, and the chapter concludes \Vith a description of the

experiment to measure overall statie system accuracy.

2
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Chapter 5 outlines the work perfonned to evaluate the ability of the US based

IGNS system to demonstrate and correct for tissue movement. lt is done by using the

defonnable brain phantom in experiments to simulate brain deformation. and use the

IGNS system to visualize. quantify and correct for the distortion. The accuracy an

detecting and correcting tor the simulated movement is evaluated and presented.

Chapter 6 discusses the results of the use of the US based IGNS system in the

operating room tor actual surgical cases. Four typical neurosurgical cases are described.

each with an emphasis on where the system was useful.

Finally. chapter 7 summarizes the work. and puts it into perspective by discussing

the limitations of the current system. and where tùture work would be fruitful in

advancing the state of the art in this tield.

1.3. List of Publications

1.3.1. Peer reviewed papers and conference proceedings

• R. M. Corneau. A Fenster, and T. M. Peters. "Intraoperative ultrasound for guidance

and tissue shift correction in image-guided neurosurgery", Medical Physics, 27 (4).

787-800 (2000)

• R. M. Comeau. A.f. Sadikot. A fenster. and T. M. Peters. "Intraoperative US in

Interactive lmage-guided Neurosurgery:' Radiographies 17 (4), 1019-1027 (1998).

• R. M. Corneau, A. fenster. A. Sadikot and T.M. Peters, "Cornbining Intraoperative

Ultrasound and Preoperative MR Imaging for Irnproved Image Guidance ln

Neurosurgery '\ SPIE Proceedings, Image Processing 3338(1 ):747-754.
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• D. G. Gobbi. R. M. Corneau and T. M Peters. "Ultrasound Probe Tracking for Real­

Time UltrasoundiMRI Overlay and Visualization of Brain Shi ft:·. Medical Image

Computing and Computer Assisted Intervention - MICCAI'99. Lecture Notes in

Computer Science 920--927. 1999

• D.G. Gobbi. R.M. Comeau~ B.K.H. Lee and T.M. Peters. "Correlation of Pre­

Operative MRI and Intra-Operative 3D Ultrasound to Measure Brain Tissue Shife

SPIE Proceedings. Medicallrnaging 2000. 12-17 February. San Diego. CA.

• A. C. Bastos. R. M. Corneau. F Andennann. D. Melancon. F. Cendes. F. Dubeau. S.

Lafontaine. D. Tarnpieri~ and A. Olivier. "Diagnosis of Subtle Focal Dysplastic

Lesions: Curvilinear Multiplanar Retormatting From 3D MRI" Annals of Neurology.

46( 1):88-94. 1999

• T. M. Peters, R. Corneau~ P. Munger. B. L. K. Davey. L. Pisani. A. Sadikot and A.

Olivier. '1mage-guided Neurosurgery at the Montreal Neurologicallnstitute:' Annual

International Conference of the IEEE Engineering in Medicine and Biology

Proceedings 2. 635-636 ( 1996).

• B. L. Davey.. R. M. Corneau . C. Gabe.. A. Olivier. and T. M. Peters . "Interactive

Stereoscopie Image-guided Neurosurgery'·. SPIE Proceedings. Image Display. 2164.

167-176. 1998 San Diego CA.

• A. Olivier. M. Alonso-Vanegas • R. Corneau and T. M. Peters. "[mage-guided surgery

of epilepsy" Neurosurgery Clinics of North America 7(2):229-43. 1996

• L. J. Pisani. R. Comeau. B. L. K. Davey and T. M. Peters. "Incorporation of

stereoscopie video into an image-guided neurosurgery environment.·~ Proceedings of

17th International Conference of the Engineering in Medicine and Biology. 365-6

( 1995).
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• T. Paus, R. Jech, C. J. Thompson, R. Corneau, T. Peters, and A. C. Evans,

"Transcranial Magnetic Stimulation during Positron Emission Tomography: A New

Method for Studying Connectivity of the Human Cerebral Cortex", Journal of

Neuroscience, 17(9): 3178-3184, 1997

• T. Paus, R. Jech, C. J. Thompson, R. Comeau, T. Peters, and A. C. Evans, "Dose­

Dependent Reduction of Cerebral Blood Flow During Rapid-Rate Transcranial

Magnetic Stimulation of the Human Sensorimotor Cortex", Journal of

Neurophysiology, 79(2): 1102-1107, 1998

• R. G. Binar , A. Olivier. A. F. Sadikot , F. Andermann , R. M. Comeau , M. Cyr, T.

M. Peters and D. C. Reutens , ,oLocalization of somatosensory function by using

positron emission tomography scanning: a comparison with intraoperative cortical".

Journal ofNeurosurgery. 90(3): 478-83, 1999

• T. Peters, B. Davey. P. Munger, R. Comeau. A. Evans and A. Olivier, "Three­

Dimensional Multimodal Image-Guidance for Neurosurgery··. IEEE transactions on

Medical Imaging, 15(2): 121-128, 1996

1.3.2. Peer reviewed abstracts

• R. M. Comeau and T. M. Peters, "Intra-Operative Ultrasound Imaging in Interactive

Image Guided Neurosurgery", Radiological Society of North America, Chicago.

December 1996: InfoRad exhibit and platfonn presentation

• R. M. Comeau, A Sadikot, A Olivier, M. A. Audette, A Fenster and T. M. Peters,

··Combining Intraoperative Ultrasound and Preoperative 3D MRI for Interactive

Image Guided Neurosurgery" Radiological Society of North America, Chicago,

December 1997: InfoRad exhibit
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Chapter 2

Evolution of
Image Guided Surgery

2.1. Introduction

In November 1895. Dr. Wilhelm Conrad Rôntgen diseovered. while working \Vith

cathode ray instruments. that an unknown radiation emanating from a Hittorf valve eould

penetrate solid objects. and had the same etTeet as light on a mm plate. Since the particles

or rays that ereated these images were unknown. he referred to them as X-rays. Soon

after. the tirst radiographie image of his wite' s hand was obtained. and the uselùlness of

radiographs. or X-ray images. in diagnosing various ailments beeame apparent. Prior to

Rôntgen's discovery. surgeons reIied on exploratory surgery (and occasionally autopsy

results) to diagnose many neurological conditions. The advent of Radiology ushered in a

new era where the surgeons could use images of the patient to help diagnose an ailment,

and plan out a surgical procedure betorehand. This technique became known as image

guided surgery. or more specitieally lor the brain, image guided neurosurgery (lGNS).

In many neurological conditions. X-ray images allowed the surgeon to gain some

understanding of the individual patient's anatomy before actually opening the skull.

Surgeons used this new insight to develop procedures that \Vere less invasive, while

maintaining or improving their efficacy. In these early days, image quality was poor by

current standards. and the surgeon had to mentally correlate the images with the patient in

8
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surgery. Still. this innovative trend in surgical technique encouraged further innovations

in image acquisition to improve image quality, and led to the development of tools that

enabled surgeons to truly relate the image to the real anatomy. This field became known

as stereotaxy. from stereo meaning solid body and taxis, meaning arrangement. More

recently, it has become referred to as frame based IGNS.

2.2. Frame Based IGNS

ln 1918. Aubrey Mussen built a stereotactic frame designed for human use. 1

However it was not until 30 years later (atier his death) that this device was discovered.

ln addition, in 1947. a group led by Frederic Gibbs adapted a frame developed in 1906 by

British physicians Robert Henry Clarke and Victor Horsley (for use in animais) to study

human epileptics1. At the same time, Spiegel and Wycis tùrther developed the technique

of stereotaxy, which established a three-dimensional Cartesian coordinate system to

tàcilitate the navigation of the human brain. These coordinates were detined with respect

to both the brain and the radiographie images that were acquired while the patient was

equipped with a reterence (or stereotactic) frame anached to the head.

Figure 2-1 illustrates the concept of stercotaxy. As with most stereotactic frames.

the Olivier-Sertrand-Tipal3 (OST) frame, enables one to attach tiducial markers tailored

for a particular imaging modality. After images are acquired and transferred to a

computer workstation. the fiducial markers are identified and a modality-specific method

of calculation to detennine transfonnation From frame-coordinate space to the image­

coordinate space is perfonned.

When two dimensional projection images, such as angiograms, are acquired,

fiducial markers in the fonn of 2nun bail bearings embedded in parallel plates are placed

on the frame (Figure 2-lb). The plates and frame are constructed such that the position of

9



• the tiducials are known in the frame coordinate system. When the images are acquired

and input into a computer. the fiducials are identified on the image and combined with

their known locations in the frame coordinate system, yielding a series of homologous

point pairs. These point pairs are used to calculate the homologous transfonnation matrix

(HTM) that describes the projection from the three-dimensional frame coordinate system

to the two-dimensional image coordinate system. This transfonnation maps targets

defined in the frame coordinate system to the image.

ln the early 1970s three dimcnsional tomographie imaging was introduced with

the development of computed tomography (CT), and more recently. with magnetic

_ X-ray
Source

Fiducial
Markers

Fiducial
Markers "

.1

Fiducial markers for
3D Imaglng (CT &URI)

•

Figure 1-1: Illustration ofthe concept ofthe stereotacticframe. A: A rypical stereOiactic

jrame: The Olivier-Bertrand-Tipal (OBT) frame, with imaging plates and tools attached.

B: Illustration ofthe position ofthe ba//-bearing jiducia/marker conjiguration for 2D x­
ra.v images. C: N-bar jidllcial conjiguration for complited tomography or magnetic

resonance imaging.
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• resonance imaging (MRI). Along with these systems, new fiducial marker systems were

developed to caleulate the position and orientation of the images in stereotaetie spaee. In

the case of the OST frame and many other frame standards,4-7 the fidueials used are Z­

bars (Figure 2-le). When a tomographie image of a Z-bar (also known as N-bar) is

acquired. three points. the images of the cross section of eaeh segment crossing the image

plane. are acquired. Each segment forms a side of a right triangle. From Figure 2-2 and

using simple geometry:

a A
-=-

L

Thus. the position P.: of the center marker can be calculated by

(2.1 )

(2.2)

Each tomographie image is aequired with a minimum of three N-bars. Once the

centre marker of N-bar has been localized in frame and image coordinates. the rigid body

Z-bar Fudicual •

Ima e Plane

•
Fiducials visible on image

Figure 2-2: Design ofthe N-barJidlicial marker.
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transtonn from image to frame coordinates (and vise versa) may be calculated.

The main advantage of the stereotactic frame is its accuracy. Il has been shown

that when image distortion is eliminated~ the accuracy of correlating a point in image

space to its homologous point frame space is on the order of 1mm in each direction. 8 This

makes stereotactic frames most useful in procedures requiring high accuracy. One such

procedure is the treatment of movement disorders. Figure 2-3 shows an example of a

stereotactic planning workstation in use at our institution. Ventriculograms. x-ray images

of the skull with a contrast agent injected into the ventricles. are acquired in the operating

room and are digitally scanned into the planning workstation. Pre-operative MRI data are

transterred to the system via a network. After identifying their respective fiducial markers

and calculating the frame-to-image registration. any coordinate and trajectory can he

entered in frame space. and displayed on the images.

Figure 2-3: Display of a eomputerized planning system used in the planning of the

implantation of a deep brain stimulator into the g/obus pallidus fur the treatment of

Parkinson 's disease. Bath Ventrieu/ography and volumetrie MRI are employed ta

ea/eulate the position ofthe stimula/or priar ta implantation.
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Neurosurgeons and investigators have continued to adapt the stereotactic frame

for a variety of procedures. including atlas based guidance tor the treatment of movement

disorders.9- 12 biopsy sampling. 13•14 electrode implantation tor the investigation of

epi lepsy3.15 and cyst aspirations. 16

An additional benefit of the frame is to provide a structure to hold tools for

procedures such as biopsies. electrode implantations or small lesion generation. This

structure is cumbersome however. and limits unrestricted access to large areas of the

head. such as during craniotomies. In these cases. it would be desirable to maintain the

ability to correlate the position and orientation of tools with the image data. but also to

work without the restrictions of the frame. To accomplish this. the field of "frameless

stereotaxy··. or as is more commonly known. interactive image guided neurosurgery

(IGNS) was bom.

2.3. Frameless Image Guided Neurosurgery
(Frameless Stereotaxy)

2.3.1. Introduction

In frame based stereotaxy. correlation of the real world and the image world is

accomplished by establishing a common reference space based on the frame. In frameless

stereotaxy. the frame is typically replaced by a tracking device. which monitors the

position and orientation of a hand held tracked tool holder. to which tools are attached.

Figure 2-4 illustrates a typical frameless IGNS system. As in conventional neurosurgery.

the patient's head is rigidly fixed to the operating table. usually employing a damping

system in which compressed pins fix directly through the scalp into the skull. Either the

tracking system. or a tracked reference object is rigidly fixed to the head restraint, which

serves as the "world", or patient reference frame. The tracking system is connected to a

13



• computer graphies workstation. where images acquired pre-operatively are stored. After a

calibration procedure (described below), which detennines the rigid body transfonnation

From the world reference frame to the image reference frame. the computer displays the

position and orientation of the tool on the image data.

Graphies Workstation

Tracked
Tooi Holder

•

Figure 2-4: Typica/ IGNS selllp: A pointer is attached to a tracked too/lw/der: in this

examp/e. an LED llrra.v. whase position and orien/ation b; monitored h.l,: a tracking

device. The tracker f;-ame-of-referellce is assumed to he rigid(l' fixed ID the head. A

computer monitors the tracker and dùp/ays a representation ofthe too/u'ilhill the image

data.

In the following discussion. we refer to various "spaces" as illustrated by Figure

2-5. Each defines a Cartesian coordinate system attached to a system component. such as

the tracked probe. the probe holder, the patient or the patient's images. These coordinate

systems may be related to one another by arbitrary rigid body or afine transfonnations.

including rotations. translations and scaling. A rigid body transformation may be

represented as a 4x4 matrix:
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• cosa cosf3 cosa sin ft - sina cosy cosa sin ft cos y + sin a sin y f f

nT=
sinacosft sina sin psin y + cosa cos y sina sin ft cos y - cosa sin y fi"

(2.3)
Il

-sinft cosjJsiny cos pcos; f.

0 0 0

where t,. ly and t l are the translation from space a to b. and a.jJ and; are the fixed angle

rotations (7 from in the x. y and z directions respectively.

Referring to the figure. the position of the tip of a pointer may be represented in

the pre-operative image space by:

(2.4)

•

where P:, is the point of interest in tool space (usually the tip. or origin. of a pointer). ;',T

is the transformation l'rom tool to tool holder space. f,r is the transfonnation from tool

holder to the tracking system origin, and ~T is the transfonnation from tracking system to

pre-operative image space. f,r is obtained from the tracking device. ~T is derived using

one of the patient-image registration procedures described below. and ~,T is calculated

via a tool-specific calibration procedure. either empirically. or using a method described

below.

2.3.2. IGNS: Tracking Deviees

A tracking device calculates and reports the position and orientation of an object

in three dimensional space. [n the context of [GNS, a means of detennining the position

and orientation of the tool with respect to the patient is required to allow the surgeon to

visualize tools used during surgery on the image data. Many investigators have reported

various approaches to this task. Most of these involve attaching a tool (usually a pointer)
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Figure 1-5: Illustration of the coordinate systems and the transJormations relating them

ta each other. Tools are Clltached 10 Cl tool lw/der. u'lll"ie the lw/der ...... positioJl and

orientation (Ire monitored hy the tracking device and returned 10 a computer. The

transjormation jrOlI1 the tracking device ro the image ji·ame-of..reJèrence is ohtained by

identijj'ing IIOIIlO/ogous points on the patient wilh the pointer. and 0/1 the images with the

computer ",ouse.

to a device 10 monitor and report ilS position to the display computer, while others have

used "virtual"' pointers, such as the focal point of a microscope. This section reviews the

current state of the art in tracking devices and their strengths and weaknesses in

interactive IGNS.

•

Sorne tracking devices may be a single unit. that is, they may consist of a single

object that acts as the tool holder and the frame of reference (e.g. aniculated arm) while

others consist of one or more tracked objects whose position and orientation are

calculated in a common frame of reference. For c1arity, a tracked object is referred to
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simply as a tracker, while the tracking device as a whole (and the common frame of

retèrence it represents) is retèrred to as the tracking device or system.

2.3.2.1. Articulated arms

One of the tirst tracking devices to gain acceptance in the operating room was the

aniculated ann,IX-13 which offers high accuracy and reliability.24 Figure 2-6 shows a

common six-degree of freedom articulated arm, the Surgicom (Faro Medical

Technologies, Lake Mary, FL). The arm is attached directly to the head fixation clamp,

fonning a rigid system with the head holder and the skull itsell: Sterilization is achieved

by draping it in a sterile bag. The end of the ann includes a receptacle to which tools may

be attached.

The ann itself is multi-segmented. with high-resolution encoders at the joints.

These encoders report the angle of each joint to a computer, which uses these. along with

the known dimensions of the arm segments. to calculate the position and orientation of

the tinal segment (the tool holder. or the wrist). Tools are attached to the wrist, and the

surgeon may move the tool about while the tracker's computer monitors the extension of

the arm and calculates the position of the wrist, which is reported to the IGNS computer.

When a tool is attached 10 the arm, its calibration transformation. ~,T (which is

determined a priori) must be entered into the IGNS software so it can relate the tool

reference trame to the arm's tool holder reference frame.

The main disadvantage of the aniculated arm is its bulk and inlrusiveness in the

operative tield. Despite the six degrees of freedom, it can be difficult to orient the tool to

the desired location and orientation, panicularly if care is not taken in initial positioning

of the ann during set-up. In addition, the articulated arm is only capable of tracking one

tool at a lime. If tracking of more than one tool is required, the tools must be exchanged,
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which lengthens the procedure and is difficult to achieve while maintaining the sterility

of the tools.

Figure 1-6: T..vpica/ six degree ojjj-eedom anicu/llled (lrm

(Faro Technologies. Lake Mary. FL).

2.3.2.2. Magnetic trackers

Another early tracking system to be used in IGNS was the magnetic tracker.25.26

Magnetic based trackers use a transmitter. positioned near the operative site_ to emit a

gradient magnetic field. Small receivers. consisting of orthogonal coils. measure the field

and allow a connected computer and associated electronics to calculate the receiver"s

position and orientation within the field. The receivers can be attached to a pointer and

other surgical tools. allowing the tools to be tracked in the field.

Magnetic trackers offer advantages over mechanical articulated anns. including a

much less intrusive presence in the operative field, increased frecdom of movement and

the possibility of tracking multiple tools simultaneously. Their disadvantage is in their

accuracy and reliability. The basic principle of magnetic field based trackers is that the

transmitter creates a known field gradient in its vicinity. The measured field al the
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receiver allows its position within that field to be caIculated. (f a conductive or

ferromagnetic object in or near the field distons the field. the caIculated position of the

receiver will be in error. EtIons have been made to minimize or at least characterize this

susceptibility. and thus increase the reliability27 of magnetic trackers.

Because such interference is difficult to detect, and the errors introduced due to

the interference may be subtle. these systems are not '1àil satè·'. i.e. when it fàils. the

tracking device retums erroneous results rather than an error message. Because of the

imponance of the infonnation provided by the tracker (e.g. the position ofa Looi within a

patient"s brain). many of the investigators that have reponed on magnetic field tracker

based (GNS systems in the past have since adopted other tracking technologies.

whenever possible.

2.3.2.3. Optical trackers

Optically based tracking systems use cameras to view light sources attached to a

rigid body (or tracker). These sources are either infrared emitters «(-reds) linked to a

control unit via a wire. or spherical renectors which renect infrared light emitted by the

tracking device itself. Multiple cameras (typically two or three) are employed to visualize

the emitters. and calculate their location in space by triangulation. Like the magnetic

based tracking devices. multiple optical trackers may be used simultaneously.

Optically based tracking systems olTer many of the advantages of the magnetic­

field based trackers. with the addition of higher reliability. The advantages of optically

based tracking systems include: Low intrusiveness in the operative field. excellent

mobility of the tools being tracked. the ability to track several tools simuhaneously. and

immunity to subtle errors related to the exterior environment. Their advantages have led

to their widespread adoption by both research investigators.28-30 and the mainstream
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commercial market.31.32 Figure 2-7 illustrates a typical setup tor a tracking device, the

Polaris optically based tracking system (Northem Digital, Markham ON), used in many

IGNS plattonns. The camera array is positioned approximately 1.5 m away from the

operative field. typically on a stand that allows it to view the operative field from over the

surgeon's head. Usuallya tracked object. or retèrence tracker, is attached onto the head

fixation device. This allows the IGNS computer to calculate the position and orientation

of other tracked tools with respect to the retèrence tracker, which is rigidly tixed via the

Maytield clamp to the patient"s head. This allows the camera to be moved without loss of

registration.

@J
Controler
Computer

ToriNS
Workstation

Figure 2-7: Schematic illustration of the Polaris optical tracking system in use at our

institution. A reference tracker is rigid(v connected ta the head fixation device to pro\-ide

a rigid-bod..v connection between the tracker and the patient 's skull. Using both the fixed

rejèrence tracker. and the tracked tool. one can calcu/ate the position and orientation of

the too/ lvith respect to the referellce tracker and thus the patient.

Until recently. optically based systems functioned in an active tracker

configuration. That is, the tracked object consisted of an array of infra-recl emitters (1­

reds) that were activated in a sequence under the control of a computer. Using the array
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of I-red positions and the known positions of the I-reds on the tracker. the position and

orientation of the tracker was calculated. More recently, passive tracking systems have

been introduced. These operate in a manner similar to the active systems. with two

exceptions. First. instead of being fitted with emitters. they are fitted with spherical or

circular reflectors. The camera array also contains an infrared emiuer. which floods the

field of view with infrared light. The cameras obtain images of the reflectors. and thus

can calculate their position and orientation. Secondly, because the images are of the

retlection created by the infrared flash l'rom the camera on the retlectors. the image

obtained is of ail the retlectors simultaneously. The advantages of the passive systems are

twofold. First, there no longer needs to be a wire between the control unit and the

(rackers, allowing even greater treedom of movement in the operating room. Second, the

passive trackers oftèr a better field of visibility than the I-reds. simplit)ring the geometry

of the (racker, and thus the tracker's construction. The main disadvantage of the passive

spheres is that they are costly ($15-50USD) and delicate, in that they can only tolerate

being sterilized once. and thus must be replaced after each case.

The disadvantage of optically based tracking systems (both active and passive), is

that they require sight lines between the trackers and the camera. This can be largely

overcome by careful planning of the camera position. and by the using a dedicated

tracker as a retèrence object attached to the head fixation clamp. As described earlier, this

allows the camera to be moved without losing the ability to calculate the position and

orientation ofa tracked tool with respect to the head reference tracker.

2.3.2.4. Video Based Trackers

Holton-Trianter et. al. 33 have reponed on a novel free-hand tracking device with

functionality similar to that of the passive optical tracking system described above. Their

system, the VISLAN IGNS apparatus, employs stereo video cameras to acquire images of
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• lools. which have unique patterns on them (Figure 2-8). Machine vision techniques are

used to extract the pattern from the images and calculate ilS location in 3D space. The

authors repon that the position of the tool can be localized with an error of less than

O.Smm.

Figure 2-8: Image of the VISLAN pointer.

The rool include...,· a pattern ahject which

can /oca/ized automatica/~v usillg machine

vision techniques.

•

2.3.3. IGNS Pre-operative Multimodality Image Based Guidance

Since the development of radiographie imaging in the early 1900s. investigators

have sought to improve and extend its capabilities of providing intonnation regarding the

internai structures of the human body. In addition to simple radiography. other volumetrie

modalities exploiting eontrast-generating properties have been developed. Betore most

surgical cases, surgeons consult a variety of diagnostic image information sources to

extract the useful infonnation each has to offer. Sorne IGNS systems enable the surgeon

to integrate these modalities, allowing them to combine their strenglhs and obtain a better

overall picture of the area of interest. An in-depth investigation of each imaging

technique exceeds the scope of this thesis, but a brief presentation of the more common

modalities relevant to IGNS is in order. [n the context of [GNS, imaging types may be
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conveniently grouped into pre-operative and intraoperative imaging. Pre-operative based

imaging will be presented first. while intraoperative imaging modalities are presented

later in this chapter.

Imaging modalities may also be sub-grouped into anatomical and functional

areas. Anatomical images demonstrate information about the actual structural

relationships within the volume of interest. while funetional images. as their name

implies. are meant to reveal insight ioto the operational aspects of the target area. The

tollowing section discusses anatomieal imaging methods used in IGNS. in chronological

order of their developmeot.

2.3.3.1. Anatomicallmaging for IGNS

Computed Tomography (CT)

Computed tomography was the first volumetrie imaging modality. and cenainly

one of the first to be utilized in frameless IGNS. Il provides excellent images of the skull.

and reasonable images of many anatomieal and pathological structures within the brain

(e.g. hemispheres. ventricles. tumours). hs ubiquitous availability has made it a eommon

modality tor the diagnosis of many neurological disorders. Figure 2-9 shows a sereen

shot of an IGNS system in use during a resection of a spinal tumour. The CT images (and

3D reconstruction) provide good visualization of the skull base and upper C-spine

segments as weIl and the chord dura and the tumour itself.

While CT images are widely used for many neurosurgieal procedures. the

visualization of individual brain structures is diffieult due to limited soft tissue eontrast..

X-ray based imaging generates contrast between structures based on their differential

electron density. Many of the structures within the brain have similar density values, and

thus do not generate high contrast in the images. Another limitation of CT is that it
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exposes the patient to ionizing radiation. The need for high-resolution images typically

used in IGNS (e.g. 1x 1x 1.5mm voxels) resuhs in higher patient exposure to ionizing

radiation.

Figure 1-9: Example olan IGNS !!Jystem (Viewing JVand. ISG Tee/m0logie:.... Mis.r.,' issaUgll.

ON) using \'o/umetric cr data jàr the resection ola tumou,. il1 the spinal canal. Botlom

riglzt winlio'U' sho'U's a 3D reconstruction oftire skull. spinal segments. :'Ipillal cllOrd dura

and 1lIl1lour. Probe is showll touching the skull hase.

Digital Subtraction Angiography (OSA)

Subtraction angiography is a radiological technique where two images. one of the

anatomy. and the second one of the same anatomy with a contrast agent present in the

blood vessels, are acquired. After acquisition, they are subtracted from one another,

tonning a third image where common structures are subtracted out to enhance th~

vasculature. This technique was tirst performed using film based images, but more

recently, the images have begun to be acquired and processed digitally using an image

intensifier. thus the procedure is now calied digital subtraction angiography. DSA is a

diagnostic modality commonly used in the investigation of blood tlow abnonnalities such

as strokes, arterial venous malfonnations (AVM) and hemorrhages. Il is also used for
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pre-operative planning when perfonning biopsies or implanting electrodes into the deep

structures of the brain.34 Ils historical use in frame based stereotaxy has led to its use in

frameless IGNS procedures. where the tracking device has replaced the frame. Today,

DSA is being employed less frequently as the less invasive and cheaper magnetic

resonance angiography (MRA) and infused CT (CTA) become more popular.

Magnetic Resonance Imaging

MRI is widely accepted as the most signiticant development in neuro-imaging

since the discovery of X-rays, and has quickly become the imaging modality of choice

tor diagnosing and guiding the treatment of many neurological conditions. ft provides

high resolution (typically isotropie 1mm voxels), high contrast images of the brain' s

anatomy. The basic principle of MR imaging relies on the response of atomic nuclei to

stimulation from external magnetic fields. The subject is placed in a strong unifonn (or

gradient) magnetic field (typically 1.5Tesla) causing the naturally random directions of

the spin of the nuclei to line up with the field. These nuclei are then subjected to other

varying magnetic fields (excitation sequence which is dependant on the imaging

protocol) to cause the direction of the spins of the nuclei to loose their alignment and

presses away from the direction of the main field. This is analogous to tapping on a

spinning top causing it to presses about the original spin axis. After the stimulation, the

spin precession decays as the spin realigns itself with the main field. This realignment

process, or spin decay, is dependent on the strength of the external magnetic field and the

magnetic moment of the nuclei themselves. This decay is measured with receiver coils

and can be processed to generate images.

Excitation sequences may be varied to exploit different contrast mechanisms in

the target volume. MRI generally reters to images obtained using sequences that optimize

anatomical structural contrast. Images of the brain's vasculature may he obtained using
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other excitation sequences or by using a contrast agent (Gd-DTPA), and are referred to as

(MRA).

The high contrast available in MR images allows the segmentation, labeling and

display of selected structures derived trom the image. Data are ofien displayed as colour

coded surtàce rendered images. Figure 2-IOa shows a screen shot of an IGNS system

(Viewing Wand) displaying perpendicular cuts (MPR) into the MRI volume as weil as a

3D surface rendered view of the segmented brain. Figure 2-IOb shows a 3D volu.'1le

rendered (maximum intensity projection, or MIP) view of a MRA image data set,

demonstrating an anerial-venous malformation.

Figure 2-/0: A: TypicallGNS (ISG Viewing Wand) sereen lISillg Gadolinium enhallced

lwRllo highlight tumour nodules. Brain surface and tUIIJOlir nodules were segmented

and are displayed as colour coded slIrjùces in the bo/tom right view. B: Maximum

intensify projection image of a magnetic resonance angiogram of a patient with ail

arterial venous malformation (arrow).

Although MRI provides excellent images of the brain, unlike CT, they are prone

to geometrical distortion. These distonions are often caused by impertections in the
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magnet~ which in tum causes the magnetic field to be inhomogeneous. Such distonions

have been extensively studied in the context of frame based stereotaxy,35-37 where

additional sources of distortion may come from the magnetic susceptibility of the

stereotactic frame itself. MRI distonion has also been studied in the context of

multimodality image registration38 and IGNS.39AO Again~ static field inhomogeneity \Vas

found to be a significant contributor. MRI distortion can minimized or corrected by

modifying the acquisition technique or by perfonning a non-linear registration \Vith

homologous CT images. which contain less soft tissue contrast. but also have liule of no

distortion.

2.3.3.2. Functionallmaging in IGNS

In addition to anatomical images, neurosurgeons also rely on image intonnation

that relays brain function, rather than structure. This type of information can be

invaluable in many situations~ tor example in guiding the resection of a tumour that lies

close to a critical region of the brain~ such as the speech area. Among the various pre­

operative functional imaging modalities, positron emission tomography (PET) and more

recently, functional magnetic resonance imaging (tMRI), are most common.

Positron Emission Tomography (PET)

Positron emission tomography was introduced in the mid-1970's.41 Images are

obtained by detecting co-incident photon (511 keV) emissions that are characteristic of a

positron-electron annihilation event. Positrons are introduced into the brain using

phannaceuticals tagged with a positron-emitting isotope (e.g. 2-tluoro-2-deoxy-D­

glucose (FDG». These pharmaceuticals are designed to compete with naturally occurring

chemicals that are present in the brain. In the case of FDG, it partially replaces glucose

consumed by the brain during nonnal synaptic function. Typically a baseline scan is

obtained \Vith the subject at rest. A second scan is obtained with the subject perfonning a
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• specifie task (e.g. linger tapping to perform a motor task). Subtracting the two images

produces statistical differenee image. which represents how the tùnction of the brain

changed during that task. In IGNS, these tasks are designed to delineate the functional

borders of structures significant for a specifie surgical procedure.

The advantage of PET is that it Îs possible to obtain images of high functional

specificity, for example, images representing motor or sensory function. In addition to

task related functional images, other phannaceuticals that target metabolic tùnctÎon of

specifie pathologies (e.g. tumours) may be used to enhance their imaging.

ln order to provide anatomical context to the functional images. the PET data are

usually segmented using a statistically derived threshold to display significant activation

peaks, which are superimposed on an anatomical data set (typically MRI) of the patient.

Figure 2-11 is an example of a functional PET scan superimposed on anatomical MRI tor

surgical guidance during a tumour resection. The surgeon can use the functional data to

highlight eloquent areas that should be avoided during the resection.

•
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The disadvantages of PET are its relatively low resolution (typically 5mm 'i

voxels). exposure of the subject to radiation. limiting the amount of data that can be

acquired. and the requirement of a significant investment in equipment (e.g. a cyclotron

to produce radio- pharmaceuticals) and expenise.

Functional Magnetic Resonance Imaging (fMRI)

Functional magnetic resonance imaging is a relatively new imaging modality that

promises to greatly inerease the neurosurgeon's aeeess to patient specifie. high

resolution. volumetrie, funetional information. As with anatomical MRI. tMRI uses

selective excitation of nuclei within the brain to generate contrast. Its basic principle lies

in excitation sequences that attempt to measure blood oxygenation levels within the

capillaries of the brain, which are thought to correlate with local brain activity in the

vicinity of those capillaries. As with PET, images of the patient at rest are obtained.

tollowed by images of the patient perfonning a specitie task. Analysis of the two data

sets results in a statistieal map representing the relative change in blood oxygenation

level which is correlated with the input stimulus and represents the brain's functional

change elicited by the task.

The recent proliferation of MRI scanners in the medieal community provides an

opportunity to make tMRI more accessible than PET as a tool for surgical guidance. It

also offers higher temporal resolution than PET, and does not expose the patient to

radiation. This enables one to perform multiple studies on single subjects (or patients)

without concem tor radiation safety limits.

2.3.4. Accuracy Considerations in IGNS

There are several sources of error associated with IGNS systems, ail ofwhich learl

to the position of the traeked probe being incorrectly reported in relation to the images
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used for guidance. These errors can be conceptually linked to the failure of two basic

assumptions:

1) Accuracy: That the equipment, registration and images are perfectly accurate. that is.

that the pointer tracking device is free of positioning error, the registration between the

patient and image spaces is error free. and that the images are free from spatial distortion.

2) Rigidity: That the equipment and volume of interest fonn a completely rigid system,

that is the structures of interest within the brain remain in the same position with respect

to the extemal tiducial points used tor patient-image registration and the tracking device

throughout the procedure.

Recalling Equation 2-4, individual errors associated with IGNS can be associated

with errors in detennining each of the transformation matrices. namely ~T. the

transformation from tool-to-tool holder space. ~T. the transtonnation l'rom tool holder-to­

tracker space provided by the tracker. and ~T is the tracker-to-image space

transformation. determined by the patient-image registration. Their relative contributions

to the overall error can be detennined by measuring the consistency. or precision. of the

measurement of each transformation. In addition to the precision of each transfonnation,

the overall system accuracy can he detennined.

2.3.4.1. Accuracy Errors - Errors in :r
The transfonn :,r represents the transfonnation from a particular toors frame of

reference (or space) to the tracked tool holder space. The value of;,r cannot be measured

directly as the origin and orientation of the tracked tool holder is usually not physically

identified on the holder itself. Special calibration procedures must be perfonned 50 that

the position and orientation of the tool and tracked tool holder are known simuItaneously
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in the tracking device space. The precision of ;,T can be estimated by perfonning the

measurements required to evaluate ~T multiple times, and calculating the standard

deviation of the measurements.

The method employed in detennining ;,r is dependent on the tool being

calibrated, thus each tool and method will have their own sources of error. ln every

method. the tracking device is required to obtain the measurements to calculate ;,r. so the

error in ;',r will include the error of the tracking device itself. In the context of this thesis,

t\Vo tools of interest are considered: a simple pointer and a US image from a tracked

transducer.

As with the tracked tool holder. the origin of many tools cannot be physically

localized in the tracking device space. The US image origin is one such example. While

there is no physical origin to localize, there is a rigid body connection between the US

image and the tool holder that can be expressed mathematically. We reler to this as a

virtual probe. Another example of a virtual probe used in IGNS is the focal point of an

operating microscope while tracked by an IGNS system. Figure 2-12 illustrates the

relationship of the tool's origin and the tracker tool holder tor a pointer. a tracked US

transducer and the focal point of a tracked microscope.

Pointer Calibration

Hartov et. al.42 describe a typical method, supplied by a magnetic field tracking

device manufacturer (Ascension Technology, Milton VT), for detennining the translation

vector from a tool holder to a stylus tip. The calibration procedure involves placing the

probe tip into a known (or at least constant) location (e.g. a divot point) and obtaining

multiple (n) samples at different tool holder orientations. Each sample provides the

orientation and position of the tool holder, and is represented as a 3x3 rotation matrix
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Figure 2-12: Examp/es ofphysica/ and virtualloo/ coordinate spaces. A: A pointer has

ifs lip liS if.\· coordinale !Jpace origin. which is physica/(r a/tached ID lire tracker. B:

Tracked ultrasound probe. The origin is based in the image. which can he trealed

lIlathematical(vas rigid(\.' attached /0 the tracked transtlucer. C: Tracked intraoperative

microscope. The origin is tire foca/ point. which can a/so he regarded mathemaricaJ(v as

being rigid(\' al/ached 10 tire microscope Jens.

(MJd ), denoting the rotation of the tooi holder in the tracker space. and a vector in tracker

space (Pr) representing the position of the tool holder. Using this nmation. the position of

the pointer tip ( ~) for any sample i can be expressed as

Vt = iU x V\' + Pr
1 1

(2,5)

By subtracting (n-l) equations from the tirst. and summing them, it cao be shown ~hat:

•

or,

P=Mx Vs
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(2.7)



• Finally, we can solve for Vs, yielding

(2.8)

•

Although this method yields the pointer tip offset vector l'rom the tool holder, it

assumes identical orientation between the pointer axis and the tool holder. This

assumption is acceptable if we are only interested in the position of the pointer tip in

tracker space. but if the relative orientation is desired (e.g. to reterence the orientation as

weil as position of the pointer shaft), another method is required.

US Transducer Calibration

Several methods have been reported for detennining ~T for a tracked US

transducer. While each method differs slightly in implementation. they ail involve

acquiring images of a calibration phantom while the US transducer is attached to the

tracked tool holder43-47. Trobaugh et. al.45 were among the first to report such a

technique. which involved acquiring multiple images of a wire cross phantom.

transfonning these images to a common probe reference frame, and using these points in

a least squares (Gram-Schmidt onhogonalization) technique to solve for the calibration

matrix.

2.3.4.2. Accuracy Error-Aegistration Errar (~T)

The lower invasiveness and intrusiveness of frameless IGNS has Many

advantages over frame-based stereotaxy, however it has been largely at the expense of

accuracy, specifically with respect to the mapping the patient space to the image space. In

frame based stereotaxy, registration is perfonned by identifying fiducial markers that are

designed to be easily visualized when imaged, are at precisely known locations in the

frame coordinate space, and are rigidly fixed to the patient's skull. In IGNS. other
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strategies have been adopted to try to avoid the invasiveness associated with the frame.

with sorne sacrifice of registration accuracy. These include the use of anatomical rather

than implanted artificiallandmarks as tiducials.

The accuracy of the patient-to-image registration can he assessed by perfonning

the registration procedure. and evaluating the target registration error (TRE). This method

assumes that the image is distonion free, or that the registration error incorporates the

crror introduced by image distonion. Fitzpatriek et al.48 have derived expressions for

TRE. and show that the TRE is direetly related to the error in identifying fiducials on the

patient, and on the relative placement of the fiducials themselves.

In practice. the TRE is evaluated in a visual manner. The surgeon places the

pointer on anatomical landmarks on the patient and observes their corresponding point on

the image data. This process is onen repeated at several intervals throughout the

procedure to ensure that the statie registration has not been lost due to undetected

movement of the head within the clamp. After the craniotomy. internai landmarks (e.g.

blood vessels. skull base) are used beeause the externat landmarks are often eovered by

the sterile drape. Il is common practice for the surgeon to initially drill small divot holes

into the skull surrounding the craniotomy area to provide accurate landmarks to consult

during the procedure. When using brain based landmarks, any detected movement is a

combination of registration error, possible skull slippage within the clamp, and non-rigid

movement (if present) of the brain structures being localized within the skull.

Ali registration techniques tirst involve the identification and matching of features

on the patient head. There are several registration techniques to consider, each with

respective advantages and disadvantages. These strategies can he c1assified as point­

based and surface-based methods. with the former being the most common. The most
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accurate. and most invasive of these approaches involves the use of bon~ implanted

fiducial markers. A less accurate. but less invasive technique is to use fiducials adhered to

the scalp, while. the least invasive, and least accurate methods are those which use

anatomical features as tiducials. The other class of methods. surface based methods.

acquires surtàce intormation via a range sensor, video camera or by discrete sampling

with the pointer of the skin surface. This surtàce description is matched with skin surface

information extracted l'rom the pre-operative image data to obtain a transfonnation that

best maps the two surtàces to each other.49

Point based methods

Point based methods involve the identification of discrete homologous points on

both the patient and the images on the computer workstation. The homologous points are

used to determine a rigid body transtormation between the patient and image data.

usually employing a least-squares titting algorithm.50 The different approaches in these

methods are related to the targets chosen as tiducial markers. namely either bone

implants, scalp markers or anatomical landmarks as illustrated in Figure 2-13. Various

investigators have pertonned comparisons between these techniques in order to aid the

surgeon in selecting the appropriate method for a particular accuracy requirement51 .52 .

Bone based fiducial markers are screwed into the skull directly. They are

designed to be visible in the acquired images, and have a well-defined physical mark that

can be accurately reached with a pointer in the operating room. Il has been demonstrated

that an accuracy comparable to that of stereotactic frames53-57 (on the order of 1mm) can

be achieved with this approach. Il does however. lack many of the non-invasive

advantages promised in IGNS. As in frame-based stereotaxy they require that a separate

image data set be acquired after marker implantation, since the image data that were used
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for diagnosis would not be acquired with the tiducials in place. This mcreases

organizational complexity and the overall cost of the treatment.

Others have reponed tiducial markers attached to rigid bodies that are fixed to the

patient via a dental mold. which fits on the upper maxillary teeth58-60 (Figure 2-13b).

These investigators have not reported TRE values. but have reported on application

reproducibility. i.e. how weil the fiducial device can be removed and reapplied in the

same location with respect to the patienCs head. Results show that reapplication precision

\Vas sub-millimeter. which would lead one ta expect the accuracy of such device ta be

comparable to bone implanted fiducials. Recalling the work of Fitzpatrick et al. 48 and

Peters et. al.61 however. generally. the TRE error increases with distance l'rom the

fiducials (e.g. in the region of the posterior tossa). Since the fiducials are predominantly

in the front of the patient. the registration error is expected to increase towards the rear of

the head.

Hirschberg reported on the use of the Laitinen re-applicable non-bone implanted

stereo adapter (frame) that is placed on the patient for imaging. and replaced for the

registration procedure during surgery62 (Figure 2-13). The frame is held in place using

non-invasive ear bars and a rigid support that rests on the bridge of the nase. Their results

of TRE accuracy however, range from 3-Smm. which is similar to those obtained using

scalp fixed markers. or anatomicallandmarks alone. In addition. despite the non-invasive

procedure to apply the frame, personal experience has shown that the frame is somewhat

uncomfortable or painful to wear, and is difficult for patients ta tolerate.

Alp reported on the use of fiducials that are fixed to the scalp52. They typically

cor.sist of soft hollow torroids which contain imaging modality specifie contrast agents,

and which are fixed ta the scalp with an adhesive. Overall system accuracy resulting from
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• their use in registration have been compiled for both MRI and CT. For CT. they have

been shown to have an accuracy of:::: 1.5mm, and ::::2.5mm for MRI.

Finally. our experience at the Montreal Neurological Institute63 has shown that

anatomical landmarks can be successfully used as tiducial points for registration with a

resulting TRE in the range of 2-4mm. Anatomical points such as the bridge of the nose

and the external canti of the eyes are sufficiently close to either the skull or cartilage to be

reasonably rigid. Other points. such as the inter-trageal notch superior to the tragus may

be used, but are more difficult to identify without ambiguity. Care must be taken to

ensure that the same anatomical point is identified on both the patient and the images.

The main advantage of using anatomical landmarks is that it does not require that a

dedicated set of images be acquired with tiducial markers. This simplifies surgery and

imaging scheduling. and reduces the number of scans required to treat the patient,

reducing costs.

A B c o

•

Figure 2-/3 Various fiducial marker strategies for IGNS. A: Bane and skin implanted

markers. B: Bite-har heldJiducial marker array. C: Non-invasive re-Iocatable frame. D:

Anatomical or skill honded landmarks.

Despite their lower accuracy compared to skull based fiducial markers,

anatomical and scalp fixed landmarks are likely the most common technique used for

patient image registration. They are the least invasive, and provide acceptable accuracy
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for many procedures. Ultimately, the surgeon performs the judgement of desired

accuracy vs. the invasiveness tor a given case.

Surface Based Methods

Although point based methods require no special equipment, and are conceptually

straightforward, they can be time consuming duri"g the setup tor surgery. Other methods

have been described to simplify the registration procedure. Grimson et. al. 64 described a

registration technique using a laser range-tinder to identify the skin surface of the patient

prior to the craniotomy, and matching the range-finder surtàce to the skin surtàce

segmented l'rom pre-operative MRI or CT. While this has the potential to simplify the

registration prûcess. it requires a laser range finder. increasing the overall cost of the

IGNS system. Holton-Tainter et al. describe an IGNS system that employs stereo video

as a means of detecting the patient"s skin surface to obtain the range data required to

calculate the patient-to-image registration33.65 . The same cameras used for registration

are used to track the surgical pointer as described in section 2.3.2.4. Kali et. al. 66 report

on a method whereby the skin surfàce is sampled by tracing it out with a tracked pointer.

In addition to using external features for registration. Nakajima et. al.67 reported

on the use of cortical surtàce blood vessels observed after the craniotomy as internai

landmarks to refine an initial registration based on video imaging of the patient. Their

technique elicits two concerns. First. the internai anatomicallandmarks used to retine the

original registration are not rigid. The non-linear movement of the cortical surface (and

blood vessels) cannot accurately be described be a rigid or afine transformation. In

addition, their registration was performed between a 2D video image and a 2D surface

rendered image of the blood vessels derived from a pre-operative MRI data. Because the

depth dimension is omitted, the non-linear movement of the cortical surface (and blood

vessels) in the direction perpendicular to the image plane is not measured. Thus, the
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"correction" to the registration may ID fact degrade the registration without being

detectable.

2.3.4.3. Rigidity Errors: Image Distortion

ln simple tenns. when we examine an image. we often make visual interpretations

of the locations of certain structures with respect to other structures. In the case of

localizing a tumour for example. one would look at the surrounding structures (e.g. faix.

ventricles) to get a sense of ils location. In IGNS. the locations of structures of interest

within the patient"s skull are identified within the tracking device's frame of reference

(space) and subsequently mapped to the image space using the patient-tü-image

registration transfonnationCr). Recall that ~T is calculated by identifying homologous

features in both the patient and images. The calculation of ;r assumes that the

relationship between the patient and images can be described as a rigid body

transformation. [mage distortion can introduce crrors in the detennination ;r. and thus in

its ability to map patient coordinates to image coordinates. This problem also affects

inter-image registration accuracy used in multimodality IGNS6S.

ln practical terms. image distortion is found most often in DSA and MRI. each for

diffèrent reasons. [n DSA. image distortion is introduced predominantly in the image

intensifier by the effect of extemal magnetic fields (e.g. earth's field. electric cables) on

the electron beam. and l'rom the spherical shape of the face of the image intensifier. The

tonner manifests itself as a linear shift while the latter as a "pin cushion" etTect.

[n MRI. image distortions are often the result of inhomogeneity of the statie

magnetic field, or of the gradient field, or from magnetic field susceptibility distortions.

and can be as high as 2-5mm.39 Many investigators have examined these, and have

proposed solutions. Sorne involve performing non-linear warping of the MRI by

39



•

•

correlating it to CT data}5 Others have proposed moditied excitation protocols to

minimize the distortion in the MR images during acquisition.36.3K69

2.3.4.4. Rigidity Errors: Head Fixation

During IGNS procedures. the patient"s head is rigidly tixed to the operating room

table. Figure 2-14 shows two head fixation devices for IGNS. The tirst is a "Maytield"

clamp commonly used for craniotomies. The second is a "C-ann" clamp that allows

access to both sides of the head.?o. and is used for bilateral depth electrode implantation.

80th devices employ compressed pins ta tix the clamp directly through the scalp into the

skull, and are sufficiently robust to ensure that negligible tlexing occurs under the typical

loads encountered in the OR.

A

Figure 2-14: Head fixation devices lIsed in IGNS. A: Mayfie/d clamp which i.\· used

maill(v}or craniotomies. B: C-Arm. lIsed}or bi-lateral implantations ofdepth electrodes.

Although rare, a movement of the clamp with respect to the tracker. or of the skull

with respect to the clamp may occur after registration. This can be corrected by drilling

small reference points on the skull and localizing them with the IGNS pointer before the

initial craniotomy. These points can be verified during the procedure to ensure that there
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has been no rigid body movement. If movement has been detected. these points can used

to detennine a rigid body transfonnation to correct the registration. Because these points

can be precisely identified. a rigid body "correction transformation" can be added to the

original registration without adding signifieantly to the original registration error.

2.3.4.5. Rigidity Errors: Brain Rigidity

During open craniotomies. the release of intra-eranial pressure. the effect of

gravity and drugs. and the resection of tissue. causes the brain to distort with respect to

the skull. and more importantly. the external registration points. This movement is

common. and has been measured by various investigators to be up to 15mro.71.72 and

sometimes as high as 20mm. Brain shift represents the single largest source of error in

IGNS. Figure 2-15 illustrates the effeet ofbrain distortion on IGNS aceuracy.

ln addition to brain shift after craniotomy. the actual manipulation and/or removal

of brain tissue causes the geometrical relationships of the brain in the real world to

diverge from the image of the brain obtained pre-operatively.

2.3.5. IGNS Intraoperative Imaging

Despite the wealth of infonnation offered to surgeons by pre-operative based

imaging, more relevant and up-to-date intraoperative infonnation is required to overeome

the effect brain movement has on the accuracy of the pre-operative image infonnation.

Intraoperative imaging has been used for years to guide tools and monitor the progress of

many surgical procedures. Mapping the pre-operative images to the intraoperative images

allows the surgeon to better appreciate the degree of tissue shift. and also maintains the

relevance of the pre-operative image features by allowing them to superimposed on the

intraoperative images and vice versa. This section will brietly describe the more common

intraoperative imaging techniques, panicularly those relevant to modern IGNS.
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Figure 2-/5: EjJect ofbrain tissue distortion on IGNS accllracy: A: After craniotoillY,

the probe is placed on the cortical sllljùce, assliming no distortion ofthe hrain tissue.

the position aftlte pointer is accurateb' represented on the pre-operative image data. B:

Brain tissue distortion: Here the hrain has sagged after the craniotomy. This time. when

the prohe is hrollglu (() the ."illljàce of the hrain. ils position is incorrect~l' reported liS

inside the cortex. This is hecause the actual hrain tis.\'lle has moved U'ith respect to the

externallandmarks lIsedJor registratiOlI

2.3.5.1. Intraoperative X-ray and Fluoroscopy

lntraoperative X-ray imaging is used for a variety of procedures. including

confirmation of tool placement in stereotaxy. Fluoroscopy is commonly used as an

intraoperative guide for many onhopedic and spine procedures. Recently. Hamadeh

reponed on techniques to correlate, or register. intraoperative fluoroscopy with pore-

operative CT images.73 ln addition. Gueziec74 reponed on a similar technique to

correlate CT and intraoperative fluoroscopy to improve the guidance ofa surgical robot.
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Among others. Sofamor Danek has introduced an extension to their pre-operative

based IGNS system~ the Stealth Station (Medtronic Sofamor Danek. Memphis TN)~ that

incorporates intraoperative fluoroscopy into their IGNS environment {Fluoronav™). Il

allows the surgeon to acquire fluoroscopic images. and map the position and orientation

of surgicaltools (that are being tracked by the IGNS system) to the tluoroscopic images.

2.3.5.2. Intraoperative MicroscopyNideo

The intraoperative microscope has been a common tool for neurosurgery for

many years.75 Recently. they have been incorporated into the IGNS environment.

enabling the surgeon to use the focal point as a virtual probe. 76 and to allow for pre­

operative information (e.g. tumour segmented from pre-operatÎve MRI data) to be

superimposed into the microscope view.77•7S

One advantage of using the microscope central axis and focal point as a virtual

probe is that the surgeon can use the microscope to follow a predetennined trajectory that

was defined on the pre-operative image data. Superposition of pre-operative structures

onto the microscope view also allows the surgeon to monitor the degree of brain shift by

observing discrepancies between the pre-operative and intraoperative images.

Grimson demonstrated a nover system that superimposes 3D rendered images

derived from pre-operative MRI onto intraoperative video.64 This enables the surgeon to

use the fused view to see a representation of target structures inside the head before the

craniotomy. essentially providing them with a display commonly referred to as

augmented reality. Pizani et al.79 presented a similar system, which employed two video

cameras to acquire stereoscopie video images. and a stereoscopie monitor to display the

fused video/3 D rendered image.
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• Figure 2-16: Fu.""ed video/lv/RI image of

the autho,.. The cortex cali he seell

'within the head. lIIld Cl tracked pointer

can he seen tOllching the slI1jace of the

head. U....ing the !stereo dh,play. the

sensatioll ofdeptlz improves the realisl1l

ofthe image.

•

2.3.5.3. Intraoperative CT

Pre-operative CT images are commonly used for surgical guidance. Butler et al. KO

have demonstrated a mobile CT system and radio-Iucent head holder that can be moved

into the operating room to acquire images during the procedure.

2.3.5.4. Intraoperative MRI

Intraoperative MRI oftèrs the panacea of intraoperative imaging. ft is probable

that every neurosurgeon would tind the ability to obtain high quality MR images at any

point during a procedure useful. To that end, intense elTons have been made by many of

the major scanner manufacturers 10 develop such systems. and many radiology and

neurosurgery investigators have reponed their experiences with such devices.xI-X3

However. there arc several obstacles to be overcome to allow a typical craniotomy based

procedure to be performed under MRI guidance including:

• Allowing the surgical staff access to the craniotomy while the patient inside the

magnet.
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• Developing surgical and anesthesia tools that can function within the high magnetic

field environment.

• Making the cost of a surgically dedicated MRI scanner and associated tools

affordable.

These efforts have led to several approaches. General Electric has introduced a

redesigned super-conducting magnet scanner that contains gaps in the center of the

magnet to allow access to the patient (Figure 2-172). This approach is often referred to a

··double doughnuC design. Among other manufàcturers. Marconi (formerly known as

Picker) has demonstrated a design using a vertical magnet (Figure 2-17b). allowing

access on one side. One of the original design goals of this laner example was to provide

a less contined environment for the patient during diagnostic studies to prevent

claustrophobia. but this design also allows tor intraoperative use.

Figure 2-17: Two examples of "open" magnets designed for interventional MRI

procedures. A: General Electric double doug/mut design. B: Marconi static field fIat

magnet design.

Using a method analogous to that of Butler. Sutherland et. al.84 reported on a

MRI scanner attached to a ceiling mounted gantry which allows it to be brought into the

operative field for image acquisition. and subsequently removed to allow the procedure to

continue. This partially addresses the issue of accessibility to the operative field in that
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the surgeon need not stand inside the scanner while operating. but requires that the

surgical staff suspend the procedure while the scanner is moved into place, images are

acquired and the scanner is removed again.

2.3.5.5. Intraoperative US

Long belore the advent of frameless IGNS. intraoperative ultrasound was used

routinely for procedures including gynecology and obstetrics and abdominal surgery. [n

addition. its use in neurosurgery is weil established. ~5-92 A detailed overview of US

including relevant theory and a review of the literature relevant to its use in neurosurgery

is presented in section 1.5.

The advantages of using ultrasound in the operating room are its universal

availability in neurosurgical hospitals. its mobility, as weil as its low space requirement.

Il provides images of reasonable quality and typically costs 5-) Q(Yo of an intraoperative

MRI system. Many US scanner manulàcturers have recently developed US probes

optimized for neurosurgical use. Such systems have relatively small scan heads (under

Icm~) and because the transducer can be placed over the volume of interest, provide

impressive images of the brain

2.3.5.&. Intraoperative Endoscopy

Endoscopy is another intraoperative imaging modality to have recently entered

the neurosurgical arena~n.93-95. Using light guides and miniature video cameras. il

provides surgeons with a live visual image of the operative site while minimizing the size

of the craniotomy. Endoscopes have been combined with stereotaxy by attaching them to

stereotactic frames96 or by tracking them as another tool. allowing their position and

orientation to he visualized on pre-operative CT or MRI.
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Recently. several investigators have reported incorporating endoscopes into the

IGNS environment by connecting them to a tracking device28.44.97 and using "virtual

reality" displays such as a head mounted display9~. These can aid the neurosurgeon in

identifying the anatomy within the endoscopie view by displaying the endoscope's

position within the MRI or CT volume. The surgeon must be aware however. that if the

brain tissue has moved during the procedure. the position of the endoscope as displayed

on the pre-operative data may be incorrect.

2.4. Tissue Movement in Neurosurgery

2.4.1. Introduction

As explained in section 2.3.4.5, brain tissue movement is a signiticant source of

error in IGNS. Many investigators are developing various approaches to measure and

characterize the problem. If the movement can be characterized by a tèw simple

parameters (e.g. CSF pressure, patient orientation), these parameters can be employed to

predict the shitl in cases where direct measurement may not be possible.

2.4.2. Measurement Methods

There are two basic approaches to measuring brain shift. First. one of several

methods (described below) can be employed to measure the position of the cortical

surface. Secondly, a tomographie imaging technique. tvlRI. CT or Ultrasound can be used

to obtain images of the structures that lie below the surface. In either case. the

intraoperative measurements cao be compared to pre-operative image data to measure the

defonnation.
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2.4.2.1. Surface Based Methods

One of the first indications of brain shift is the visible movement of the cortical

surface atter perfonning a craniotomy. The most obvious way to quantifY such brain shift

is by measuring the position of the cortical surface. and comparing this to the surface

derived from the pre-operative data. The problem of measuring the surtàce of the cortex

is similar to that of measuring the skin surface for patient-to-image registration. This

similarity permits the same tools used for the registration problem to be used in the

surface measurement problem.

Discrete Point Sampling

The simplest approach is to use the IGNS probe to oblain discrete samples of the

surtàce. and to map these to homologous points on the pre-operative data.71.99 Other

investigators have approached this task with a tracked operating microscope.T2

Laser Range Sensor

ln addition to the above methods, another surtàce-based approach is to obtain

cortical surtàce range images using a laser range sensor. Such a device. whose position is

known in the tracker frame of reference, can be used to obtain profiles of the cortical

surface. These profiles, combined with a finite-element model approach to characterizing

tissue movement, can be employed to estimate the movement of structures below the

surface itself 100

2.4.2.2. Tomographie Methods

The other approach to measuring the movement of brain structures during surgery

is to acquire intraoperative images of the structures themselves. and compare them to

their position obtained from pre-operative data. Many intraoperative imaging techniques
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described earlier can be employed for this task. Two that have been reponed to date use

intraoperative MRI and ultrasound.

Intraoperative MAI

Although intraoperative MRI is relatively new to the IGNS field. Maurer et al.

have already reported on its use to rneasure brain shift.83 They have obtained 3D volume

data sets of the complete brain during surgery. The accuracy of measurement may be

limited however. by the potential distortion of the MR images acquired.

Intraoperative US

For many institutions. the availability of ultrasound has made it a useful tool to

capture tissue movement. One of the tirst groups to incorporate intraoperative US into

IGNS was Bucholz et al. who reported its use for correcting tissue defonnation in

neurosurgery.1 0 1

2.4.3. Pre-operative Image Restoration

Using measurements of tissue movement obtained from one of the above

methods. the movement information can be used to estimate and characterize the

deformation. This representation can be applied to the pre-operative image data to

realign, or warp it to better represent the actual state of the tissue. The technique used to

warp the data is dependent on the nature of the information available. If information

regarding the movement of the cortical surface is available. a method of predicting or

modeling the movement of the internai structures given this surtàce information is

required. If tomographie information is available, a method of matehing homologous

features between the pre- and intraoperative information may be used to measure the
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deformation. and a simple interpolation scheme may be used to characterize the

movement. and subsequently warp the pre-operative data.

Modeling

Once the necessary parameters have been measured. a model is employed to

predict the defonnation. The complexity of the model is dependent on the infonnalion

available. In cases where dense defonnation infonnation is available (e.g. intraoperative

MR or US). a simple linear interpolation mode1 may be sufficient. In cases where the

detonnation intonnalion is sparse (e.g. surtàce measuremenls). more elaborate models

are required.

Edwards et. aL' 02 recently reponed on a three component finite element model to

predict deep structure movement. The components consist of rigid structures (e .g. bone).

soft lissue and fluid cavilies (e.g. venlricle). An energy tunclion consisting of opposing

forces of sample and model energy is constructed and applied 10 a series of grid nodes

superimposed on the pre-operalive image. Sample energy is derived from the sampled

defonnation intonnation and increases with discrepancy from the model and the sample

data. The model energy is derived from assigned mechanical propenies of the three

components segmented from the pre-operalive image. Model energy starts al zero. and

increases with increased defonnation. A third tenn 10 prevent folding, or the overlapping

of grid nodes is also applied. A conjugale gradient descent algorithm is used 10 minimize

the energy function. The resulting deformation grid is applied 10 the pre-operative image.

Miga et. al.\03 reported on another model to predict the movcment of internaI

structures based on gravity induced effects as weil as measurements from cortical surface

and/or intraoperative US infonnation. Il incorporates a more sophisticated mechanical

model of the brain and differentiates between many anatomical structures.
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The mechanical model employs consolidation theory and essentially treats the

di ffereot brain structures as a solid matrix saturated with tluid. Thus, the mode1 can

account for mechanical changes due to changes in cerebrospinal fluid (CSF) volume, as

weil as the effects due to gravity and other mechanical loads which may cause CSF flow

and pressure changes. In ifs CUITent implementation, the mechanical properties of grey

and white matter are modeled to provide a more accurate estimation of movement.

2D Warping

When defonnation infonnation is available beneath as weil as on the surface of

the brain, the models discussed above may be employed to estimate the defonnation

throughout the image volume. An alternative is to employ an interpolation scheme to

estimate the defonnation throughout the image. ln many situations. a simple fonn of

linear interpolation or a thin plate spline interpoiant l04 may he used to represent the

defonnation over the image.

2.5. Intraoperative Ultrasound in IGNS

This section begins with a review of basic ultrasound theory. and proceeds with a

discussion of its utility in the operating room. Finally. a detailed review of the literature is

presented.

2.5.1. Ultrasound Theory

2.5.1.1. Introduction

Ultrasound imaging devices function by combining the known speed of sound in a

medium, and the fael that when sound waves encounter an aeoustie interface. they

undergo partial retlectance. Knowledge of the propagation speed and the time interval
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• from emission to reception enables the distance l'rom the transmitter and the interface to

be calculated.

Figure 2-18 illustrates the basic operation of an uItrasound imaging system.

Discrete ultrasonic pulses. typically a tèw cycles in length, are emitted by a piezoelectric

crystal within the transducer. The sound pulses travel in the medium (tissue) until they

encounter an acoustic interface. where the impedance coefficients between adjacent

tissue types ditTer. For nonnal incidence. the retlection coefficient at an acoustic intertàce

IS:

(1.9)

where Ir is the retlected intensity. l, is the incident intensity. and Z, and Z_, are the acoustic

impedances of tissues 1 and 2 respectively. The retlected pulse travels back towards the

transducer, where ils signal is measured. The distance d l'rom the source to the retlector

can be calculated by:

le
d=-

2
(1.10)

•

where 1 is the time l'rom pulse emission to the time the reflection is received and c is the

speed of sound in that medium.
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Figure 2-/8: Illustration of the basic principle ofultrasound illltlging. The rrllllsducer

aets Œ\' bOlh a transmitter alld reeeiver. An u/trœwund pulse is emilted at time A. At time

B. the pulse encounters an aeoustic illtel1èlce. where it undergoes partial rejleclioll. AI

time C. the attenuated pulse encounter.\' a second inteljùce. In the mellntime. lhe '/;r.\·t

rejIeetet! pulse is measured by the transducer. Final(v at lime D. the second rejIecred

pulse reaches the rransducer. The received signais and the speed ofsound in Ihe medium

are used 10 ealeulate rejlector depths to generate an image.

As the sound pulse travels through the medium. its intensity decreases. This

auenuation is primarily due to absorption of the sound waves in the medium (which is

converted into heat). scatter and retlection~ it is dependent on both the medium and on the

ultrasound frequency. and thus is one of the tàctors goveming the frequencies used for

imaging. Figure 2-19 shows typical attenuation curves for ultrasound imaging

frequencies in soft tissue. It can be seen that penetration is inversely related to frequency.

ln general, the attenuation coefticient of sound in soft tissue (expressed in dB/cm) can be

approximated by:

•
0.5 *[dB

cm
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• where jïs the frequency of the ultrasound pulse in MHz. The total anenuation (in dB) of

sound of frequencyftraveling a path of length L can thus be approximated by:

0.5 * jL (2.12)

10987321 456
DepCh (cm)

Figure 1-/9: IntensifY l'S. depth clirves for common ji-eqliencie.'; (a =3. 5MH=.

b=5.fJA-fH::. c=7.5MH::) lIsed in u/frasound imaging, for soji tissue. IOj The depth al

\t'hich the inlensif)' is reduced by 50'!/ô is illdicaleti.

Another imponant parameter that is dependant on ultrasound frequency is axial

(or detail) resolution. Axial resolution represents the smallest gap between 2 objects

along the direction of the pulse that can be resolved. as illustrated in Figure 2-20. The

spatial pulse length and the electronics detecting the retum signal limit axial resolution.

The spatial pulse length is in tum limited by the sound frequency. Thus axial resolution

improves as the frequency increases.

•

The two fundamental needs for ultrasound imaging compete with each other. That

is, one must trade between the desire to image deeply located tissue (which favors low

frequency waves) and axial resolution (which favors high frequency waves). To
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• accommodate these limitations. llitrasound probes designed to function an multiple

operating frequencies are often employed.

fi
: f

Sound Pulse

A B

•

Figure 2-20: Illustration ofthe relationship hetween pulse length and {uial resolution.

A: The gap betll.:een the inte/faces is less than half the spatial pul....oe length. The return

echoes j;'0111 the (\\,0 infeljùces overlap and cannot be distinguished j;"O/II one another.

B: The distance be(lveen the two in(elfaces is enollgh to ensllre that the two returning

eclwes do not overlap and call be distinguishedfrom one another.

2.5.1.2. Transducers

Much of the development work towards improving ultrasound imaging has been

focused on the ultrasound transducer. Transducers must be designed to have the desired

frequency and bandwidth for a given resolution while meeting the penetration

requirement. A complete review of this field exceeds the scope of this thesis. so only the

relevant points are given here.

Most modem uitrasound transducers consist of multiple crystals positioned in an

array. Among the varieties of transducer, the phased array is best suited for neurosurgical

use. Phased array transducers typically have small scanheads. and use delay generators to

control the crystal firing to both steer and focus the beam (Figure 2-21).

55



•
Delay Generator 1 1 Delay Generator

---""--':-

Stser Bearn /,' Focus Bearn',

•

Figure 1-11: Illustration o/hou' il de/ay gellerator can steerlllldJOClls a beam llsing the

a,.ray ofcrystaIsJoun" in li :'WUl" maliJi/ce phased arrelJ' 'ranst/licer.

2.5.2. Integration of Ultrasound in IGNS

2.5.2.1. General setup

When the surgeon or radiologist employs the US transducer to image the patient.

its position and orientation determines the tissue volume imaged. The image itself can

then be thought of as being rigidly fixed with respect to the transducer, and thus treated

as a virtual tool (see Figure 2-12). Figure 2-22 shows how an US system can be

incorporated into an IGNS system. The transducer is rigidly tixed to a tracked tool holder

while the output of the US scanner is l'cd into the IGNS system. usually via a video frame

grabber. When an US image is acquired by the workstation. the tracking device is

interrogated. and the position and orientation of the tracked tool holder is obtained and

tagged to the image. If the patient has been registered to a pre-operative data set as

described earlier, then Equation 2-4 can be used to map the US pixels to the pre-operative

image data.

Each time an US image is acquired. the homologous co-planar pre-operative

image plane can be extracted From the pre-operative image data and displayed along with
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• the US. Trobaugh et al.45 introduced the idea af correlating intraoperative US with pre­

operative CT or MRI. Their first report described a technique to display US and co-planar

MRI images during neurosurgical procedures. They also showed an example where the

structures from the intraoperative US and pre-aperative MRI did not line up. They

presented several possible explanations, including the possibility of brain tissue shift

during the procedure. Trabaugh and Buchaltz later presented an updated version of the

system which employed image fusion to improve the intraoperative display 106 as weil as

techniques ta realign the pre-operative image data.' 0 1

. - 1 .. ' \
'. • tJ.

._' J._.~
Video SIgnai

Captured
US Image

Co-plMar _~
IIRllmage

--.

•

Figure 2-22: Illustration of how intraoperative us may he integrated into a typical

IGNS system. The US image may be regarded as a virtual pointer, where the central

axis ofthe image may he regarded as the pointer's axis.
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Galloway et al. presented an IGNS system al the same time that included

intraoperative information such as live video and intraoperative US.97 Other investigators

have either presented similar systems,44 or described how intraoperative US was

incorporated into a frame based stereotaxy environment. 46 ln aIl of these. it was

ultimately possible to map the US pixel to homologous pre-operative image pixels.

2.5.2.2. Calibration Techniques

Recalling equation 2-3. any coordinate in probe (or more generally, tool) space

can be mapped to the pre-operative space as long as the transformation l'rom tool to tool

holder space. ~T. is known. Several investigators have presented methods of determining

/rT
p •

Trobaugh described a technique of determining this calibration,45 which requires

that the transducer be tracked while acquiring several images of a single point. in this

case a wire cross in a water phantom. The point is identi tied in each image. and

transfonned into a common space. This enables one to treat the points as if they were aIl

part of a single composite image. With these points. a Gram-Schmidt orthogonalization is

perfonned to tind the least-square~ solution. yielding ~T.

A similar technique was reported by Oetmer l07 and more recently by Hartov.42

with only slightly different mathematical techniques employed to solve the system of

equaltions. Georgi recently reported a similar approach, where a brass bead was used

instead ofa wire cross:~6

A different calibration phantom was described by Prager et. al,' 08 which employs

a single brass bar target and special transducer holder. The special holder rigidly fixes the
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transducer to a brass bar target and constrains the movement of the transducer with

respect to the brass bar to orientations that maintain the position of the brass bar to the

center of the US slice. The use of such a line target allows for reliable automatic

identification of the bar in the US image. The authors report that the entire calibration

procedure can be perfonned in a few minutes.

2.5.2.3. Display Techniques

Once US images are acquired in such a way that their position and orientation in

pre-operative image space is known, various visualization techniques to compare pre- and

intraoperative images may be employed. In most of the repons of intraoperative US

integration into lGNS. liule or no intonnation is provided about the display techniques of

presenting the data to a surgeon. Many groups simply present intraoperative US images

paired with co-planar pre-operative images. 101 The assumption is that made that these

images are displayed simultaneously on the IGNS workstation. While this is already a

significant achievement. simple yet usefui tools can also be employed to improve the

operator"s (surgeon) ability to compare the pre- and intraoperative intormation. These

tools include image blend overlays and feature extraction overlays.

The blending method involves selecting ail or part of the two images and applying

a blending function to obtain a composite image. The blending function can be a simple

mask (OR blend) or a more complex blend. Figure 2-23 shows two simple blending

examples applied to co-planar US and MRI images. First, a 50-50 blend is applied to

obtain a composite image (Figure 2-23 B) where features from both images are shown.

Despite the use of a different colour in the US image, it is difficult to distinguish the

features between the US and MRI. In Figure 2-23 C, a simple OR function is applied.

Despite the faet that the US image eompletely obscures the underlying MR image, the

resulting composite image is less clunered and thus easier to interpret.
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• An alternative lo blending is lO extracl salienl features from one image and

display represenlations of lhese on lhe olher. A simple example is lo extract an edge of a

ventricle From a US image and displaying thal edge as a solid line on lhe co-planar MRI

(Figure 2-23 D). This helps lo provide a concise display of lhe relevant infonnation

obtained from the intraoperalive US while mainlaining a good view of lhe MR image.

A 8

•

Figure 2-23: Examples ofcommon data over/a.v techniques applicab/e la sliperimposillg

ùl/raoperative US onto co-plana,. pre-operative MRI. A: Original l\fRI image. B: MRI

with a US image displayed within a hox. A 50-50 hlend is applied la prevent the US J;o01n

complete/y ohscuring the lInder~villg MR image. A separate c%r is also used la help the

viewer ta distinguish between US and MR features. C: MRJ with opaque US image (OR

[unction) superimposed on the MR. While the llllder(ving i\JR image is obscured. the image

is less cluuered. D: MR image with a yellow CUl1'e representing the ollt/ine ofthe ventricle

ohtained[rom the us.
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Chapter 3

Intraoperative Ultrasound
IGNS System Description

3.1. Introduction

This chapter describes ail the hardware and software tools that were developed as

pan of this project. Il begins with a description of the IGNS hardware setup as it is used

in the operating room. A detailed description of the software tollows. and tinally. the

design and construction orthe phantoms used for calibration and validation are presented.

3.2. Operating Room Hardware Setup

3.2.1. Introduction

Although a complete and functional IGNS system was developed as part of this

work. it is typically used in tandem with a second system in the operating room. The

second system is a cornmercially available product (SNN Scout. SNS Inc. Mississauga

ON) routinely used in our hospital. This maintains a "gold standard". or reference system.

that is independent of the research system. This ensures that the surgeons always have a

consistent and reliable guidance system regardless of our research activities. Although the

reference system does not require the presence of the US based IGNS equipment. the

logistics of the setup (described below) require that the patient head tracker and the

pointer be shared between the (\\'0 systems.
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Figure 3-1 iIIustrates the interconnections of the equipment in the operating room.

Computer system A represents the reference system. while computer 8 represents our US

based IGNS system. 80th systems are connected to independent tracking devices (Polaris

Tracker, Northem Digital. Waterloo ON). The Polaris consists of a position sensor

camera. a tool intertàce unit (TIU). and one or more tracked rigid bodies. reterred to as

trackers. 80th systems share 2 trackers. One is rigidly fixed to the head holder (thus the

skull) while the other is attached to a pointer. Each tracker may only be connected to a

single TIU at a time. however, they can be switched from one TIU to the other (dashed

lines in Figure 3-1 ).

3.2.2. Reference System

The reference system is the commercially available SNN Scout. comprising a

computer workstation (Dell Computer Inc. Round Rock. TX), a Polaris tracking system

including a patient reterence tracker. referred to as a dynamic patient tracker (DPT). and

a tracked pointer.

The Scout software includes ail the required functions to transfer DICOM

compliant image data l'rom most imaging devices, register these images with the patient.

and provide image based navigation during surgery.

3.2.3. US based IGNS system

The major components of the US based IGNS system are a computer workstation

and frame grabber (Power Macintosh G3/AV, Apple Computer, Cupertino CA), a Polaris

tracking system, and an ultrasound machine (Ultramark 9, Advanced Technologies

Laboratories Inc., Bothwell, WA). As our tracking device can monitor the position and
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• orientation of three trackers simultaneously. our setup assigns the three trackers to be the

patient head holder. pointer, and the US transducer.

Ultrasound Signal

-. Ultrasound

... transducer

(-~
i.~.

Pointer

Polaris
ComputerB

,'.,

Camera Signal

Polaris ~
Computer A J

"-1
-è.
en
o
ô,,;::

:a?
.iij

Video Signal

Figure 3-/: IGNS system organization as use" in the operating roolll. TH'o independent

computers and tracking devices are used to preserve a "gold standard" system. Both

!'iystems share the tracked pointer and reference object. \vhile on(l~ the US hm-jed system

monitors the tracked US transduce,..

•

The US transducer is an ATL P7-4 multi-frequency probe. Il is rigidly anached to

a tracker via a custom tool holder (Figure 3-12). The NTSC video output of the US

system is connected to the workstation frame grabber, while the output of the tracker
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computer is connected to the workstation via an RS232 seriai port. This allows the

workstation to acquire US images while monitoring the position and orientation of the

tracker rigidly attached to the US transducer. Using the patient~image registration cr)

and an US~tracker calibration explained below. equation 2-4 can be used map the

intraoperative US image to the pre-operative MRl images for comparison.

3.3. IGNS Software Package

3.3.1. Introduction

The overall goal of the IGNS application is to enable the surgeon to use the US

images in as useful a manner as possible. while minimizing the extra time required to

setup and operate the system during surgery. The software to accomplish this goal was

developed in a modular fonn. and is roughly categorized into components to manipulate

data. user intertàce (UI) components to enable the user to control the data proeessing

functionality. and visualization components to display the images. Because the efticiency

of use of the software impacts on its suitability in the operating room. UI designs which

promote time-efficient use are also discussed here. Figure 3-2 shows a typical sereen shot

of the US based IGNS sottware. The highlighted areas are referred to in the following

discussion.

Ali software was written ID the object oriented development language C++

(Metrowerks. San Antonio TX). This enables one to design and implement functionality

as a c1ass hierarchy. That is, a series of objects that perform similar functions can be

grouped in such away that eonunon functionality is defined once in a parent class. while

unique functionality may be implemented where required in subclasses, which inherit the

common functionality of their parent c1ass. This technique, called abstraction. allows for

different classes to refer to one another through reference to their parent classes. Thus,
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Ultrasound View 3D Image View

Figure 3-2: Typical screenshot of us based IGNS system with key software

components highlighted.

one software module can refee to a variety of different objects that are inherited l'rom a

common abstract class. For example. a class of objects called shape may be defined.

Subclasses called square and circle may be defined using shape as the parent class. The

parent class may detine a tùnction called dr{l'~\'. but each subclass. square and circle. will

implement draw in a different way. Another pan of the software which manages ail the

objects to be drawn ooly needs to refer to the shape class, as ail it may need to do is to

cali the shape~draw function. The appropriate implementation for the square and

circle 's draw function will be invoked as they override the parent's draw function. Such

abstraction simplifies the design and development process, and is used extensively here.

The software organization can be broken down into 4 sections (Figure 3-3). The

image data section deals with image file 1/0 and image data management, such as

managing voxellook up table (LUT) controls and video data stream control. The image

process section deals with 2D and 3D rendering of the image data, including generating

tri-planar and oblique multi-planar reformatting (MPR) images and converting the video
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• stream into an oblique image plane. The tools provide much of the user interaction

facilities including the manual pointer, annotation~ segmentation and detormation grid

creation/control functions. Finally, the image display section interfaces with the image

process and tool modules to provide the actual 2D and 3D display of the images and tool

representations. as weil as the user interface functions to manipulate them.

Data Interface
File 1/0 (OICOM,
MINC, CMI)
File UI Contrais

R.-Vox".

Image Data
Manage Voxels
LUT Control
US Input Contrais

Tools---...-..~~

Volume Cursor
20 Ruler
Annotations
Curves
Areas
Trajectories
Deformable Grids

Image Process
MPR Views

~""""".J6 Oblique Views
Video Input

r=
Image Display
Image Drawing
TaolOverlay
20 View Contrais
3D View Contrais

•

Figure 3-3: Software organization chart.

3.3.2. Image Data Module

The image data module consists of a series of objects that interact to load, store

and manipulate the image infonnation as a whole. They provide the functionality for the

user to input images from a variety of data fonnats including file based CT or MRI, and

video based US. Il enables one to manipulate the presentation of the data through colour

lookup table (LUT) controls, and provides a level of abstraction for other software

modules by defining a common internai representation of the data, regardless of whether

ilS source is a file or a video stream.
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3.3.2.1. Data Interface Object Class

The data interface object detines the way that data-instance objects (i.e. those that

ultimately manage the images once loaded) obtain image infonnation from several image

file fonnats. ûbjects inheriting trom data interface objects present the user with a tonnat

specifie user interface to allow for image selection. Certain file fonnats store volumetrie

data in the fonn of a sequence of individual slice files while others as a single file. Each

data intertàce subclass implements fonnat specifie file handling functions to load the

images and obtain infonnation regarding the image dimensions and orientation, allowing

it to be stored in a common orientation.

3.3.2.2. Data Instance Objects

The data instance object holds and manages the image infonnation after it is read

by the data interface object. Il provides a means for other objects to query the image's

dimensions and to obtain a pointer to the raw voxels. Image process objects (described

below) internet with data instance objects to render visible representations tor analysis or

display. Data instance objects manage the VI required to allow the user to manipulate the

LUT (window widthllevel) used to view the images (see Figure 3-2). [n the case of video

based ultrasound data. the UI required to control the video stream and input calibration

infonnation is provided.

3.3.3. Image Processor Objects

Image processors are the c1ass of objects that perfonn 2D rendering using a data

instance object as ils source. Image processor objects do not manage any UI objects

directly, but rather are managed by the image view UI too1s described below. and rely on

an internai messaging system to be notified when events of interest occur that might

require a re-rendering of the image. Image processor objects are given a reference to a
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• data instance object. and maintain a list of objects that are to be notified when a new

rendering event has occurred.

Figure 3-4 shows an example of how an image processor object makes use of the

raw pixel information from a data instance and the 3D cursor coordinates from the

volume cursor tool to render the familiar axial. sagittal and coronal views. Image display

objects and 3D texture mapped objects (managed by the 3D image view object)

"subscribe" to the image processors to be notified when a new rendered image is

available. The image is fed down the data pipeline tor 2D image display. or to update a

3D texture map in a 3D view.

IIPA 1.... Processors

--.~, ..
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:;:(:"j /
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• Display
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ObJects

Tc
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Objects
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Figure 3-4: Examp/e of image processor abjects. The volume data instance object

supplies the raw voxel data for the 3 multi-planar reforma! (MPR) image processors. The

image processors also emp/oy the voillme cursor coordinate value to determine where the

3 orthogonal planes 10 render lie in the volume. The resu/ts are passed down the pipeline

to the image view abjects for disp/ay 011 the screen.
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Image processors also provide a means to transfonn coordinates from their 2D

space to the 3D volume data space. This allows various tool objects (described below) to

interact with the images produced from the image processors without requiring intimate

knowledge of the individual image processors themselves. For example. if the user

wished to click on a tèature in the axial view to drop a 3D marker, the annotation tool

would request the 3D coordinate from the abstract image processor by supplying the 2D

image coordinate supplied by the mouse click. The exact nature of the image processor is

irrelevant since aH image objects share a common detinition of the 2D~3D and 3D-+2D

coordinate transfonnation routine inherited l'rom the base image processor c1ass. This

allows for rapid implementation of new tools. and for the introduction of new image

processors without extensive changes to the other objects that may interact with them.

Several image processors have been implemented. These include standard tri­

planar views. three orthogonal oblique views, live ultrasound and the deformed oblique

view. The tri-planar views (axial. coronal and sagittal) are three orthogonal planes

aligned with the planes of the voxel data, which represent the views the surgeon would

most often see on traditional films. The oblique views are three orthogonal planes. two of

which are parallel to the central axis of the tool (in-tine & in-line 90), while the third is

perpendicular to the tip of the tool. The central axis of a tool can be either the pointer

shaft or the center line of a tracked US image. The live US image processor, as the name

implies. simply contains the image obtained from the live US image acquired through the

frame grabber. Finally. the defonned in-line view is similar to the in-line view, but can

deformed in the image plane by applying a piecewise linear deformation grid as

explained below.
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• 3.3.4. Image Display Objects

The image display objects are a collection of program modules that draw the

image, coordinate the display of objects that have a representation on the screen, and

manages the UI that pennits the user to manipulare the display tor a given task. Figure

3-5 shows the image display in the two basic modes of operation: 2D and 3D. In both

modes, the UI displays the tools appropriate tor that mode on a toolbar above the image.

3.3.4.1. 2D View Module

The 2D view module provides a window lor bi-directional tlow of inlonnation

between the software and the user. The software communicates with the user by

displaying one of the available images emanating from the image processors. along with

2DView 3DView Zoom

•

Figure 3-5: 2D and 3D image views. These objects coordinate the disp/ay ofthe image

data and the disp/ay and user interaction with ail other objects that require a

representation on the images. They a/so manage the VI required ID allow the user to

manipulate the image display parameters.
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representations of the tools, on the image. [t also channels input from the user to the

appropriate tool by monitoring mouse clicks within the display area and passing control

to the tool to manage the interaction.

The user can manage the display by interacting with the 2D view controls. They

allow one to select which image ta display, control magnification. and direct its output to

a printer, a file. or accumulate it as a frame in a QuickTime™ movie.

3.3.4.2. 3D View Module

This module allows the user to display 3D rendered versions of the image data.

manipulate the image being viewed, and to a lesser degree than the 2D view, provides the

bi-directional tlow of infonnation between the software and the user. Unlike the 2D view

(with the exception of the cursor) the 3D view does not provide facilities to interact with

1001s.

The 3D view controls allow the user to select the objects to be displayed. to

manipulate the 3D abjects by allowing translation. scaling and rotation of the 3D view.

The controls also pennit the export of the 3D view into an external tile. the printer or a

QuickTime™ movie.

3.3.5. Tools

The tools are the primary intertàce between the user and the software. The user

employs them to manipulate the cursor, annotate abjects and analyze the intraoperative

image data.
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• 3.3.5.1. 3D Cursor TOo.l~I
The cursor tool provides the functionality to assign a point in 3D space to act as

the location ofa cursor. Input can come From the computer mouse by selecting a location

on the screen, or From an extemal tracked tool. by pointing it to a structure on the patient.

The latter function is used by the software in its IGNS mode. Before the system may be

used in the tracked tool mode, a registration procedure must be performed to determine

the transfonnation from patient to image space CT described in section 2.3.1,. The

volume cursor tool provides the functionality to perform such a registration.

Patient~lmage Registration

The patient image registration tool provides the functionality and related user

interface to enable the surgeon and operator to identifY a series of homologous points on

both the patient and image. and to calculate ~T. the rigid body transformation From the

tracker space to the pre-operative image space.

The afine transtonnation is calculated using a Procrustes algorithm in common

use in our laboratoryl16. and originally described by Sibson '17 • First. the centroid of each

point set is calculated to detennine the translation component of the transformation and to

align the two point sets to a common origin. Second. if A and B are the two sets (with

common origin). a rotationlreflection malrix Q can be obtained by solving

•

min Il A - BQlf,

which can he found through a singular value decomposition of BTA. 117 If
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• where p is the number ofdimensions, then the rotation matrix is given by

Q;;: UV r (3-3)

•

Finally, if required. a unifonn scaling is calculated. These are combined to obtain

the afine transfonnation, ;r.

The procedure requires that the operator and/or surgeon identify a series of

homologous points, both on the patient with the IGNS pointer. and on the images on the

workstation. ft requires coordination between the surgeon and computer operator to

ensure that first, the anatomicallandmarks identified by the two of them are precisely the

same, and second. that the landmarks are identified in the sarne order. The process of

selecting points. evaluating the results and deciding how to irnprove the registration is

iterative in nature. and requires sorne practice to achieve consistent results. Il involves

close communication between the surgeon and operator, and often requires that sampled

points be discarded and re-sampled. either due to miscommunication. unintended

movement of the IGNS pointer, or error in identifying landmarks. In a practical sense. the

process is performed early in the surgical procedure, and often under sorne time pressure

since many of the operating room staff must wait for this step to be perfonned before

continuing to prepare the patient. For this reason, the user interface is optimized to

minimize time spent.

Typical Usage Example

Referring to Figure 3-6, the registration process proceeds as follows: Pre­

operatively, anatomical image points are selected on the image data using the annotation

tool (described below). In the operating room, the operator selects each point on the list,

and calls it out to the surgeon. The surgeon moves the tracked pointer to the appropriate
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Figure 3-6: Registration Too/lnterface.

anatomical location on the patient and notifies the operator. who at that time acquires a

point pair by selecting the '''Sample'' button. The two sets of coordinates appear in the

"'Sampled Points" list continning the acquisition: When aIl the points are selected, the

transtonnation may be calculated and stored by selecting on the '''Calculate'' button. If the

operator is unhappy with any acquired point. il may be discarded by selecting il on the

list and clicking the '''Delete'' button.

After a transfonnation is saved. a visual check of the registration precision is

perfonned. This step requires that the surgeon place the pointer tip on the skin surface at

various locations around the head. while the operator evaluates the distance from the

cursor location and the skin surface. If the registration is found to be acceptable. the

procedure may continue. Otherwise. the surgeon or operator may decide to delete points.

add new points. or repeat the entire registration.

3.3.5.2. Point Annotation fooll +·1

•

The point annotation tool provides the functionality required by the user to ""drop"

markers al specified locations within the image volume. This can be achieved by first

selecting a location with the cursor (either in mouse mode, or tracked tool mode)•
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switching to the annotation tool. and pressing the ( ...... 1 button. The user is then

prompted for a label for the annotation.

At certain times during the operative procedure. a series of points must be

acquired as a group (e.g. skull or dura surface points to detine the craniotomy). In order

to minimize the time required to accomplish this, a ""rapid tire" acquisition mode is

employed. The operator is asked to provide a prefix string and staring index number.

When the 1 ..ne. 1on the window is i"ressed, an annotation is created at the CUITent

cursor location using the concatenation of the prefix and index number as the label. The

index is automatically incremented in preparation tor the next point. This allows the

surgeon and operator to drop a series of points with predetennined labels in a short period

oftime.

Point annotations are displayed as X markers on the 20 screens with their labels

drawn next to them. The user may alter the display rules for the 2D view to control the

screen c1utter. The labels may be toggled on and off, and the user may choose to display

ail points as they project ooto the image plane, or restrict the display to points that lie

within 2mm of the image plane. In the 30 view, they are displayed as small spheres,

without labels. The annotation tool control maintains a visual list of ail annotations.

When the user selects one from the list, it is identified by colour changes in both the 2D

and 30 screen.

3.3.5.3. Trajectory Annotation Tooi 1 A 1
The trajectory tool functions in much the same way as the point annotation tool

described above. The exception is that instead of storing a simple coordinate along with a

label, a 4x4 matrix containing the location and orientation of the tracked tool is stored.
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When selected in the list. both the location of the cursor and orientation of the oblique

views are set to that of the trajectory.

ln the 2D vlews. the trajectory is displayed in the same way as the point

annotation. with an X and the label. In the 3D view. the origin is displayed with a sphere

(in the same manner as an annotation) and in addition. an oblique line is used to display

the orientation direction as weil.

3.3.5.4. Spline Curve Annotation Tooi

ln certain circumstances the edge of a structures (e.g. ventricle) must be

delineated. The spline curve tools allows the user to draw and edit smooth curves on the

in-line and ultrasound (see Figure 3-2) views.

The curves consist of multi-segmented cubic splines 109 employing the Hennite

polynomial blending functions, with the additional Katmull Rom constraint of having the

tangent directions al each knot P, parallel to the line connecting points P,o/.and P,+/

(Figure 3-7).

Figure 3-7: Multi-segmented Hermite polynomial using the Katmull Rom constraint. The

tangent direction at each knot is parallel to the direction of the fine between the

neighboring knots.
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• 3.3.5.5. Filled Region Tooi

ln addition to markers, trajectories and structural boundaries, areas. or regions

must be identified or segmented in order to be able to c1assity them in the image

correction procedure described below. The filled region tool (Figure 3-8) provides the

functionality to achieve this. The tool employs c10sed versions of the Hennite

polynomials described above to define a boundary, and a point annotation to define a

seed to identify the interior of the region.

Figure 3-8: Example of Cl :·.-eecfed Jill to identiJj' the

area that corre.\ponds to brain in the At/RI image.

The boundary is deJined using a closed mu/ti­

segmented Hermite po(vnomia/.

•

3.3.5.&. Ruler Tooi

The ruler tool provides a means to measure straight-line distances. The user

brings the mouse pointer to the start point and click-drags the mouse to the end point. The

computer displays the line between the start and end points, while displaying the distance

in mm in between them.

3.3.5.7. Region of Interest Overlay Tooi

The region of interest tool is one of the most useful in the US based IGNS system.

Il enables the surgeon to detine a rectangular region of interest (ROI) on either the in-line
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• view or the US view. and superimpose the homologous region from the other window.

For example. an ROI can be defined on the oblique MRI view and that region from the

US view cao be superimposed over the co-planar MRI. Furthermore. the surgeon can

interactively drag the ROI over the image with the mouse. effectively ··revealing··

intraoperative images over the pre-operative ones. This interactive motion enables the

surgeon to obtain a concise qualitative appreciation of the differences between the

intraoperative and pre-operative images.

Figure 3-9 gives an example of the ROI tool in use. The left image shows an

oblique MRI whose orientation is identical to that of a live US image acquired with the

IGNS system. while the right presents the same MRI with a rectangular ROI which

contains the intraoperative US image. The ROI can be moved around over the image to

provide the surgeon with an animated "before" and "after" deformation view.

A B

•

Figure 3-9: Examp/e of the ROI overlay tool. A: Oblique view of an enhanced MRI

showing enhancement ofa tumour. B: Same oblique MRI with a rectangu/ar portion of

the co-planar US overlaid in the region of the tumour. In use. the window is able 10

"move" over the underlying image
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3.3.5.8. Deformation Grid Warping Tooi

The defonnation tool allows the previously identified annotations (point and

splines) to be classified into a list of pre and post defonnation homologous points. ft also

provides the functionality to define a grid of arbitrary size and to superimpose il on the

oblique display. The grid tool uses the homologous points to calculate initial

displacement vectors and propagates the displacement to ail grid nodes using the

following iterative technique.

Step l:For each initial displacement vector, locate and apply the displacement to the

nearest grid node.

Step 2: For each displaced node, notify neighboring nodes of the displacement.

Step 3: For each node notified of a neighbor's movement. calculate a new displacement

vector by taking the average displacement of aIl its neighbors, and tlag itself as

displaced.

Step 4: If either the maximum displacement is above the minimum stop threshold, or the

iteration count is below a preset maximum, repeat from step 2, otherwise, stop.

A similar result would be expected using a thin plate spline algorithm described

above, however this technique is more easily extended to improve the interpolation

scheme with the addition of model based infonnation (e.g. Edwards 102 and Roberts 110).

The tool provides ail the functionality to create, and define the grid, and communicates

with the warped oblique image processor to display the results.
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Deformation Grid Display

Several options have bc:en incorporated into the [GNS software to show the

displacement grid. The first is a simple mesh that is connected to each grid node (Figure

3-10). As the grid is defonned. the mesh changes with it (Figure 3-108), showing how

the intraoperative image would have to be defonned to match the pre-operative image.

The second technique displays a vector at each grid node, where the vector starts at the

displaced node location. and points back to the original location. This represents the

direction the pre-operative image would need to take to correct itself to the intraoperative

image (Figure 3-IOC). Finally, a eolour-coded display is available to view the magnitudes

of the displacement at each point (Figure 3-1OD).

3.3.5.9. Warped Oblique Display

The ultimate goal of the [GNS software is to pennit the correction of the pre­

operative image based on the calculated detonnation field. The detonnation grid is

applied to the oblique view using bi-linear interpolation, yielding a pieeewise linearly

warped image (Figure 3-11).

3.4. Ultrasound Holder

For the [GNS system to track a panicular tool. it must be rigidly attached to a tracker. [n

the case of the US transducer and the Polaris tracker, a removable, rigid connector has

been construeted (Figure 3-12) to allow attachment without altering the transducer itself.

Il is constructed of aluminum and epoxy putty. The epoxy putty was used to ereate a form

allowing the holder to preeisely conform to the shape of the transdueer handle.
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Figure 3-/0: Different display techniques to visualize the displacement grid. A: A /lon­

deformed mesh superimposed on an ohlique image ofa dejàrmahle brai" phan/mil. B:

Grid ajter dejormation. The deformation represents how an intraoperative image u-'ould

have to dejà,.,,, 10 match the pre-operarive image. If the node points 'vere pilmed 10 the

under~l'ing pre-operative image and returned 10 a regular straight grid. the pre-operative

image ll..ould be warped ID conjor", to the inlraoperative image in the process. C: Vector

field showing the direction each node shou/d take 10 correct the image. D: Magnitude

disp/ay. Semi transparent c%ur coded disp/ay to appreciale the distribution of the

magnitude ofthe deformation throughout the image.
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• Figure 3-/ /: ExampJe ofan obliqlie MRJ ofthe

deformable brain phantom after app(ving a

dejorma/ion grid. The user may employ the

ROI tool to eva/liate the qlla/i(V of the

correction.

Figure 3-/2: Close-up image of the P7-4

ullrasound probe. attached 10 a Polaris

tracker using the Cll~'(om ho/der.

•

3.5. Ultrasound Phantoms

Over the course of this work. several phantoms were required to characterize the

US machine and frame grabber. calibrate the IGNS system. and to validate il. Many of

these phantoms incorporated novel designs in order to overcome specifie issues. This

section describes the design and construction of the phantoms used in this project.

Brain simulating material: Poly(Vinyl Alcohol) Cryogel

For some of the work described here, we required a phantom that would simulate

the imaging characteristics of brain tissue with US, MRI and CT. as weil as exhibit
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mechanical characteristics that were similar to that of the human brain. In addition. the

material needed to be robust and stable over time. Poly(vinyl alcohol) cryogel (PVA-C)

provides these qualities. This material is first prepared as a viscous fluid. which is then

poured into a mold. and subjected to repeated freeze/thaw cycles. The mechanical

properties of the PVA-C (along with the Tl and T2 MRI characteristics as weil as the

speed of sound) III may be altered by varying the PVA-C/water concentration of the

mixture. as weil as changing the number of freeze-thaw cycles to which the mixture is

subsequentlyexposed. Provided the material is stored in a humid environment. it appears

to be stable over time (at least 4 years. in our experience).

3.5.1. Calibration Phantoms

3.5.1.1. Introduction

As with other investigators (see section 2.5.2.2) a calibration phantom (or tool) is

required to detennine :T. the transfonn from the US image space to the tool holder

(tracker) space. In general. this tool defines a target or series of targets in a sound

conductive medium that must be imaged by the US device. The targets used by others

include wire crosses or suspended beads. In each case. an assumption is made that the

image is acquired such that the target is in the centre of US image slice in the

perpendicular (slice thickness) direction. Because the US image is thick (5-IOmm),

partial volume effects make it difficult for the operator to position the US transducer so

that the target was at the centre of the image slice. In arder to minimize partial volume

effects, we have adapted the Z-bar (or N-bar) fiducial marker commonly used in frame

based stereotaxy for use in our US calibration phantom.

Figure 3-13 ilIustrates how the partial volume effect can contribute to positioning

ambiguity in the US calibration phantoms. Using the Z-bar we make no assumption that a
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• target is in the center of the image. Rather. the intersection of the center segment of the

Z-bar and the center of the slice can be calculated trom the image (Figure 3-13C).
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Figure 3-/3: Illustration ofthe ambiguit)'

that ca" arise when allempting to image

a sma/l, thin target with a thick US slice

(partial volume ejJec!). A: Rotation

ambiguit}'. B: Translation ambigllity. C:

Z-bar fiducial marker calculates the

position ofthe intersection ofthe marke,.

and the center of the s/ice. redllcing

partial volume effect.

•

The Iwo design goals of the calibration phantom were to allow us to perfonn the

calibration process in an accurate and reproducible manner. and to enable us to use it to

measure the overall accuracy of the IGNS system. In order to achieve both goals. the

phantom needed to be capable ofbeing imaged by 2D US and 3D MRI or CT. Three such

phantoms were designed. eaeh building from the strengths and weaknesses of the

previous one.

3.5.1.2. Calibration Phantom Version 1

General Description

The first phantom consisted of a series of hollow tubes protruding through two

parallel Plexiglas plates. Holes drilled into the plates acted as guides for the hollow tubes.

When in place, the tubes fonned three Z-bar markers (Figure 3-(4), each Sem in length.

The guide holes were made at known locations in the phantom frame of reference so that

the locations of the Z-bar vertices couId be calculated. The plates had four divot holes

milled into them at known locations in phantom space, so that they could he identified

with the IGNS pointer to detennine the position of the phantom in tracker space.
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Figure 3-14: A: cross sectional illustration of the paraUel Plexiglas plates and the

guide hole pattern used to form a Z-bar jiducial marker. B: 3D volumetrie

reconstruction }ro'" CT ofthe calibration phantom showing the position ofthe 3 Z-bar

markers. B: Cross section CT image ofthe phantOlIl with the Z-bar markers inrersecting

the image highlighted in red.

The Z-bar tubes were filled with CT angiographie contrast agent (lothalamate

melglumine, U.S.P.I 60%) and the phantom placed in a water bath. where the speed of

sound (1497rn1sec) is similar to that of brain tissue (151 Om/sec) 111. CT images were

acquired with a Picker PQ6000 scanner to obtain a volumetrie data set of the Z-bar

markers. and the divot hole fiducials. For US imaging. the tubes were filled with the same

water that is contained in the water bath. Care was taken to ensure that no air bubbles

were left in the tubes.

Positive Results

In the early experiments, the phantom showed that the Z-bar fiducial marker was

a good approach to minimize the influence ofpanial volume on calibration accuracy, and

to simplify the overall imaging process. The ability to use the same phantom to measure

the overall system performance was also found to be useful.
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• Negative Results

The phantom was weak in two areas. First. the US image quality. particularly in

the diagonal segments of the vertically oriented Z-bars, was poor (Figure 3-15). ft was

often di fficult to obtain a c1ear image of ail the tiducial markers. The second limitation

\Vas in the size of the overall phantom. The spacing of the Z-bars prevented us from

obtaining images ofail the Z-bars al high image zooms. The lowest achievable maximum

imaging depth (MID) was IOcm. The maximum imaging depth represents the distance

from the transducer face to the most distal tissue displayed al the bottom of the screen.

Alter sorne experience in the operating room. il became c1ear that calibrations al MID

levels of less than IOcm were required.

Figure 3-15: Example ofan US image of

the calibration phantom highlighting the

poo,. signal j;·om the center marker ofthe

vertical Z-har markers.

•

center marker of venIca1Z-Bar

3.5.1.3. Calibration Phantom Version 2

A second phanlom was constructed to order to address the issues of the first

calibration phantom. We hoped to enhance the first design to improve the US contrast of

the fiducial markers, and to enable imaging using MID values more appropriate for

intraoperative use.
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The second phantom was constructed using Poly(vinyl alcohol) Cryogel (PVA­

C) 111. This material was also used in the defonnable phantom described below. Il was

hoped that this material would provide better US image contrast of the venically oriented

Z-bars and simplify handling since the phantom would consist of a relatively solid block

of material and oot require the water bath. The speed of sound in PVA-C (as used in the

phantom) is 1530 rn/sec, close enough to the average of that of soft tissue and of brain

(1540 and 1510 rn/sec respectively) for our needs.

Construction

The construction of the phantom was pertonned by the technical personnel at the

Robans Research Institute according to the author's specification. Cylindrical strands

(2mm diameter) of PVA-C were formed in Plexiglas molds. They consist of 15% PVA-C

by volume, and were subjected to 3 freeze/thaw cycles. The strands were held in position

by 2 parallel plates similar to those used to hold the hollow tubes of the 1st phantom

described above. The guide holes for the Z-bar strands were laid out according to Figure

3-16A. The vertical Z-bars were slanted inwards by 15' to taper them in towards the top

to prevent the upper markers l'rom being excluded l'rom the US image. Once fixed in

place, 10% PVA-C was poured to fill the space between the plates. and completely

immerse the PVA-C strands. Afier allowing the liquid to stand to allow any air bubbles to

rise to the surface, the assembly was subjected to a single freeze/thaw cycle. Once

thawed, the support plates were removed. and the entire block was immersed in a final

bath of 100/0 PVA-C within a Plexiglas container, which also had 8 divot holes milled

into it for use during registration as described earlier. This volume was then subjected to

a final freeze thaw cycle, and the resulting container and PVA-C within constituted the

final phantom.
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Figure 3-16:A: Cross sectional view of the phantom. The image shows intersection of

the IWo horizontal Z-bar markers and the tlvo slanted vertiea/ bars with the image plane

(highlighted ill red). B: An ob/ique view in the plane ofone ofhe Z-bars. The pm..-ition of

the Z vertiees are ca/cu/lIted by extending least squares Jits to the straight sections. C:

3D illustration of the phantom high/ighting the Z-bar pattern and the relative positions

ofthe registration divots.

The phantom was imaged using both the CT and MRI scanners. In the case of the

CT. the slice thickness was l.5mm. with an inter-slice spacing of 1mm. In the image

plane. the pixel size was O.39mm. For MRI. a T l-weighted gradient echo sequence. with

TR=14ms. TE=6ms. Flip angle=23 degrees. Averages=5 was employed to obtain a Imm.!

voxel data set of the phantom.

Characterization

The nature of the phantom construction process. including movement of the

strands while pouring PVA~C around them and the expansion of the material during the

freeze process, prevented us from knowing in advance the exact locations of the Z-bars

within the phantom with respect to the milled fiducials. Thus. it was necessary to use the

volumetrie CT data to characterize the coordinate space of the phantom. The image data

were loaded into the IGNS system. and the annotation tool was used to manually drop a

series of markers along each segment of the Z-bars. The coordinates for these points were

used to detennine a linear least squares fil for each segment. A biseclion algorithm was

subsequently used to detennine the intersection (or closest point to it) of the segments
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which were used as the Z-bar vertices. These vertices were used as the locations of the Z­

bars in the phantom's frame ofreference.

Impressions

While the smaller Z-bars provided the opportunity to perfonn calibrations with

smaller MIDs as intended, and the solid PVA-C phantom was much easier to handle. the

overall usefulness of the phantom was limited for the following reasons.

When imaging the phantom at ditTerent maximum imaging depth settings. it was

necessary to alter the distance from the US transducer to the Z-bar tiducials. ln order to

achieve this. it was necessary to have a thin layer of water on the surface of the phantom

to provide acoustic coupling without allowing the US transducer actually put weight on

the PVA-C itself.

The lack ofrigidity of the PVA-C strands made il difficult to keep them exactly in

position during the construction process. This resulted in slightly imperfèct Z-bars in that

they contained geometric distortions (Figure 3-16B >. limiting their accuracy.

Finally. the image quality of the diagonal segments of the vertical Z-bars were

still sub-optimal. The smooth texture of the strands and the angular incidence between the

diagonal of the Z-bar and the US beam caused a diminished retum signal due to angular

reflection.

3.5.1.4. Calibration Phantom Version 3

In the two previous approaches. the goal was to obtain a single image that would

provide enough information to estimate ~T, the transfonnation from US image space to

the probe holder space. In order to improve the quality of the calibrations, the procedure
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was altered to allow for multiple images and thus many more tiducial points to be

acquired and used in the calibration. This removed the necessity to have multiple Z-bar

markers within the phantom.

The final version of the calibration phantom was a simplified version of the

previous two. The phantom differed from the previous ones in that it employed a singe

horizontal Z-bar fiducial marker. It was similar to the first phantom in that it retumed to

the use of hollow tubes immersed in a water bath to torm the Z-bar instead of PVA-C.

The thickness of the tube walls were decreased and the overall diameter was increased to

improve image visibility in US.

3.5.1.5. Construction Description

Two support plates were milled l'rom Plexiglas according to Figure 3-17 and fixed

parallel to each other 3cm apart. Sections were cut l'rom plastic drinking straws and their

diameter measured with a caliper to ensure uniformity. The straw sections were insened

Figure 3-/7: Schematlc vlew ofthe single Z-bar calibration phanrol1l.
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into the guide holes, and sealed on the inside with silicone. The outside sections were left

open tor later filling with either water or imaging modality specitic contrast agent.

Electrical tape is used to seal the tubes when fi lied.

As with the first calibration phantom. the tubes were filled with Iothalamate

melglumine. U.S.P.l60% to provide contrast when imaged in CT. The divot holes were

also filled with the contrast agent and covered with waterproof tape. The assembly was

placed in a water bath for imaging. CT images of the phantom were acquired using the

same slice thickness parameters as with the first phantom. namely a slice thickness of

I.Smm. and inter-slice spacing of 1mm. however the smaller size of this phantom

allowed an in plane pixel size of O.23mm. Unlike the previous phantoms. the CT data set

was not required to characterize the phantom. but was needed as a simulated pre­

operative data set to measure the IGNS system accuracy.

Figure 3-18A shows a typical US image of the phantom. The large diameter thin

walled tubing allowed for a significantly improved visualization of the Z-bar. Figure 3-18

B shows one of the CT images. demonstrating good contrast of the Z-bar with respect to

the surrounding water. The intensity contrast did cause sorne minor streaking arti tàct.
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Figure 3-/8: A: US image ofthe Z-barjiducia1clearly sholt:ing the u'alls ofthe {ube....'. B:

CT image ofthe phantom, The tubes were Jilled l;vith contrasl agent. and thus appear to

beJli/l.

3.5.2. Deformable Phantom

Although many authors have reported on their experience with intraoperative US

based IGNS. the literature presents litde on the validation of such systems. particularly in

their ability to detect tissue detormation. Some authors have presented statie phantoms

that eonsisted of an olive suspended in solution or a series of beads along a thread to

charaeterize the statie aecuracy. or demonstrated lheir systems on canine brains. This

section deseribes the construction of a novel defonnahle phantom capable of being

imaged in US as weil as MRI. Il contains simulated hemispheres. ventricles and blood

vessels. The design allows us to deform and image the phantom. enabling us to evaluate

the ability of our IGNS system to deteet and correct for this de formation. Figure 3-19

shows the deformable phantom in ilS water-bath container.

The phantom consists of three parts: the actual brain simulating PVA-C disk. a

support collar and water bath. The disk sits in the support collar, which is in tum

supported by screws protruding through the water bath container. The phantom may he
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defonned by selectively tightening or loosening the suppon screws. which apply pressure

on the collar and thus the brain disk.

Figure 3-/9: Image ofthe dejormable phantom held in the support col/ur in a water hath.

3.5.2.1. Construction Description

PVA-C Brain Disk

The disc consists of two PVA-C hemisphere sections surrounded by additional

PVA-C to fonn the dise. The two hemisphere molds were constructed to have ridged

outer edges to simulate cortical surfaces. and tluid compartments to simulate blood

vessels and ventricles. Figure 3-20 illustrates the construction of the hemisphere molds.

These molds were built by cutting out hemisphere-like shapes from 10cm thick blacks of

Plexiglas. Ta make the fluid filled companments, ventricle abjects were constructed from

Plexiglas cylinders and placed inside the molds. Simulated blood vessels were created by

placing long narrow rads vertically inside the mold. The hemispheres were filled with
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Figure 3-10: Schemalie of the consll1u.:tion of the simulated brllin hemisphere. A: Red

circles indicllte points 10 drill into a IDcm thiek slab ofPlexiglas. The red fine indicates

a eut fine. The circle on the right is li Jàce view ofa Plexiglas rod that was drilled and

cut in halftoforln ventric/e molds. B: Schematic view ofthe Jinal mold.

PVA-C (10%PVA-C/vol) and subjected to a single freeze/thaw cycle. They were

removed from the mold and placed symmetrically in a larger cylindrical mold. The gaps

between the hemispheres and the cylinder wall were tilled with more PVA-C ( 15°/f)/vol)

and subjected to another freeze/thaw cycle. The simulated blood vessels and ventricles

were left void of PVA-C 50 that they would fill with water when placed in the water bath.

The final disk was removed trom the mold and stored in a distilled water bath.

Support Collar and Water Bath

Figure 3-21 shows the design of the support collar and water bath. The support

collar consists of a hollow section of Plexiglas tubing with an ioner diameter and

thickoess of equal to that of the PVA-C dise. A 45- wedge was eut out of il to Cfeate a
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Figure 3-21: Schematic o/the support col/ar, screws and "vater bath cOlltainer,

window lOf US imaging and to allow room for the collar to contract when compressed.

The water bath container comprises of a Plexiglas box with a removable lid. with

reintorcements at the locations where the screws protrude ioto the box. The screws are

made of nylon lor MRI compatibility, and are covered in Teflon tape prior to use to

ensure a water-tight seal.

Imaging

The phantom was placed inside the container which was then filled with distilled

water. The phaotom was placed in an MRI imaging scanner (Philips Gyroscan ACS Il,

Philips, Sest, The Netherlands). As with the second version of the calibration phantom,

the defonnation phantom was imaged with Tl-weighted gradient echo sequence,

(TR=14ms, TE=6ms, Flip angle=23 degrees, Averages=5) which yielded a 1mm.! voxel

volumetrie data set. The images were transferred to an Allegro visualization workstation

(lSG Technologies, Mississaugua, ON) where threshold and manual segmentation tools

were employed to obtain a volume rendered version of the phantom. Figure 3-22 shows

the volume rendered image of the brain disk obtained from the Allegro workstation. The
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• hemispheres, as weil as the tluid filled ventricles and blood vessels. can easily be

identitied.

Figure 3-22: Volume rendered vieu: ofthe

segented hrain disk. The yellow sections

are the hemispheres with the cortical

surface. the red strips are the simulated

bJood vessels while the green sections are

the ventric/es.

•

3.5.3. Resolution and Distonion Phantom

The phantom used tor measuring resolution and geometric distortion consisted of

thin threads in a pattern held between two parallel drilled Plexiglas plates acting as a

template (Figure 3-23). The template defined 7 parallel rows and columns each ID.Omm

apart. The upper rows conlained fewer threads al the edges corresponding to the angular

field-of-view of a typical US fan beam.

The two plates were sufficiently tàr apan to ensure that when imaged. the plates

would not intersect the beam. The threads were thin enough (~IOOllm) to ensure that they

were smaller than the US pixel size. The plates were immersed in a 50/0 glycerin solution

to provide low scatter, and to provide a medium where the speed of sound is close to that

of brain (151 Omis).
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Figure 3-23: Illustration ofthe placement ofthe tlzin threads in the geometric distortion

phan/Dm. This arrangement allowed for multiple projiles to he ohtained al dijJèrent

locations in tlze image simultaneous(v.

3.5.4. SUce Thickness Phantom

The slice thickness phantom consisted of a thin sheet of fine sandpaper bonded to

a sheet of Plexiglas. The sheet was placed in a holder such that the plane of the sandpaper

was at a 45· angle in the plane of the US beam (Figure 3-24). Thus, the height of any

profile of the edge as seen in the US image yields the slice thickness at that point.

3.&. Discussion

This chapter described the tools developed as part of our intraoperative US based

IGNS system, including relevant software as weil as calibration tools and phantoms

required to calibrate and validate the system.

The software provides the surgeon with simple yet infonnative tools to appreciate

any movement of relevant brain tissue and pathology. First, live US images may he

acquired and displayed in real time along with the co-planar pre-operative MR images.

Interactive tools including the ROI overlay and the marker/line delineation tools allow

97



•
Sandpaper

US Image
(Cross section)

Jl
1

US Image
(In Plane)

US Image
Cln Plane)

•

Figure 3-24: ll/ustration ofthe slice thickness phantom and ils hasic principle. Because

the target plane intersects the imaging plane with a 45' angle. the height equals its width

the surgeon to compare and quantify the pre- and intraoperative images in more detail.

The image warping tools provide the ability to estimate the defonnation over the entire

image and to correct the pre-operative images. Finally. the modular nature of the software

will allow lor improvements in the methodology to be easily added to the IGNS system.

Several designs for calibration tools were built and evaluated. ail employing Z-bar

tiducial markers. The final tool employing a single Z-bar simplified image acquisition

while minimizing the contribution of image partial volume effects on calibration

aecuracy. The calibration tool had a second use as an accuracy verification tool. A

volumetrie CT scan of the tool simulating a pre-operative data set was obtained. Using

the data set with the IGNS system can yield a series of cü-planar US and CT images of

the fiducial marker. The position of the fiducial marker in both images can be detennined

in the common tool frame of reference. The distance between the homologous points can

be used as a measure of the system's accuracy.

The multi-modality defonnation phantom consists of a PVA-C disk held in a

water bath by a support collar and screws. The phantom includes simulated anatomical
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structures such as lateral ventricles. blood vessels. mid-line and a cortical surtàce. The

PVA-C allows us to obtain images in both US and MR. and to simulate tissue

defonnation by compressing using the support screws. This provides a tool to test the

IGNS system's ability to display. measure and correct lor tissue movement.
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Chapter4

System Characterization

4.1 . Introduction

As described in the previous chapter. the intraoperative US based IGNS system

consists of an ultrasound imaging device. a computer with a frame grabber. and a 3D

tracking device. This chapter presents experiments perfonned and results obtained to

characterize this system. First, the US imaging/computer frame-grabber system is

characterized, including axial and lateral resolution. US image slice thickness and image

spatial distortion. Second. the precision of the tracking device is examined. followed by

an examination of the precision of the procedure employed to obtain ~T. the calibration

relating the US image to tracking device. Finally. the overall accuracy of the IGNS

system is measured using the calibration phantom described in section 3.5.1.4.

4.2. Ultrasound/Frame Grabber System Characterization

4.2.1. Materials and Methods

Whenever possible, the procedures carried out for US system characterization

followed the guidelines set out by the American Association of Physicists (AAPM)

quality assurance protocols. 113 The guidelines present two methods of measuring

resolution: using a dedicated resolution phantom, or a thin wire target phantom. The

resolution phantom presents a series of objects consisting of targets of various sizes, at
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varying distances from one another. The investigator must select the smallest spacing that

allows two adjacent targets to be resolved. The thin wire target phantom essentially

provides an impulse function input into the imaging system. Measuring the profile of the

response in the image yields a quantitative and less subjective measure of imaging

resolution, and is employed here. The parameter used to describe the resolution is the full

width at halfmaximum (FWHM) of the protile of the thin wire target.

Ali measurements were perfonned at several US MID values. As described in the

previous chapter. the maximum imaging depth represents the distance from the

transducer face to the most distal tissue displayed at the bottom of the screen. and is

roughly analogous to the field of view of a CT or MR image. The US system scales the

image to fill the screen based on the MID sening. Thus objects in images acquired with a

lower MID will appear larger than in images acquired with a greater MID. Figure 4-1

shows two US images of the thin wire target phantom (described in section 3.5.3) taken

at MID values of 5 and 9cm. Note the different scale bars on the right of each image.

4.2.1.1. Axial and Lateral Resolution Measurements

Image acquisition

The thin wire target phantom was tilled with a 50/0 glycerin (by vol) to

approximate the speed of sound in brain ( 151Om/sec). The NTSC video output of the US

machine was connected to the frame grabber of the IGNS workstation. The US system

was set to a 5em MID. The US transducer was placed such that its face was submerged in

the phantom bath to ensure good acoustic coupling and to allow as many of the wires as

possible to be visible. The US brightness and eontrast parameters were set such that aIl

the wires were clearly resolvable. Once in position, ten images were acquired and stored.

For each image, the transducer was moved slightly in the direction parallel to the wires to
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Figure 4-1: Images ofa geometric distortion phantom taken at (\VO MID settings. A:

MID=5cm. B: MID=9cm.

•

ensure that if there were any undetected bubbles or imperfections in any of the wires.

they would be present in only one or two images

This process was repeated with the MID set to 6 and 7cm respectively. In each

case, between ten and twelve images were acquired in order to allow for rejection of

images where excessive noise may have obscured one or more of the wires.

Image Analysis

The ten captured images at Scm MID were loaded into the analysis module of the

IGNS software. In each image. vertical and horizontal profiles were drawn through each

dot (from a wire) and the pixel values corresponding to the profiles were extracted. To

improve the signal to noise of the measurements, the individual profiles from each image

corresponding to a particular target wire were averaged. The averaging was accomplished

by aligning and re-sampling the profiles to a common grid. according to the following

procedure.

• Find the peak ofeach profile
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• • Detennine the left and right tails of each profile by tinding the first pixels on either

side of the peak that falls below 15% of the height of the peak

• Calculate the mean value. or centroid of the trimmed profile

• Linearly interpolate profile values at each common grid point to resample it to the

unifonn grid whose center is the centroid of the peak

• Average ail re~sampled profiles corresponding to the same target wire

• Obtain FWHM by calculating cr (FWHM=2.3cr ) for the average profile

Figure 4-2 illustrates the procedure of averaging the profiles to obtain a value of

the FWHM. Each average profile consisted of 8 10 12 individual samples. The actual

number used varied with the visibility of each individual sample. If an image artifact

distorted an individual profile. the profile was discarded.

t
Mean

1
Mean

/ Resampled '"

Il
1 i

:
1

Mean

1

Averaging
Profiles

+
Improved

Distribution

•

Figure 4-2: Illustration ofthe procedurefoJ/owed 10 resampfe and average profiles of

the same point from severaf images. The average profile provided an improved

Gaussian distribution.
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FWHM values were obtained lor each point visualized on the image. The scale

bar visible on each image was used to detennine the conversion làctor l'rom pixels to mm.

The US scanner assumes the speed of sound to he that of average tissue (1540 rn/sec).

however. because the phantom material (glycerol in solution) mimicked brain tissue

(1510 rn/sec), an additional correction of vlvh• the ratio of the speed of sound for tissue

and that of brain was applied. These FWHM values were sorted by column (horizontal

distance l'rom centerline) in the phantom and plotted as a function of depth. This

procedure was repeated for the images obtained using MID values of 6 and 7cm.

4.2.1.2. Geometrie Distortion Measurement

The images obtained to detennine the system resolution were also employed to

evaluate the system distortion. An image l'rom the 5cm MID group tor which ail the dots

were visible was selected. The center of each dot in the image was identified and its

location. in image coordinates. tabulated. These points were sorted into individual rows

and columns.

A least squares minimization method (LINEST function. Microsoft Excel) was

used to obtain a linear best fit line through each row and column. For each line. the

distance l'rom the measured points and the fit line was obtained and tabulated. Figure 4-3

iIIustrates the method of measuring .1. the distance l'rom the aclUal wire image point. and

the c10sest point on the best-fit line.

4.2.1.3. Slice Thickness Measurement

The slice thickness phantom was submerged in the 5% glycerin solution. and the

US machine was set to a MID of 5cm. The transducer was positioned such that the

imaging plane intersected the wedge at a 45· angle as illustrated in Figure 3-24. The

vertical position of the US was set so that the target profile was visualized at a depth of
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• 4.5cm, as measured using the depth scale on the image. This was the maximum depth

where the entiTe profile was visible. Figure 4-4 shows two examples of US images of the

phantom demonstrating the slice thickness profiles. Five images were acquired and stored

by the 1GNS system.

Linear best fit Hne L\=distance trom point to line

Figure 4-3: Illustration ofhow geometric distortion is measlired. Eaeh rOll" and column

is lIsed to calculate a Iinear best fit. The distance from eaeh point and the line (il)

qllantijj' the distortion.

•

Figure 4-4: Ultrasound images of the sUce thiekness phantom taken al a maximum

il1laging depth ofSem. A: Profile depth of4. Sem. B: Profile depth of J.Scm.

The transducer was moved vertically 50 that the target profile was at a depth of

3.5cm, and five more images were acquired. Similarly, five images were acquired at each

of target profile depths of 2.5 and 1.5cm respectively. The US machine MID was set to

6cm, and another set of images was acquired in the same manner as before, except that
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the larget profile depths ranged from S.Scm to I.Scm at lcm intervals. Finally, the MID

was set to 7cm. and a set of profiles was acquired at depths ranging from 6 to 2cm. again

at 1cm intervals.

A Gaussian blur of radius 1 pixel was applied to ail the US images to reduce the

noise of the images. This allowed the automatic protile averaging technique described in

section 4.2.1.1 (0 function reliably, as it occasionally confused noise for a profile tail.

Figure 4-5 shows how smoothing the image yielded smoothed profiles.

Smoothed
---'Spike

Figure 4-5: Examp/e of image smoothing to improve the reliahility of the semi­

automatic proJUe averaging technique. The negative spike may cau.\·e the profile

trimming procedure to clip signijicant data. The proJile ofthe smoothed image does not

contain the spike. A simi/ar result l-vould have heen accomplished by smoothing ,he

profile itselj.'

Three regions of inlerest (ROI) were identified in each image as illustrated in

Figure 4-6. Two vertical profiles (laken a few pixels apart) of the target were extracted

for each ROI location for each image. Since five images were acquired in each set, ten

profiles per sample were ultimately obtained for each location. The automatic procedure

described earlier was employed to align and average the ten profile groups to single

profiles, and the FWHM of each averaged profile was measured and noted. Because the

profiles were not observed to be consistently Gaussian, the FWHM was measured by
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detennining the location where the profile crossed the half maximum at the rise and tàll

of the curve. The FWHM values obtained were grouped by MID and plotted as a function

ofdepth for each ROI location (C l, C2, C3) for each image.

Figure 4-6: US image ofthe slice thickness phantom demonstrating the locations ofthe

profile Slll1lp/es for cO/lIInn 1. 2 and 3.

4.2.2. Results

4.2.2.1. Axial and Lateral Resolution

Figure 4-7 shows the axial resolution vs. depth for the measurements at three

MIOs acquired. Each graph plots the FWHM tor ail columns visible in each image.

Figure 4-8 shows the lateral resolution for the same MID images and for the same

columns. As one would expect, the axial resolution is higher (Iower FWHM) than the

laterai. Also, the lateral resolution exhibits more of a dependence on depth than the axial

resolution, which should be independent ofdepth.

4.2.2.2. Geometrie Distortion Measurement

Table 4-1 summarizes the results of the geometric distonion tests. The distance

from any point to the best-fit line for ail tests never exceeded 1mm.
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Figure 4-7: Axial resolution vs. depth measurements for us images acquired al

maximum imaging depths 5. 6 and 7em. The different fines correspond to differe1l1

columns measured on the us image (see Figure 4-/).
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Figure 4-8: Lateral resollition vs. deplh measurements for us images acqllired al

maximum imaging depths 5. 6 and 7em. The difJerent fines correspond to different

eofumns measured on the US image (see Figure 4-1).
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• Rows Columns
Maximum Imagina Deplh Maximum Imaginq Deplh

Sem 6em 7em Sem 6em 7em
Average (mm) 0.19 0.22 0.23 0.09 0.11 0.1

Max (mm) 0.42 0.57 0.64 0.23 0.37 0.32
Min (mm) 0 0.01 0.01 0.01 0 0

Table 4-/: Summary ofgeometric distortion measuremellts Jo,. both rows and columns

Jor ail maximum imaging depths.

4.2.2.3. Slïce Thickness Measurements

Figure 4-9 presents the slice thickness as expressed by the FWHM for ail

measurements. As one would expect, the slice thickness (as measured by the FWHM)

was considerably greater than either the lateral or axial resolution.

4.3. Tracker Precision

The tracking device plays a central role in every aspect of IGNS. ft is used in

every calibration step required by the IGNS system as weil tracking the tools themselves.

The accuracy ofeach step and of the overall system is thus limited by the accuracy of the

tracker. Here we present an experiment performed to measure the precision of the

tracking instrument.

4.3.1. Materials and Methods

A series of ten divot points 10mm apan were milled in a straight line into an

aluminum bar. The holes were spaced 10 mm apart in a straight line. A pointer was

attached to the tracker, and its calibration parameters (~T) loaded, enabling the location

•
of the pointer's tip to he detennined in tracker space. The pointer tip was placed in each

divot, at which time the IGNS software was used to store the location of pointer tip in

tracker space. The pointer was moved From one divot to the next in a back and fonh
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manner to acquire a continuous set of points such that the distance between any

successive points would be 1Omm. A total of 37 points were acquired, allowing 36

relative distance measures to be obtained. The distances between each point pair were

calculated and tabulated.

4.3.2. Results

The mean value measured tor the distance between each pair of points was found

to be IO.Omm, with a standard deviation of O.29mm. This is consistent with results

reported previously in our laboratory. [[4 Using the 951% confidence level (1.96 standard

deviations), we can say that the tracking device has an overall precision of±O.57mm.

4.4. US-Based IGNS Calibration

4.4.1. Introduction

As explained in section 2.5.2.2, a calibration procedure is required to detennine

;T, the transfonnation from the US image space to the tracked tool holder space.

Because the "true" value of ;r is not known, we can only determine the precision of our

measurement. ln order to measure this precision. multiple repetitions of the calibration

procedure were perfonned (n=IO) and the measurement variability compared. The values

obtained were first tested to ensure that they were consistent with a nonnal distribution,

and finally the translation component of the calibration results were tested for

reproducibility by calculating their standard deviation.
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images at US MID values of5, 6 and 7em. The different Unes correspond to different

columns measured on the US image (see Figure 4-6).
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4.4.2. Materials and Methods

The third generation US calibration phantom (see section3.5.1.4) was immersed

in a water bath of distilled water. The speed of sound of water at room temperature is

1498m/sec, which is sufticiently close to the accepted value of 1510m/sec for brain

tissue,ll:! so that no other correction tluid (e.g. glycerin) was added.

The US transducer was attached to the tracking device via the custom adapter to

allow it to be tracked by the IGNS system during image acquisition. The NTSC output of

the US machine was connected to the video input of the workstation frame grabber.

The US machine. set to a MID of 5cm. was used to visualize the Z-bar within the

phantom. Eight images of the phantom were acquired in such a manner as to vary the

location of the Z-bar from image to image. As the images were acquired into the IGNS

software. the position and orientation of the tracked rigid body attached to the US

transducer was acquired and tagged to the image. Thus. each image tile contained the

video grab of the US image, along with a 4x4 translation/rotation matrix.

Once acquired. the three markers representing the intersection of each segment of

the Z-bar fiducial with the image plane were manually identified. This was performed

using the line profiles along the 3 points as a visual aid (Figure 4-11 A). With these. the

position of the centre marker in the phantom space was calculated for each image. The

tracked pointer was then used to identify the eight divot points milled into the phantom

frame. These points were used along with their known locations in the phantom space ta

calculate the phantom-to-tracker transfonnation. Using this. along with the inverse of the

transfonn from tool holder space to tracker space for each image, the coordinates of the

central fiducial point for each image was transfonned inta the common tool holder space.

This yielded a series of homologous points; one set in the tool holder space, and the other
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in the US image space. which were used as the input to a least squares algorithm to

detennine the rigid body transfonnation from US image to tool holder space.

This procedure of acquiring images. registering the phantom to tracker space. and

calculating the tinal calibration trom US image to tracker space was perfonned ten times.

The results were tabulated, and the translation component of the rigid body

transtonnations extracted and compared. These were examined to verify that the samples

were consistent with a nonnai distribution. and the standard deviation of the x. y and z

components of the translation were calculated. For retèrence. the x and z directions

correspond to the US image rows and columns respectively. while the y direction

corresponds to the direction perpendicular to the US image plane.

The above calibration veritication procedure was repeated tor MID values of 7

and 9cm. The results are tabulated below along with the results l'rom the 5cm MID

experiment.

4.4.3. Results

The standard deviation is an appropriate measure of precision if the measured data

fonn a Donnai distribution. Since il is being used to evaluate the repeatability of the

calibration, it was necessary to ensure that the observed values do correspond to a nonnal

distribution. Figure 4-10 shows a typical probability plot. where the measured values are

plotted against their corresponding percentile values. The points lie along a 45· line,

which is consistent with a Donnai distribution. Similar plots were perfonned for the Y

and Z directions, as well as for the data obtained for MID depths of 7 and 9cm. Only the

first one shown for brevity.
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• Probability Plot of X Translation
for MID=5cm
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Figure 4-/0: Probability plot of the sampled values of the X-translations obtained by

repeated calibration trials Jor MID-Sem. The straight Une at 45· is eunsistent ~1/ith a

normal distribtilion.

Table 4-2 summarizes the results of the reproducibility trials for the US-Hracker

calibration. Using the 950/0 confidence interval. the reproducibility of the calibration

procedure is poorest in the Y direction. at ± 2.6mm. As one would expect from the US

Reproducibility of Translations Obtained from
US image->Tracker Calibration (n=10)

MID X V z

7cm

9cm

5 c m Mean -1 77.57 -37.67
Stdev 0.58 1.17
Mean - 176 .6 1 -35. 74
Stdev 0.34 0.85
Mean -176.42 -35.4
Stdev 0.41 1.3

-0.09
0.68
0.28
0.35
0.87
0.53

•
Tab/e 4~2: Reproducibility ofthe x. y and z trans/ation components ofthe US---+Tracker

calibration procedure for MID=S. 7 & 9cm. Mean is the mean value ofthe translation

white the standard deviation is the standard deviation of the component for the 10

trials.
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image slice thickness results. the Y direction corresponds to the direction perpendicular

to the US image. In the image plane. the calibration repeatability is on the order of ±

1.4mm.

4.5. OveraIl System Accuracy

4.5.1. Introduction

The most important measure of the US based IGNS system is its accuréiCY in

mapping teatures in the US image to homologous features in the pre-operative image

space. Ali the characterization components presented thus far contribute to the overall

accuracy measured here. In order to be able to measure the accuracy. one must be able to

define a common coordinate space between the "pre-operative" and "intraoperative"

image spaces. This is provided by the calibration phantom as demonstrated in the

previous section. A volumetrie scan of the phantom serves as the "pre-operativc" data set.

and while US images are acquired. the co-planar images of the volumetrie scan arc

obtained simuhaneously. By identifying the tiducial points on both images. the phantom

space eoordinates of the homclogous centre markers can be calculated and compared.

The relative distance between these homologous points serves as a measure of the overall

aecuracy of the system.

4.5.2. Materials and Methods

The hollow Z bar of the calibration phantom was filled with CT contrast used for

angiographie imaging (Iothalamate melglumine. U.S.P.I 60%). Additional contrast agent

was plaeed in the divot holes along the top of the phantom and sealed with tape. The

phantom was placed in a water bath and CT images were obtained. The scan consisted of
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35 slices, 1.5mm thick, with a slice spacing of Imm. The in-plan~ pixel size was

0.234mm.

The image data were transferred to the IGNS workstation. The contrast agent in

the Z-bar was replaced with distilled water, and the Z-bar itself was placed back in the

water bath. The phantom was registered with the CT images by identifying the divot

holes as seen on the CT images on the workstation and on the phantom itself using the

pointer, and employing the registration algorithm described earlier.

Once a satisfactory registration had been obtained. the US transducer was used to

obtain US images of the phantom. The US machine was set to a MID of 5cm. and the

transducer was positioned to obtain a c1ear image of the Z-bar of the phantom. The IGNS

software displayed both the US image and the co-planar CT image orthe phantom. When

a satisfactory image of the Z-bar had been visualized. both the US image and the co­

planar CT images were stored. The transducer was moved slightly such that the Z-bar

fiducial was visualized in a different portion of the US image. Again, the US/co-planar

CT image pair were stored. This process was repeated until a series of 20 image pairs

were acquired and stored. The image acquisition sequence was repeated for US MID

values of 7 and 9cm. These images were also stored for later analysis.

The US and CT images of the phantom were reloaded in the IGNS software. The

calibration tool was then used to position the markeTs indicating the locations of the

intersection of the three segments of the Z-bar fiducial with the image plane. so that the

coordinate of the centrer segment could be calculated in the phantom coordinate system.

Ail the Z-bar segments for ail the US and CT images were identified, and the

corresponding center marker coordinales were detennined and lahulated.
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• Figure 4-11 shows the US and co planar CT images of the phantom. To aid in

proper fiducial identification, the image intensily profiles along the Z-bar line are

displayed on the screen (not to scale). The walls of the segments were seen on the US

image as peaks in the profiles. The positions of the markers were indicated on the profile,

enabling accurate identification ofeach segment location at the center of the peaks.

Profiles along Z-bar fiducial

A B

•

Figure 4-1/: US image ofthe phantom \-virh the segments identijied with the calibration

tool. The projiles al Ihe IOp of the image sen'e (l.'oj a visual aid in correct(v identijj;ing

the center ofthe segment B: Co-plana,. CT image wit" the same segments identijied.

The centre segment coordinates as determined from the US and homologous co-

planar CT images were compared for the US MID values noted above.

4.5.3. Results

Table 4-3 presents the results of the accuracy study. The mean is the average

distance from the US derived coordinate of the centre segment of the Z-bar to that of the

same segment derived from the co-planar CT image.
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• Recalling that in a typicallGNS configuration. the mapping from patient space to

image space has a typical accuracy of 2-4mm. the results shown here imply that the

mapping from intraoperative US to the pre-operative image space can be accomplished

with comparable accuracy.

CTUS & C PIfD"Istance rom 0- anar taraets ln mm
MID (cm) Mean Min Max Stdev

5 0.91 -0.42 1.98 0.75
7 0.83 -0.26 1.73 0.53
9 1.68 0.26 3.56 0.91

n=2D
Table 4-3: SU11lmary ofthe results ofthe IGNS system accura(:v resli/ts.

4.&. Summary

This chapter was concemed with the characterization of the US based IGNS

system. beginning with the imaging deviee/computer frame grabber system. The

parameters measured were the resolution (FWHM of a line source). US slice thickness

and geometric distonion. The axial resolution ranged from approximately O.8-1.5mm

while the lateral ranged from 1-2.6mm. The US slice thickness was tound to range from

5-12mm.

The tracker precision was determined by calculating the standard deviation of

measured distances between an array of divot holes at known distances from each other.

The standard deviation was found to be O.29mm. leading to a precision of ±O.58mm.

The precision of the measurement of :r, the transformation from the US image

space to the tracked tool holder space was calculated by performing multiple

•
measurements of :r. and detennining the variability of the translation component of the
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result. The calibration precision was measured to he ± l.4mm in the image plane and ±

2.6mm in the direction perpendicular to the image.

Finally, the overall system accuracy \Vas detennined by employing the calibration

tool and the volumetrie cr to acquire co-planar US and CT images of the fiducial

marker. Identification of the fiducial markers in both images yielded their positions in the

calibration tool frame of reference, which were compared. The accuracy was measured to

he 0.91±1.5mm for MID=5cm, O.83±1.06mm for MID=7cm and 1.68±1.82mm for

MID=9cm.
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Chapter 5

Deformation Detection
and Correction

5.1. Introduction

In the previous chapters the problem of tissue defonnation. and its impact on

IGNS was described. Ali the hardware and software that comprise our IGNS system and

equipment required to calibrate and validate it were described as weil. Further. the

imaging system and tracking device were characterized to obtain an estimate of hcw weil

the IGNS can be expected to function. This chapter describes the ability of the IGNS

system to demonstrate. quantify and to correct brain defonnation. This is accomplished

by simulating brain detonnation using the defonnable brain phantom described earlier.

A note about terminology

In the tollowing sections, various data sets are described and compared. In order

to avoid confusion, the following tenns are used:

• Non-deformed US (or simply US) images: Refers to US images of the phantom in

the non-deformed state.

• Deformed US images: Images of the phantom in the defonned state.

• Non-deformed MRI: MR images of the phantom in the non-defonned state.
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• Deformed MRI: MR images of the phantom in the defonned state.

• Warped (or corrected) MRI: MR images of the non-defonned phaotom that have

been warped to match either the defonned US or defonned MR images of the

phantom

We employed the defonnable brain phantom described in section 3.5.2. For

c1arity. the experimental procedure will be described as two distinct experiments

perfonned in succession. In actuality. the two were perfonned simultaneously interleaved

in such a way as to enable the experiments to be pertbnned with ooly two MRI scans of

the phantom. This method of presentation in no way affects the results. but greatly

simplifies the description.

In the tirst experiment. the image warping algorithm was tested by employing co­

planar non-deformed and defonned MRI images of the phantom as simulated pre-and

intraoperative images. This provided a baseline of how weil we cao expect the system to

perfonn in the second part of the experiment, which eonsists of warping an initially 000­

defonned MRI to the defonned US image.

5.2. Non-deformed MRI vs. Deformed MRI

5.2.1. 5et-up

A volumetrie MR image data set of the phantom was aequired (T l-weighted

gradient echo sequence, TR=14ms, TE=6ms. Flip angle=23 degrees, Averages=5) in the

noo-defonned state. The phantom was detormed by seleetively tightening the support

screws (movements ranged from approximately 0.5-1.5cm) as illustrated in Figure 5-1.

and imaged a second time using the same protocol. 80th image data sets were transferred

to the [GNS system.
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Figure 5-/: Illustration ofthe deformation app/ied 10 the phantom. A: US image ofthe

phantom taken through the imaging l-vindow priaI' to defon"ation. B: Illustration ofthe

directions ofmovement ofthe support screws to apP(l' the deformatioll. C: US image afier

deformation. Arrows indicate the general direction of compression. expansion or

mOl'ement ofthe structures.

A rigid body transformation between the two data sets was obtained by

identifying homologous points in both images. and employing the same least squares

fitting tool described earlier for registering the patient to the pre-operative image data.

These were points that did not move with the deformat ion (e.g. the center of the screws as

they entered the water bath). which are analogous to skull based points on a patient. Once

registered. an arbitrary image orientation <roughly parallel to the face of the phantom)

was selected in the non defonned MRI for viewing. The IGNS system allowed the two

MRI data sets to be linked such that a co-planar MR image of the defonned phantom was

obtained. Figure 5-2 shows the two co-planar MR images of the phantom. before and

after detormation.

The point and spline based annotation tools were used to manually delineate

homologous structures in both the non defonned and defonned MR images (Figure 5-3).

The point structures consisted of the simulated blood vessels and the sulci. The spline

curves followed the outlines of the simulated ventricles. The point annotations were used

to characterize the deformation by measuring the distance between each homologous

point, which ranged from 2.1 to 9.3mm.
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Figure 5-2: Co-planaI' MRI images ofthe non-dejormed and dejormed phantoms.

•

A

Figure 5-3: Homologolls structures identified in both the nOll-deformed (A) and

deformed (B) MRl.

5.2.2. Correcting deformation

•

The defonnation grid tool described in section 3.3.5.8 was employed to define a

64x64 node Iinearly interpolated defonnation grid. As input~ the HfiUed region tool" was

used to delineate the outline of the phantom, which served to define a boundary in which
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grid nodes were flagged to be movable. while nodes outside the boundary were tlagged

as fixed. The homologous cortical and blood vessel points were chosen to generate a

series of vectors representing the initial defonnation condition. The homologous spline

curves of the ventricles were selected and sampled parametrically to generate a further

series of discrete points and thus end-points for additional initial defonnation vectors.

Figure 5-4 A shows the grid nodes (in red) flagged as movable after delineation using the

"filled region" tool. The closest grid node to each initial displacement vector was

determined~ and that vector \Vas applied to it~ creating the initial condition. Figure 5-48

shows the grid after the initial displacement vectors were applied to the grid (blue lines).

A

Figure 5-4: A: Displacement node grid superimposed on the non-deformed MRI of the

dejàrmahle phantom. Small red crosses indicate nodes that are allo'tved to displace. B:

Displacement grid ({lier application of the initial displacement vectors obtained by

identification ofthe simulated blood vesse/s. cortical landmarks and venu"ie/es shown in

Figure 5-3.

The initial displacements were allowed to propagate and relax according to the

method outlined in section 3.3.5.8. The iterations were stopped when the maximum

displacement of any grid node was below an arbitrary threshold of O.OSmm. The stopping

criteria was reached in under 30 iterations. Figure 5-5 shows the results of the iterative
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• propagation/relaxation procedure. Figure 5-5A shows the displacement grid as vectors,

yielding an overall appreciation of the direction ofdefonnation, while Figure 5-58 shows

the magnitude of the displacement as a color coded overlay.

o
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A

Figure 5-5: A: Vector grid obtained afier allowing the initial grid of Figure 5-4A to

propagate and relax to a steady state condition. The Unes represellt the direction ofthe

grid node displacements and thus the measlired dejàr",ation. B: Magnitude image ofthe

displacement.

The displacement grid was applied to the non deformed MR image of the

phantom using linear interpolation between grid nodes, yielding a warped version of the

non defonned phantom. For qualitative comparison, Figure 5-6A again shows the MR

image of the defonned phantom, while Figure 5-68 shows the warped MR image of the

non defonned phantom. Visually comparing the pair with the images of Figure 5-2 shows

that the correction has improved agreement between the non defonned and defonned

MRIs.

5.2.3. Quantitative Assessment of Restoration Quality

•
To obtain a quantitative measure of the image restoration method, a rotating

·'Ieave one out" strategy was employed. A displacement grid was obtained as above,
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except that one of the blood vessel points was deliberately left out as an initial point in

the calculation. The same point was identified in the restored image. and its position was

compared with that of its homologous point identified on the MR image of the defonned

phantom. Ideally. the distance between the two should be 0 since a perfect restoration of

the non-deformed MR image should overlay perfectly on the MR image of the defonned

phantom. The distance between the actual defonned feature location and the warped MR

feature was recorded for each pair of points.

A

Figure 5-6: A MRI of the deformed phllntom (as shown in Figure 5-28). B: Warped

image of the non-deJormed MRI for comparison. The lValped image contains more

noise becallse it is a 1mm t"iek slice, whi/e the MR image ofthe deformed phancom is

5mm t"iek to improve image qualit},.

This process of leaving a point out of the grid calculation and comparing the

location of the feature on the defonned phantom MR image and the warped MR was

repeated for ail the blood vessel and cortical point features in the image pair. Table 5-1

presents the results. MR-dMR represents the distance in mm between the blood vessel

landmarks identified in the non defonned and defonned MR. characterizing the

defonnation. dMR-Corr is the distance between the landmarks identified in the defonned

MR and the warped MR, characterizing the error in the correction.
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". Mean
Max
Min

Stdev

MR-dMA
5.6
9.3
2.1
2.1

dMA-Corr
0.7
1 .1
0.1
0.3

•

Table 5-/: SWllmary of results of the non-dejormed vs. dejormed MR images of the

phantom.

5.3. Non·deformed MRI vs. Deformed US

5.3.1. Imaging and Registration

The phantom was assembled and the tank filled with distilled water. The retaining

screws were initially set such that there was no defonnation. MR images were obtained

(T l-weighted gradient echo sequence. TR= 14ms. TE=6ms. Flip angle=23 degrees.

Averages=5) and transferred to the IGNS system. The phantom was then fixed on a table.

and registered with the MRI data using the IGNS probe. Once an acceptable registration

was obtained. US and co-planar MR images were acquired, stored and visualized with the

IGNS software.

The US and co-planar MR images were qualitatively compared usmg the

interactive ROI tool to visualize the US superimposed on the MR images (Figure 5-7).

Using the mouse. the ROI was moved over the area of the phantom visible to both the US

and MRI. No significant discrepancies \Vere noticed.

Following the qualitative evaluation, the annotation tools were used to identify

homologous structures in both the US and MR images. The point annotation tool was

used to drop markers over the simulated blood vessel points and the bottoms of the sulci

when visible in both the MR and US images. The spline drawing tool was used to outline
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the ventricles. Figure 5-8 shows the homologous structures used to quantify the

registration quality.

Figure 5-7: MRl images o/the phan/om afler registration and bejore deformation. The

ROI tool (arrows) is used to superimpose the US image onto the co-plana,. MRI (0

visual(v assess the registration b.v observing the degree of shift hetween hom%golls

structures.

A

Figure 5-8: Registration accuracy assessment. A: US image ofphantom with point and

line annotation delinealedfrom both the US and MRI image. B: Co-planar MR image of

the phantom with the same annotations superimposed. Note the outUne o/the US image

area in red.
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The distances between homologous point annotations (blood vessels and conical

sulci) were compared. The maximum distance between homologous points was 4.5mm,

which occurred at the periphery of the US image. The minimum distance was 0.1 mm.

with the average distance being 2.1 mm. The point annotations and ventricle splines were

used to create an interpolated grid (64x64 nodes) to estimate the registration error

distribution over the image (Figure 5-9). The image shows that after excluding the

periphery of the area of interest. the registration error ranges from approximately 0 to

3mm. which is typical in conventional IGNS.

Figure 5-9: Displacemellt magnitude

image showing the registration error

distribution over the image area. The

red triangle shows the US image

boundary. and thus the area ofinteresl.

•

5.3.2. Applying Deformation

Without moving the phantom holder. the PVA-C disc was deformed by tightening

the retaining screws in a diagonal fashion, creating a defonnation of the ventricles. and

causing movement of the simulated conical surface and blood vessels. Figure 5-1

illustrates the defonnation applied to the phantom. The phantom was imaged again with

the US system, and relevant frames stored for analysis.
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One of the US images was recalled and compared to the co-planar MRI using the

ROI tool. Figure 5-10 shows [he post-defonnation US image. the co-planar MR image,

and enlarged images obtained by moving the interactive ROI over the simulated ventricle

and blood vessels. By moving the ROI about the screen, an interactive appreciation of the

defonnation may he obtained.
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Figure 5-/0: Visual assessment ofphantom shift. .4: US image of the phantom ajier

dejorma/ion. B: Co-planar MRJ of the phantom. Extlmining A and B c/ear/y

demonstrates a dijference between the t"'O. C: The ROI toolu.\'ed 10 superimpose the US

image on the MRJ allowing more detailed visua/ization llnd cOlllpllrisol1 of the

dejormation.

As perfonned in the registration evaluation. annotation tools were used to identit)'

the cortical sulci, the blood vessels and the ventricles. The delonnation was assessed by

measuring the distance from the homologous vessel and cortical points on the MR and

US images. The movements of the identified structures (within the US field of view)

ranged From 1.0 to 12.2 mm. Figure 5-11 shows the identified homologous points.

5.3.3. Deformation Correction

The same method described in section 5.2.2 was used to create a defonnation grid

and define a set of initial defonnation vectors. The area of the phantom was identified on

the MRI image using the area outline tool to define the area of the image where
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Figure 5-/ /:Images of the phantam with point annotations (l'el/ou') of homologous

cortical and blood vessel points as weil as spline cuves (green) showing the venteicke

out/ines. A US image. B: co-planar MR image.

defonnation may occur. A 64x64 grid was superimposed on the MR image (Figure

5-12A), and homologous point pairs from the cortical and vessellandmarks (Figure 5-11)

were used to define the end-points of a set of deformation vectors. The ventricle spline

curves were sampled parametrically to obtain an additional series of end-points pairs and

thus additional defonnation vectors. The entire vector array was applied to the

defonnation grid by displacing the grid nodes c10sest to the vectors. Figure 5-12 B shows

the displaced nodes in the grid.

Once the initial conditions were set, the displaced nodes were allowed to

propagate. Figure 5-13A shows the resulting displacement grid. The vectors yield an

overall view of the defonnation. Figure 5-138 shows the displacement magnitudes

superimposed on the MR image.
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Figure 5-/2: A: Deformation grid superimposed on the non-dejormed MRl. Red nodes

denote nodes within the boundary defining the phantom. B: Initial node displacements

from app(ving deformation vectors calculated Irom homologous stnu:llIres defined in

Figure 5-/ /.

Figure 5-/3: A: Interpo/ated deformation vectors obtained by al/owing the initial vectors

shown in Figure 5-/2B to propagate throughout the grid. B: Magnitude image of îhe

disp/acements.
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5.3.4. Applying Displacement Grid to Non-deformed MRI

After ohtaining the defonnation grid~ it was applied to the MR image. Recause the

MR image size was 256x256 and the deformation grid was 64x64. linear interpolation

was used to calculate the displacements hetween grid nodes. The RO[ tool was used to

examine the quality of the restoration of the MRJ image by superimposing the US image

over the warped MRI (Figure 5-14)

Figure 5-/4: Warped MRI obtained by app/ying the di~placement grid shown in Figure

5-/3. Closeups ofthe ROI too/ show good agreement between the US and 'warped MRI in

the ventrie/es and vesse/s.

5.3.5. Quantitative Analysis of Image Restoration

[n order to obtain a quantitative measure of the error in the restoration procedure,

the rotating ··leave one out" strategy described earlier was employed. Figure 5-15

illustrates one of the vessel points left out. The process was repeated for a second set of

US-coplanar MR image pair because the limited field of view of the US only allowed 8

points to he viewed per image pair. A total of 16 homologous point pairs were compared.
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Figure 5-15: Homologous points identifiedfrom the J\tfR. US and walped (restoredJ kIR

images. Just as the US & MR coordinateç yielded a vector which dejined the

dejormation at that point. the US & reslored MR point yie/d a measlire ofthe qualiry of

the restoration.

Table 5-2 presents the summary of the point measures for the 16 homologous

point pairs. The US-MR comparison provides a quantitative measure of the defonnation

applied to the phantom. which ranged from 1.1 to 12.2mm. The US-Corr data provides a

measure (in mm) of how weil the correction algorithm functioned. It is worth noting that

the max (worst) correction error distance of 4.6mm was tàr above the other values and

occurred in the periphery of the image. where the features used to estimate defonnation

are sparse. Excluding 2 periphery points, the other 14 out of 16 points have a maximum

correction error of 1.9mm.

Mean
Max
Min

Stdev

US-MR
7.3

12.2
1.0

US-Corr
1.3
4.6
0.2
1.1

•

Table 5-2: Comparison ofpoint displacements measlired (in mm) between homologous

US and MR images and US and corrected MR images. The US-MRI co/umn provides a

measure of the deformation, while the US-COI"r data is a measure ofthe quality of the

correction.
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5.4. Discussion

This chapter provided the final checks required to characterize the US based

IGNS system. Il presented examples of the tools developed to visualize and correct tissue

defonnation. The non deformed vs. deformed MR analysis demonstrated that the simple

iterative propagation/interpolation scheme used to obtain a displacement grid is a

reasonable approach. and can yield corrected images with an error on the order of 1mm.

The non deformed MR vs. US images showed that the correction technique can be

applied to images of different modalities provided that sufficient homologous landmarks

can be found. Il is not surprising that the largest correction error encountered was with

points on the periphery of the US image. In the periphery of the image. the displacement

values obtained are more ofan extrapolation from the known points than an interpolation.
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Chapter 6

Clinical Use

6.1. Introduction

The previous chapters introduced the concept of image-guided neurosurgery and

the various sources of error. the concept of tissue delonnation and its impact on IGNS.

and finally. our intraoperative ultrasound based IGNS system and its accuracy potential.

The final phase of this project was to employ the system in the operating room. This

chapter presents the results and experience obtained by using the intraoperative IGNS

system in the operating room. by describing several neurosurgical cases where the system

was employed.

The potential utility of this system is threetold: First. the surgeon can employ the

ROI and annotation tools to quickly compare the intraoperative US images to the pre­

operative images to gain a qualitative appreciation of the extent of tissue deformation and

monitor the progress of the procedure. Secondly. homologous teatures may he used to

quantify the extenl of tissue deformation at any particular time during the procedure. and

finally, this information can be used to warp, or correct the co planar pre-operative

image.
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6.2. Materials and Methods

6.2.1. Operating Room Considerations

Recalling Figure 3-1. the IGNS setup as used in the operating room consisted of

two largely distinct systems. This was to ensure that the use of our trial IGNS system in

no way affected the natural course of the procedure. and that the usual image guidance

tools were always available to the surgeon. In order to use this system in the operating

room. il must be relatively unobtrusive physically, and must not interfere with the sterile

field.

Figure 6-1 illustrates the positions of the relevant personnel and equipment for

most of the procedures where the US based IONS was used. The physicallayout of the

equipment and personnel are centralized around the surgeon and the operative tield. The

Ulnsound
IlKtllne

USbased
IGNS

System

IGNS
Aererence

System

Figure 6-/: Schematic diagralll describing the relative positions of the IGNS systems

and the operating room staffwith respect 10 the sterile field (green area).
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green area represents the sterile field. The surgeons, patient head. scrub nurse and patient

end of the anesthetic equipment remain sterile for the duration of the procedure.

Equipment that enters the sterile field must also be sterilized.

Due to the limited space around the surgeons and the bulkiness of the equipment.

the two IGNS systems and the US machine are placed behind the surgeon. This

restriction requires the surgeon to look away from the operative field to examine the

images on either IGNS system or the US machine. This has shaped the usage pattern of

the IGNS systems in general to be a somewhat off-line approach. where the surgeon

places the pointer or US probe to an area of interest and instructs the computer operator

to "'freeze" the system. This allows the surgeon to put the tool down and tum to view the

images of the area of interest.

6.2.2. Patient~Pre-operative Image Registration

Prior to establishing the sterile field. the skull is rigidly tixed to the operating

table with a clamp that uses compressed pins that make direct contact with the skull. The

reference tracker is attached to the head clamp. The IGNS tracking camera is positioned

is such a way as to provide an unobstructed view of the patient's head.

The non-sterile pointer is used by the surgeon to identify a series of anatomical

landmarks on the patient. including the tip and/or bridge of the nose, inner and outer canti

of the eyes and the inter-tragial notch of the ears. As the surgeon delineates each

landmark, the computer operator identifies the homologous feature on the pre-operative

data on the IGNS workstation. Once identified, the IGNS software calculates and stores

the transforrn.
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The registration is verified by using the pointer to identify the scalp surface at

various places on the head. As the surgeon places the pointer on the scalp surface. the

distance from the cursor location to the scalp surface on the image data is estimated by

the computer operator. If the distance exceeds what the surgeon considers acceptable

(:::::2mm), the registration is repeated. Once an acceptable registration has been obtained.

the tinal c1eaning of the patient' s head is perfonned, and the sterile field is eSlablished

using sterile drapes.

&.2.3. Sterilisation of IGNS lools

AlllGNS too[s used by the surgeon are either sterilized prior to the procedure or

placed in sterile bags. The sterili.zation method depends on whether the object can to[erate

sterilizatÎon. and whether it cao be kept sterile during ail phases of the procedure.

The head reterence tracker is attached to the hcad clamp prior to the application of

the sterile drape to allow il to be used for the registration procedure. Once anached. it

must remain fixed for the duration of the procedure. To accommodate this. it is placed in

a clear sterile bag as the sterile drapes are applied (Figure 6-2 A). The sterile bag is

transparent to allow the infrared emissions from the tracker to reach the camera

unobstructed.

A non-sterile pointer is used during the initial patient~image registration since

the sterile field has not yet been established during the registration phase. After

registration, the non-sterile pointer is replaced with a second IGNS pointer which is gas

sterilized with Ethylene Oxide prior to surgery. Figure 6-2 A shows the pointer being

held by the surgeon in the operative field .
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• The US transducer used in these experiments is compatible with neither gas nor

heat sterilization. Thus. the imaging end of the US transducer is tirst covered with

acoustic gel and then it. and the attached tracker. are placed in a long c1ear sterile bag

(Figure 6-28). The US transducer end of the bag is kept in the sterile field. while the

other end exits the tield and allows the cables to be attached to the US machine and the

tracking device.

A

Figure 6-2: A: Jnlraoperalive photograph of the JGNS pointer and head rejèrence

lracker. The head reference tracker is in a sterile bag while the probe lnlS gas

.\jleri/ized, and thus does not require the bag. B: Jntraoperative photograph oftire us
transduce,. alld trllcker H!ithin the sterile bllg.

6.3. Individual Case Reports

•
The US based IGNS system was used in a variety ofcases to assess how weil it

integrated with the operating room environment, how useful the information would be for

different these types of procedures, and to determine where improvements should be
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made. This section presents several neurosurgical cases where the US based IGNS

system was used. Descriptions of the pathology are provided. as weil as observations of

the utility orthe system for each case.

6.3.1. Syringobulbia and Syringomyelia

The IGNS system was evaluated by using it during procedures where

intraoperative ultrasound was already requested. In this first case. ultrasound guidance

was required to monitor the IV ventricle and brain stem in a patient with syringobulbia

and syringomyelia in the upper cervical spine. A syringo-subarachnoid shunt was

inserted. and collapse of the syrinx was monitored by ultrasound. Accoustic coupling was

achieved by filling the cavity with saline solution.

6.3.2. Tumour Resection 1

The following example was a neurosurgical case involving extension of a

previous tumour resection. The MRI data set was registered with the patient as described

above. Atter US image acquisition. the ROI tool was used to compare the US images to

their co-planar MRI equivalents (Figure 6-4). The surgeon was able to qualitatively

assess the degree of brain shift by comparing the relative position of homologous

structures, including the faix and the tumour boundary. The tumour boundary was

manually delineated on the pre-operative MR image using the feature extraction tool, and

the resulting curve was overlaid on the US image to funher assess the suspected tumour

shift.
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A

8

Figure 6-3: A: Cap/anar MR and u/trasound images of the IV ventric/e. Point

llnnotations he/p relate the agreement ofthe boundaries ofthe ventric/e as seen in both

images. B: The cerebel/ul1l was oUI/ined on the MRI and over/aid on the u/trasound

image demonstrating the occurrence ofa tissue shift or registration error during the

procedure (arrows) .
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Figure 6-4: Comparison between

pre-operative and intraoperative

images during a /lImo"r resection.

A: Gadolinium enhanced Tl

weighted MRI reformatted to match

the intrlloperative US ShOl"''' in B.

B: Intraoperative US image sllOwing

previous resection boundary and the

mid-line (faix. arow). Light curve

(double llrrOli.') indicates resection

boundary manllal~v delineated jro/1l

pre-operative MRJ (A)

C: ROI 1001 display superimposing

US onto co-planar MRI. Display

shows good agreement in the mid­

fine while showing a slispected shij;

in the rwnou,. boundaries.
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&.3.3. Tumour Resection 2

This next case involved the resection ofa brain metastasis from lung carcinoma in

the inferior temporal area. Prior to surgery, a 3D representation of the brain was obtained

by perfonning a curvilinear reconstruction of a pre-operative Gadolinium enhanced Tl

weighted MRI.l15 Patient--.+image registration was perfonned as described above. After

the craniotomy, the US transducer was placed on the dura surtàce and irrigation was

applied to ensure good acoustic coupling.

Figure 6-5 shows a screenshot of the US based IGNS software in use during the

surgical procedure. The upper images show the transverse and coronal views as weil as a

3D surface reconstruction view commonly found in c1assic IGNS systems. Ail three

views c1early show the tumour enhanced by the Gadolinium contrast agent. The lower

left view shows another 3D view of the brain roughly in the same orientation as it was

during the surgery. A 3D representation of the transducer (red cylinder) and

intraoperative US image (texture-mapped plane) in their orientation at the time of

acquisition are also shown. The remaining lower views show the 2D intraoperative US

and co-planar MR images respectively.

It was noted that while the tumour was c1early visible in the pre-operative MR

images, it could not be viewed in the intraoperative US. Structures surrounding the

tumour. including the cortical surface of the temporal lobe could be seen. and its relative

position on the US and co-planar MRI evaluated (Figure 6-6A & 8). The spline based

drawing tool was used to outline the tumour on the MR image, and the resulting curve

was displayed on the intraoperative US to aid in interpretation (Figure 6-6C).
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Figure 6-5: Full screen shot ofthe US based IGNS system. The upper lefi image shows

II 3D sw1àce rendered view ofthe brain with the probe position ofallalomiclll context.

The lowerleft is the same swface rendered brllin and probe. with the addition ofskull

point samples to delinellte the craniotomy and the US image shown in the orielllation of

its acquisition. The upper right images show the traditional transverse and coronal

images. where the tumour can be clearly seen. The lower images show the

intraoperlltive US image and co-planar oblique MRI. The (umour was clear~v visihle in

the MR ~vhile it did not enhance weil in the us.
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• Figure 6-6: A: Close-up of the oblique MRI
shown in Figure 6-5. The tumour was
delineated using the spline drawing tool.

B: Same oblique MRI as in A with the ROI
tool overlaying the intraoperative US. The
tumour outline from A is also shown.

c: Intraoperative US image \Vith the
tumour outlined in A.
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6.3.4. selective Amygdalo- Hippocampectomy

This final exarnple is that of a neurosurgical procedure involving the resection of

the hippocampal fornation (selective amygdalo-hyppocamptectomy) for the treatment of

intractable epilepsy. Patient registration and image acquisition were performed as

described above. and the Polaris device was used to track the pointer and ultrasound

transducer. In this example. we demonstrate the utility of the non-linear warping tool to

match the pre-operative MRI to the intraoperative US image.

Figure 6-7 shows relevant images from the case. ft can be seen in A~ Band C that

while there was collapse of the ventricles. the mid-line structures (tàlx) have remained

relatively fixed. Figure 6-7D shows the displacement grid obtained by delineating the

ventricles, faix and the skull from the pre-operative MRI and the intraoperative US. and

the conical surface delineated from the pre-operative MRI and the intraoperative sampled

surface points. Figure 6-7E shows the defonnation magnitude as interpreted l'rom the US

image superimposed on the non-defonned MRI. It should be noted that the deformation

information is only relevant within the field ofview of the US transducer. Finally. Figure

6-7F shows the warped oblique MRI obtained by applying the deformation grid (0). The

ventricular collapse as weil as the "sinking" of the cortical surtàce is clearly

demonstrated.
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Figure 6-7 A: Oblique MRI view whose orientation is set to match that of the

intraoperative ultrasound image (8). The location ofthe crosshairs indieates the

upper center of the ultrasound image. and not the location of the face of the

ultrasound transducer. 8: lntraoperative ultrasound image DIa patient jol/ol-ving

the craniotomy. The lateral ventrieles, faix and brain/dura intelface are easi(v

identijiable.
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Figure 6-7 C: Region of interest tool is used to superimpose the ultrasound

image over the co-planaI' MRI. A discrepancy between the pre-operative and

intraoperative images is evident in the superior lateral ventricle. D: The spline

based dra-wing 1001 was llsed 10 delineate the ventricle wall. faix and cortical

sUlface. The intraoperative cortical surface was not visible in the ultrasound

image. so the surface was derived using the pointer 10 sample the cortical

surface.
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Figure 6-7 E: Deformation grid obtained using the slIlIctures outlined in D as an initial

condition. and allowed 10 propagate as descrihed ear/ier. The lines represent the

direction ofdejormation. F: Superposition ofthe dejormation magnitude over the pre­

opera/ive MRI. G: Warped MR image obtained by app(ving the deformation grid in E ta

the pre-operative MR.
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6.4. Discussion

There are two points of view regarding the integration of intraoperative US and

pre-operative MRI for IGNS. One is that intraoperative US is an effective IGNS tool on

its own. and incorporation of pre-operative image infonnation enhances il usefulness by

providing additional anatomical infonnation to aid in the interpretation of the US images.

The other is that pre-operative MRI based IGNS is an effective tool. and that

incorporating intraoperative US allows the surgeon to assess and account for the

geometrical inaccuracies of the pre-operative MRI caused by tissue movement. The

surgical cases described here show that both are true.

Cases one. two and four illustrate where the US aided the surgeon in making

better use of the MR images by allowing better appreciation of the nature of the tissue

movement. Furthennore the fourth case showed the potential of correction of the

geometric inaccuracy caused by the tissue movement. The third case demonstrates where

the presence of MRI information augmented the intraoperative US. The tumour was not

c1early visible in the US. however. it was possible to superimpose the outline of the

tumour derived from the Gadolinium enhanced MRI onto the US. enhancing its

usefulness.

6.4.1. Practical considerations

The validation work presented In Chapters 4 and 5 showed the theoretical

capabilities and advantages of our intraoperative US based IGNS system. This. in

addition to the clinicat evaluation trials, shows that the problem of the loss of accuracy

due to tissue movement can be successfully addressed with our approach. The c1inical

setting provides additional challenges in a practical and logistical sense that must be
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addressed. if this approach is to evolve from a research topic to a widely accepted.

c1inical tool.

ln our current implementation. the US based IGNS system functions in tandem

with a purely pre-operative image based. commercial reference system. While this

ensures that the surgeon has a reliable ""goId standard" regardless of the performance of

our system. il imposes limitations on our set-up that would not otherwise exist. First, the

dual system approach requires that the initial patient---+image registration be pertonned

twice. adding to the time required for set-up. Secondly. the connections between the

tracked tools need to be changed from the reference system to our system each time US

based IGNS system is used. This is often difficult as the wires run along the tloor by the

surgeon's feet. Thirdly, it is often difficult to tit ail the equipment in the space available

in the operating room. Presumably, if the intraoperative US functionality were to be built

into the reference system, the need for two parallel systems would be eliminated.

We encountered an additional constraint of availability of the US machine itself.

Currently. our institution has one machine, which is shared between the radiology

depanment and the neurosurgical operating rooms. Thus. it was often difficult to obtain

the US device. or keep it in the operating room for extended periods in case it lIlighl

prove useful. while patients were waiting for scheduled appointments.

While our IGNS system is capable of integrating image information from the US

machine with positional information from the tracking device. the overall integration of

the system is still sub-optimal. For instance. the only information coming from the US

system is video data. The operator is responsible for ensuring that the appropriate

calibration (~T) for the given US image parameters is used by the IGNS system. In its

current fonn, it would be simple for US images to be acquired with an incorrect
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calibration. It would be advantageous therefore. for the IGNS system to be able to query

the current state of the imaging parameters that affect the calibration directly from the US

device. The IGNS system could then automatically employ the appropriate calibration

intonnation without user intervention. Our current US device does not support this type

of extemal communication. It is necessary for US manufacturers to include such an

interfàce into their devices ifthis improved level of integration is to be achieved.

The ultimate in integration would be to actually combine the US device and IGNS

system. This level of integration wouId allow the IGNS system to take advantage of ail

the features of the US device and provide a common. simple and efticient interface. In

addition, the hybrid US/IGNS device would greatly reduce the space required in the

operating room, which as Figure 6-1 shows is already in short supply.

Despite the limitations described above, the system was weil received by the

neurosurgeons, who are accustomed to the research environment and its idiosyncrasies. If

the issues of integration are adequately addressed, intraoperative US will almost certainly

become a valuable addition to the standard IGNS system.
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Chapter 7

Discussion
and Conclusion

7.1. Introduction

The primary goal of this project was to fumish neurosurgeons with an IGNS

system having practical intraoperative imaging tools which provide real-time updates of

changing tissue morphology during the course of the operation. This is intended to

complement the pre-operative image data. which may have richer anatomical and

functional intonnation. but may sutfer from lower geometric accuracy due to changes in

the brain during the operation. The second goal was to develop qualitative and

quantitative 100ls to visualize. measure and correct these geometric distortions on

selected pre-operative images. This thesis presents work that achieved the goals stated

above, including the development of an intraoperative US based IGNS system. as weil as

imaging phantoms and calibration tools required to calibrate and validate the system.

This chapter summarizes the work described earlier, and attempts to put it in perspective

by suggesting areas where future work would be most productive.

Our IGNS system employed US to acquire intraoperative images, and map them

to corresponding images derived from the pre-operative data, usually MRI. US was

selected over intraoperative MRI because of its acceptable image quality, tàmiliarity in

neurosurgical guidance and low intrusion in the operating room. The mapping was
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achieved by employing a position sensor to track a pointer and US transducer. and

performing a series of calibration sleps described in Chapter 2 10 determine the affine

transfonnation from US image to pre-operative image space.

7.2. Special Toois and Phantoms

Throughout this projeCl. specialized imaging phantoms were required for

calibration. characterization and validation of the intraoperative US [GNS system. While

sorne of these are similar 10 typical commercial phantoms used for US quality assurance

procedures. others constitute a portion of the work that is unique to this project.

7.2.1. Calibration Tooi (Phantom)

A novel calibration technique was presented. employing a unique calibration tool

using Z-bar fiducial markers. This approach simplified image acquisition. and helped

minimize the contribution of image partial volume effects on calibration accuracy.

Several versions of the phantom were developed and presented. each having

improvements over the previous one. The two criteria evaluated were the geometrical

configuration of the fiducial marker(s) and the material used to construct them to provide

the desired tiducial marker contrast.

The final calibration tool was ultimately the simplest. While the tirst t\Vo versions

used multiple Z-bars in different orientations to increase the number of homologous point

pairs per image. the final calibration tool had only one z-bar fiducial marker. ft proved to

he more difticult to acquire a few calibration images with multiple fiducial markers

c1early visible in each image than to acquire several images having one clearly visible

fiducial marker.
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• The Z-bar segments had to be designed to allow high contrast between them and

the surrounding medium. Two configurations were evaluated: hollow tubes filled with

either water or imaging-modality specifie contrast agent. and solid PVA-C strands. The

thin hollow tube approach provided images that were easiest to visualize in both US and

CT (Figure 7-1). The thin walls provided good contrast as tiducial "rings" in the US

images while filling the tubes with lothalamate melglumine provided excellent solid disc

images in CT. Similarly, an MRI contrast agent (e.g. CuSO~) solution can be used if one

wished to generate contrast in MRJ.

A

B

Figure 7-/: Cros....· section image of the

holloU' tube Z-bar jidllcial marke,.. A:

Filled wüh waterJ(Jr US ÎlIlllging, witlz fhe

tube wllils generating cOlltrast. B: Filled

u'ith lorlzalamare melglllmine to generate

cOlllrast in CT.

•

The final design of the calibration tool is similar to other single target calibration

tools described in section 2.5.2.2 with a few significant exceptions. The Z-bar tiducial

marker provides three benefits: First. the Z-bar is less susceptible to partial volume

effects caused by thick US slices than the small targets used by others. Second it is casier

to image. as the user need not centre the US slice over a small target. Instead of imaging a

target at a known location, the location of the target within the phantom is detennined

after imaging. Finally, the multimodality imaging capability enables it to be employed to

evaluate the overall accuracy of the IGNS system by allowing the locations of targets in

simulated pre-operative and intraoperative images to be mapped to a common coordinate

space for comparison.
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• 7.2.1.1. Suggested Future Work

While the software and final calibration tool met the goals of the project~

improvements can be made to simplify the calibration procedure. particularly if it is to be

used in a routine c1inical environmenl.

First. the calibration tool should be built as a sealed block to simplit)r its handling.

This can be accomplished by using a flexible membrane to seal the top of the tool and

providing an imaging aperture whose distance l'rom the target can be altered. Second.

integration of the tool with the tracking device could be achieved by attaching a tracker to

il. This would allow the 100l's position and orientation in the tracking device's frame of

reference to be obtained without the need for identitying the divot holes on the tool. This

would have the added benefit of not having to fix the phantom to a constant location

during image acquisition. as each image could be tagged with the toors position al the

time of acquisition. Figure 7-2 illustrates such a design.

Imaging Aperture
(Adjustable Helght)

V~

...... l "

. l'· ... - ~ :. >-\ <'. /.~.-
". /-.-

Bullt·in Trlcker

Flexible Membrane
Filled with

Water or US Jelly

Figure 7-2: Sugge.\·ted design

enIUlIu:ement.\' Jor li calihration

tool for simple,. and more

eJJicienl lise in li clinical

environment. The adjllslahle

height aperture and Jlexible

membrane aI/oH' US images to

be made of the Z-bar at

variolls heights witllOUl addillg

or removing USjelZv.
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The software could also he improved to simplity the calibration process. First~

machine vision techniques couId he employed to automatically extract the fiducial

markers in the image, Second, the software couId aUlomatically recognize the presence of
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the tracker attached to (or embedded in) the tool. e1iminating the process of identifying

the divot holes.

7.2.2. Deformable Phantom

While the literature reviewed in chapter 2 described many approaches to the

calibration problem. liule attention was paid to system validation. Our validation proccss

was perfonned in two steps. First. the system's static accuracy of mapping points from

intraoperative US space to pre-operative image space was measured. Secondly, the

system's ability to demonstrate, measure and correct tor intraoperative tissue movement

was characterized. The fonner was achieved using the calibration tool described above.

while the laner using a detonnable multimodality imaging phantom.

The defonnable phantom we developed was presented in section 3.5.2. Il

consisted of a Poly(vinyl alcohol) cryogel (PVA-C) disk containing anatomy mimicking

sections of PVA-C of varying concentrations which provided contrast in both material

stiffness and in MR relaxation times. The phantom allowed us to obtain MR images that

simulated pre-operative images. and then register the phantom ta those images as we

wauld with a patient in the operating room. Il allowed us to apply pressure ta the

phantom to defann and move the internai structures. Finally, the phantom could be

imaged with US as an intraaperative imaging simulation. This provided the simulated

data required for us to evaluate the intraoperative IGNS system's taols to visualize.

measure and correct for tissue defonnation.

7.2.2.1. Suggested Future Work

The defonnable phantom proved ta be useful in helping us characterize the

intraoperative US based IGNS system. Given that, improvements can be made to make a

better phantom. First, the phantom's simulated anatomical parts have only 2 degrees of
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variability. That is, one can think of the phantom as an extrusion of a 2D fonn, with an

ambiguity in the axis of the extrusion. This limits the phantom's usefulness in studying

potential panial volume eftècts caused by US image slice thickness when comparing it to

MR images. Secondly, while the simulated structures look reasonably realistic in the case

of the ventricles and conical surface, the simulated blood vessels contain no simulated

blood tlow.

As outlined in section 3.5.2.1. the anatomy mimicking PVA-C pieces were

constructed by cutting molds of their shapes out of blocks of Plexiglas using a milling

machine. More sophisticated tools can be used to create more complex shapes,

eliminating the longitudinal ambiguity of the present phantom. These could also be

employed to create shapes that. in a visual sense, better mimic the structures of the brain.

This can provide a more realistic anatomical feature set to examine, including more

complex convolutions of the sulci and the gray/white matter structures of the conex.

1f the simulated blood vessels were to contain moving blood mimicking fluids,

dynamic US imaging, namely Doppler and power Doppler imaging can be used to obtain

US images of the simulated brain's vasculature. These can be compared to MR

angiography (MRA) images using the vascular tree as a feature set to detect and measure

brain defonnation.

7.3. System Characterization

Experiments were perfonned to first characterize the US image/computer frame

grabber system, measure the tracking device precision, and then to evaluate the overall

system accuracy in mapping intraoperative targets to pre-operative image space.
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The parameters used to characterize the US image/computer frame grabber

system were the pixel size (FWHM). US image slice thickness. and tinally the geometric

distortion. These measurements were perfonned using imaging phantoms whose

construction is described in section 3.5. and employing procedures described in 4.2.

The tracking device precIsIOn was determined by calculating the standard

deviation of the measured distances between a series of divot holes at known locations

(and at constant distances from each other) using the tracked pointer.

The overall system accuracy was detennined by co-registering the calibration tool

with a volumetric CT data set of the tool with the tubes filled with contrast agènt. and

obtaining a series of US and co-planar CT images ofa target (Z-bar fiducial marker). The

fiducial marker was identitied on each image. and the distances between homologous

targets were calculated (described in section 4.5).

Recalling equation 2-3, the total error of the system in mapping points from US

image space to pre-operative image space is the sum of the errors l'rom each

transtonnation. With the exception of the patient--.image transformation. the precision of

each step was measured. The overall system accuracy was also measured using the

calibration rool; however the values reported are intended as "best case" figures given

that one important source of error. ~T. the patient--.image registration was essentially

removed from the method. In this measurement, our registration method used well­

defined divot holes on the calibration tool as homologous points for registration. These

divots can be accurately identified with the pointer, and when filled with contrast agent,

on the images as weIl. In the operating room. anatomicallandmarks on the skin surface

are commonly used as homologous points. In practice. these points are not as easily

defined. and may also have moved between the time of imaging and surgery. resulting in

161



•

•

inferior registration. As described in section 2.3.4.2. improving registration quality often

necessitates use of fixed fiducial markers. which is more laborious and invasive.

7.4. Visualization and Measurement vs.
Modeling and Predicting

The emphasis in much of the literature regarding brain deformation has been on

measurement, to confirm the presence of this phenomenon. and on modeling, by

attempting to correlate the measured movement with various factors. Sorne of these

factors include tumor size or type. blood or CSf pressure. or even patient age. and are

combined with nnite element model (FEM) approaehes 10 develop predietors of shiti.

Given the complexity of such an approach. and the eritieal importance of the

accuracy of the information on surgical outcome. our approach is not to attempt to predicl

the movement. but to provide simple and effective lools to visualize and measure the

movement for every case. This eliminates the need to model and predict tissue

movement. sinee the movement will be known. This necessitates that the equipment

required to measure such movement be available in the operating room. This was one

reason we selected US. as it is readily available and tàmiliar to the neurosurgical staff.

7.5. Deformation Detection

In the context of this project. detecting deformation refers to the surgeon

appreciating that there is a difference between the state of the structures in the skull as

displayed in the pre-operative images. and as they are intraoperatively. This detection is

perfonned manually by the surgeon using either the qualitative visualization tools and/or

the quantitative feature delineation tools described in section 3.3.5 .
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7.5.1. Suggested Future Work

Probably the most significant area for future work is to automate the process of

feature extraction and deformation detection. The manual feature extraction tools

demonstrated here provide a good proof of concept, in that they demonstrate the utility of

comparing features between pre- and intraoperative images to evaluate tissue movement.

Providing manual feature extraction tools ensures that the operator takes responsibility

tor the selection of the appropriate features. In order to make these tools more acceptable

to the surgeon, as much of the user intervention as possible should be removed from the

process. This requires work in image processing and machine vision. Automation of this

process should, however, always require user intervention at critical decision making

steps to dther accept or reject the features detected and employed to assess detonnation.

First. examination of the homologous tèatures, as represented on the respective

images must be examined. The features that generate diagnostic contrast must be the

same (or correlate with each other) for the two modalities employed. Certain structures.

including the ventricular wall, the faIx. the vessels and cortical folds when visible in US

(i.e. tissue/CSF intertàces) may be easily and reliably matched between MR. CT and us.

The validity of other tèatures. for example the tumour border as secn in US and infused

MRI. must be examined before they can be reliably used as features for movement

detection and correction.

ln order to extract tèatures from an image, the structures must first be classified.

Automatic tissue classification from MRI data of the brain is a complex problem. and a

field of great interest in our institution. A direction that may be promising is to apply

atlas- and model-based segmentation tools to automatically segment the MRI data. The

structural classification may be used to query atlas information. allowing one to convert

from MRI intensity infonnation to their corresponding US response infonnation, yielding
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an MRI derived image whose features are more compatible for comparison with the

intraoperative US.

Image processing may be perfonned on either the raw MR image or a pre­

processed image as proposed above to try to create images with more similar features

suitable tor matching. The concept is illustrated in Figure 7-3. where a steerable gradient

tifter. whose direction was set to a fan pattern simulating the US beam. was applied to the

MR image. The resulting image is edge-enhanced in a manner that mimics the tissue

intertàces as portrayed by the US image. This approach may yield images more amenable

A

Figure 7-3: Simple example of image processing to airer Ihe MRI data to better

resemble the US data for comparison. A: Oblique At/RI ('t'v'ith no jiltering) with co­

p/anar US displayed in the ROI box. B: US image. C: Steer-ahle gradient jiltered AIRI

......·ith co-planaI' US sllO\-vn in the ROI box.

to automatic feature matching.

7.5.2. Research Utility-Deformation Measurement of Multiple Cases

While performing correlation analysis of multiple cases for modeling purposes is

not a stated goal of this project. il is of considerable interest in our laboratory as a tool for

model validation. 100 This intraoperative based IGNS system can be employed to obtain
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defonnation data on both the surface of the dura or the cortex by using the pointer to

sample the surface with a cloud of points, and under the surface using US.

As an example, data were collected during four operating room cases with a

similar protocol. For each case, after registration and skin incision. a series of points

(n~25) were sampled with the pointer on the skull surface. The skull points can be used

to further evaluate the registration quality, although no correction of registration is

possible at that point. Following the craniotomy. a second set of points was acquired to

sample the dura surtàce. After the dura had been opened. an additional point set was

acquired over the surtàce of the cortex. Ultrasound images were also acquired by lightly

placing the transducer on the dura and later on the cortical surtàce and applying irrigation

for acoustic coupling.

The shortest distance from each sampled point to ilS respective surface was

obtained using the distance measurement tool. The spline based drawing tool was used to

delineate the ventricle wall and the faix on appropriate US and co-planar MR images.

The spline curves of these homologous structures were sampled parametrically to obtain

a series of discrete vectors representing the direction of movement of the delineated

structures. The lengths of these vectors were noted. Table 7-1 summarizes the

measurements for the tour cases.

While the number of cases is insufficient to draw any concrete conclusions, it is

interesting to note that in 3 of the 4 cases, the predominant direction of motion of the

cortical surtàce is opposite to the predominant direction of the skull movement (shift is

not due to registration error). In contrast. the direction of movement of the faix is similar

to that of the skull, suggesting it may be more due to registration error than movement of

the brain tissue. This agrees with intraoperative MRI studies as weil as personal

observations of the surgical staff. This finding may suggest that a convenient boundary
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Table 7-/: Data collected from 4 operatillg room cases peljëJrmed using the same data

acquisition protocol.

condition may be employed in the defonnation process, restricting the calculations to the

hemisphere affected by the surgery. If this proves to be consistent, it will have to be

accounted for in CUITent finite element model based approaches to characterizing the

defonnation. The dynamics of tissue movement are less c1ear in procedures involving the

faix itself.
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7.6. Clinical Utility

The ultimate measure of success of this project lies in its c1inical utility. Our

intraoperative US based IGNS system was found to be ofbenefit on severallevels.

• The simple ability to view oblique MRI images alongside their US counterparts

improved the appreciation of the US images

• The visualization tools. which enabled direct comparison of the pre- and

intraoperative images. were useful in evaluating the effects of registration error. brain

tissue shift and tissue removal on the overall accuracy of the system

• The ability to use homologous features manually identitied by the operator to

quantity and correct for tissue shiti shows promise in the concept of warping pre­

operative image infonnation to correct for this shift

• As with other investigators. the information gathered to measure and correct for shift

for each case can be accumulated over several cases to detennine broad factors that

influence this shift. or as a validation tool tor other methods ofcorrection

7.&.1. Integrated US Guidance

Ali the visualization and measurement tools developed to compare the

intraoperative and pre-operative image information rely on the availability of co-planar

US and MR images. This simple integration of the two modalities as side-by-side images

is a significant improvement over purely pre-operatively based IGNS systems or US

imaging alone. One complaint often heard regarding US images is the difficulty in

orienting the oblique slice within the volume, and thus recognizing the structures in the

image. The presence of the co-planar MR image gives the surgeon (and radiologist) an

additional image from which to detennine orientation. making the US more recognizable.

167



•

•

ln addition to the co-planar views. the surgeon can use the 3D reconstruction derived

from the MR images as a guide (see lower 3 images of Figure 6-5).

7.&.2. Deformation Visualization and Measurement

The visualization tools, panicularly the movable ROI tooL provide the surgeon

with the most relevant intonnation with liule required interaction with the computer. ft

allows the surgeon to rapidly compare the relative positions of homologous anatomical

fèatures without having to explicitly identit)t them. ft requires only a few seconds and can

be perfonned on any co-planar image data set. The manual feature extraction tools. while

requiring more work than the ROI tool. provide a more quantitative method ofcomparing

homologous features.

7.&.3. Image Warping

In its current implementation. the image warping 1001s are cumbersome to

pertonn in the operating room during a procedure. Still. they can be performed in an off­

line fashion during surgery and reviewed retrospectively by the surgeon. As described

above. the image warping tool will become more valuable as more automated methods of

feature extraction and matching are developed.

7.7. Conclusion

Ultrasound imaging has had a prominent past as an invaluable tool In many

neurosurgical procedures. While initially it seemed that the emergence of pre-operative

MRI or CT based IGNS tools threatened this prominence, it i5 interesting to see that the

two strategies have converged to complement each other instead. While as described in

6.4.1. many of the practicallimitations encountered in IGNS lie in the lack of integration,
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we can begin to see with this work the potential that integration offers. While this project

has investigated the integration of intraoperative US. the general notion of integration of

other modalities should be considered in the context of IGNS. notably intraoperative CT,

tluoroscopes and microscopes.

Finally. this work serves as a foundation for future work in improving the

integration of ultrasound into IGNS as a valuable tool for real-time automatic image

based monitoring of surgical procedures.
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Glossary ofterms

IGS: Image guided surgery

IGNS Image guided neurosurgery

MRI Magnetic resonance imaginglimages

CT: Computed tomography (fonnerly known as CAT scan)

us: Ultrasound

MID: Maximum imaging depth: The maximum imaging depth represents the distance

trom the transducer face to the most distal tissue displayed at the bouom of the screen.

MINC: Medical Image NetCDF. Multidimensional image file tonnat developed at the

Montreal Neurologicallnstitute

DICOM: Common medical image transfer and file storage protocol.

ACRINEMA: Medical image file fonnat (precursor to DICOM) detined by the American

College of Radiology (ACR) and the National Electrical Manufacturers Association

(NEMA).
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