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Abstract'\, 

f'v, In order to achieve better accuracy and speed in the 'automatic analysis 
ô , 

and 
t7.' ~ , 

recognition of cervical cells~" several "la~ge research error.ts are b~ing 

made tp improve each of, four main subprob'lems ,: 

enhancement, sc~ne segmentation, feature extraction, 

goal of' this thesis 15 ta \ investigate possible 

se~menta~ion a~d featu~e e~traction pr~cesses. 
1 

image acquisition anq 

and' classification. Th~ 

improvements ln scene 

A thresh~ld selection segmentation technique ~lhich sel,eots the densi,ty 

ty~eshold based on 
/ 

the stability of tl1e cellular area Has used. Images of 

. 
cervical cells scanned at 530 l1In were' used to segnent the ceUs or clumps of, 
• , 'j"\ .. \ , 

feus frol)l the backgro~~~ and images scanned at, 570 nm tlere used to separate 
.\ 

!- . "tt1e nuelei from the cytoplasm. F..xperililental results shoued that the 
"1 / 

l) -
segmentatiqn techniq'ue worked,better Hi,th two calor images (530 nm and" 570 nm) 

than wi th single color images of cervica~ cells (570 nm). To study the 

problern of overlapping cells, an algorithrn for genel"ating overlappi'ng cells 

l'las devised. This algorithm which creates random overlaps frClM singlè celi' 

data, 

ceUs. 

, 

was used to develop and evaluate, procedures for detecting overlapping 
tl 

The feature extraction softt·mre system developeçl previously' at the 

Hacdonald Stet-lart Biomedical Image Processing Laboratory. Department 'of' 

Pathology, l-lcGill Uni versi ty, '\~as expanded to :lrnclude s,everal tt-lo-dirnensional 

histogram features and addi tional Fourier am;! Granlund shape features. 
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Threé feat1ure sele,~tion procedures lIere investigated. 

) 
oThe selected 

t'eatures were cOI:lpared by means of the classification °eI'rQr rates obta1.ned by 

" using the minimum Nahanalpbis distance, classifier to classify cervical cells 

into 16 subclasses. ) 

The ne\-I blo-dimensi~nal histogram features. devised in this research were 

t'ound to be the best among a11 t'eature categories studied. A reduction or 
'10 ". 

57 .. 88% in the classification error rate (from 5.2% to 2.19% for the random 

,,' 

partitioning method) ",as achieved using the 13 features selectedo by the 

t'orward sequential search procedure (including thè two-dimensi~nal histogram 

't'eatures) in cOI:JRarison with the 6 features (\Tith no color information) . 
'0 

previously used by Oliver et al[Oli78a] • 
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Résume 

Dans le but 'd'améliorer l'analyse et l'identifi~ation de cellules 

cérvicales p~r ordinate~r, les efforts de recherche se concentrent sur quatre 

sous-probème,s' majeltl's': ~ '~cquisitiotl et l'enrichissement des images» ).a . 
segmentatio.n des images, 1 'extracti~n des caractères et la classification. Le 

but de la recherche ci-décrite a été dJ éva1uer. differents procédés pour 

effectuer la ,ge~mentation de régions et l'extraction de cat.:actéri~tiques "afin 

d'obtenir de meilleurs 'résultats. 

Une méthode de segmentation ha.sée sur la sélection du s~ui1 de densité 
" 

determiné par la stabilité de la surface cellulaire -li été utilisée. Des 

" 
images enregistrées 1

0
530nm orlt étC; utilisées pour segmenter les' cellules ou 

les amas de cellules de J. 1 arrière-plan; des images enregis.trées il 530nm et 

" 570nm ont à la Les des noyaux segmentation et du cytoplasme. 
" 

servi 

expériences de segmentation utilisant des images de deux couleurs (530nm, 

570nm) ont donné des résultats supérieùrs il .ce11es utilisant des images d 1 une 

seule couleur (530IÜll) • Pour etudier le probJ,ème de la superposition des 
.~ 

cellules, un algorithme a été produit pour créer au hasard des cellules 

superposées il part ir d'images de cellules isolées. Cet algorithme a servi à 

déveloper et évaluer des méthodes pour découvrir les cellules superposées • 
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Le logiciel' dévelopé auparavant au Laboratoire de Traitement d' Il!lages 

-1 

~acdonald Stewart~ Département ,de Pathologie, 
1 

Uni versi té McGUl;' pour 
" . 

l'extraction de carac tères a été étendu pour pouv<Q.r u til~ser des hi stogrames 

de caractères bi-dimen'sionels en plus des caractêres morphologiques Fourier 'et 
1 

\, 

Granlund. l' P 

Trois' méthodes catact~res -ont 
c 

éte de sélection de 

caractètes' chorsis ont été comparé d'après les taux d' érreùr de classification 

obtenus en utilisant le classificateur de distance minimum Mahan~lobis sur ûn '_ \\ ,r < ., ' , 

Q 'r <:. 

ensemble de cellules cervicales à classiffer ell 16 sous-classes." 
o ,1.) • 

c4 

~es nouveaux histogrames bi-dimensioPé\~S" déve10pés dans cette recherche 
\f-"~ 1 

ont donné des résultats supérieurs à tous res autres caractères choisis. Le 

taux d'erreur, de classification a été reduit de 57.88% (de',5',2% à 2.19%) en 

utilisant les 13 caractères qui ont été se1ectionés par la méthode de .. 
recherche seq~entie1le avancée ( incluant l~histogrames" de caractères ---- , 
bi-dimens1one1s) en comparaison des 6 caractères (sans information de 

couleurs) utilise par Oliver -et al (01178a). 
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Chapter 1 
., 

INTRODUCTION 
o 

Il 

Ever since' the nPap smear" Has introduced as a re1iable diagnostic tool • 
for cervical cancer, there has been a large and rapid increase in its use as a 

screening method for cervical cancer. 
, 

As a ,consequence, several research 

gr9ups have been ~l~rking towards an automated. system for analysing cervical ' 

smears. At the l1acdonald-Stewart Biocedical Image Processing laboratory' 

(BIPLAB), Pou~sen et al[Pou77a, 78a,'S1 a, Tnu79a], C~hn et" al[Cah77a, 77b], Oliver 
. 

~t al[Oli77a,78a,78b] have undertaken research to.develop image processing and 

pattern recognition algori thns for cervical cell recognition. , - However, to c 

build a system for practical use,' better classification accuracy is still 

A continuous effort is being made in the BIPLAB to~develop better 

image processing and pattern recognition techniques suitable for cervical cell 

analysis and classification. 

In the f0110wing subsections of this chapter, a typical image processing 

and pattern l'ecogni,tion system, the system used in the BJPLAB and the data 

base of cervical cell images are described: Also, the ~ajor contributions of 

\this thesis -to the scene se~entation and feature extraction processes are 

briefly mentioned. 

V' 
1.1 Image Processing and Pattern Recognition systems 

o 

Four main subproblems invo~~ed in image, processing and pattern, 

recognition are image acquisition and enhancernent, sce~segmentation, f'eature 

extraction, and pattern classification as sho\1D in f'igure 1. 

; 

, 
i 



,. 

\' . 
.' 

/ 

( 

!MAc"E. 
~ 

1 

J:N 
IMA (;. E. 

. 
SCOJE. 

, , \ 

....... 
2 

FEAïUI2E 

, ) AC.QUI S,TI ON 
... ~LMÇI f1CAï,orJ ,- . 

T HE. RfAL. k Sf:(:,H~Tp..Tior-,) EXTeAC-i, () N , 

E.'-l~AtJC€M~T 
~O~ 

, 

>t, '" . 
• . . 

't. 
1 'LI . 

0 J 
, 

1 
- , . . . . 

\ .. ~ ~ 
. . . J' 

, . - , . . • '" 

o ~ '1 1 

Figure 1. Block diagram-of processes in a typicaLl image' processing and 
~. 

patter~ recognjtion system. 

1 .1 .1 Image' Acqui,si tion and Enhancement 

- Image Acquisition 

In arder ta use computer softwarè to analyze an image in the 

that image must be converted iinto a form acceptable to the 

computer. !The form widely used now ls an array of pict~re points, or pixels, 
, 

,.,ith each pixel density quantized into gray'level values. The level of, detall 

that a digital image can represent depends on the re,solution of the image, 

... 
DE(iSiO 

. 

( i.e. 
1 

the magnification 'and the to~al number of pixels) t • and. the number of ~ , 

possible gray ~evel values assigned ta each p~xel. Typically, for cell 

'recognition systems, a minimum of 64 gray'leveis (or optical density levels) , 

18 required along with a pixel spacing of 1 micron or less. 

la. 
\ 
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- Image Enhancement 
" ,~ ... ; 
'$'~ 

The image acquired by the scanning system aometimea has the 

fOl19wing defects: 

a) Shp~ing problem: For example, an image o~ constant density 

may appear to be lighter in the middle and darker around its edges. This 

problem is mainly caused by the uneven illumination across the specimen and/or 
) . 

the ~~riation in the sensitivity across the field of the scanner. For a 

aophisticated imag'ë ,'processing and pat terDn recognition system, a hardware 

shading correction unit and/or, a software shading correction package are 

usu~lly included to overcorne this shading problem. 

b) High fluctuations of gray values: In sorne systems, high 

fl~ctuations of gray values of pixels cccur either because of the noise in the 

system 01'" the nature of the specimens themselves. Thus, fast and effective 

'1 

f / l 
digital smoothing s~~are is sometimes required to remove these undesired l 
fluctuations. 

c) Lm-l contrast images: The images acquired in some cases have 

very low contra st and hence are very difficult to analyze visually~To solve 
~" 

. ' this pr?blem, software techniques such as gray scale modification r techriiQues 

have been developed to improve the contrast of the images. 

d) Blurring: Even in the absence o~ external noise, the 
1 

acquired images are still degraded to a certain extent according to the 

modulation,transfer function of the system. This kind of degrâdation can be 

compensated for by applylng an inve~s~ fil,ter to the acquired images: 

., 
• 0 
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Assuming that the degraded image of a point is, independent of the posit~on. of 

that point and if H(u,v), the Fourier transforr.l of the point spread f~nGltion 
, 

h(x,y), is known and different from zero, then one can restore the original 
1-

image.' This is done by first, multiplying the Fourier t~ansform of the 

acquired image by l/H(u,v) and then applying the inverse Fourier transfprm ta 

the resultant as -described in (Ros76b). In practioe, only a' limited 

correction i8 possible due to noise considerations. 

1.1.2 Scene segmentation: 

Scene segmentation involves separation of interesting regions of 

the scene by considering common properties of the pixels within each rebion. 

For cervical cells, it involves the separation of '-Cells. or cluD1ps of cells 
\ 

from the background, of nuclei from cytoplasm, and of one cell from others. 
, 

Features extracted fro[ll badly' segmented regions usually deviate greatly from 

those extracted from Hell segmented regions. Consequently, poor segmentation 
i 

"J,4t,,-... 
generally adversely affects classification results. Because of the influence 

of the segmentation results on subsequent processes, feedback froc the feature 

extractibn and/or classification processes can be used for evaluating and 

selecting good segmentation aigorithms. For example, one can choose from 

among severai segmentation algorithms, the one which produce~ the least 

deviation of the important features from the corresponding ones obtained using 

a reference segmentation (ie human segmentation). Alternately, one can choose 
o 

tI1e one \lhich produces the least classification error rate. Re5earch on rl , , 

segmentation error measurement i5 beipg done currently at the BIPLAB, and 

. results will be reported in the near future. 

J 

J 

1 

1 
i 
j 
\~ 
'i 
\ 



( 

( 

1 • 

PAGE 5 

\ ' 

1.1.3 Fêature Extract~on: 

Since the goal of the pattern recognition system i8 to disctiminate among . ., 

images of different classes, ft is unnecessary and prohibitive, in terms of 

computation time and memory storage, to classify images based on differences 

among individual images. Instead, one must classify images based on important ." 

measurements of properties uhich vary less among images of the sarne class than 

among images of different classes. Horeover, to further optimize the cost, a 

search procedure for effective subsets of important features should' be 

developed. Because the classification erraI" rates obtained depend on hou much 

" information the selected features contain, feedback of class~fication errol'

rate ta the feature search procedure can be used ta select an ;ffective subset 

of al~ features considered. 

1.1.4 Classification: 

The classification pr;ocess invol ve's the deoision to as'sign images ta 
) ~ , 

different classes based on the values of features selected in the feature , 

extraction process. The best classifier should be the one l-lhich gives the 
;', 

least confusion among, classês·" of images, when applying the sarne set of 

selected features and the same data set for ·'testing. 

; 

1.2 Introduction ta the system il} the Biomedical Image Processing' . 

Laboratory (BIPLAB) 

~Im~ge acquisition and enhancement 

The system used fol' this thesis 1 research is the one at the 

\, 
" 

,Î 
~ 

1 

J 



0-

<-

" 
.. 

PAG& 6 

, 
Hacdonald Stewart Biomedical Image Processing Labol"ato1'y (BIPLAB), Department . - ( , 

. of Pathology, 11cGi11 Uni ver si ty. The images l1ere scanned using a Quantimet 

720D Plumb!con_ scanning system to 'produce a digital image of 14!Jx144 pixels of-. -. 
64 optical densi ty levels. Even though image enhancement could be performed 

by the 'sy.stem, ~hen applied to cervical cell recognition, no correction was 

made for optical.Qr electronic shading so that the quality of the scanned data 

would be consistent wit~ l-lhat would be expect,ed in a practical laboratory 

instrument. However, as pointed out by Poulsen et al[Pou77a], the optical and 

electronic ~hading of this system i3 minaI' coopared to the variations in 

background ~ensity found in routine slides. Also, no image enhancements suqh 

as smoo,thing or deblurring were made due to the fact that the dig.:ftized images 

represent the original images very weIl. 

Scene segmentation, feature. extraction, and çlassification processes 

have been. developed at the EIPLAB over several years. FolloHil)g aré brief 

'descript~ons of' these processes: 

, 
1.2.2 Scene segmentation 

One scene segmentation al go ri thm, developed by Cahn 

lCah77a,77b], selects an ap~ropri~te densi~y ~hreshold based on the stability 

of the 'bounçiary of the segmented regions as the threshold 18 varied. 

Presently, techniques for generating and detecting overlapping cervical celis 

are being developed. 

1.2.3 Feature extraction 

Presently, the feature extraction system can be used tn extract 
, , 
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",' 

several important features such as color features, density fèatures, geometric 

features, and texture features. tlforeover, feature search procedures for 

effecti ve ~ sùbsets of, 
~ 

features and feature category evaluation are under 

investigation. 
.J 

1.2.4 Classification , r 

The minimum Hahanalobis~distance classif'ier dE?veloped by Ol;J.ver 

et al [Oli77a,78a,78b] i8 usect under the assumPtio~ ,that the density function 

of the multi-dimensional feature vectors has a Gaussian distribution.' 
- " 

The "'scene segmentation and the feature extraction pracesses will be 

discussed in more detail in the next sections of this thesis. 

F 
1.3 Introduction ta the cell data base: 

in this research, 3000 cells from routine Papariicolao~' stained cervical 

specimens 'Her'e scanned at 0.7 micron resolution, higher resolution'than in 

previous studies (1.0 micron resolution),' ta improve the quality of the 

acquired digital images. ,Usa, the cells 1-1ere scanned at three different 

wavelengths (530 nm, 570 M, 620, nm), i'nstead of at the one Havelength (using 

a Zeiss VG-9 filter) used before to proviae color information for scene 

segmentation and featqre extraction studies. The cells l'lere dlvided into 16 

classes: 11 classes of normal cells and 5 classes of abnormal cells (listed 

in Table 1 on the next page). 
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t lTORHAL CELL CLASSES 

"- 1. SSQ Supel"ficial SqUatlDUS 351 

2. ISQ Intermediate So.uamous /318 

3. ITAV lJavicu1.ar SQuamous 179 

4. PAR Parabasal Squanous 263 

5. EIITi Endol':etrial ( Strooal) 93 

6. EmI*G Endometrial (Glandular) 66 

7. ENC!:S Endocervical (Secretory) 152 

" 

8. ENC~C <- Endoèervical ( Ciliated) 147 

9. HIS 
\ 

Histiocytes 139 

10.liET*A Iletaplastic (Acidophillic) 182 

11 .HET~B Hetaplastic (Basophillic) 115 

"- .' 

Sub total (Normal) 2005 

ABNORHAr. CELL CLASSES 

" , 12. DYS-I1LD Hild Dysplasia 204 

13 • DYS-110D Moderate Dysplasia 181 

14.DYS-SEV Severe Dysplasia 187 

15.CIS Carcinoma in Situ 148 

16.INV Invasive Carcinoma 275 

Sub total (Abnormal) , 995 

-" 

Table 1 High resolution data base of cervical cells 
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1.4 Scope of the thesis: 

1 

Chapte~ two co~tains the major contribution of the thesis with respect to , 

the saene ·segmentation process. ,I~ this~chapte~, a~lgorlthm vhi~h selects. 

the density threshold based on the stability of the area of the 8egmented 

regions 18 described. • Cell images scanned at 530 nm 1-lere used for separating 

cells or clumps of cells from the background and the same cell images scanned 

at 570 nm were used for separating nualei from cytoplasm. To study the 

problem of oV~~~~PPing cel1s" two algorithms wer~ developed: 
o 
a) • an 

algorithm, for generating a datà base 0; o~erla~Pin; cells having a uniforrnly 

distributed overlapping percentage, for use in evaluating overlapping-cell 

detection and segmentation algorithms, b) an overlapping-cell detection 

algorithm using Fourier shape descrïptors and cell density information. 
/ 

Chapters three, four, and five contairt the major contributions of the 

thesis related to the feature extraction process: 

Chapter .three describes the P~iOUSlY developed feature extraction 
, 

system and the computation of the set of 209 features (including neH celor 

features and additional sha~e features) of the expanded feature extraction 

system. 

Chapter four describes the perforcance of three feature selection 

procedures. Each proced~re was evaluated by determining the classification 

error rate obtained using a minimum Hahanalopis distance classifier together 

with a random partitioning test method. 

, 
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Chapter rive describes the performance of features of 

su ch as two-dimensional histogram features, one-dimensional 

features, geometric features, and texture features. They 

determine their power in discrimin~ting different class~s of cervical 

In chapter six, the segmentation methods, the feature search 
. 

and the feature evaluation are summarized and discussed. Also, 

for future improvements o~ the scene segmentat~n and the ,fe~ture 

processes are proposed. 
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Chapter 2 

SEGHENTATIOU rIETHODS APPLIED 'r0 'CERVICAL CELL RECOGNITION 

2.1 Introduction: 

In pattern recognition, whether '('the ul timate goal ls to deri ve features 

or to classify objepts according to their conmon patterns, a critical step i5 

to segment images ihto meaningful r:egions \Iith coomon properties. ~lhen 

applied to cervical cells, the probl~m involves separating single ce1Is or 

clumps of cells from the baCkground (scene segmentation), nuclei from 

cytoplasm (cell segmentation), and one cell from ethers (overlapping cell 

,egmentation). Hieh segmentation error tends to produce feature values that 
1 

.~deviate greatly fro~ those obtain~d using a reference segmentation (human 
f 

segmentation) and generally sienificantly increases the classification errer 

rate. Several segmentation algorithms have been developed for the cervical 

cell segmentation problem in particular. One of the segmentation techniques 

which proved to \-TOrk satifactorily is the one deve10ped by Cahn et 

al[ Cah77 a, 71b] • In our pr~ent research, a modified version of the!r 
, 

technique was used. Horeover, images of cervical oe11s scanned at 530 nm rrere 

chosen for use in scene segmentation and images of cervical celis scanned at 
. 

570 nID were chosen for use in cell segmentation. Previously, images of 

cervical cells scanned using a Zeiss VS-9 fil ter rrere used for both scene and 

cell segmentation. 

For the preblem of overlapping cells, the threshold selection technique 

based on the, stabil:lty of cellular are a l-TaS used to separate clumps of 

1 1\1 
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overlapping cells or touching'cells froc the baokground. Fourier desoriptors 

of cellular boundaries, together \·/ith density information, were used for .. 
detecting and segmenting overlapping·cells. 

1 

~ 
ln the follOl-ling subsections," a brief survey of scene' segmentation 

---"'IJ __ 

~--

techniques, a short descri~tion of the segmentation technique used for the 
. 

cervioal cell segmentation problem, a method for generating overlapping 

objeots having ~ uniformly distrib~~ed overlapping percentage, and a method 

for detecting overlapping objects are described and evaluated. 

.1 
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2'.2. Survey of scene segmentation techniques: 

2.2.1 Overvievl , . 

Scene segmetation invol ves locating regions ,-with pixels having the 

same properties. Sever al scene segmetation techniques, applied to different 

fields in pattern recognition, havé been developed. ~hey generally fall into 

four main categories: thresho1d selection techniq~es, edge detection 

techniques, region~growing techniques, and'relaxation techniques. 

a) Threshold selection techniqUjs, 

An image can be segmented using its gray level histogram (global), 

or its local properties. For the global approaches, the histogram of an image 

is first cooputed, then smoothed if' necessary t,o obtain distinct peaks and 

valleys. Finally, the thresholds are s~t at the valleys round. Reas0nable 
1 

results l'lere repopted using this approach for segmenting vrhite and red blopd 

cells [Gre79a,~en79a]. ~ecently, the histogr~~-based thresholding technique 

was generalized to select thresholds based on multi~dimensional histograms 

(histograms of images scanned at tuo or thl"ee different wavelengths): 

Aggarwal eSal [Agg77a] used two-dimens~onal histograns (~28 nm, 569 nm) to 

locate the cytoplasm by a ceiling-lovlering clustering technique. A 88.1% 

success rate in isolating cytoplasm l'las obtained using a test set of 233 

cervical cells. Aus et al [Aus77a] used the trivariate histogram (420 ~, 580 
\ 

nm, 620 nm) to segment bone marrow cell images. In the local thresholding 

approaches, the thresholds are selected based on local properties of the 

segmented regions. Cahn et al [Cah77b] have deve10ped a technique to select 

.) ~[)I 
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.. 
the thre~bold .based on the' geometric stability or the perimeter or sègmented 

C> • " 

regions as the threshold ls varied. Cahwet al[Cah77b] antl Lin et ar[~in81a] 
o " 

have app~ied this ,technique to cervical cel1 segmentation and obtained 
<,Jo r:, (). 

excellent results (Cahn et 'al report~d 6.6~ poor segmentation on 1500 cervioal 
, . 

-èells and Lin et al reported less than 0.5%'rea~ly poor segmentation on 1153 

, , cervical cells). 
• J • 

b) Edge detection techniques . .) . , 
Assuming 'that there exists.anl qbrupt change in gray value' or 

texture al the edge of .a~ object, th~ bound~ry of the abject iS-found by 
Ct 

applying gradient operators, or-oy applying hig~ pass spatial ftlter1ng., A 

. survey of edgedetection'technique2 is described by David [Dav75a]. 
l, 

-
D • 

, 
\ 

0) Region growing techniques' 

al' [Ris77a] discussed three d1fferent techn1que~ 
1) 

-, 
~depending on different charac~~ristict§ or the scenese (1) ~ferging: • Small , . 
pieces which have common prôperties are grouped together to' forro fl.ltlIal.-. ' 

1 ~ 

regions" ( 2) Spli~ting:' Large pieces or an image are' broken into amaller 
" 

areas untll a high confidence that they are homogeneou~ under the features of 
tr 

"', interest is obtained, (3) Spatial and feature analysis: Histograms of~ vap10us 

-

. . 
feature pairs are. employed to find clusters of feature, activity. These 

o • 1 

clu'sters 

a~alY~iS 
are used' té label local areas of the scene, rollowed by.a spatial 

c 
or these labels to gui~e the~format1on of the deslred regions. 

\' . d) Relaxation techniques 
" 
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In the r,laxation techniques, each 'pixel is initially assigned .. a" 

o 1') set of membership indices relating that pixel to a region in the Ïl11-age. These 
\ 

q 

1ndicee are then iteratively updated for each pixel by 'examining the 

membership indices of neighborins pixe:ts. 

Q. " -

2.2.2. Advantages and disadvantages of the scene seGmentation techniques 

mentioned above: 

.. ' 

a) ThreshoÀd sel~ction techniques 

Histograc-based threshold selection: This metbod 1a 1nexpensiye 

and simple but i t often cannot handle complicated scenes where distinct modes 
---

~UâilY ~o not stand out in :h& histograms. 

.. 

Local property-based tbreshold selection: This metbod 1s 

i~expensive, and efficient., Horeover, it can be used to take into account any . 

'important local \,,Property such 'as, area, perimeter, gradient, etc or 'a. 

combination of them as the basis for selecting thresholds. However, the 
D 

technique 1'8 stilt=' dependent on a parame ter (stabili ty perœéntage for area, 

perimeter, gradient) which i8 heuri8tically chosen~ 

) 

b) E~ge detection techniques 

, - The edge detection techniques are inexpensive and'simple but' they 

have tl.,O main disadyantages: (1) The segmented reglon sometimes does not have 

'a connected boundary, and (2) the thresho1d value of the change in gray value 
l, 

has to be chosen. 

c) Region g.rot-ting techniques: 
.: 
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For both the merg~ng and splitting techniques, connected boundary 

analys1s 1s no't required to identify acceptable regions. ~o"'f!!ver, the 
\' 

te~hniques have difflculti,es, '-l'hen the texturaI variation within regions 18 

'-neàrly the same as the variation betl-1een different regions. In other words, 
. 

·theiSe techniques are very sensitive to the threshold set to 'sp1it or merge the 

- .·,11e• 

lUth ~h~ spatial and feature analysis method, good segmentation can 

resul t if f'eature pairs are chos~n SUdh t~at clusters' of i~tere3t ~tand out' 

(no~ always the casé. for eomplieatei! scen~.). On~ the other band, an ànillysis 

ot spatial are as which ha\l'e beell labeled is required to f'ind the desired 
J 

connected regions.' 

, 
. d) Relaxation techniques 

The relaxation techniques usually improve segmentat!on, aacuracy of 

regions segmented 'fil'st by ,other segmentation techniques. HO~lever, a 

relaxat.ion ~echn1que has two main d1sadvantages!' (1) It is sens1 tlve, to' t]fe .. 
, . ~ .... ... 

updating rule -and the ini tializat10n of' the class membershlp indices, and (2) 

1t lB expensive in teres of', cooputat1on t1me, ând in terms of' memory spa ce 

required to store the indices of' every PiXeL 

2.3 Segmentation technique chose-n for cervical cell recogni tion: 

For cervical cell recogni tion, a modified version of the 'local 

property-based 
1 ~ • 

threshoa.d selection technique developed by Cahn et al[Cah71b] 
) 

, was applied. In 1 this technique, an appl'opriate densi ty thl'esha1d i8 selected 

based on the stabili ty of' the pepimetez:- of- the segmented regions as the 
1 

. ' 
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thresl:lold 1s varied. Bccause we observed that cellular and nuclear areas are 

ttl0 'of .the most impor.tant features for cervical cell recognition, \Ve mod1fied 

Cahn's te conique by basing threshold selection on the stability of area 

1nstead of. perimeter. . The importance of cell'ular and nuclear areas is 

verified in chaptel' 4 t which shows th~t the se two features wer~ 

the total set of 299 informative feature~ 'of all categories, 

sequel';lt:i~ search prooedure.. '\ 

selected, from 

by the forward 

For scene segmentation ( separa ting cells t'rom the background) , the . 
following thl'eshol,d selection procedure was applied: 

First, th~ si~e of the segmented regions must be reasonable: the are a 
. \ 

should be between 100 and 20000 pixel counts (50 and 10000 square microns' 

respectively), and the perimeter should be bett-leen 50 and 550 pixel counts (35 

and 355 microns respecti vely) • This excludes staall unexpedted objects and 

large clumps of c~l.ls (large clumps of cells, composed of t~.,o or three 
. -

ove~lapPing cells, are discussed in the section of overlapping_cel1 problem). . . 

Secondly, a threshold is selected whenever the ohange in the' are à ot' 

the segmented reglon at that threshold, with respect to the area of the 

segmented region at previous threshold, ls the smallest and less than lJÔ% (thé 

stability parametel" of 40% seemed to give the best results for scene 

segmentation of cervical cells). 

For cell segmentation (separating -nuelei from cytoplasm}, the area range 

is 25 to 2000 pixels (12.5 and 1000 square microns respectively), and the 
t 

.' perimeter range is 15 to 200 pixels (10.5 and 140 microns respectively). The 
"., 
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size limi tation is I.lsed in order not ta select small dark regians inside the 

cytoplasm and not to select large clumps of o~@rlàpPing nuclei or large and 
Il \ 

ChanJe ls restricted to less than' ~O~ dark overlapping cytoplasm. The area 
\ 

(this parameter seemed to give the best cell segmentation reaul ts for our 

cervical cell da ta) • 

2.~ Segmentation results on single cervical cells 

To imprave the segmentation accuracy, a 0.7 m;i.cron scanning resolution 

in three color images of cervical cells was used instead of a 1.0 micron 

scanning resolution in a single èalor as was used in previous studies. Using 

h.igher scanning resol,ution appeared to make scene and cell segmentation 

easier. Particularly J using two color inages instead of single col or images 

for segmentation improved scene seementation very significantly. To verify 

this improvernent, a segmentation error measurement based on the percentage of 

misclassif'ied pixels 'was applied. The detailed description of this method i8 

gi ven by Yasnoff et al [Yas77a]. In the present research, hum an tbreshold 

selection \-l'as assumed to provide correctly seemented regions. Thus, whenever 
, . 

segmented regions obtained from a segmentation reethoed did not match the 

ref'erence segmented regions, the percentage of misclassified pixels was ~sed 

às"the segmentation error rnea8urement. 

The method was applied to both single-color and two-color image data: a} 

Fol" single -color data, images of cervical cells scanned using a Zeiss VG-9 

fil ter were used for bath scene and cell segmentation, h) For tHo-color data, 

j,mages of' cervica1 ceUs scanned a t 530 nm "ravelength \-lere used for scene 

segmentation and images of cervical cells 8canned at 570 nm wavelength were 
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used for oeIl segmentation. ~ 

In the present research, 250 single cells out of the 3000-oe11 data base 

desoribed in chapter 1 weve used 1'or tes~ing the significance of color 

inf'ormation in scene segmentation. 

\ 0 

Hhen single-color images were used, 11 

\ 
" \ 

1 

cells were rejected because the area stability of 40% for scene segmentation .. 

l.zas not achieved, and the remaining 239 cells \lere segmented ldth the average 

peroentage çf misclassified pixels being 7.92% 1'01" scene segmentation and 

.12.8% for cell segmentation. Uhen tuo colol' images Hel'e. used, only 2 cells 

out of 250 \lere rejected and the remaining 248 cells \Vere segmented with the 
• 

average percentage of misclassified pixels being 3.6% for soene segmentation 

and 12.8 % 1'or cell segmentation. 
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2.5 The problem of overlapping ceUs 

2.5.1 Introduction 

li 

PAGE, 20 

, . 

One key problem in scene segmentation is dist1nguishing binucleated 
f • 

, . cells and clumps of overlapping cells t'rom single cells. Shape information 
/1 

has been us~d [Ecc77a,Jai80a,Tuc78a] for segment1ng touching and overlapping 

ceHs. TexturaI information has also been considered for segmenting 

over 1 apP:lng cells ['Li nB 1 a J. Recen + y • bo th shapè in~orma ti on and density 

information has been used for detecting o overIapp1ng cell nuclei[Ben81 a]. 
l , 

In the studies done[Ecc77a, Jai80a, Tuc78a, Lin81 a, Ben81 a, Syc78a, Cah77b], 

thé qetection rate achieved for reco~nizing overlapping objects Bueh as cella' 
~---" -

1~s extremely dependent on the data base ot' overlapping objects" used. On'" o~e 

hand, the degree of overlap and types of the c~lls studied would appear to 

have a considerable bearing on ,the inherent difficulty of the overlappinG-cell 

detection problem.· On the other, collecting a data base of overlapping cells 

representative of the wide variations in degree of overlap and the many cell 

types involved ,wuld be very difficult indeed. Thua, meaningful comparison of ' 

the large variety of' algori thms in the literature 1s dif'ficul t. In an attempt 

to minimize these problems He devised an algorithm for generating a data basé 

of overlapping cells h~ving a uniformly distributed overlap" degr1 by 

ârtificially combirfing images of' single cells taken t'rom a large single cell 

data base. In this algori thm tuo single ceUs first are ~andomly selected 

from the single ceU data base. These celL :f,mages are th en made to overlap te 

a percentage obtai~ed from a uniform random number generator. The ov.erlap 

degree i3 complIted as the ratio of the area of overlap te the are a of the 
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smaller of the two selected cells. 

The 582 artificially generated overlapp!ng cells. together l-lith l.o~6 

fi 
single, cells and 157 naturally overlapping ceUs wère used fol" evaluati!lg an 

overlapping-cell detection algorithme 

In the overlapping-cell detection algorithm, both shape and density 

information are used for detecting overlaps. To obtain the shape. information, 

the b6\lndary of t'he object i8 used for cooputing Fourier descriptors by 

applying the procedure d~vised by Granlund[Gra72a]. The first 'n Fourier 

descr.iptors are then used to reconstruct a smoothed boundary of the objecte 

The locations and curvature values' of points of" local maX!(lJa in concavity 

alon~ the sD100thed boundary can aiso be found analytically in terms of these n 

Fourier descriptors. The rela"tive post tians and ,values of these points can be 

uaed for, detecting overlapping, cell;>. lJhen considering the dénsity 

information, overiapping ceUs and muiti-nucleated cells rTere detected 

whenever more than one nucleus lias round within the cell' in question • 
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( 
2.5.2 Data set' 

A da~bJe of 1203 

described in chapter 1), 

ce~ls (selected from the 3000-oe11 data base 

comprising 1046 single cells and 157 naturally , 

overlapping ceUs, l'laS used for generating 582 cells having a uniformly 

distributed degree of overlap. This data base of 1203 cervical cells together 

with the 582 artificially generated overlapping cells was used fot' evaluating 

the performance of an overlapping-cell detection algori thm. 
r 

2.5.3 Algor1thm for generat,1ng cells having a uniformly distributed 

overlap degree: 

) 
" 

In order to evalnate'~ the performance' of the . overlapping-cell 

detection algor1 thm abjecti vely, a· dlilta base of cells hav~ng a uniformly 

distrlbuted overlap degree is very use~ul. From the existing dat~ base of 
, 

single cells, the foUouing algorithm was devised to generate su ch an 

overlapping cell data base: 

Step 0: Let N=the rlUJnber ot:, overlapping cells to be geI:1erated, Re=5~ft and' 
..., a 

De=1.5 times the pixel spacing (1.5xO. 7 microns) where Re is the 

maximum overlapping percentage error allowed f~r, any generated overlap 

and De 18 the minimum travelling distance required for oontinuing 

the binary search.' 

Step 1: Select two cells randomly ~rom the si,ngle cell data base 

Step 2: Compute the coordinates of the canters C1,C2 and the effective 

radii Rl=SQR(A1/7t),R2=SQR(A2/'X) of the first and second cell 
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respectively (where Al and A2 are the areas of'the tiret and second 

ceU respect-i vely). 

Step 3: Apply the binary search technique to find the appnopriate positions 

of the tuo cell images in the field of vievr such that the 

overlapping percentage matches the target percentage (called U) 
\ 

obtained from a uniform random number generator (maximum overlapping -, ~ " - -
percent age error allot'led is ne): , .' .' 

3.1 Let Dmin=O, Dmax=1.5~(Rl+R2), Dtarget=O.7S*(Rl+R2), Ovedegree=U , 
Dmin and Dmax are the minimum and maximut:J distances allowed 

bet\ieen t\iO centers of two cells. Dtarget is the present 

" ' 
distance set between two centers of two cells, Ovedegree 1s the 

target overlapping percentage. 

3.2 Keep the first cell fixed, c9ve the second cell along the line 

joining C1 and C2 such that the dtstance between Cl and C2 is 

equal to Dtarget. Then measure the percentage of overlapping area 

R with respect to the area of the smaller of the t\-10 bells. 

J;3.a) If IR-oVedegreel 
, 

<Re or 
, 

<De GOTO Step4 1 Dmax-DI!lin 1 

(Exit if measured and desired overlappi~g percentage 'differ by 

less than Re or if travelling distance is less than De) 

b) - If R<Ovedegree,Let Dmax=Dtarget and Dtarget=(Dtarget+Dmin)/2 

(If measured overlapping percentage ~s less than the desired 

overlapping percentage, set the next position of the two cells 

closer). 

- If R>Ovedegree,Let Dmin=Dtarget and Dtarget=(Dtarget+Dmax)/2 

.t .... .. t 1,'- "'-J ~ ~""f 
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)-

(Otherwise, set them farther from each other). , , 

GOTO 'Step 3.2 

Step ~.: Decrease Nt if N=O STOP, else GOTO Step 1 

(Stop when N overlapping ceIIs have been generated). 

In this research, the algoritpm VIas used to create 'a data pase of 582 

overlapping cervical ceIIs from the data base of 1203 cervical cells m~ntioned 
• 1 

in part 2.5.2. These 582 overlapping cells together with \ the 1203 cervical 

oella were used fot evaluating the overlapping_cell detection method. 
/ 

2.5.4 Overlapping-cell detection method 

First, the threshold selection technique based on the are a stability 

was used ta segment regions (single cells or cltunps of overlapping ce11s) frOm 

the background, 'then the regions l1~re tested for clumps of overlapping cells 

by m'l"ns of .hap. and dens+:infOrmation. 

a) Detection based oh the shape information: 

The f'ipst criterion used for detecting overlapping cells was based 
Il 

on' the' Shape of the cell boundary. In this study, the Fourier transform \las 

applied ta deri ve Fourier descriptors of the boundary of the ce11. The basic 

approach \-las devis~d by Granlund[Gra72aJ. Also, the matheIilatical formula of 

the curvature in terms of the Fourier descriptors can be determined 

analytically. 

Consider a contour such as C represented in the oomplex plane (See figure 

2). A point~oving around the contour at a constant speed generates a cocplex 
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val ue function: 

u(t)=x(t)+jy(t) 

[ 

wbere t 1s the path length uith a periQ,d l' equal to the perimeter. 

lm 

v 

u(t) 

(C) 

~--------~----------------------7 Re 

Figure 2 A representation of a shape as a contour in the complex plane. The 

pOint u(t) moving ,~round the contour at a constant veloc1ty def'ines a' periodic 

cocplex value function of path length t and 'Hith a period, T equal to th-e 

perlmeter. 

S1nce, u(t) la period1c, 1t can be expressed as a conplex Fourier series: 

+t><> 
U (t) = sum a exp( j21Cnt/T) 
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tlhere ail\. = 1 /T* J U (t )exp (- j2!CntIT)dt 
-1)0 

A truncated Fouri~eries 

-tp 
ur(t) = SUm alY\-exp( j2J(nt/T) 
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represents the smoothE:d boundary of the object. A lJlore general smoothing 
t 

of the boundary can be obtained' by using an appropl'iate ,~eighting of' the 

Fourier desdriptors. 

The tangent 'C(t) and curvature R'(t) of' a point uet) on the 8moothed 

boundary of the object can be conputed as: 

), 
dUT(:t) tif' 

t. Ctc), = , ~= SUffi aQ\.(j2ïtnlT)exp( j2'it nt/T) 
dt 'fJ.:.-p 

é)'l.ttr<.t) +1' ,,~ 
Il (t) = = SUt -a (2TLnlT) exp(j271ntIT) !J.,' Il\. /' 

_ ( Ct) m::- r ! 

From t.-~t) and Il ( ), the points of local maxima in ,concavity alon~ the 

smoothed boundary of the objects can be located. Those are the points where 

the curvature magnitudes R (t) are at local maxima and the phase of 

. 
R (t) lead~ that of 'G( t) as shoHn in Fieure 3. (note that when the phase of 

Re t) leads that of' 'Cc. t), the phase difference ('[.( t ft R( t l) , Hhel"'e 'Cc t) i8. 

, 
J \ 

0, 

the initia~ ray and R(t) ls the terminal ray, is equal to +'1lÎ2. On the other ' " 

hand,. when the phase of 'C(t) leads tbat of R(t)" the phase Qif'f'erence 18 

equal to -"l\f2). 

/ 

.' .. _ ......... •• ~4 _,. ... ~ ... l<'- ~-~~,. .._,.,. -~'< 
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o 

Figure 3 Exar.Jples of the phase relationship of" convex and concavi ty points 

on a ·contour: a) at convex point C, Ut) leads R(t), b) at conc.avi~y points~A 

and B, Ret) leads 'C( t) • 

AU p~rs o~ t~e maximal concavity po5.nts llere tested to see if" any of 

them \oTas a Worm~.d by overlapping cells in the same manner as described by 

Eccles et al[Ecc77a]. In this description, to be considered as a pair formed 

by overlapping' cells, the tuo maximal ~oncavity pOints A,B should satisfy the 
,'J 

follouing two c~ndi tians: . 

(1) (min" path length bet-ween A and B)/(Euclidean distance d
A

&) > 3 

(2) a + b < 60 

• 
where a and b are 

,," 

C" ~ fi' ~ 
~ c, ~ ";"', " ' ,... -" ..... ~~ .... -r-.-t~.. ... ,.~- .. 

• ' .. ",~-,,<,_I~, ~~. 
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.. po~~t~\A_~d B respeotilely). are curvature yeètors of the 

'b) Detection based on the density information 
, ' 

In our study, density informa~i~n was also used for detecting overl~pping 

Qe~ls. If w/assume that each cervical cell consists of on1y on~ nucleus, the 

'overlapping cells can be' detected whenever more than' one nucleus 1s detected 

w~thin . the cytoplasm. For oeIl segmenta tian,' the threshold selection 

technique based oh a stability of the segment~dDarea was used to segment dark 
.J 1 L " 

p " ~} 

_-!,~gions. -To test fO~ the number 0,r existiog nuclei.. tbe three darkest ~ons 

Wi~h1~_the CY~OPlaSr are se~ented.' If the a~erage optioal de~s1ty values 6f 

the ~wo darkest ragions are both greater than twice the average Qptical 

2.5.5 .Overlapping_cell deteotio.n ~esults 
, ,)' c, 

1 
a) Results obtained tising artificially generated ovrrlapPiAg ceils 

Results based on cytoplasmic shape 

\Then we considered cytoplas~ic shape alone, the \ overlapping-cell 

detection rat.e, decreased exponentiallY,- as the degree, of overlap~increased (See 

Figure 4). Ov~l, an overlapping-cell detection rate f 33.55% was' 
1 

obtained. HO~lever; l-Then the degree of overlap lo1as restricte'd to less than 
D 

~ :; • 20%; a 68% deteotion rate lms obtained. Horeover, if' the degree of overlap 

was restricted to ~_~ss than 10% (touchiUS or slightly overlapping oe1ls), a 
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, . 
90.2$ detection rate was obtained. 
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Overlap Degree 
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Figure 4 Figure showipg the ove~lapping-cell detection rate as a function ~f 

the degree of overlap , 1 

a) based-on the cytoplasmle shape with respect to ,the degree of overlap, 

( . ) 
b) basad on· the number of nuelei detaeted vith ~espect to the degre~ bf 

overlap ( .,.) 

c) based on the cytoplasmic and nuclear shape and the number of detected 

nuolei (lts'!ng densi ty information) ( 0 ). ' 
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, 
"-,Results based on nuclear shape 

) 

, ' 
" 

, 

Nuc1ear sha~e \la~. u~ed to detect the cell~ havi~ overlapping nualei. As 
, 

-tho degree of ce11 overlap inçl'eased to ovel' 60%, there was a greater chance 
1 

of nucle~s overlap. Of'" the 582 'al'tiricia+-ly' generated ov?rlapPing Cil15, ,166 

have ovel'lapping nuo1ei and 58 
, . 

of'these 166 ce11s were detected as hav1~g 

overlappfng nuclei using the Fourier'shapè.despriptors of the nuclei (3~.94%). 

The r~maining cells exhibite~ suc~ a high Aegree of nuclear over~~pping that 
o • - .. 

they ~ere very difficu1t to detect even vis~ally. 

- Reaul ts based on the de,nsi t! information 

'-las based on thè 'number, of deteoted nuclei 

alone, the ~verlap ng-c 1 detectio~ ra.te decreased sligh,tl,y as the degree of 

overlap J,ncl'eased. Overall, a 65% detecti9n' rate vas, ob~ained using the 

',_ densi ty cri tel':i.a alone. However. if the_degree of'" overlap was restricted to 

'1 

,y-. -

1ess than 20%, a' 72.22% ~ete'ction ratef/as obtained (See Figure 4). 

-.Results based on'both,shape 'and den~ity inf'"ormatlon 

l-lhen bpth -the shape, and density information were' used as the.· criteria 
'. _ _ A ~ 

.t:or' tietecting over1apping cells,! the 'c;1e~ectipn rate decreasecl .slightly as the 

overlap degr.ee increased (See,FigU~~ Overall, a·detection.ra~e of'" 18.52% 

.,. ~.as obtained. However, when, the deg~~f overlap was restrlcted to less than . ' , 

20%, a 92.59% detection_r.a~las·obtained. 
#'1 

bi Results obtainéd uSing naturally ,occuri~g sinite and overlapping cells 

,~ , ;l , , . , . 

_ 4 

p 

When both'shape and density information were 

r-

, .',' .~ 
.L 

used as cri te~1a for 

t 
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.' " , 
detecting ovel'lapping 'celfs',1l1 the data base of 1203 oervical cells! 146 cells, 

out of 157 naturally ovel'lapping cella wel'e detected as overlapping oells 

while 146 oells out of 1046 single cell.s ,.,ere falsely detected as 
~, 

\\,., \ ' 

oVel'lapp~qg cells (14.03%). 

Since most of the 157 naturally ovel'lapp1ng oells bave minimal, overlap '" 

.degree (le~s than. 20$) t the 92.99% 'deteotion rate 1s. consistent w1th the 

res'ult obtained from the al'tificially genel'ated overlapping cells (92.59%) 

wnen the overlap degree was restricted to less than 20%. This close 

sim11arity assur~s the ,va11dity_ of using the overlapp1ng-cell generat10n 

algorithm to create appropr1ate test situations fol' overlapping-oell detection 

studies. 
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2.6 Conçlusions: • 

The following ~clusions are drawn from the e~per~mental r~sults 

obtained for scene and cell segmentation, and For the overlapping'~ell 

detection prbblem: ~ 

(1) Using two color images of cervical cells (530 Dm, 570 nm) instead of 

single color images produced significant improvements in the scene 

segmentation results. Thus, the multi coler imase data should be used for 

future research. 

(2) The segmentation method \olhlch selects the density threshold basad on 

the stability of areas of segmented regions produced very good results. Thus, 

it ls- werthwhile to investigate a more generaliz~d version of the method t,hieh 

considers the stability of the combination of a variety of icportant features 

such as area, perimeter, gradient across the boqpdary etc. 

(3) The segmentation error measurement method using the percentage of 
, 

miSClaSSified~elS 18 inexpensive, easy to cocpute, and quite effective 

beeause areft~ of ~egmented regions are very important features for cervical 

cell reCOgnition.~ However, sinee several other features (describing geocetry, 
\ 

or density, or colar, or texture information) also play important roles in 
J 

cervical cell recognition, it i8 necessary to consider a seene segmentation 

error measurement method which can take into aceount several - important 

feature3 at the same time. One such method which evaluates the segmentation 

error in the pattern sp~ce i3 being developed at the BIPLAB. 

(4) Becaus~ the overlapping-cell generation algorithm can produce a 
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oervic~l cel! data base having a,uniforr.J.ly di'stributed degree of overlap and 

~ comprising different cell types, this technique can be used for objeotive 

evaluation of alternate overlapping-cell detection algorithrns. 

-- (5) The h±gh(detection rates of overlapping cells, with reasonable 

cisclassification of single cells, validated the overlapping-cell deteotlon 

method. However, sorne modifications should be made in the future for more 

effective handling of the follouinG d·ifficult cases: 

a) High degree of cel! overlap: As shOlm in the experimental results, it 
1 

i8 very difficult to detect cells having a high degree of overlap and it 18 

extremely diffièult to detect overlapping cells when the nucle! highly 

overlap. 

b) A srnall cell overlapping a much larger cell: When the large cell 18 

more than 10 Urnes as large as the small ce11, lt iS very difficult to detect ' 

the overlapping cells based on their shape information. 

c) Two overlapping cells with very high density contrast: '-Then the 

average cytoplasmic density value o~ one cell is about the same or even higher 

than the average nuclear density value of the other cell, poor segmentation of 

both the nuc~ei and cytoplasm result&. This creates a difficulty in detecting 

overlapping cells based on their shape and/or density information. 

d) Oddly-shaped cells: Sorne single cell types such as noderate 

dysplasia, severe dysplasia, and particularly invasive squamous carcinoma 

cells have odd shapes l-lhich are sometimes misclassit'ied as the shapes of 

overlapping cells. Sorne of these oddly-shapedcells may have a nucleus and a 
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ragion 'of the cytoplasm, nearly as dense as the nucleus, 'which sometirnes i~'" 

falsely detected as a second nucleus. 

e) 'Bone' or 'belle shaped cells: Some single cells have, a 'bone' or 

'bell' shape ,·,hich sometimes causes them to he falsely detected as overlapping 

oel1s. 
r 

f) Pale'cells: Sorne single cells have pale nuo}ear ! anq cytoplasmic 
i 

optioal density with respect .to the background. This often leads to poorly 

segmented' boundaries which, if irregular, are detected as overlapping cellular 

or nuclear boundaries. / 
(J 

g) Single cells with folded cytoplasm: The optical density' of folded 

cytoplasm is almost as dark as the nucleus and sometimes appears as another' 

nuo~eus within the cell. 

(6) The anal y tic derivation of the tangent and ourvature of the boundary 

points, 
l 

in terms of Fourier descriptors, gives us a very effective means of .. 
determining the maximal concavity points on the smoothed boundary. Using aIl 

... j r~ 

the information of the maximal concavity points, instead or follm-lÎng the ad 

hoc procedure desc~ibed by Eccles et al[Ecc77aJ, one can statistically analyze 

the relative positions and curvature values of" th} maximal concavity points 

(as in [Ben81a]) in arder to derive a decision rule for finding overlapping 

oells • 

(7) The Fourier shape descriptors can also be used ·to 'detect folded' 

cytoplasm of cervical cells by detecti~g pairs of maximal convex points joined 

f 
1 
1 
i 
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ç .., 
o by a region having average densi ty value of approximately twice that of the 

cytoplasm of the c~ll under investigation. 
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" . Chaptel" 3 

FEATURE COUPUTATION 
fi 

3.1 Introduction 

, -
ft continuous effort 1s beins made to determine the most effective 

1 

features for use in cervical cell·classiftcation. Previously, at the BIPLAB, 

Poulsen et al [Pou77a] and Cahn et al [Cah77a] developed a featur~ extraction 

system basad on l several imp~rtant measurements- or size, shape, optical 

density, and texture. 

Color features have been shown to play an important ~ole in cancer 
"'-1 

cell "detection. Bacus[Bao76a] , Aggarwal et al[Agg77a], aengts~on et 

al[Ben79a], and Halmquist et al[Ea176a] have used it for segmentation 

purposes. 'In our laboratary, Louis (Lou77a] has aiso indic,ated that color 

information i8 very important for cell segmentation. Kulkarni[Ku179a], and 

l ' Taylor et al[Tay78a] have usedl color features tor cell classification. This 

motivated our research on COIO~ features and led ~s to ~~tend .the IPS image 

processing sOftware[Pou78a,Tou79aJ ta include the resulting neH color features 

deriv~d from multi-dimensional histogracs of multi-color image data. 

Additional $hape features based on the Fourier and Granlund descriptors of the - , 

boundary of cells have also been aOded. 

In the fOllowing subsections, the feature extraction system previously 

developed' ls briefly described and the computation of aIl features ~r the 
q 

expanded feature extraction s~stem is described. 

1 
/ 
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3.2 The IPS reature extraction system: 

""" The purpose of feature extraetiO'n research is to derive nelll teatures 

'whicb vâry less among images of ttie sarne class than among images of different 

classes. Once important features have been ~erived. reature selection ànd 

feature evaluation in terms of cost and performance should then be 

investigated. 

---The teature extraction s,yst-em Hqich lie previouslyused[Pou71a,Cah77a]' 

included the following categories of featurès: 

1) Geometrie: 

f 

-a) Separation: distance between the center of the nucleus and the 

center of the celle 

b) Size: area of the cell nucleus and cytoplasm. 

~. 

c) Shape: boundary pixel count, moment or area, moment of mass, 

moment of perimeter, bending eriergy. 

, 
2) Optical Density: mean, variance, mode, skewness, kurtosis,- entr-Op~c 

of the nuclear and cytoplasmic optical density histograms • 

. 
3) Texture: cytoplasIi;lic and nuclear texture cooputed as described by ,)" 

Haralick [Har73a]. 

The IPS feature extraction system has been expanded in the present 

research to include several ne\'1 tllo-dimensional histogram features (consisting 

of density and color features) and additional shape features. Features 

• 1 

l, 
"'f 
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~omputed by the upgraded system are desoribed in the ~ollowing seotion. 

3.3 Features oomputcd by the expanded sys'tem 

~ 
3.3.1 'Color and density features: 

3.3.1.1 Color and density features derlved from multidimensional 

histograms: 

Our presel1t resear?h has led to the developoe-nt of nelo[ tllo-dimensional 
-

,histogram features trhich are based on tlulti-àioensional histograms of 

'inJll ti-color image data. 

A tt-To-dimensional histograIJ P i3 foroed as an nxn matrix "hare n i3 the 

LI' 

irllage (i. o. 530 lm) and Gr<:.y value j 'at the correspondinG post tion in a 

second iL1ace Ci. e. 510 11r.t). If the Gr"ay value of ev-ery pi;:el 18 the sane for 

both' colors; there is no oolor infornation and aIl non-zero elellents Qf the 
, 

two-dimen8ional histosram P lie on the diaGonal. On the other hand, if there 

i9 color information, non-zerq elements exist off the dia~onal. Intense color 

information i8 'represented by non-zero elef.!ents 1y1n6 t'al' from 'the diagonal. 

Several dcnsity and color rneasures r!hieh ean be eonputed froLl the 

two-dimensional hi8toGre.r::t are dcscribed beloll: 

Considering the bl0-diraensional histogram P(i,j), 1=1.· •• n,j=1 ••• n~ if we 
1'\ 

suru 
V\ 

SUIn 

... -= 1 j:;'l 

P(i,j} be the total pixel count. then R(i,j)=P(i,j)/N, 

1=1 ••• n,j=1 ••• n i~ the normalized two-dimensional histogram matrix. 

. , , 
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NOl", if ",e let Q=R+R T, ",here nT is the transpose matrix of R, then Q is 

syIllI:letric,~ 

Similar to the texturaI features derived from the co-occurrence matrix 

described by Haralick et al[Har7-3a], the follow:i.ng 14 col or and density 

features can be derived from matrix Q(i,j),i=l ••• n,j=l ••• n. 

1) Logarithm of the angular second moment 

'1'\ 'Y\ 2-
LOG( sum sum Q (i,j) ) 

-i~1 J~l 

2) Logarithm of the contrast 
" . 

)\ '}'\. 

where Q (k)= sum sum Q(i,j) 
oc.-~ A. ";.1 5-:;' 

3) Logari~hm of the inverse difference mooent 

4) 

rt\. Il"" < • 2-
LOO( SUffi SUffi Q(i,j)/(1+(i-j) ) 

-t -:.1 Q :.1 

>r. 

Logarithm of the expected value 

'Y\. 

LOG( SUffi k*Q (k»' 
k~o ')l-'â-

It 

of first diagonal distribution 

5) Logarithm of the variance of first diagonal distribution' 

~ 

(k-ClJlQ LOO( SUffi (Id ) 

k,,~ 
'X-'cI-

C4 i5 the expected value of first dia~onal distribution , , 

6) Entropy o~ the first diagonal di~tributioh 
i. 

'1 
J 

1 
( 
, , 

1 
i 

1, 

j . 
1 
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"'-
SUffi Q C~)*Log(Q JI<}} 

<;il-LI 9L--cr ~:::.O • -g 

7) Logarithm of the expected value of second diagonal distribution 

~n q\.. "}'v 

LOG( l~, (1) ) where Q (1) \ Q(i,j) sum = sum sum 
L::o !H~ C)lt'â- .;,-::.. ~'::I 

. \+j~ L v 

8) Logarithm of the variance of second diagonal distribution 

:l..n 
(I_C7)2. Q LOO( sum ( 1) ) 

l:o 'À+~ 

1 

C7 is the expected value of second diagonal distribution 

9) Entropy of the second diagonal àistribution 

.2.1\. 
sum Q. (l)*Log(Q (1» 
L::o 'X-tlA t').+'t/ 

10) Logarithm of the expected value of row distribution 
/j) 

fi'"\. 

LOO( sum m~'Q (tl) ) 
/tl1= i x 

1)"\. 

where Q~(j) = SUffi Q(i,j) 
t.::1 

~ 11) Logari thm of the variance of rml distribution 

C10 i3 the expected value of row distribution 

12} Entropy of ro~~ distribution 

1)'\., 

sum Q (m)~Log(Q (m» 
'L <X..-

qn:; 1. 

13) Entropy of entire distribution 

v 
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Il\. 'h. 

suru sum Q(i,j)~Log(Q(i,j» 
,,~I ~:::I 

14) Correlation 

( ~u~ i*j!:Q{i,j) _~r: f";/('O~*b~) \olhere !1-"\'â' G-.,.,G-ê1- are' means and 
A./ , 

variance~ of Q~i,j). 
~o . 

,è 

Also, the 'fol1Otdne blO important f~atures are included: 

~he features 10, 11, 1~ (Logarithm of the expected 0value, logarithm of 

the variance, and entropy of rO~l distribution respectively) are density 

"-features. The l'est contain either calaI' information alone or both color and 

density informati~n. For ~hree'color ioages of cervical cells, conposed of 

three color images of the cytoplasm and three color images of the nucl~it 

there are six Possible;'sets of 16 tuo-dimensional histogram features: 

.. ~ .... ~"~"",,,,'r' ..... _ .,. ,.,....~ - ~ ..... r_o1 .. ~".,. ~ 
........ - ~.,.. ...... • ....... ~ ............ ;.y,~ ...... ~'~...,'l ,,"Jl'~':\.hi .. ,.,." 

i 
"' 1 

j 

'. ' 
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a) 16 features (F1 to F16) extracted from tuo-dimensional h1stograms _of 

oeIl cytop.lasm scanned at 530 nm and 57q nm wavelengths ,',g. 

1 r 
b) 16 features (F17 to F32) extracted from trro-dimensional h1stograms of 

oell cytoplasm scanned at 570 nm and 620 nm Havelengths • 

. c) 16 features (F33 ta F48) extracted from tt-lo-dimensional h!~tograp1S 
' ... ".1 

cell cytoplasm" scanned at 530 ,œt and 620 nm wavelengths,_ , 

"1 
d) 16"l'eatures (F49 ta F6,4) extr:tted from two-dimensional histogrâms of 

cell nuclei scanned at 530 nm and 570 no uave!engths. 

e) )6 feature~ (F65 ta F80) extracted from two-dimensional histograms of 
.. 

,el~ nuclei scanned at 570 nm and 620 nm uavelengths. 
Co 

, , f) 16 features (F81 to F96) extracted from tuo-dimensional histograms of 

oell nuclei scanned at 530 nm and 620 l1I:l uavelengths. 
" t 

3.3.1.2 GPlor and density features derived 

h1àtograms': 

fr,om one-d1men~ional 

....... 
\.zhen considerins; one-dimensional histograms obtained from oeIl" images 

;scanned at Qne t'lavelength (using a Zeiss VG-9 fil ter), only d'ensi ty featul"es 

can be extracted. 
1 

But l'Then considering aU thr-ee one-dimensional histograms, 

coloras Hell' as density features can be extracted. 

The following 9 ~eatures can be cooputed from each one-dimensional 

histograntk(I), I=1 to n density level: 
, , 

1 
! 
i 

.. 
1 
1 

! 
i 
; 

1 
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1)' Mode value = most frequently occurring dénsity level' among all',bin 

values of the histogram (value of l at uhich HCI) ia maximum). 

2) l10dal frequency =' number of times the m~de oeeurs divided ,by the area 

~~ 

1)'\, 

3) Mean densi ty = [ SUIn I~H{I) ]/area 
'1-::1 

\ 
" 

IYV :t. 4) Variance of density = [ sum (;r-m) ftH(I) ]/area 
J::: 1 

,... 
(I-m)?> "Hel) 5) Skewness of, density = [ SUIn ]/area 

:L-::'J 

6) Kurtosis of den~lity = [ s:-m (I_11)4oH(I) ]/area 
". 

fl'\, 

7}"Entropy of density = - SUIn [H(I)/area]*LOG[H(I)/area] 
:r::: 1 

1 

8) Range of density ~ densi~y at rightmost non-zero bin 

leftmost non-zero bin 

dens:i.ty at 

, 1 

i 
9) Uedian value of density = O.5f:[sum of density at rightmost and 'r 

# , 

leftmost non-zero bin] 

From three one-dimensional histograms, the'first set of 9 features can be 

extracted from any one of the three histograns. Two other sets of features 
, . 

can be extract.e,d from tvlO pairs of one-diruensional histogram features and from 

aIl three one-dimensional histogram features. Tbe t"eatures ex,tracted from the 
" 

, ,. 

t 
~l 

\ 
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pairs are the combinations of the two corresponding one-dirnens1onal histogram 

featureso: 
/ 

t... 
1) Difference/suLl of two ,mode values 

2) Difference/sUIn of t,oJo modal frequenéies 

\ 
(.. '/ 

3) Difference of' two optical densi ty means. \ 

\ 

4 r'Logari thm of sum of two variances 

'5) Logari thm of absolute value of skewnes~ 

6) Logarithm of kurtosis value. 

-. 
7) Entropy., 

8) )?ifference/sum of two medians~ > 

The .f'eature extracted fron three one':dimehsional histograms 1s: 

1) Logari thrn of sum of three optical densi ty variances. 

, In this research, the 
. , 

folloHine 8 sets of one-dimens'ional histogram 

'features are computed: 

::-:--

a) Eight features (F97 to - F104) from the pair of' two gytQplasmic 

one~dimensional histograms '(530nm,570nm) t 

.- -'" .•. ,~ .. 

( 

" 
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b) Eight features{F105 to F112) trom the pair of two cytoplaslIlié 
, 

one-dimensional histograms (530nm, 620nm) 0 

" . 
c) One cytoplasmic feature (F113) from three oytoplasmic one-(i1me~i~nal" 

histograms (530nm,570nm,620nm? ' "":'. 

d) Eight featuJ'es (F114 to F121) from the' pair of two nuclear. 

one-d1mensional histograms (530nm, 570nm) • 

. e) Eight features (F122 to F129) from the pair of' ho nuél,'ear 

one-dimensional histograms (570nm, 6 20nm) • 

f') One nuclear feature (F130) from three nuclear one-dimensional 

,histogram~ (530mn,570nm,620nm) 0' 

g) Nine. cytoplasmic leatures (F131 to F1391. from . a single. cytoplasmic 

h) Nine nuolear features (F1~O to F~48),~from a single nuclear 

one-dimensional histoQYfun (570nm). 

3.3.2 Geometrie' feàtures: 

Several important geometric t'eatures are cooputed from the segmente<;l 

v 
regions: 

3.3.2.1 Features indicating the position of' nueiei in the cel18: 

F149 = LOO(eccentricity) = LOG[ ~xc-xn)~+ (Yc-Ynf'] 



f 

( 

. 
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.,.-
l-lhere (Xc, Ye) and (Xn, Yn) are coordinates of the centers of' a caU ,âpci 

of a nucleus 

F150 = Looâ( Xcurc-Xcurn)l. + (Ycurc~Ycurn).2J] 

where (Xcurc,Ycurc) and (Xcurn,Ycurn) are coordinates of the c~nte~s of 

the frames e,nclosing a eeU and a nucleus respeetively. 

.f 

3.3.2.2 Size features: 

F151 = LOO ( cytoplasmie al'ea) 

F 152 = LOO ( nuel ear areal cytopl asmic area.> 

',,-
F153 = LOO(cell per'±me-ted 

3.3.2.3 Shape features: 

Tbe requirements for shape teatures are the invariance of 

magnification, translation, and rotation. In addition to moment teatures 

developed belore by Cahn et al[ Cah77 a], Fourier and Granlund shape deseriptors 

were developed t'or use in cervical cell recogni tion. 

a) ~foment features: 

The follOt-lÏng moment features \-Iere defined by Cahn [Cah77a]. Given a 

. functior! f (x, y), the two-dimenslonal moments are: 
} 

," 'V .... 

1ij = .:Jurn SUIn x"yjf(X,y) i,j = 0,1,2, ••• 
«::" ~ 

j , 

, ' 

-; : 
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t l 

. \ \ . (\, 
l~here the sUIllIilations are over all pixels in the cell image in the 

horizontal (x) land vertical (y) directions. 

\ 
If ~le let) i = H IH and y = Il lB 0 

tO 00 01 0 

\\. 
Then Hij = sum sum (x-~)\ (y_y)l f(x,y) 1,j = 0,1,2, ••• 8J>e 

9-.. "-â 
inde pende nt of translation. Horeover~ invaJ>iance of magnification c.n be 

obtained if we let: 

Uij = Iüj/I1-t 
00 ' 

l-lhere 1=( i+j+2)/2, i+j:2, 3 ,4 ••• 

Furthermore, if \le let: 

L = 3N - N 4 2\ 03 

Î 

Then the following seven moment features are invariant to translation, ! ' - r--, 1 

magnification, and lo~at~on: 

NF1 = LI " 
<$ 

HF2 2. :1, 
= L,2 +4NII 

,c. 

1 '. ,1 
11F3 = L2. + L.t j 2> 4 

[ 
HF4 L,!,+ L J!, , = 5 El 

J 

L L (L.2-.: 2. :L 
L;:> t·iFS = 3L ) + L L6 (3LS-

~ 5 5 () / 4-

:L !L 
HF6 = L2, (LS-L,,) + 4N .. LsL6 
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In this research, three kinds of momènts are considered, name1y, m~ment 

of perimeter, moment of cell area, and moment of' nuc1ear area: 

• Homent of perime ter : 

. 
If" in the above Doment formula, the function f(x,y) ia set to include 

,only points on the perime ter p(x, y), then the seven moments of pel'imeter (F154 

to- F160) can be extracted. 
( 

\ 
j 

" 1 Homent of cell area: 

<;. 
(f 

It in the above tnoment formula, t(x,y) 15 set to 1 when the J:!;i.xel is 

1ns1de the cell and zero other\iÏse, the seven moments of ceU area (F161 to 

F167) are obtained. 

* Noment of nuclear area: 

If in the above moment formula, 'f'(x,y) 1s 'set to 1 when the pixel 18 
, . 

inside the nucleus and zero other"Tise, the S(ilven moments of nuclear area (F168 

ta, F174) are obtained. 

b) Fourier shape features: ' 

The addi t10nal shape descriptors evaluated in this study are based 

on the 'Fourier transform Œ the boundary Ç>f an object., The basic approach was 

"devised by Granlund[Gra72a] and has been used by Holcquist et al[Ho178a] and 

. j 

f 

f 
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Chen e,t al[Che80a] for cervical ceU classification. Fron the above Fourier 

descriptors, all'\' n=- pto +p (described previously in section 2.5.4.a), 

translational invariance is obtained by set ting ao equal to zero and size 

invariance i5 obtained by setting a~ = a~ I{ la,1 + la_.I ). 

following rota tiona! ly invariant shape features can be deri ved: 

Finally, the 

1) Logari thm of normalized minor axis of ellipse reconstructed f"rom the 
j 

first desoriptors -' 

!> ' \ 

F175 = LOO( f a~ 1 - 1 a~11 < ) 

Il' 

2) Loga!'i thm of sum of" power spectruIh 

------ f 2 2: . 
F176 =PSUIJ (a' ) + (a 1 ) ) 

Ij\. -'r'o - m:.y,.... 

3) Logari thm of sum 'of t·1agni t~de 

f 
• F177 = LOO(sum 1 a~1 + 1 a_:V1 ) 

CI\::.-rn 

4) Shape· factpl' 

F178 = P2-/4 'it A = P~/4'ii:s~ n
3

( 1 a~r .: 1 a!.'I'\.(') 
11'\::'/ 

5) Concavity 

F179 = s~m n3 G( a~.2; ,!/.-+ a -
-n. 

C(\::.I 

c) Granlund's shape featv.res: 

In [Gra72a) Granlund . sugge5ted that 
, 

/ 
1 

the descriptors 

b = ( a: la ) / a 9.." n= 1 , 2 , 3 , ••• 
'1'\. H"" I-~ 

can be used as the shape descriptors 

, 

r 
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because they are invariant to translation, magniti,ca tion, and rotation. In 

t~is research; real and itn,aginary values 'of t~e first six Granlund's 
.... 

descriptors were used: 

~ 
/~ F180 :: Re(bl ) F181 = Im(b1) 

o 

F182 :: Re(b2) F183 :: Im(b2) 

F18!J :: He(b3) F185 ;: Im(b3) 

F186 :: Re(b4)o F187 :: lm( b4) 

F188 = He(b5) F18g :: Im(b5) 

F190 :: Re(b6) F191 :: 'Im(b6) 

3.3.3 Texture features: 

/ 

.,..... 
" 

" , 
j 

The teohniqu=e ta extract texture features from co-occurrence matrices was 

proposed by Haralick et al[Har73a]. In this method, fir-st, the co-occurrence 

matrices PJ& are computed. The element value PJ,&(i, j) represents the number of 
• 

tiroes two pixels at a distance d, angle 4, whose gray levels are i and j t-lere 
.' 

found. For each co-occurrence matrix (corresponding ta specifie values or d' 
~ 

and tJ ), the following 13 statistieal measurements can be. obtained: 

trV rf\. i. 
r(l) ;: sum sum p (i,j) '~ ttAngular second moment" -

>\.::..1 ~::i 

II'\,. 

k.2Jp f(2) ;: suru (k) - "Contrast" -
-k:::o 'X..-~ 

Il"" ('(V 

where p (le) = sum sum p(i, j) 
~-~ ;., -=-1 ~:..:t 

l''-âl:: k 

~ /lV 2-
f(3) :: sum sum p(i,j)/{1 ... (i-j) ) "Inversè dlfference moment" -

! 

i~ J=1. 

. ~ ~ ,~ . ~ ,.' . 
_ ... ---- ~.., .... ~--~ ..... ,"*,~""",,,,,~,,,, ~''''''' 

I!'.~ 
-~J ~~ l ~~.~ . 

~ ~~~-
> - i'\ ':' 
~ M ~.~'! 

1 

J 

: 

,'-
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' .. 

r('v 

t: ,} t(4) . = sum kp (k) - "Expected'value of 1st diagonal 1 

1<,.:;0 
')..-'<\ 

~. 
1 
1 

distribution" - i , 1 
1 
1 

/)'\, :21 
f(5) = sum (k-f(4» p (k) - "Variance of 1 st d1a~onal 

k:.o 
I).~'a 

distribution" -
r(\.-

t( 6) = SUffi p (k)log(p (k» -"Entropy of lst diag~mç.l 

k~o 
'X-- "J ?~~"f 

distribution" -
V" ~ 

f(7) = sum Ip (1) -"Expected value of 2nd diagonal 

t:.2. 
'll-+~ 

distribution"-

'f'- 't'-- --~ 1 
~lhere p ( 1) = SUIn SUnl l'Ci, j) i 

'A.-t lJ- 1: -:.1 ~-::1 ' 1 
l 

.i. +~ ~ i- () 

2..r'- ~ 
f(8) = SUffi (1-f(7» p (1). -"Variance of~2nd diagonal 

.t:..2.. 'X..+"l} • 
distribution" -

SU\.r 

f(9) = sum p (.1) log(p (1» -"Entropy of 2nd diagonal 
~:.:l.. ?L-+~ t:X.t'f 

distribution" -
'f'l, 

f( 10) = SUffi mp (r:) -"Expected value of row 
'X-

1 
rtn::.1 

distribution" -

'TV 

l1here p (i) = SUIn p (i, j) 
X. 

~:;i 

1)'\.. 2-
t( 11) = sum (m-f(10» p (m) -"Variance of ro\v distribution"-

?l.-
m:: 1 

<'(\,. . 
f( 12) = sum p (U)l0b(P (m»' 

?L 'X... 
-"Entropy ot: rot., distribution" .. 

'JT\::.t 
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If\. 'YI.. 

f(13) = sun Bum p(i,j)log(p(i,j» -"Entropyor entire distribution"-
.i ~I ~ =-1 

.pahn [Cah77aJ investigated and. determined that the following texture 

features seemed to llor"k best: 

~ 

t 1 = sum sum f cl& (7) /12 
cl::./ 9; o,CyÇ 

3 
ta = sum su~ fJ»(8)/12 

J::'I !ko,4!> 
90, .,;ç: 

3 
t3 = BUli1 sum f de ( 10) /12 

d::'1 9::.0, CrS" 

CJo, I~Ç 

? 
t4 = SUll sùm f J.G. (11) /12 

d;./ ff;o/(jÇ" , 

qO J' ~ç 

3 
t5 = sura suC! f ,l.{} ( 12) / 12 

cl::: 1 9=o,qS 

9oJ'~~ 

3 
t6 = BUru suru f de-(13)/12 

d:: 1 (} ;oft-<; 

90,1?'('" " 

_----c-->=-----.... ::..l·l...-------- -------,--- ------
t7 = sum fi & ( 1 ) /4 1 

, ~:,clI-~ 
go,'3Ç 

ta = suru f3~(5)/4 
~:.o,4Ç 

~,I)Ç 

t9 = Bum fla- (9)/4 , 
~::o,q..ç 

~O)'3Ç 

The 9 texture features extracted from cytoplasm (F192 to F200) and the 9 

texture features extracted froC! nuclei (F201 to F20g) yere used. 

l 
l ' 

" 

i· 
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1 

3.4 Summary: 

The feature extraction system previouly developed [Cah71a] l-las upgraded 

to include several t\lo-dimensional histogram features and several Fourier and 

Granlund shape provide set of 
< 

features features to a 

representative of aIl cell categories. These new featur~~ include color, 

"' 
density, geometric, and texture features. The 209 features computed fro~ the 

ne\-T feature extraction system are composed of; 

Feature catecory Humber of features 

Color and densi ty features: 

From tllo-dimensional histograns 96 

From one-dimensional histograms 52 ,,1 , 
$, 
j 

Geometrie features: 

- Eccentrici ty 2 

- Size 3 

- Shape: 

* 110ment features 21 

• 
e Fourier deseriptors 5 

und deseriptors 12 

Te:x,ture 18 

Total 209 

" 

( 

-,' -
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Chapter 4 

FEATURE SELECTIOtI 

4~1 Introduction 

Using the upgraded feature extraction system described in chapter 3~ a 

total of 209 meaningful features l'lere computed from a data base of' 3000 

manually-segnented cervical cells. If aIl of the 209 features ~vere used for 

classifying cervical ceHs, the cost, in computer tiroe and memory storage, 
' ... , . 

would be prohibi tive. Also, a ~arge number of training saoples 110uld., be 

needed ~ to traio"{he minimum Nahanalobis distance classifier. As pointed out 

by Cahn [Cah17a], the r~iO 2d/(f+3") (where d i3 the number of sanples-- and f,"b 

is the number of featur0 ) should be at least 3 and preferably greater- th an 10 , 

to provide adequate training of the classifier. Thi'S implies that for the 209 

features, we Hould necd at least from 318 to 1000 cervical celis p~I" class, or 

from abq,ut 5000 to 16000 cervical cell3, for the 16 classes used. Thus, it is 

necessary to select an effective subset of features from the total set. To ., 

. make such a selection, one needs both a cri terian to evaluate the subset of 

features and a procedure to search for effective subsets .using that cri terion. 

In the pl"eselJt researcl}, the criterion used was the probabili ty of 
- -, 

misclassification, and l:!. nut:lber of feature se arch procedures were applied. ~n 

order te conpute -the probability of rnisclassification, the .minimum Hahanal,obi,s 
- ---

distance classifier developed by Oliver [Oli77a, 78a, 78b] and the orandom 

part'i tioning method \cTere used. Because an exhausti ve search of 

( 'Y\.) combinations (to choose a size-k opti[;]al subset from n features) l10uld 
M. 

be far too tine-consur:::.ing, three heuristic feature search procedures Here 

.-~'"'' ·r' .... ·~ 

j 
1 

t 
,~ , 
'1 

. i 

J 
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"" (. 'investigated. The first procedure is~ the foruard sequential seal"ch procedure, 

or without-replacement search procedure. In this rnethod, the best individual 

feature i5 chasen on 1 the first round, then the best pair including the best 

i1}dividual feature is chosen for the second round, etc. The second proc'edure 

ls the parallel scarch procedure which selects k indi vidually best 

discriIi1inating features. The third procedure is the .feature clusteving 

procedure in pattern space.- In this oethod, fir5t the minimal spanning trec 

jOi~ing ;1 points (representing N features) in the l!-dirnensional pattern space 

is f'ormed, then k subtrees (clusters) of feat'ures a,re obtained by breaking the 

1 
1 • 

first k-1 longest path lengths. Final!y, k\features are selected where each 

feature is the best indi vidual one of Hs, corresponding subtree and ~lhere i ts 

cancer cell detection .rate i5 higher than a preset mi.nir.JUID threshold., (This -' 

( 

minimum thresho1d is used to protect the procedure rrorn selecting independent 

but bad features). 
" 

In the 0 fo110uing subsection?, a brief survey of feature selection 

~ 

methods, the methods applied to· the cervical ce11 reco(;nition probletn and 

their performances are gi ven. 

~ 

r t" ... '.., .' -r"'/ N' 
" --

1 

1 

1 

1 
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4.2 Survey of feature selection approache~: 

4.2.1 Feature evaluation criteria: 

In 6rder to select a subset of the total set of features~ one needs , 
,an efCective means (criterian) of evaluating the power of any given subset of' 

1 

features. The feature evaluation criteria which have been applied previously_ 

include: the probability of oisclassification [Ste76a, Lin80a~" the 

Mahanalobis distance [Dud73a, You7!~aJ, the ,Bhatacharyya distance [Dud73a], the 

divergence [Cha73a] J the entropy function [You74a], and the Karhunen;-Loeve 

expansion [Huc71a,Kan'74a]. 

4.2.1a Probability of misclassification 

~ In this criterion, the probability Çr misclassifying a sample to 

a olass different fram its Olln is used to evaluate featl,lre subsets (the lower 

the 'probability of misclassification the better the feature su~set). In order 

tb ob~ain. the propabili ty of misclassification, a certain kind of classifier 
"-- . , 

18 required. This criterion has tt'TC advantages: 1} It evaluates the 

subsets of feûtur'es in terms of the probabili ty of' misclassification \-lhich 

other criteria are only indirectly related to and -- 2) It talces into account 

the'. particular classifier structure' for ·'t.,bich the fentures are intended 
r'~ 

\lhereas other cri teria Buch as distance measures Hould provide the sane 

feature subsets for diff~rent classifiers. 

4.2.1 b Hahanâiobis distance: 

If '-le a:::sume that the condi tional. densi ty function p(~/i) of the 

e-'" ...... , :;0- ~ ~ _' • _ _ .. ~~'~ 1 

j 
1 

1 
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~eature" vector x of dimension d.(;iven a class i (i=1, ••• ,rn has a d-variate 
o ' 

~ -1 
Gaussian distribution, then, the l!ahanalobis distance, (x-n) ~,;. (X-Ill ), 

(where m and .1.-j, are the moan and covariance lI!atri:~ for class i, t indicates 

transpose, -1 inàicates invol'se) can be used to evalunte the featur8 subsets 

(the larger the llahanalobis distance, the better the feature subset). If-

p(X/i) actually has a nultivariate Gaussian distribution then this cri terion 
'" ~ 
~ . 

1s a r.1ono,tonic functio~ of ire. probability of uisclassification 'cri terion. On 

the other hand, the l~ahan~lobis distance cri terion can provide pOOl" fentures 

for a olas~sing distance measures other than the llahanalobis distance. 

4.2.10 Bhatacharyya distance! 

the Bhatacharyya 

CO:fticient, is a' mensure of ~Ol" much overlap there is among class condi Uonal 

density functions, the Bhatacharyya distance -Log(b) can be used as a neasure 

of goodness of the'f~ature subsets (the larger the Bhatacharyya distance the 

better the fenture subset). The Bhatacharyya distance criterion has tuo 

disadvantages: 1) It is not a direct measure or the overall probability of 

misclassification and 2) Sorue density estl~ation techniques are required to 

estimate the class conditional density. o 

~.2.1d Divergence: 

-\ 

For t\'Jo classes, the divergence is defined as J(x)=J1(x)+J2(x) 

uhere J1 (x)::: J p(x/c1 )Log(p(:lÇ/c1)/p(x/c2) )dx and 
.. "It+" 

J2(X)= J p(x/c2)Log(p(x/c2)/p(x/c1) )dx. It can .be used for discriminating 

pairs of cla~~ pr~bability densities in the fèature space and thus can be used 
[ iflP 
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r-

to evaluate feat.ure subset::l (the higher the divergence value the better the 

feature subset). Like the Bhatacharyya distance, the divergence" ls not a 
; 

direct measure of the overall probability of niscl,assification and some :, 

density estimation techniques are required to estioate the class conditional 

density. 

4.2.1e Entropy funct10n: 

The Jntropy 13 defined as -~ J ;(xiCi)Log(P{X/Cil )dx for class Ci. 

a measure \ of the spread of the samples of each class in the pattern 

8pace (entropy i8 equal to zero if aIl pembers or a class have the same vector 

is 

representation) • Theref'ore, i t can be used to evaluate the effectiveness of 

the features in representing each class. ' The 
~~ -

.... .. __ .-, 
entropy has the sarne tHO 

0 

disadvantage s as the Bhatacharyya distance and the divergence: 1t is not a 
l' - ", 

direct measure of the overall probability of misclassification and SODe 

" 
dens~ty estimation techniques are required to esti~ate the class conditional 

densi:ty. 

4.2.1f Karhunen-Loeve expansion (principal conponent analysis): 

... 
In this method,~_principal component analysis is performed to 

forro new features co~~esponding to the eigenvectors of the sample covariance 

matrix froc the initial features. Like the entropy function, the 

Karhunen-Loeve expansion can be used to select the oost effective .features in 

representing each class. This criterion is the most reliable teature 

extractor among linear transfopmations. Ho~.,rever, the re<luction in the number 

of dimensions is so~etimes çffset by the increase in computation necessary to 

. . 
, ) 
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1 
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1 

, map 
-'-x 

vectors into the selected subspace. It also ~equires,a very large ~ount 

of training da ta. 

In summary, as pointed out by Stearns [Ste76a], any criterion pther than 

the probability of misclassification imposes a division between feature 

extraction and classification because it evaluates t'he subsets of features 

without reference to a classifier. 

4.2.2 Feature search procedures 

Several investigations [Tou71 a, 7'1b,Co'l.'7 lIa] sho\·red that the 

exhaustive search 
1 

over aIl ( :), sUb,pets of size k was'necessary to find the 

optimal k featur'es from a set of n features. Because the examination of ~-all 

possible subsets is inpractical, several heuristic feature search procedures 

have been developed for use. These include the sequential search, the 

paraI leI search, dynamic progrruillling, and t~e feature clustering (minimal 

spânning tree) in pattern space. 
.q) 

_ Il ~ 

4.2.2a Sequential seur'ch proce&~rl (i, j) [Ste76a]: 

In this procedure, the best i features are added one-by-one 

according to a feature evaluation cri terion, then the \oJ'Orst j features are 

removed one-by-one according te a possibly different feature evaluation 

criterion. The process is then repeated until the desired subset is obtained. 

The procedure is called bettom-up if i>j and top-down if i<j. In the special 

case \llhere "1.=1, j=O, 1 t 18 e~i valent to the f'~rt;ard sequ~nt1al procedure 

[Nuc71a] and \vhere i=O,j=1, it ls equivalent ta the backl1ard sequential 

" . 

1 
j 
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~ 

procedure. If bath i and j ~re different from zero then the selected features 

have no without-replacement property (i.e. for the fO.M-lard sequential 

procedure, the subset of the k selected features has to contain the k-f 

features previously selected, and for the'back\lard sequential procedure, any 

features \~hich have been removed are not reconsidered). 

The sequential search procedure considers the correlations among selected 

featu~es, therefore, the selected features can be very effective. In terms of/ 

corllputer time, for al'ly specified subsét size k, l'Then k is mucnsmaller than n, 

the bottom-up procedures (i>j) require 

top-doHn procedures. 
'J 

Conversely J \'lhen k 

procedures need much less computer time. 

less than a half, makine bottom-up search 

much less computer time than the 

is close ta n, -the top-down 

In practice, k/n is almost aluays 

preferable to top-dO\m. lThen 

computer ,Ume is very limi ted, the foruard sequential search procedure (which 

requires the least computer time) can be used. 

4.2.2b ParaI leI selection: 

In this procedure, aIl n features are evaluated individually and 

then the k features which have the highest individual discriminating power are 

selected. An exaIJple of this procedure can be round in '[Uuc71a]. The 

procedure is conputationally sinple but it has a critical disadvantage in not 

taking interactions betHeen features into account. 
/ 

Therefore the selected 

feature subsets ~ay contain redundant members. 

4.2.20 Dynamic programming [Cha73a]: 

The dynamic programming procedure overcomes the drawback of the 

--~, 

1 
1 
1 
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exhaustive search procedure in terms of computer ~~e and, at the sarne time, 

is not subject to the uithout-replacement property of" the foruard or 'backward 

sequential procedures: 

The dynarnic programmng method has the property that uhatever 

the initial state and initial decision are, the resulting decisions must 

constitute an optimal policy with regard to the state resulting from the first 

decision. 

An application of the foregoing principle of optimality 

together lolith an appl'opl'iately formulated l'eoursive functional equation ensure 

that the final subset chasen may not necessarily include aIl of the best 

single features selected in the previous stages. 

The procedure requires more cOfJputer Ume than the for\'1ard sequential 

prcedure. Chang [Cha73a] has applied adynamie programming procedure which 

required nearly tuice the amo.unt of computation as the foruard sequential 

procedure. 

4.2.2d Feature clustering in pattern space [Cah77a): 

In this procedure, each feat~re ls represented by a point in the 

pattern space and le clusters of more or less redundant features are round by 

first forming the niniLlal spa,nning tree of the points and then brealüng the 

first k-1 longest path lengths. One representative f'eature can be chosen from 

each cluster ta f'orm a subset of k features. This procedure 15 also very 

time-saving and it takes feature correlation into account. Honever, a 

criterion for selecting a representative feature froo each'cluster has to be 

J
I 
f 

1 
J 
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derived ana as sho~n recently in [Rob82aJ, the clustering in pattern space 

does not necessarily yleld an effective subset of features. 

In summary, as a general rule, if time permits, the sequentlal search 

procedure or dynamic programning ls preferable. If cODpu~ation time i8 very 

limited, the parallel search procedure and the feature clustering procedure 

should be applied. 
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c· ~.3 Feature selection procedures applied te cervical cell recognition: 

4.3.1 Feature evaluation criterion 

The probability of misclassification criterion was chosen to evaluate 

subsets of' features. To conpute the probability of misclassification, the 
. , 

minimum Hahanalobis distance classifier developed by 01iver[Oli77a, 78a, 78b) 
-

was used with the nrandom.partitioning" method. In this method, 80% of the 

data set (2400 cervical ce11s) was randonly selected for training and the 

remaining independeht samples (600 cells) \lere used for testinr;. • The detailed 

description of this nethod is given by Toussaint [Tou74a]. Because of 

computer time constraints, the 16-class classification performance estimates 

were obtained by averaging the results for on1y 5 difrerent partitionings of 

*' data. 

~ 
4.3.2 Feature subset search procedures: 

Three feature subset search procedures l-1ere investigated in this 

----- ' research: The fOM~ard sequentia1 se~rCht the parallel search, and the feature ~ 
'<1 

cluster1ng in pattern space. 

o 

4.3.2a For\1ard sequential se arch 

. 
The description of this procedure can be found i? subsection 4.2.2a • 

Instead of trylng to select features directly rrom the total set of 209 

~eatures, we initially divided these . features into 7 groups ~f about 30 

~eature~ 'which belong to the sarne catebory. The rONvard seQuential search 

procedure \Tas applied to each group to select ~eatures. The selected tentures 
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from the 7 groups l-,el"e then merged and uere dividect a second time into groups 

of about 30 features regal"dless of theïr feature categories. The se arch 

procedure uas then applied to the ne", groups. The process of merging, 

dividing, and selecting features was continued until finally only k features 

(k<20) vere selected. 

4.3.2b Parallel searoh ' 

The description of this procedure can be found in subsection ~.2.2b. 

Kwas ch os en to be less than or equal ta 20 in our present research. 

,4.3 .. 20 Feature clustering in pattern space 

The description of this procedure oan be round in subseation 4.2.2d. K 

was ohosen, to be less·than or equal to 20 in our present research, and the 

best discriminating feature from each aluster was seleoted provided its 

16-01as5 classification deteotion rate was higher than a preset minimum 

threshold of 6%. Also, for ease of conputation, the 209 comput~d features 

described, _i!l.. __ ~hapter 3 vere initially broken into three subsets of around 10 

features. 

~ 4.4 Experimental results for the three feabure search procedures 

4.4.1 Feature subsets selected by the three procedures 

'l'able 2 shaHs the results obtained t.:hen the above three procedures 

were used ta select features from the total set of 209 features. 

• 
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For the fon'lard sequential' search procedure, the 16-class classification 

error rate reached a minimum and thus terminated the·search process when the 

number of features lias 13. This Has not 50 for the other tllO procedures; the 

16-class classification error rates decreased and saturated as the number of 

features approached 20. 
'r 

In order to compare more accurately the performances of the three feature 

selection methods, the same minir.lUm l1ahanalobis distance classifier and the 

random partitioning method tIere applied as k, the total number of selected 

features, varied from 1 to 13 for foruard sequential search procedure and from 

1 to 20 for the other tHO procedures. The classification performance 

estimates Heré obtained by averagin~ the results over 30 different 

partitionings of the data instead of the 5 partitionings used uhen searching 
r 

for feature subsets. The error rates for nisclassifying cells of one class 

into the other fifteen classes (16-class classification error 

error rates for ~isclassifying\ normal to abnormal cells 
l, 1{ 

'(2-cIas~ classification error ra~ ~.;er~ 'both inves~igated. 

4.4.2 Classification performance estimates: 

4'.4 .2a For,~ard sequential se arch procedure: 

rate) and the 

and vice versa 

This method gave significantIy better results on the classification 

error' rates, conpared to the other tuo procedures (the parallel se arch and the 

feature clustering in pattern space). As the number of features incrcased and 

reached 13, the classification error ratès decreased gradually and reached 

211.94% for the 16 classés and 2.2% for the two classes as shoun in Figures 5 
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and 6. This procedure, hOHever, i5 t'lore time-~on5uliling. than the other 

procedures. 
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Figure 5. 16-class classification error rate for: a) the forward sequential 

search procedure (0), b) The parallel search procedure ( • " and c) The 

feature clustcring procedure in pattern space ( Â ). 
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5 

. N umber of Features 

Figure~. 2-class classification error rate~ for: a) The fOMvard sequential 

search procedure (0), b) The parallei search procedure ( • ), and c) The 

-feature clustering procedure in pattern spaoe ( Â ). 

, ' 

4.4.2b ParaI leI search procedure: 

This procedure gave Horse results than the f'orward sequential search 

procedure.. As k varied from 1 ta 20, the olassification error rates based on 

16 subclasses and based on 2 classes (normal and abnormal) decreased and 
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saturated at about. 35% and 4: 9% respectively (at 1::=20) as ShOlTn in Figures 5 

and 6. -

~ 

4.4.2c Feature clustering procedure in pattern space: 
c 

~_ ft 

This procedure gave b~tter results than the parallel search procedure as 

k v,aried from 1 to 7 and slightly l'lOrSe results nhen k l'ras greater than 7. 

This 1s 0 probably due to '- the fact that the procedure did not choose 
;'/ 

non-redundant features (as shOHh recently by Roberts et aH Rob82a]) or because 
J 

of the initial breaking of the 209 features 'into three subsets of features for 
Q 

ease of conputation. As k varied froD 1 to 20, the classification error rates 

decreased and saturated a~ 31.56% and 7.4% for 16 subclasses and 2 classes 

respectively as shoHn in Figurê.s 5 and 6. 
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The forHard sequential se arch prqcedure selected much more 'effective 

t'eatures than the ot~ t~10 procedures. t-l'hen the f"oruard sequential search 

procedu~e was app~ied, the classification error rates decreased Signif~antly 
v 

for the flrst fetol selacted 'featares (k<5) and th~n decrea~ed gradually anp 

monotonically ta a minimum valpe as the nUQber. of f"eatures increased. In 
1 

contrast, for the parallel search and the feature clusterine, that behaviour 

was not abserved. ~n the parallel search progedure, signlticant drops of 

classificâtion error rates lIere obtained uhen k Has incrcased from 1 to 2, 8 
• 1 

to 9, and 11 ta 12. The occurrences of significant drops liere probably due to 

'th,e tact that .the 2nd,9th, and 12t,h features added Uare particuiarly effective .. 
abd non-redundant. In the feature clusterine; procedure, for' k<6, the 

1 
classiric~tian error rates decreas~d significantly in the same manner as the 

fOflTard sequential search procedure, but when k lIas greater than 6 the error 

rates decreased only slightly. This is p~~ because of the 

inerrectiveness of the procedure as pointed out ;frecentlY by Roberts et 

al[Rob82a] or because of the initial man~al breaking of the 209 computed , . 

features into three subsets of features. 
" 

The foruard sequential procedure 18 more time-consuming than the 

parallel search and featurc clustering procedures ana it still contains the 

without-replacement property. 
\ ,,. 

If ,more ,. canputer time is _.,allol-led, thè 
, 

without-repl?cement property can be avoided by applying the sequential search 

procedyre (i,j) t-rith i,j diffetent from zero or by applying the (4-iY ./ 
I~ • 

procedure to the k features selected by. the Corward sequential search 
( ,". 
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'. 

'" procedure as ·in [Lin80a]. 'The IPS imagé processing sot't\-Iare is belng modified 

50 that the manual division of features into categories can be avoided. Uh~ 

this research Has conducted, the IPS 'syst~m could on1y support feature 

selection with t'eature sets of up to 110 t'eatures. ,. 
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Chaptet'· 5 

FEATURE EVALUATIon 

. 5 .. 1 Int1"Oduction' o 

The signif'icance of' each f'eature category can probably be determlned by 

the proportion of tq.e features of l that category in the final subset's obtained 
1 cf ' .0 

; 

:from feature search procedures. AnothEfr' tlethOd to evaluate features of' the 

srune category (i .. e tt~o/diI!lenSiOnal 
,~ 

htstogram f'eatures. one-dimensional 
1 

. histogram features, $~o1lÎetric :features" and texture :features) i3 tri" evaltlate 

the selected subset of features frolil each categol"'Y. In this research, the 

f'orward sequential search procedure was chosen becau!:J,e of the rcasons 

described in chapter 4. In addi tion. to verif'y the significance of the ... 

newly-developed tuo-dimensional histobram features, the perf'ormance of the 13 

:features selected f'rom the uhole set of 209 features and the performance of 

1 
1 
1 

! 

the set of 6 features previously used by Oliver[Oli78b] Here included for. l, 

comparison. 
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1 

5.2 Evaluation of each featul'o category: 

'0 
I~.der ta evaluate each rèature categorr, rir~t. 'a search procedure 

uas applied te all features fron cach category to select an effective subset 

l"epresentative of each feature cateGory, and, then its" 'classifi~ation 

per:f'orlilance l'las estimated and coopared te the classit'ication performances of 

other subsets representing different feature categories. 

5.2.1 Fcature search pl"ocedure used t'or each f'eatur-e catcgol'Y 

, 
The fon:ard sequential sear'ch procedure with. the probabllity of 

misclassification cri.terion Has applicd to each featurc cateGory (method< 
'\ 

described in chapter 4). 1 -

f' 
1 

---5.2.2 Classification perforMance' estirmtion of' feature subsets 
, 

selected frow. each featurc cater;ory 

The saille minimum Mélhanalobis distance classilier used in selectin.z 

featuré.s, anà classi:fic2.tion performance üeasurenent nethods, 
... '1 1\ 

"resubstitut':ton ll and 'U~re applied. In the 

rûsubsti tution r.:ethod, the S2l:lC set of cells is us cd :for tr2.ining and testing. 

This nethod 1s regarded as optimistic. In th~ randoLl parti tion1ng method. 

similar to the feature selection procedure, 80~ of the da ta set (2400 ceH8) 

was l'andomly selected for Jrainint; and the remaining independent samples (600 

cell~) llere used for testing. l!oHevei", the classification performance 

estimates nere obtained by averaging the l'esul ts for 30 different 

• partitionings of the data (instead of only 5 part1tionings used in selecting 

features). This method 1s regarded as sOMewhat pessimistic. The results are 

" . 
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shown in the forI!! of classification performance curves and/or confusion 

rnatl"ices. The classification pel"f'ormance curves are pl"oduced by altcring the 

a priori probability ratio set tings for normal to abnormal cell types t'rom 

10: 1 to 1 :30 and recording the corresponding points in the t'alse positive, 

ta,ls"e- nega tive-- classification perfornance plot. The confusion matrix 

corresponds to the point on the classification curve tihera this ratio i~ 1: 1. 

For the purpose of comparis~, the performance of" the t'eatures selected 
':."" . "-

from one category \jas compared to tftat of the features selected from another, 

and te the performance of the 13 f'eatures selected from the l.rhole set h-:h1ch 

includes r aIl feature categories). lUso, to verify the significance of the 
"\ 

t"lo-dimensional histogram features in particular, the performance of the 6 

features previously used by Oliver [Oli18b] tras investigated. These,6 

features \1ere obtained from the sanc cells but scanned in a single color and 

at, 1.0 micron resolution • 
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Cla55t~ication error rates obtained '-1hen using the 13 feq,tures selected by the, 

rorward sequential procedure and by applying --a) the resubsti tution met~ (.) and --b) 

the random partitiéning method (Â) as the ,functions of number of cEiHs. l~ote th~t 
• Il 

constant values are reached for both curves '\Then the number of cells used"'approaches 3000. 
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Figure 8 

1 ... , 

fi .. ! 
1 - , " 

Classification performance curves obtained by applying the resubstitution method ",hen : 
1 > ! 

using -,.a) 13 features selected from the total data set of' 209 features ( • ), --b) 18 1 

tHo-diIile~§ional 'histosram featul"es ( • ), ':'-0) the 6 featul"es reviously chosen by Oliver 1 
{ , 

( + ), --dl 18 one-dimensional histogram 'f'eatul"es ( h. ), --el 10 Geometrie fcatures ( .), 

--f) 6 texture features ( ..t.. ). Note that the perf'orIiJance curve of the 18 tuo-d1mensional. 

features i8 nearly on top of that of the best 13 features. 
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R'ANDOM 
PARTITtONING METHOD 
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Figure 9 

Classification performance cul"ves obtained by applying the random partitioning method 
~ 

(20% holdout ovel" ~O partitions) '-Then usin~ --a) 13 featurE1S. selected from the total data 

set of 209 features ( • ), --b) 18 tuo-dimensional histogram features ( • ), --c) the 6 

f'eatures previously chosen by Oliver ( + ), --d) 18 one-dimensional histogram featur,es 

( A ), --e) 10 geometric features ( • ), --f} 6 texture' features ( ... ). Note that" the 
, 

perfortlance curve of the 18 tl-lo-dimensional histogram features 1s nearly on top of that of: 

the best 13 featur,es. 
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Hormalized confusion natrix shouing classification results obtained by applying th~. 

r2.ndom partit~onine method (20% holdout ov~r- 30 partitions) anq by using the 13 features, j 
1 

selected from the 209 cODputed features, to classify 3000 cells of 16 cell types scanned 
, : 

. d 

at 0.7 micron resolution. ~ach l'OH indicates the classifier's dccisions concerning colIs 
. .! 

of a particular type (8iven at 1eft), exprèssed as, a percent of the number of cells of 1 
~ 

that type. The matrix is partitioned to emphasize the tlvo-class (norrnal-abnormal): 
- 1 

decision, tTith the false positive errors in the ùpper 

errors in the Imver Ieft. 
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PERFORMANCE OF THE 18 TWo-DlMENSIONAL HISTOGRAM FEATURES 
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Nonnali~ed confusion matrix showing classification results obtained by applying the 

random partitioning method (20% holdout over 30 partitions) and by using the 18 

two-dimensional,histogram features selected by the forward sequential search procedure to 

classify 3000 cells of 16 ceU types scanned at 0.7 micron resolution. Each row indicates 

the classifier' s decisions cono.erning, cells of a particular type (given at left), 

expressed as a percent of the number of cells of that type. The matrix Is partltioned t~ 

emphasize :the two-class (no1"'lllal-abnormal) declsion, with the false positive errors in the' 

upper right 'corner and the false negative errors in the lower. 1eft. ' 
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Normalized confusion l'latrix shoHing classification results obtained by applying the 

l'andom partl tioning l'lethod (20% holdout ovel' 30 partitions) and by using the 18 

one-dimensional histogram fe~ selccted by the fort,ard sequential sem'ch pro({edure to 

classify 3000 cella of 16 ceil types scanned at o. 7 mic~on resolution. Each l'OH ipdicates 
1 

the classifier' s decisions concernin(!; cells or a particular type (given at left) , 

expressed qiS a percent of the number of cells of that type. The matrix is parti tioned to 

emphasize the tuo-class (normal-abnormal) decision, Hith the :t'alse positive errors in the 

1 upper right corner and the false negative errors in tqe louer left. J 
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features selected by the forlTard sequential se arch procedure to classify 300n ceUs of' 16 
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llormalized confusion matrix shouing classification results obtainéd by applying the \ 

random partitioning method (20% holdout over 30 partitions) and by using the 6 texture' 
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features seIccted by thé forHard sequential search procedure to classify 3000 cells of 16: 

cell types scanned at 0.7 micron resolution. Each l'OH inçlicates the classifier's 

decisions concernin§ cells of a particular type (given at left), expressed as a percent of i . ' 

the number of cells of' that type. The matrix is partitioned to emphasize the tuo-class,: 

cnormal-abnormalfciSion, Hith the faise positive 

the false negati e errors in the lotier left. 
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PERFORHAUCE OF THE 6 FEATURES PREVIOUSL'Y USED BY OLIVER [01178a] 
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F ALSE POSITIVE RATE 2.86% FALSE UEGJi.TIVE RATE 7.61% 

l 

~Iormali~ed conf'usion matrix shOt~ing classif'icatiqn re~ul ts' obtained by applying the. 
( , 

randopt partitioning method (20% holdout over 30 partitions) and by using the 6 featuros, 

previously used by' Oliver [Oli78b], to classify 3000 cells of' 16 cell typbs scanned at 0.7 

micron resolution. Each l'Op indicates the classifier' s' decisions concerning cells of a 
1 

particular type (gi ven at Ieft), expressed as a percent of ,the' number of cells of' that 

type. The matrix is partitioned to emphasize the tl-JC?-class (normal-ab~ormalr decision, 

, \-7ith the fal~~ posi tive errors in the upper right corner and the false' negative' errors ' in 

the 10\Jcr lef't. 
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5.3 Experimental results 

~) 

< '" • 

As mentioned in chaptel" 1 t 3000 cells of 16 classes ,,,ere used for 

t~sting. This relatively large numbel" lias required to obtain meaningful 

classification error estimates. To vérify this l'equirement, the best 13 

features selected by the forl.,ard sequential selection, the random partition~ng 

method, and the resubstitution method uere applied to obtain two 

classification errer rate curves as tfie number of cells varied from 1000 to 

3000 (See Figure 7). It is apparent that, as the size of the cell data set 

approaches 3000, the r~ndom parti tioning test results and the resubstitution 

test l'esul ts become relatively stable both curves approach constant~ error 

rates '(about 2.2% for the random partitioning method and 1.7% for the 

resubstitution method). 

From the classification performance curvcs in "Figures 8 and 9 

(fQr the resùbsti tution method and the re.ndom partitioning method 
~ \ 
respecti vely) and from confusion natrices resu;!. ting from applying the rê.ndom 

partitioning . methàd (2M' holdout over 3p partitions) to different 'selected 

subsets ot' featur'cs, the follouing resul ts lmre obscT'ved: ~ 

5.3.1 Tuo-dirnensional histogram" t'eatures 

The newly developed tuo-di-mensional histogram features 

~ 

described in chapter 3 which contain both densi ty 'and color infor'mations 

proved to be very useful features t'or cervical cell classification. By 

applying the for\>Jal'd sequential search procedure to the two-dime!lsional 

histogr~ features, the following 18 features \-1ere selected: 

> • 

!i,. 
• ~ 1 ,..,...""7""tJI"""'~ '1\ ~ .,- - ,..,. _ ...... ,,. .... ~... ..-
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F55 

F13 

F60 

'\.. 
F28 F36. 

F75 F79 

, 
F38 

F81 

F39 

F87 
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F40 

F88 

Hhere Fn is the feature numbered n and can be found in the definit10n and 

1 

listing of the 299 featurcs in chapter 3 (Feature computation). 

~ 

The performance of th,e ,two-dimensional histogram features is sl1ghtly 

worse th an the Q~t set of 13 fe1:\tu,res selected from the 20 9 fe~tures: lU th 

the a priori probability ratio setting of 1:1 -- a) The classification error 

rate of 1.98% t\fas obtained for the 18 two-dirnensional histograrn feature$ 

, ' 

versus 1.69% for ,the 13 features llhen the rcsubstitution rnethod \Tas applied:, 

b) a classification error rate of 2.92% versus 2.19% was obtained 'When the 

randor;} partitioninc method Has applied. c) As can be seen in Tables 3 qpd 

4, the individual~subclass error ~2.tes obtained using the 13 features selected 
" 

from the 209 featur'es Here either the same or only slightly better than the 

error rates obtained by usiPC the 18 selected tuo-dimensional histogram 
Q 

, 
features. tloreover, for endometrial (glandul'ar) cells and histiocytes, the 

Q 

error rates obtained by, the tHo-dirnensional histogré:.m f'eatures lyere even 

better than the ones obtained by the 13 features (2% versus 3% for glandula1" 

endomptrial cells and 3% versus 5% for histiocytes). 

, 
The perfo!'oance of the 18 tl1o-dimensional histogram features is much 

~ . 
better th an the performance of the best set of features selectcd from each of 

th~ other categories: -- a) Thé features from the one-dimensiol1al histogram 

category ( classification error r~tés of ~11.49% ana 13.8% for the 
, _ ;,.",-

1"esubstitution and the rand,om partitioning methods respectlvcly), the features 

from the geometric category (19.67% and 22.32% respectively), the features 
1 
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• • 
..from the t6xt?re catcgoty (30.82% and 31~Q1% respecti~elY). b) As oari be 

seen in Tables lj,5,6, and 7, the individual-class error rates obtained uslng 

the t~'0-dimen!Jional histograrn features Here significantly 
o 

lelier' than' tho,se 

obtained using one-dimep.sional histogram, geonetric, or texture~features. The 
, , 

only exceptions were the texture feature error l'êtes obtained for endocervical 

cells (secretory) and histiocytes (3% ver'sus 1% for secretory endoceryical 

cells and 3% vepsus 2% for histd.ocytes). 

The performance 'bf the 18 tuo-dimensiQnal histogr'am features 18 also 

pet ter th an that of the 6 features p're~iously uséd by 011 ver [Oli78b'], I.hieh' 
!<"" 

include geooetric, densi ~, . and texture fentures and yieldcd classification 

error rates of 11.69% and 5.2% for the resubstitution aQd the random 

. 
partitioninG methoès respectively. As can be seen in Tables 11 ançl 8, the 

~ 

error r&tes obtained by usinr; the t\1o-dioensional histor;rarn features Hcre nuch 

bettcr theln the 6 fcatures; (T.he error r2tcs for the tuo-dir.lensional histoGr~!J 
Il' 

f:atures \Tere sliChtly Horse tl1an for tlie 6 featurC's only for 6 cell 

subclasses: interm~diate squamous, navicular SquéoouS, parabasill squamous, 
'\ '" 

endornetrial (stromJ) , ~ndoI11etrial (31 andulad , and, histiocytes. For the r 
other 10 subclasses, the errer rates for the tuo-dir:.ensional histogram Here' 

, much louer than those for the 6 features). 

The :fact that the 18 tHo-dimcnsional histocr2.m features p~rforIr.cd the 

best amonJB all feature categories is consistent uith the· large proportion of 

the two-dimension~l histoGram fea'tures (9 featurcs) contained' in the set of '13, 
L 0 -"'. 

features selectcd from the total; set of 209 features from aIl categories. 
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~.3.2 One-dimensional histogl'am f'eatul'es 

The ope-dimensional histogr~ f'eatures described in chapt el" 3 
/ . 

include density features (when only one of' the one-dimensional histograms fa 
,considered) and colo~ features ,(\-Then the other t\10 of the one-dimens:1onal 

, histograms for the tl'TC? other color. ioages are' also considerect). Hhen appl'ying 

thé fOrl\Tal"d' ~equential: featul"e seJ..eption rnethod Gt\:.o the one ... din:ensional 

histogram fe.atures, thè follOlJing 18 t'eatures i~ere selected: , 

F100 

.F120 

Fl03 

F128 

Fl04 F110 

F129 F130 

where,Fn is as B1ven in chapter 3. 

FJ12 F115 F117 

F133 F136'~ F142 

" 

F119 

F143 

\ 
J ~ • 

'Even t,hough these feature~ ibclude bath ~ens~ ty and color information, 

they are mueh less pm'lerful than the 18 t.Ho ... diuensional histograu fe'a.tul"es: .e~ 

and 1j.8~ 'versus ,,2.92%, . 
werc obtained t'Cl' the resubsti tution and the ranclen parti tioning methods 

re5pecÜv~ly. Hquever, the 'one-dimen'si'onal features Gave much 

better results t-han geometric features (19.67% for the r:esubsti tution nethod -
. . 

and 22.32% for the, l'andom parti.tionine rnethod) and 'texture 
( 

féatures (30.B2% 

l 
t'or the r:esubsti,tütian npthod and 31.0 1 ~ for the random partitroning me1;hod). 

ü • 
.of 

, 5.3.3 Geome4ric features: .. 
The geometric features. >include size and shape features. Uhen 

~ . 
"applying " thé f'or\~ard sequenÙal" feature selection method ta the' geoI1letric 

.., 
featuresr the follouing 10 l-lere selected: 

.' 

" 

1 

1 
1 .. 

.' 

~ i 
1 

1 

1 
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g ~ 

.1 F151 F152 F162 F164i F169" 

F171 F17,5' F176 F177 F178 

~ 

Uhere Fn is as d'escril:)ed in chapt,,!r 3. _co 
... 

The performance. of the 10 geometric features (classification error rates 
," 

of 19.67% and 22.3-2% for the resubstitution' and the random parUhoning 

methbds res~ectively) is Ihuch \lorse than the· performance, of the ' 1.8 

two-dimet1sional • histogram ( 1.98% and 2.92% respecti vely) or the 

perfortlance of the 18 one-dilllensionai histogram features (11.49% and 13.80% 

respectivcly) • HO\lever, i t is bettel' ..,than the performance obtalned fol" 

,xturç featùres 00.82% and 31.01% l'espectively). 
~ 

\ 

l' ~ , 

5.3.4 Texture features: 

, vIhen applying the for\>Jard sequential featul'e selection "m~thod to 
• L 

the éexture featul'es, toe follol1ïng 6 features ~-1ere selected: 

F192 F195 F198 F204 F207 F208 

\olhere Fn is as described in chapter 3. 

"-
The performance of. the 6 texture features turned out to be the \o10rst of 

all _categories (classification error rates' of 30.82% and 31.01% for 'the 

reslibsti tution and the random parti tian oethods respectively) • This is 

COl}sistcnt with the fact t;hat no texture feature~ were contained in t'he set of 

13 features selected from the total set of 209 features _1rorn aIl categories. 
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'. . , 
5.4 Conclusions: 

\1hen each indi vidual ,0 feature category was 'C'bnsidered, the 

- "." 
two-dimensional hi,stogram features significantly outperformed' any other 

J 

feature categories ('one-dimensional histobram, geometric, and texture 

features) • Also, the performance of the t\o1o-dimensional histogram features 

l-laS only slightly Horse than the performance of - the 13 features selected from 
" . - ~ /' 

aIl feature categories (2.92% versus 2.19%) and signft'icantly better than the 
, 

6 features previously used by OlÏver [Oli78b] (2:92% versus 5'.2~). This 

indicates that the density and color features in general and the., 

tTtl0-dimensional hi~togr~ features in parti cul al" are of prime importance in 
a 
the Çlervical 

, c~ 
cell recognition problern. The 'results are also consistent ui th . 

the fact that a lare;e proportion of the tHo-dimensional histogram features \las 

selected when applyine thc foruard sequential search procedure to the total 

set 209 features (out' of 13 features selected, 9 were ttvo-dimensional 

histogram features). , ' 

\] 

The °features extracted from the one-dimensional histograms of images 

scanned a t thr~ differe~t l1avelengths, al thouGh they_ contçdn densi ~y an~ 
co.lor information, 'performed significantly \'lor~ than the t\-1o-dimensional 

, 
histogram features in terms of classification error rates. This is also 

consistent ,-Tith the fact that out of the 10 densi ty and coler features 

selected to forl11 the final set of 13 f"eatures, only 1 of the one-dime~Gional: 
1 

histogram features selected. J ,The 

tHo-dîmensional histograw features. 

rernaining 9 features liere ' 
d 

. 
The geomGtric ,features, even thougl1 recognized as very important 
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features, performed mu ch vorse than the two-dimensionai and even the 

one-dimensional histogram features (22.3?% in cooparison Yith 2.92% and 

for ttW- and" one-dimensional . histoGr~ features r~specti vely). This 1s 

consistent 't'TUh the fact tpat only 3 out, of the final p set of 13 fsatures 

selected by the forward sequentiai search procedure lIere geometric features. 

The texture features performed the lvorst in cornparison Idth other , . 
categories. This i'5 p,robably uhy no~ a single texture' f'eature was sclected in 

the final set of 13 t'eatures. Tni.s 13 a fortunate sign for cervical cel1 

recogni tion because texture features are usually Qore expensive to compute 
~ 

,? 
than other :feature categor.ies :Lnoluding tuo-dimensional histogram and shape 

features. 

Ue rioted in particular that the pO\oler of the tuo-dimensiomü histogram 

features uas l'lost evident \111on features t'ro!!! all three conbinations of 2 color 

images t'101"e used. The observed necessity .to include features from aIl three 

combinations i3 pr-obably due to the fact' that the indl vidu~l tuo-pimensional 
. 

matric,es Here made symlaetric to facilitate feature conputation. 
\ 
\ 
\ 

The classification .performance estinate3 made in this study assume that 

a11 cell types oceur in equ<ll fractions -- nOMhal and abnormal cells alike • 

... 
In actual fact, this is far f'ron reality and in ceneral the normal squamous 

celi types-. (superf'icial, interIJediate, navicular, and parabasal) are present 

in larger numbers than the r~maining coll types. Because r.lOst of .the errors 

do not invol ve the normal squarnous cell types, the perf'ormance values ci téd 

here are qui te pessir:listic. 

, 
, 

If it i5 assumed ithat the normal squamous ce11 
~ 

types are ten times more abundant than the remainine cell types, the 

, 
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r , 
l, . , 

classification perforI!lance c:l.trve for the 13 selected features 13/ altered as 
" 

shawn in Figure 10. This curve is more realistic for cGrtparison 'purposes. 
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ten. times more abundant than the rernaininr; cell types ( l::.. ). 
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. ' , 

fl signi.fïcant "r~duction' in' classification error rate l'laS obtained in , -, 
~ , 

cornpàl"ison Hith previous results[Cah71a,Oli78b] due to bÇ>th the ~I:lprovement dn 

o 

the ~ce_nG segmentation and the f'eature ex~raction. ----.. For scene segmentatÏ(~n, 

'/" '~ 
threshold selection t-cchnique basad on the stability of' area l'laS applied the 

tE> the color images of cells (to sevnent cells fron the, bacl:ground, the images 
" 1 

of' cells s~anned at ,530 nm' l1avelength Here used, and to separate flUclei from 

cytoplasJ:l, the ,ÏI'1aees of' cells soanned at 570 nm vTavelength Hare Qsed). In 

addit~on, fol' the problem of' overlapping cells, algorithms for artificially 

generating a set of overlappinG cells uith a uniformly distributûd overlap 

deg~ee, and for overlappinG-cell detection \lere de'dsed and cvaluated. These 

techniques can be applied to select single cells for fur,ther analysis.·, 
ry 

Fol" the t:eature extt'action proe8ss, the systen 'developed previously at 

the BIPLAB by Cahn et al[Cah78b] l'laS expéwded ta include ne\'l tuo-dimensional 

,histobram features and Fourier and Granlund shape f'entures. Forfeature 

selection, of' misclassification critcrion and three feature , the probability 

se arch procedures \lere applied to the 209 features yomputed by the non system. 

The best subset of features obtained so far is the set of 13 features obtained 

by applying the foruard sequential search procedure to the total set: of 209 
l , , 

features. Flnally, the feature categories \'lere evaluat.ed by comparing their 

corresponding performances \1hen each .categot'y \las considered alone. • The 
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" 
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perf~rmance of the 13 fentures selected ~om the 209 .features of aIl 
• r ~ 

categories and the 6 features previously used by ,Oliver [Oli78b] were 'alsa 

i'ncl,uded for' conparison purposes. 

. 

, 
6.2 Conclusions and sQgGestions for future studies 
, , 
1 

1 

1 If\, < 

6.2:1 On scene 'segmentation o 
'1 

The use; of' tt.l~-color images of' cells (530nm,570nm) instead of 

single - co10r ioages cproduced, significant improvetlents in scene segmentation. 
l , 

~ 
Thus, rcsearch should ~e continued to m~e full use of multi-color images to 

. 
improve the' scene ~egmentation even further. 

The' segmentati,n 1Uethod vhich selects the J densi ty threshold 

qased on ,the, stability of areas of segmented recions produced very good 

r~sul.ts. Therefore, i t 1s \10rthHhile ta invest1gate a generalizcd version of' 

the method l1hicli considers the stability of conbinations of a variety of 

important features such as area, perimetûr, gradient, etc. 

The segnentatiop' error- measurenent method ba~@d' on the . 

perc~ntage of miscla3sificd pixels i3 inexpepsive, easy ta compute, and fa~rly 
\ ,. 

effective beaause of ~he fact that are as of segoentcd regions are very 

important ,. features for bervical éell 
,p,. 

recoe:;ni til?n. I1oHever,' a generalized 

segmentation error rneùsurement method should be developed to take inta account .' 

several important features at the SaRe tiffie. 

r' 

The overlapping-cell generation algorithm i8 very useful in 

producing a cervical cell data base \olith ceUs of uniforIllly distl:'ibuted 

.--.... 

; 

• 1 
j 
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,j r 
overlap degree and diffe~ent cell types. Thrs~ kind C?f' data base can be usûd 

to evaluate any overlapping-ccll detection algorithm objectively. 

The overlapping-cell detection alr;orithr~ using the Fourier 

shape descriptors, and the density - information, proèuced very encouraging 

results especially for celis tvith relatively small overlap. Also, the 

analytic derivation of tane;ent and cUt"vatur-e of the boundary points in terms . 

of Fourier descriptors can be applied ta deternine the maximal concavity 

points on the srnoothed boundary. The relative posi tions of these raaxir.lal 

concavity,points and their curvaturc values should be statistically anaIyzed 

in future rcsearch to derive a dedision rule for finding ovcrlapping cells 

more,ef~ectively. 

6.2.2 On feature extraction and feature selection 
1 

tlhen considcring cach 
1 

feature category separa tely , the neu 

tllo-clirnensional histogr~.l fcatures signifiéantly outperformed any other 
\ , 

fouture categories and even the 6 r'eQlturcs previously used [Oli78b] (which 

\lere selectcd from aIl feature categories e:;:cept the tuo-dit:lensional histocrZl:J. 

feature category). Also, the tuo::-diI:lensional histoErarJ features, perforned 

only slightly Horse, than the 13 features selected fro!i1 the 209 features 
~ 

composed of 2.11 fenture <!ategories. The ~ne-dir;ensional histOGl"ffil 

pcrforDcd liorsc thuh the bTo-dioensional histoGrœ }'eatureso T~e 

features 

bcol'Jetric 

featurcs pOl'formed even 110r:;:e théln the-:. Çlne7di[J(~ns:i.,()nal h:'.sLogz'am fC'frt.m"'B3 and 

tho texture features pCl'torned the Hor::;!; of aIl. 

Due to the h1gh discrit1inating pot~cr of t'eatures from all threc 

\ 
'0 

.' ,0 

( 1 



t COr.lbinations of tL'O-c:il'!0nsioMtl hü~tOC,1'<:Ii5t it EOtlld be productive to further 

investigate methods to conpu te theso types of dens! ty and color featur.es 

directly froM the mul·ti-dimensionrü histograos i.nstead of usine aIl 

combinations of ttTo-aimensio~l histoGrar:a. f!oreov~r, other density and color 

teatures auch as density texture and color texture t'entures should also be 

considered for future use. An exaPlple 

follOt;s: First, apply a Hhitenine 

of one'o auch , 

transformation 

density/color feayure 
\ 

to the orieinal It:!ages 

scanned at two different Havelengths te obtain separate nco~orn and' "densi tyn 

images. One metliod for doing this' has bean describcd by Bacus [Bac76a]. 
" 

Then, apply the procedure described by Haralick et al [Har73a] to thc 

"densi ty" and "color" images to cotlpute their cOr'respondins co-occurrence 

matrices and densi ty and color texture features respecti vely frOl:! the 

co-occurrence matrices. 

sequcntial search procedure 
~ 

proved 

batter tha.n tho parallel search procedure and' the feature 

procedure. HOllever, \1benever computer tine restriction is not sa 

to pcrform 

clustering 

severo, a 

more generalized\\ sequential 

the wi thou~-rePlacement 

search procedure Ci, j =#=0) should be applied to 

avoid property of the for\:ard sequential search 

procedure. 

The research on neu features, particularly color features 

described herein, has led to a considerable improvement in classification of 
• 

cells t'rom cervical smears than previously reported by our group. It tl0uld be 

particularly beneficial test of these neVl features if" other groups, doing 

research on cervical cell recognition and other problen areas, lolould evaluate 



• 

" 

1 1 

( 

-

( 

" them using their data and (»~her types of classifiers. 

The classification error rates obtained in this study are in 

reasonably cIQse "agreement with the recent reault reported by Lin et 

al[Lin80a)83a] (0.8% fâlse positive and 2.6% false negative on 1153 cells) 

using a b:frnary tree classifier and the resubsti tution testing. In our 

research, when 1100 or 1200 cella were used, 1.4% falae positive and 0.75% 

false negative errer rates were obtained using the resubstitution method. 

Hhen 3000 cells were used, 1.15% false positive and 2.21-'; false negative error 
J 

o 

rates were obtained using the resubstitution Illeth,od, and 1.7% faise posi tive 

and 2.6% false negati ve error rates were obtained using the random 

parti tioning method. 
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