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Abstract

From 2015 to 2018, the Large Hadron Collider (LHC) collided protons at an unprece-
dented centre of mass energy of /s = 13 TeV. The ATLAS detector recorded an integrated
luminosity of 139 fb~! of these collisions hence offering an unprecedented opportunity to
test the Standard Model (SM) of particle physics by measuring predicted but yet unob-
served rare processes. The tri-boson W~y production is one of these unobserved pro-
cesses. Its sensitivity to the electroweak trilinear and quartic gauge couplings make it a
great probe of new physics phenomena as Beyond Standard Model processes could affect
the effective strength of these couplings. This thesis presents the study of the W~ pro-
cess. Backgrounds are estimated from a combination of Monte Carlo (MC) simulations
and data-driven techniques. The dominant source of background to the search for W~y
production are jets being misidentified as photons. The advanced data-driven technique
used to estimate this background is presented in details. Finally thorough examination
of the systematic uncertainties affecting the measurement of the W~~ production cross-
section are presented. Taking into account all statistical and systematic uncertainties, the
expected statistical significance of the measurement is of 5.1 o for the differential mea-

surement and 7.8 o for the total cross-section.
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Abrégé

De 2015 a 2018, le Grand Collisionneur de Hadron (en anglais : Large Hadron Collider
— LHC) a accéléré des faisceaux de protons a une énergie de centre de masse inédite de
Vs = 13 TeV pour les faire entrer en collision. Le détecteur ATLAS a enregistré une
luminosité intégrée de 139fb~' de ces collisions. Ces données offrent une opportunité
unique permettant aux physicien-ne-s de tester le Modéle Standard de la physique des
particules en mesurant des processus rares encore jamais observés. La production tri-
bosonique W+ est 'un de ces processus rares. Sa sensitivité aux couplages trilinéaire
et quartique de jauge électrofaible en fait un outil parfait pour découvrir de nouveaux
phénomenes physiques. En effet, des processus au dela du Modele Standard pourraient
affecter la valeur effective de ces couplages. Cette thése présente 1’'étude du processus
pp — Wnr~y. Les bruits de fond sont estimés grace a une combinaison de simulations
Monte Carlo (MC) et de techniques basées sur les données. La source de bruit principale
provient de jets hadroniques mal-identifiés comme étant des photons. Une technique
avancée basée sur les données est utilisée pour estimer ce bruit et est présentée en détails.
Finalement, une étude approfondie des erreurs systématiques est présentée. La mesure
de la section-efficace du processus a une signifiance statistique attendue de 5.1 o pour la

mesure différentielle et de 7.8 ¢ pour mesure totale.
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Author’s Contribution

ATLAS is an international collaboration of physicists, engineers and technicians. It is
composed of over 5000 members and almost 3000 scientific authors. The detector con-
struction and operation, the recording and reconstruction of data, and the generation of
simulations all used in this thesis are therefore the work of many individuals spanning
over decades. Additionally, the analysis softwares and tools used for calibration, event
reconstruction and selection, and uncertainty estimation are developed by specialised
working groups within the collaboration. The work presented here uses these tools after

having validated them for the ¥~y analysis use case.

The study of the W+~ tri-boson production is the work of a small team: two PhD can-
didates (Alessandro Ambler and Auriane Canesse), two post-doctoral researchers (Dr.
Heather Russell, Dr. Tony Kwan) and one professor (Prof. Brigitte Vachon). All members
have contributed to the development of the analysis framework and the validation of the

analysis methods.

The W~y process has never been observed before and the results presented in this thesis
therefore constitute an original and distinct contribution to knowledge. A summary of
the contributions of the author is presented for each chapter as well as the contributions

of co-authors.

Ch. 1: The author summarizes the context and motivation for the measurement of the

W~ production cross section.
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Ch. 2: The author gives an overview of the theoretical framework of particle physics to

which the thesis is contributing.

Ch. 3: The author describes the Large Hadron Collider (LHC) machine and ATLAS de-
tector which was built and operated by ATLAS co-authors.
The author has contributed to the operation and upgrade of the ATLAS trigger and
contributed to the commissioning of small-Strip Thin Gap Chamber (sTGC) detec-
tors for the ATLAS New Small Wheel (NSW) upgrade which will replace the current
Small Wheels.

Ch. 4: The author presents the physics object reconstruction process used by the ATLAS

collaboration, which was carried out by ATLAS co-authors.

The following chapters have been developed by the author and the Wy~ analysis
co-authors Alessandro Ambler, Dr. Hearther Russell under the supervision of Prof.
Brigitte Vachon. They constitute original scholarship and distinct contributions to

knowledge.

Ch. 5: The author presents the event selection defined by the author and the W+~ co-

authors.
Ch. 6: The author presents the analysis backgrounds:
— The fake photon background estimation (and associated appendices) was de-
rived by the author.
— The fake lepton background was derived by Alessandro Ambler.
— The pile-up background was derived by Dr. Heather Russell.
— The simulated backgrounds were studied by the author and co-authors.
Ch. 7: The author gives the estimate of the systematic uncertainties. The theoretical un-

certainties were derived by the author using tools developed by ATLAS co-authors.

Experimental uncertainties were estimated by the author and co-authors.

Ch. 8: The author has computed the expected significance of the analysis.
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Ch. 9: The author presents the work remaining to achieve the W~y observation. This
includes the unfolding of the measurement currently being worked on by Dr. Tony

Kwan.
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Chapter 1

Introduction

The Standard Model (SM) of particle physics is the theory describing matter and its inter-
action at the smallest distance scale. The reliability of this theoretical framework has been
shown by many measurements over several decades and its last missing piece, the Higgs
boson, was observed in 2012 by the ATLAS [1] and CMS [?] collaborations at the Large
Hadron Collider (LHC). Despite its successes, the SM does not incorporate a descrip-
tion of some other observed phenomena of nature such as the non-zero neutrino masses,
Dark Matter (DM), the matter-anti-matter asymmetry or even the fourth force of nature,
gravity. Several models describing Beyond Standard Model (BSM) physics have been de-
veloped to explain these observations, and some of them have been investigated at the
LHC. As the LHC reaches unprecedented centre-of-mass energies, it naturally offers a

unique opportunity to search for new BSM physics phenomena.

The 139 fb~! of proton-proton collisions recorded at /s = 13 TeV by the ATLAS detector
during Run 2 offer a unique opportunity to test the Standard Model by searching for pre-
dicted, but yet unobserved, rare processes. The W~ tri-boson production is one of these
rare processes: due to its low cross-section, it has remained out of reach at previous high
energy colliders. Its sensitivity to electroweak Quartic Gauge Coupling (QGC) makes it
a particularly powerful probe of new physics phenomena. Evidence for the process was

found by ATLAS during Run 1 [3] and CMS recently published evidence for the process



using its full Run 2 dataset [4].

The goal of this analysis is to measure the cross-section of W~ tri-boson production in
proton-proton collisions for the first time at a statistical significance greater than 5 0. The
process is noted pp — W~y + X where X represents other particles produced in the
proton-proton interaction, or simply pp — W~~. This physics reaction is studied in the
final states where the W boson decays to either an electron or a muon: pp — W (— ev)yy
and pp — W (— uv)yv. These channels have been chosen because these final states parti-
cles can be identified with high efficiency in the ATLAS experiment. The W boson decay
to a tau lepton () is more complex since tau leptons promptly decay within the volume
of the detector to several different final states. The process pp — W (— 7v)v7 is therefore
treated as a background. The observed final state signal photons can be produced in sev-
eral ways: they can be radiated directly off the W boson thanks to the trilinear WWW~ and
quartic WW+~v gauge couplings; they can be emitted from the Initial State Radiation (ISR)
or from the final state charged leptons (Final State Radiation (FSR)). Examples of these

processes are shown in Figure 1.1

To achieve a first observation of this physics process, background processes with signa-
tures similar to W~y must be precisely estimated. While some can be simulated, other
are poorly modelled and must be estimated using data-driven techniques. Hadronic jets
misidentified as photons constitute the largest source of background. It is estimated us-
ing a data-driven 2D template fit method. Two more backgrounds are estimated using
data-driven methods: jets mimicking leptons and the pile-up background, where one or
both photons come from another separate hard scatter in the same bunch crossing. The
remaining backgrounds are estimated using Monte Carlo (MC) simulations. Systematic

effects impacting the measurement of the W~ cross section are studied and estimated.

At the time of writing, the Wy~ analysis is still blinded. A blinding procedure allows the
development of an analysis framework without being biased by the expected results. It

is required for all ATLAS analyses. In order to finalise the measurement and compute the



final observed W~ cross-section, formal approval from the ATLAS collaboration has to
be requested and granted. The blinding procedure is described in Section 5.1. The final
results presented in this thesis are the expected statistical significance for both a differen-

tial and total cross-section measurements.

The structure of this thesis goes as follows: first, an overview of the theoretical frame-
work is given in Chapter 2 followed by a description of the LHC and of the ATLAS
detector in Chapter 3. Then the physics object reconstruction process, common to all
ATLAS analyses, is summarised in Chapter 4. It is followed by the description of the
object and event selection in Chapter 5. Chapter 6 gives the details description of the
analysis backgrounds, which are estimated with a combination of data-driven techniques
and MC simulations. The systematic uncertainties affecting the estimation of those back-
grounds are then detailed in Chapter 7. Finally, Chapter 8 presents the results of the W~y

measurement, followed by the summary and outlook of the thesis, Chapter 9.



(a) Trilinear Gauge Coupling. (b) Quartic Gauge Coupling (QGC).

(c) Initial State Radiation (ISR) (+Trilinear = (d) Final State Radiation (FSR) (+Trilinear
Gauge Coupling). Gauge Coupling).

(e) FSR only. (f) ISR +FSR.

Figure 1.1: Examples of Feynman diagrams contributing to the W~ process.



Chapter 2

Theoretical Background

This chapter presents the theoretical background needed to understand the results and

discussions presented in this thesis.

Section 2.1 gives a brief overview of the Standard Model (SM) of particle physics includ-
ing its particle content, its general mathematical formulation and especially a description
of the Higgs sector (Sec. 2.1.3) which is relevant for the study of the W~ process. The
Standard Model unfortunately has its limitations too and an Effective Field Theory (EFT)
will be presented in Section 2.2 as a way to look for new physical phenomena. Finally,
Section 2.3 gives an overview of the latest electroweak precision measurements comple-
mentary to the study of the W~ production, and their corresponding EFT constraints on

possible contributions from new physical phenomena.

2.1 The Standard Model

2.1.1 Particle content

The Standard Model (SM) is the relativistic quantum field theory describing elementary
particles and their interactions at scales of about 10~'° m and below [6]. It describes three
of the four fundamental interactions: the strong, weak and electromagnetic interactions,

which are described as resulting from the exchange of vector bosons between elementary
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Figure 2.1: Standard Model elementary particles with some of their properties. They are
split into two main categories: fermions that make up matter and bosons that mediate

interactions [5].

particles.

The known elementary particles that make up matter are 12 spin-1/2 fermions and their
corresponding anti-particles (see Figure 2.1). Fermions are divided into two categories:
six quarks that interact strongly and six leptons that do not. Leptons are further split
into neutrinos (v., v,, v;) that only interact weakly and charged leptons (e, 11, 7) that inter-
act both weakly and electromagnetically. Quarks (u, d, c, s, t, b) carry an additional charge
called colour that makes them interact strongly. However, only colourless states are ob-
served in nature and free quarks have never been detected. This is explained by the
phenomena of colour confinement which results in quarks being bound to each other and
forming color-neutral composite particles: mesons (two quarks with a colour/anti-colour
pair) or baryons, like the proton (three quarks with three different colours/anti-coulours).
Mesons and baryons are collectively referred to as hadrons. The strong interaction is me-
diated by eight coloured bosons called gluons (g), the weak interaction by the W* and Z
bosons, and the electromagnetic interaction by the photon (). Finally, the Higgs boson

(H) is the spin-0 boson that gives their mass to all fermions but neutrinos, and to W and



Z boson. The Brout-Engelert-Higgs mechanism, through which this is understood to take
place, will be described in Section 2.1.3. Note that the origin of the neutrino mass is an

open topic in particle physics that will not be discussed here.

2.1.2 Lagrangian

This section introduces the theoretical formalism of the Standard Model. A more detailed

description can be found in references [6] and [7].

The SM describes quantum fields denoted as follows: spinors 1 for fermion fields, vector
tields B, W; for electroweak gauge bosons, G, for gluons and finally a scalar field ¢ for
the Higgs. The dynamics and interactions of these fields is given by the SM compact
Lagrangian:

Lsy = —}lFWFW + iy DY + Yyi0i¢ + | Do — V(9) (2.1)

The meaning of each term will be explained in this section. Furthermore, the SM is a
gauge theory: its Lagrangian is invariant under SU(3) ® SU(2) ® U(1) local transforma-
tions. This means that for each of the groups generators, a corresponding gauge field is
included in the Lagrangian to insure its invariance. This process will be demonstrated in
the case of the U(1) symmetry for Quantum Electrodynamics (QED).

To understand the interactions described by Equation 2.1, the compact form of the La-
grangian should be expanded. This will be done in the coming paragraphs treating sep-
arately the case of QED, Quantum Chromodynamics (QCD) and the electroweak interac-
tion. The Higgs sector and Electroweak Symmetry Breaking (EWSB) will be detailed in
Section 2.1.3.

QED

The first part of the SM to be developed was Quantum Electrodynamics (QED) which
describes the electromagnetic interaction [3]. The electromagnetic interaction is invariant
under a change of phase or scale, which corresponds to invariance under a global U (1)gy

transformation: ¢ (x) — e (x). Starting from the Dirac Lagrangian for a free fermion of



mass m where 7* is Dirac matrix:

Lo = ("D, — m) (22)

if we apply a local U(1)gy transformation: ¢(z) — €@ (z), with a(z) an arbitrary real
function of z, the Lagrangian £, is not invariant anymore. To obtain an invariant La-
grangian, a new degree of freedom, the vector field A, must be introduced. It transforms
as A, - A}, = A, — 10,a(x) with e the electric charge. The partial derivative 9, in Equa-

tion 2.2 must then be replaced by the covariant derivative:

D,)(x) = (0, + ieA,)Y(x) (2.3)

With this new derivative, the Lagrangian is invariant. To obtain the final QED Lagrangian,
the inner product of the field strength tensor (¥, = 9,4, — 9, A,) describing the photon
tield dynamics must be added:

1
Lopp = Y(1y" Dy —m)y — - Fu I (2.4)

Here we recognise the structure of three of the terms of equation 2.1: ¥iy* D, describes
the dynamics of the fermion fields and their interaction with the photon field A4,, then
Yma) is the mass term that will be described in more details in Section 2.1.3 and %FWFW

describes the fields dynamics (first term of equation 2.1).

QCD

Quantum Chromodynamics (QCD) is the part of the SM describing the strong interaction.
It is a gauge theory invariant under the SU(3) group, which has eight generators. QCD
is therefore mediated by eight gauge fields (gluons) noted G, where a = (1, ...,8) is the
colour index. The QCD Lagrangian is expressed as a function of quark colour triplets of
fermion fields q = (¢1, 2, ¢3)” for each quark flavour (¢ = u,d, s, ¢, b, t):

. _ A a 1 a va,py
Lacp =D a(i" 0 = mg)g + Y _ 97" 54}, — 7 G, G (2.5)
q

4w
q



where \* are the Gell-Mann matrices. The first sum term describes the quark’s kinematics
and the second sum term the interactions between quarks and gluons, and the last term
the interactions between gluons. Note that the strong coupling constant is often noted as
s = % and that the quark mass m, has an electroweak origin which will be explained in

Section 2.1.3.

Electroweak interactions

At high energies, the electromagnetic and weak interactions are unified into the elec-
troweak interaction, symmetric under the SU(2);, ® U(1)y group. The SU(2), part is
called the weak isospin group which only acts on left handed fermions and has three
gauge fields: W with a = 1, 2, 3 an isospin charge noted I;. The 1, subscript means “left”
as the transformation only affects left-handed fermions ¢,

The U(1)y part is the hypercharge group and it has one corresponding gauge field B,
and a corresponding hypercharge Y. The hyper charge is distinct from the electric charge
of the electromagnetic interaction but the electromagnetic gauge group U(1)gy is a sub-
group of SU(2), ® U(1)y. The electric charge of a particle @ is given by the Gell-Mann-
Nishijima relation @ = I35 + ¥ At low enough energies, the SU(2), ® U(1)y symmetry
is broken through the Brout-Englert-Higgs mechanism hence giving a mass to the weak
bosons W= and Z, and resulting in the electromagnetic interaction mediated by the pho-

ton.

The electroweak Lagrangian is composed of four terms: Lpw = Lwp + Lp + Ly + Ly
which are respectively the gauge, fermion, Higgs and Yukawa terms. The two first terms

are given by:
1 1
Lwp = ——W“ W — ZBMVBMV (2.6)

Y
Lr = ZwLw (O —zgg 5 W —l—zgl ¢L+Z¢Rz% (O —l—zgl Bl (2.7)

Lpp, = 1;75 1 with v5 = 79717273 defined from the Dirac matrices, and ¢ = H%w the right handed
fermions .



Here W, and B"” are the field strength tensors are constructed from the electroweak
vector fields®. The charges g; and g are the charges of the U(1)y and SU(2), respectively,
o® are the Pauli matrices.

The first Lagrangian Ly p describes the vector field dynamics. In Ly, the term with the
partial derivative gives the fermion” dynamics and the other terms the interaction be-

tween the fermions and the vector fields. Note here the absence of a mass term.

2.1.3 Brout-Englert-Higgs mechanism

So far the fermions and gauge bosons introduced have been massless and their mass
terms need to be added to the Lagrangian. However, adding a simple mass term of the
form mynp = m(Yrr + Yribr) would not respect gauge invariance as left-handed and
right-handed fields do no transform in the same way. A more complex process is required
to explain the origin of the particle masses: the Brout-Englert-Higgs mechanism [9, 10].
Introduced in 1964, the mechanism explains how the coupling between a scalar field and

the fermion and gauge bosons leads to gauge invariant mass terms.
The Higgs field in the Standard Model consists of an isospin doublet of complex scalar
tields defined as:
¢* () 1 [ o1(z) +iga(2)
ola) =1 | =7 , (2.8)
¢°(x) 2\ ¢s(@) +ida(x)

where ¢;(x) are real valued scalar fields. Its Lagrangian is given the following equa-

tion [6]. Note that these terms correspond to the fourth and fifth terms of equation 2.1.

Ling = (D6) (Dud) = V(©). 29)
with: D¢ = <8“—igz%aWﬁ+i%ngu>¢ (2.10)
and: V(o) = 160+ 2 (0'0)° @11)

W, = 0, W — W + gae®**WiWS and B* = 9, B — 0, B*

88 %

10



Where V' (¢) is the gauge invariant Higgs potential with ;» and A being scalar constants.
The behaviour of the potential depends of the sign of u*: if u > 0, V has one global
minimum at ¢ = 0. Butif p < 0, ¢ = 0 is a local maximum and the potential has an

infinite set of minima as shown in Figure 2.2 and given by:

¢l = —2—52 =v? (2.12)

where v is called the vacuum expectation value (vev). The Higgs doublet’s vacuum ex-
pectation value can then be expressed as: (¢) = \/% (9). It is not invariant under gauge
transformations and the SU(2), x U(1)y symmetry is hence spontaneously broken. Note
that < ¢ (z) >= 0 and the electrically neutral component < ¢°(z) > is invariant under
an electromagnetic gauge transformation. The electromagnetic gauge symmetry U(1)gum
is therefore preserved. To make the Higgs boson apparent, the doublet can be rewritten
in the unitary gauge as ¢(z) = \/% (w4 r(x) ) Where H(z) is the Higgs particle field. Equa-

tion 2.11 then becomes:

M? M? M?2
V= THH2 + 2—51{3 + 8—@2’1{‘* (2.13)

which yields the Higgs particle mass term (first term) and self interactions (second and

third terms).

Now one can derive how the W* and Z boson acquire their masses. The Higgs La-
grangian from Equation 2.9 can now be rewritten as a function of H(z) and the kinetic

term can be expanded as:

2 2 3,1
92 \? il o2y, L[] 3 95 9192 ’
(3 v) (Wil + W2 )—|—§<§v (W2, B,) (2.14)

N | —

g192 g% B*

11



Figure 2.2: An illustration of the Higgs potential in the case that ;* < 0, in which case
the minimum is at |¢|? = —%. Choosing any of the points at the bottom of the potential

breaks spontaneously the rotational U(1) symmetry. [11]

This equation can be re-expressed in terms of the physical gauge bosons defined as:

1

W, = E(W; FiW?) (2.15)
Z, B cosfy  sinfy Wj’ (2.16)
A, —sin by cos Oy B, '

Using the definition of the physical gauge bosons (Equations 2.15 and 2.16), Equation 2.14

can be rewritten in a simpler form that reveals the W and Z boson mass terms:

1 M2 0 A
MEWIW ™ 4 ~(Z, A |7 g (2.17)
2 0 o/ \4,
/ A2 2
Where My = %, and My = ngW v (2.18)

Note that the field A, remains massless and corresponds to the photon fields.

Trilinear and quartic gauge couplings:

The couplings between the electroweak gauge bosons arise from the covariant derivative
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term in Equation 2.9. Expanding that term using the physical W, Z and A fields yields
the following couplings: WW~, WW~y, WWZ, WWWW, WWZZ, WW Z~. The La-

grangian for the couplings of interest between the W bosons and photons are:

Lwwy = igasiny (WELWFA — W, WA + WHW, F*) (2.19)
Lwwyy = —gosinby” [(WIW#)(A,A") — (WA (W, A”)] (2.20)

The trilinear and quartic gauge couplings are hence fully fixed by the SU(2), x U(1)y
symmetry of the SM.

Yukawa interactions:
The fermion masses also arise from the spontaneous symmetry breaking of the SU(2),, x

U(1)y gauge symmetry and come from the so called Yukawa Langrangian:

Ly = =y Ldlr — yaQrédr — y.Qréur + h.c (2.21)

where the left handed leptons are arranged in a neutrino-charged lepton doublet L; =
(") as well as left handed quarks: @, = (). The y; coefficients are called Yukawa
couplings. These are free parameters and their values are not determined by the theory.
This Lagrangian corresponds to the third term of equation 2.1. The fermions mass terms

are obtained by expanding the Lagrangian in the unitary gauge which yields:

Ly = - Y (mf@fzpﬁ%mﬁfwf) (2.22)
f=lu,d
with : my yf% (2.23)

This form of the Lagrangian reveals the interaction between the Higgs and fermions. As
a final remark, note the absence of a neutrino mass term as the field vy (equivalent of the

up term in Equation 2.21) does not exist in the Standard model.
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2.1.4 Limitations of the Standard Model

The Standard Model describes very well the phenomena observed in high energy colli-
sions. However, it is known to have numerous shortcomings which will be briefly dis-

cussed here.

First the SM suffers from a fundamental problem: the hierarchy problem or fine-tuning prob-
lem [6]. The scale of the electroweak symmetry breaking is of the order of 100 GeV (Higgs
mass) but it is expected to receive corrections of the order of the Planck scale (10! GeV) or
of a Grand Unified Theory (GUT) scale. The low Higgs mass is explained by a fine tuning
of the tree level and loop contribution to the Higgs mass in such a way they almost cancel
out. The SM also requires 19 numerical constants that have to be measured (masses, mix-
ing angles, couplings) and that are not predicted by theory. Moreover, the range of the
parameters has a huge spread with no obvious explanation, for example m. = 0.511 GeV

to m; = 170 GeV without even mentioning the neutrino masses of a few meV.

The nature of the neutrino masses is still unclear and the Standard Model only describes
massless neutrinos. Due to their electric neutrality, neutrinos could be their own anti-
particle (Majorana neutrino) or have a right-handed anti-neutrinos component existing

in nature making them Dirac neutrinos.

The Standard Model is also inconsistent with the A-CDM model of cosmology [12]. Sev-
eral astrophysical and cosmological observations [13] suggest that the universe is made
up of ~25% of an unknown type of matter called Dark Matter (DM), the nature of which
is not described by the SM. The rest would be made of Dark energy (70%) and baryonic
matter, studied in this thesis, would make up only 5% of the universe’s mass. The SM
does not explain the reason for the observed matter-antimatter asymmetry. Finally, grav-

ity is just not described at the quantum level.
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Many Beyond Standard Model (BSM) theories have been developed to try to explain these
phenomena. Supersymmetry for instance offers an elegant solution to the hierarchy prob-
lem while predicting the existence of new particles which could explain the nature of the
DM. However no new BSM particle has been observed at the LHC so far and BSM the-
ories will not be covered in this thesis. Instead, another approach to look for new phe-
nomena is using an Effective Field Theory (EFT) approach which is a model independent
way of parametrizing new physics. Moreover, any BSM model can be compared to the
latests limits set on EFTs which is a key tool for theorists to compare their models with

experimental results.

2.2 Effective Field Theory Approach

In an Effective Field Theory (EFT), particles much heavier than the scale of a physical
problem do not appear explicitly. Their effect is incorporated in the coupling constants,

masses, or possibly new operators of the Lagrangian.

A good example of a successful EFT is Fermi’s theory of beta decay [14]. The weak decay
of a proton or neutron happens at a scale p < My and it can be described as a single

point interaction between four fermions currents (see Figure 2.3):

Gr
Lp=—
NG

(pnev + npre) (2.24)

fg >

where G = SM2

is the Fermi constant and p and n are the proton and neutron currents
respectively. This description of weak interactions breaks down at higher energies and
is already a few percent off in the description of 7 decays. The interaction must then be
described by the SM as being mediated by a W boson. It is described by the term of the

electroweak Lagrangian (see Equation 2.7):

= —igy Z Wi ( Wa Yl (2.25)
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Figure 2.3: Feynman diagrams showing the beta decay as described in Fermi's effective
weak theory (left) and in the Standard Model (right).

Similarly, the Standard Model itself can be viewed as an EFT valid at the vev scale:
v = 246 GeV. Potential new heavy particles within a higher energy description of na-
ture would then generate tree level contributions to gauge boson couplings, leading to
so-called anomalous couplings, i.e. couplings different than those predicted to exist by the
SM. These couplings can be parametrised in a generic way and in that case the SM La-

grangian introduced earlier can be extended to an EFT Lagrangian of the form [15]:
Lepr = L S~ _Jn (@ 2.26
EFT = SM+ZW n (2.26)
n=5

where A is the characteristic scale of new physics, f, are the anomalous coupling con-
stants and O,, are n-dimension operators °. These operators must be Lorentz structures
that are invariant under the SM symmetries and are are built from powers of the SM fields
and their derivatives. In our previous example, the four fermion current in Fermi theory’s

of beta decay is an operator of dimension 6.

Anomalous trilinear and quartic gauge couplings, including the aQGC affecting the W W~
vertex are derived in reference [15]. These anomalous contributions are expected to af-

fect both the total cross-section and the cross-section dependence on various kinematic

3Note that in natural units [¢], [W], [B] = 1, [¢] = 3, [m] = 1 and the Lagrangian is of dimension 4
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variables. The observation of the W~ process is therefore useful to set constraints on the
possible existence of aQGC. It can also be combined with other precision measurements

in global EFT fits, hence allowing the exhaustive search for deviations from the SM.

2.3 Latest multi-boson measurements

Bosonic gauge self-interactions are fully determined in the Standard Model and their pre-
cise measurement serves both to establish the SM when agreement is found but also to
indicate the possible existence of new physics in case of a deviation. Though the W boson
was studied during almost four decades, its production in some multi-boson final states

hasn’t been observed yet due to their low cross-section and studies are ongoing at the

LHC.

The trilinear gauge-boson couplings, easier to probe, have been shown to agree with the
SM within a few percent [15]. For instance the WW+ triple gauge coupling has been
probed by several ATLAS Run 1 analyses: W+ and Z~ analysis at 7 TeV [16] and the WW
analysis at 7 TeV [17]. The W~ production has been observed by the CMS collaboration

in 13 TeV collisions as well and limits were set on anomalous triple-gauge couplings [15]

The study of Quartic Gauge Coupling (QGC) requires either the production of three
bosons in the final state or the pair production of gauge boson via Vector Boson Fu-
sion (VBF). The first QGC measurements were carried out at LEP where the processes
ete” > WTW-yand ete” — Z~yvy were studied [19,20].

Studies have been continued at the LHC and several new observations have been made.
The inclusive weak tri-boson production (VVV with V = Z or W*), was observed re-
cently by the CMS collaboration in 2020 [21], while ATLAS recently observed the simul-
taneous production of three W bosons [22]. The tri-boson final state WW+~ and W Z~ was
observed at 8 TeV [23] and used to constraint both TGC and QGC.

Vector boson fusion has been extensively studied as well and the process vy — WW was

observed at 13 TeV by the ATLAS collaboration [24] as well as the electroweak production
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of a Z pair [25] and a W pair [26]. However, the tri-boson W+~ production has not been
observed yet: evidence of the process (3 o significance) was found by ATLAS [27] during
the LHC Run 1 and by CMS with the Run 1 [28]. The CMS collaboration has also released
their Run 2 results: the W+~ production was measured with an observed (expected) 3.1
(4.5) o significance [4].

The work presented in this thesis aims at observing for the first time at a statistical signif-
icance superior to 5 o the W~ process using the full Run 2 data recorded by the ATLAS

detector.
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Chapter 3

Experimental Setup

This chapter gives an overview of the experimental setup used to acquire the data used in
this thesis. First, the LHC and the CERN accelerator complex is described in Section 3.1.
Then the ATLAS detector and its various sub-modules are described in Section 3.2. Fi-
nally the process and detectors used to measure luminosity are described in Section 3.3

followed by an overview of the ATLAS triggering system in Section 3.4.

3.1 The LHC

The Large Hadron Collider (LHC) is a 27 km long circular particle accelerator and col-
lider used to collide hadrons [29]. It is located about 100 m below ground under the
French-Swiss border at CERN, near Geneva. Four detectors are located at different inter-
action points along the LHC tunnel: ATLAS [30], ALICE [31], CMS [32] and LHCb [33],
as shown in Figure 3.1. The LHC was designed to collide protons at a maximum centre of
mass energy of /s = 14 TeV and a luminosity' of L = 10* ¢cm™2s™!; and to collide heavy
ions (lead) at the centre of mass energy of 2.5 TeV. The goal of the proton collisions is to
look for new physics phenomena at the highest energy ever reached in a lab. The study
of these kind of proton collisions has already led to the discovery of the Higgs boson in

2012. The heavy ion collisions provide an environment to study the properties of a state

'Luminosity is collider parameter that relates the production rate of a process to its cross-section, see
Section 3.3
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CERN's accelerator complex
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Figure 3.1: Schematic diagram of the CERN accelerator complex. The LHC injector chain
is composed of the Linac 2, Booster, PS, SPS and LHC [34]. Note that since 2020, the
Linac 2 was replaced by the new Linear accelerator 4 (Linac 4) which boosts negative
hydrogen atoms to 160 MeV before injecting them into the Booster. CERN’s accelerator
complex consists of more accelerators that deliver various types of beam to other experi-

ments.

of matter called quark-gluon plasma, momentarily reproducing conditions similar to those

that existed in the very early universe.

The LHC consists of two rings of counter-rotating particle beams travelling in vacuum.
The beams are bent and focused using superconducting magnets and accelerated using
radio frequency (RF) cavities. A chain of several other accelerators, showed in Figure 3.1
is used to deliver 450 GeV protons to the LHC. The protons come from hydrogen gas

which is ionised in an electric field. They are pulsed in bunches into the Linear accelera-
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Figure 3.2: Cross section of a LHC dipole magnet and its cryostat [29].

tor 2 (Linac 2) which boosts the proton bunches energy to 50 MeV. The proton bunches are
then injected into the four rings of the Proton Synchrotron Booster (Booster) where they
are accelerated to an energy of 1.4 GeV. The next stage of acceleration is the Proton Syn-
chrotron (PS) where the proton bunches reach an energy of 25 GeV. Finally the protons
enter the Super Proton Synchrotron (SPS) and are accelerated to an energy of 450 GeV
prior to being injected into the LHC.

Multiple acceleration cycles are required to fill the LHC and bunches of protons from the
SPS are injected consecutively. Once filled, the energy of the protons in the LHC is ramped
up from 450 GeV to 6.5 TeV. The collisions can then start and last from a few minutes in
case of beam instabilities up to a dozen hours. Over time, collisions reduce the amount
of protons in the bunches and at some point it becomes more efficient to dump the beam
in a dedicated area and refill the LHC for another data taking period, than continuing to

collide protons at a much reduced rate.
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Superconducting magnets

The LHC requires 1232 dipole magnets to bend the beam’s trajectory, about 450 quadrupole
magnets to focus the beam, and several thousand corrector magnets that correct the
beam’s focus and orbit. Dedicated magnets called kickers are also used to extract pro-
ton bunches from the SPS accelerator to the LHC. The dipole magnets bending power
is one of the factors limiting the maximum energy the accelerator can reach. Other lim-
iting factors include the power of accelerating RF cavities and energy loss by radiation
(bremsstrahlung). To operate with protons at an energy of 7 TeV, the LHC requires mag-
netic fields of an intensity surpassing 8 T, which can only be reached by superconducting
magnets. LHC magnets are made from a Niobium-Titanium alloy (NbT), operated at a
temperature of 2 K, and cooled down using superfluid helium in a cryostat showed in
Figure 3.2. Due to the limited space available in the LHC tunnel, a novel magnet twin bore
design was adopted. It accommodates the windings of the two beam channels into one
common cryostat, which complicates the magnet structure as both magnets are coupled.
Superconducting magnets can gquench, which means they suddenly transition back to a
normally conducting mode. The process releases huge amounts of heat due to the Joule
effect and can lead to serious damages if proper safety mechanisms are not put in place.
In order to reach the their nominal operation magnetic field, the LHC superconducting
magnets must be trained to be able to sustain the high current required. The electrical cur-
rent in the magnet coils is slowly ramped up until the magnet quenches, and the process
is repeated until all magnets are able to sustain the high current. This training process

takes several months.

RF systems

The LHC proton beams are accelerated and maintained at maximum energy thanks to 16
superconducting radio frequency (RF) cavities. The cavities are metallic chambers coated
with Niobium that are operated in the superconducting regime [35]. An oscillating elec-
tric field of 400 MHz with a amplitude varying from 8 to 16 MV is created in the cavity.
It accelerates each proton beam from its injection energy to the current operational max-

imum energy of 6.5 TeV. The RF cavities also help to shape the beam longitudinally and
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keep the proton bunches separated. Outlier protons that arrive in advance compared to
the main bunch receive less acceleration and conversely, late protons are accelerated more

strongly. The RF cavity chamber length constrains the maximum bunch length allowed.

3.1.1 LHC evolution

Constructing and operating the world’s largest and most energetic collider hasn’t come
without challenges. Adjustments to the initial LHC project plan and schedule were made
over the years, and future machine upgrades are planned and promise an increased reach
for research in the decades to come. The historical development and future of the LHC is

briefly discussed in here.

* 1994: The LHC project was approved as the next accelerator meant to replace CERN’s
Large Electron Positron collider (LEP).

¢ 1998: Construction began and lasted a decade.

* 2008: A major magnet quench incident damaged the infrastructure in a section of
the accelerator. The repair and component modifications required to avoid such
incident in the future led to a one year delay. Furthermore, the decision was taken

to initially operate the LHC at sub-nominal energy and luminosity.

® 2009-2013: Run 1 physics data taking period during which the LHC was operated
at a centre of mass energy of /s = 7 TeV then /s = 8 TeV.

* 2013-2015: Long shutdown 1: operation stopped for machine consolidation work to

reach original design beam energy.

* 2015-2018: Run 2 physics data taking period during which the centre of mass energy
was increased to /s = 13 TeV.

* 2019-2022: Long shutdown 2: consolidation work to prepare running at design col-
lision energy of /s = 14 TeV. Some accelerator and detector upgrades are scheduled

in preparation for the future High Luminosity LHC (HL-LHC) operation.
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* 2022-2024: The LHC Run 3 is expect to double the integrated luminosity delivered

to the experiments compared to Run 1 and Run 2 combined [36].

* 2025-2027: Long shutdown 3: final machine and detectors upgrade in preparation

for HL-LHC operation.

e 2027: HL-LHC operation that will see the LHC beams intensity increased by a factor
of 10 beyond the original design value.

Pushing the exploration of the energy frontier further will require a next generation col-
lider; a project that requires long term planning. Therefore, discussions have already
started within the physics community to design the next accelerator that will take over
after the LHC. The European Particle Physics Strategy committee has concluded that ”An
electron-positron Higgs factory is the highest-priority next collider”. This next collider
could take the form of the electron-positron International Linear Collider (ILC) currently
under consideration in Japan, or a circular electron-positron collider implemented as a

tirst stage of the Futur Circular Collider (FCC) project being developed at CERN [37].

3.2 The ATLAS detector

The ATLAS detector [30] is a multi-purpose detector operating at the LHC at CERN. It
is designed to search for new physics phenomena in LHC collisions and to make precise
measurements of Standard Model parameters and known physics processes. In order to
identify the nature of the secondary particles produced in the proton-proton collisions,
the ATLAS detector requires fast, radiation hard sensors and electronics, a high granu-
larity and a good hermeticity. To meet all these requirements, ATLAS is composed of
different detector sub-systems shown in Figure 3.3 that are each optimised for different
tasks. The different detector sub-systems are described here starting from the location

closest to the interaction region, and moving outward.

¢ The Inner Detector (ID), described in Section 3.2.1, is used to measure the trajectory
of charged particles and precisely reconstruct the location of primary and secondary

interaction vertices.
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* The calorimeter system described in Section 3.2.2, is then used to measure the en-

ergy of electrons, photons and hadrons.

* Muons are not stopped in the calorimeters and measuring their momentum requires

an additional dedicated Muon Spectrometer (MS) system, described in Section 3.2.3.

* The detector sub-systems are complemented by a complex magnet system that bends
the trajectory of charged particles in order to identify their charge and measure their
momentum. The ATLAS magnet system is composed of one thin superconducting
solenoid magnet of 5.3 m long and 2.4 m diameter providing a 2 T axial magnetic
field for the ID; one barrel toroid and two end-caps toroids superconducting mag-
nets producing a field of 0.5 and 1 T respectively in the central and end-cap regions

of the muon spectrometer.

44m

25m

; A
Tile calorimeters

LAr hadronic end-cap and
forward calorimeters

Pixel detector

LAr eleciromagnetic calorimeters

Toroid magnets
Muon chambers Solenoid magnet | Transition radiation tracker

Semiconductor tracker

Figure 3.3: Schematic view of the ATLAS detector showing the location of the different
detector sub-systems [30]. ATLAS measures 44 m long by 25 m wide and weighs around
7000 tons.
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ATLAS coordinate system

The coordinate system used to describe the ATLAS detector is defined as follows: the in-
teraction point is taken as the origin of the coordinate system. The x-axis points towards
the centre of the LHC ring, the y-axis points upward and the z-axis is defined by the direc-
tion of the beam pipe. The azimuthal angle ¢ is measured around the beam z-axis, and the
polar angle 6 is the angle as measured from the beam axis. Two additional variables are
of interest here: the pseudorapidity n = —Intan 4 and the angle in the pseudorapidity-
azimuthal angle space: AR = \/An? + A#? which quantifies the distance between two
particles trajectories in the detector.

The pseudorapidity 7 tends towards rapidity’ y when a particle’s momentum is much
greater than its mass, which is the case for the final state photons and leptons studied in
this thesis. Rapidity is preferred over angular measurements as differences in rapidity are
invariant quantities under Lorentz boosts. Although the proton-proton collisions are sta-
tionary in the lab frame, the high energy interactions studied here occur between partons
(quarks and gluons making up protons) which carry a varying fraction of the proton’s
momentum. These parton-parton collisions therefore have a variable Lorentz boost along
the z-axis. Note that pseudorapidity varies from 0 (direction along the y-axis) to infinity

(direction tending toward z-axis beam).

3.2.1 Inner Detector

The ATLAS Inner Detector (ID) [38,39] is used to measure the trajectory of charged par-
ticles and their point of origin over the pseudo rapidity range || < 2.5. Located inside
the volume of the solenoid magnet, the ID operates in a 2 T magnetic field which bends
the trajectory of charged particles in the transverse x-y plane, enabling the measurement
of their electric charge and momentum. The ID must have a fast response, offer excellent
transverse momentum resolution for particles with transverse momentum pr > 0.5 GeV,
while operating in a high-radiation environment, and while having a low material bud-

get to minimize multiple scattering of particles travelling through its volume. To do so, it

'Rapidity is defined as y = 3 In (%)
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combines discrete, high-resolution semiconductor pixel and strip detectors and a straw-
tube Transition Radiation Tracker (TRT) in its outer layer as shown in Figure 3.4. The ID
spacial resolution in the bending plane is 15 ym in the silicon detectors and 150 ym in the

TRT. The corresponding transverse momentum resolution is momentum dependent and

can be parametrised as:

T — 4 @b x py (3.1)

br
where a is related to multiple scatterings and b corresponds to the ID intrinsic resolution.

The momentum resolution was measured to be 1.6% at low transverse momentum (pr <

‘_

Figure 3.4: Schematic view of the ATLAS Inner Detector (ID) showing the different sub-

modules being traversed by a charged particle of transverse momentum pr = 10 GeV

(red) [41].

5 GeV) and around 50% at 1 TeV [40].
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The pixel detector is composed of 3 layers of pixel sensors in the barrel and end-cap
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regions. The pixels are silicon p-n junctions, operated in a reverse bias voltage, in which a
small current pulse is created upon the passage of a charged particle. Each pixel measures
50 x 400 pm in ¢ — z. There are approximatively 67 million pixels in the barrel and 13
million in the end-caps, covering a total active area of about 1.7 m? and corresponding to
80 million readout channels [42]. The intrinsic spacial resolution for a module is 10 pm in

the » — ¢ plane and 115 pym in z.

Semi-Conductor Tracker (SCT)

The SCT [38] is the next detector sub-module. It uses similar technology as the pixel
detector but the sensors are microstrips of 285 nm wide by 6 cm long with a 80 pm pitch.
They are arranged into 4 layers in the barrel region and 9 layers in the end-caps. The

intrinsic spacial resolution for a module is of 17 pm in the » — ¢ plane and 580 pum in z.

Transition Radiation Tracker (TRT)

The TRT [43] is a straw-tube tracker covering the pseudorapidity range |n| < 2 in the outer
part of the ID. It is a ionisation gas detector made of 52 544 drift tubes measuring 4 mmx
39 cm with a central anode wire. The straws are filled with a mixture of Xe/CO,/0O5 and
a 1.5 kV voltage is applied between the straw wall and anode wire. Charged particles
traversing the volume of the straws ionize the gas, the ionization charge is then amplified
by the electric field with a gain of 2.5 x 10* and the resulting signal is read out via a central
anode wire. Its intrinsic single-point resolution is of 120 pm.

In addition to its role of measuring the trajectory of charged particles, the TRT also assists
in the identification of different particle types. The volume between straws is filled with
with material designed to enhance the creation of transition radiation (soft x-ray photons)
which occurs when a highly relativistic charged particle traverses a material boundary.
This effect is proportional to the relativistic y-factor v = Z of a given particle and is
therefore strongest for electrons. These soft x-ray photon are absorbed by the xenon atoms
which deposits additional energy in the gas. This leads to significantly higher readout

signals which enables electron identification.
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Inner b-Layer (IBL)

The IBL [44,45] is a fourth layer added to the pixel detector in 2014 at a radius of 3.3 cm . It
was added to improve ATLAS vertexing and b-tagging performance. It is made of 26880
pixels consisting of 3D sensors fabricated with CMOS 130 nm technology and covers the

range |n| < 3.

3.2.2 Calorimeters

Calorimeters are detectors designed to measure the total energy of electromagnetic and
hadronic showers® created by incoming electrons, photons or hadrons. They come in two
categories: homogeneous and sampling calorimeters. The ATLAS detector only uses sam-
pling calorimeters which are made of alternating active layers that generate a signal, and
absorber layers that trigger the further showering of secondary particles in the calorime-
ter until all the energy is completely absorbed. The energy resolution of a calorimeter can
be parametrised as [46]:

b
E @D c (32)

OE a
T VBT
where a is the stochastic term coming mostly from intrinsic shower fluctuations, b is the
noise term coming from the electronic noise of the readout chain, and c is the constant
term which depends on calorimeter geometry, imperfections and calibration. Note that
the full containment of the shower is necessary in order to obtain an accurate measure-
ment of the incoming particle initial energy. ATLAS has several calorimeters designed
to differentiate electrons and photons from hadrons and to measure their energy: the
electomagnetic (EM) calorimeter closer to the interaction point, and hadronic calorime-
ters surrounding it. The latter is further subdivided into the Tile calorimeter (Tile) in
the barrel region and the Hadronic End-cap Calorimeter (HEC). Finally, the Forward
Calorimeter (FCAL) covers high pseudorapidity regions to ensure a good hermeticity.

The calorimeters are shown in Figure 3.5.

2Showers are cascades of secondary particles produced when a high energy particle interacts with dense
matter

29



Tile barrel Tile extended barrel

LAr hadronic
end-cap (HEC)

LAr electromagnetic
end-cap (EMEC)

! [ ]
LAr electromagnetic i : Q /2 -
barrel = - v

iy Y3 g7 LAr forward (FCal)

Figure 3.5: ATLAS calorimeter system: the EM calorimeter, HCAL and FCAL have dif-

ferent designs adapted to their radiation environment and physics process of interest [30]

EM calorimeter

The electomagnetic (EM) calorimeter [47] is split up into a barrel section (|n| < 1.46)
located from 7 = 1.15 m to r = 2.25 m and an end-cap section (EMEC) at |z| = 3.6 m that
covers the region 1.36 < |n| < 3.2. It uses an accordion geometry shown in Figure 3.6.
The active material is liquid argon (LAr) contained in 2.1 mm wide gaps between lead-
stainless steel absorbers (1.13-2.2 mm thick). The absorber’s thickness varies with 7 so
that all particles cross the same amount of material. Charged particles produced in the
showers triggered by the absorber ionise the liquid argon and the charge is collected on
an anode thanks to a 2 kV electric potential within a drift time of 450 ns. In the barrel
region, the EM calorimeter is subdivided into layers of decreasing granularity: the first
layer must be fine enough to differentiate single photons from the decay of neutral pions
7o — 7. The natural widening of the showers allows for larger cells further from the

interaction point. The resolution of the EM calorimeter is given by %% = % @ cwithc=
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1% in the barrel region and 1-2% in the end-caps (with E measured in GeV) [48]. The total
EM calorimeter thickness is 22 times its radiation length' y, and 9.7 times its interaction

length? X in the barrel region, and 24 x, (10 \) in the end-caps.
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Figure 3.6: Structure of the barrel electromagnetic LAr calorimeter (left) and of a tower of
the hadronic Tile Calorimeter (right) [47].

Hadronic calorimeters

The hadronic calorimeters [47,49] surround the EM calorimeter and are designed to ab-
sorb hadrons that pass through the EM calorimeter. They are divided into the Tile calorime-
ter in the barrel section (|n| < 1.7 and 2.28 < r < 4.25 m) and the Hadronic End-cap
Calorimeter (HEC) in the end-cap region (1.7 < |n| < 3.2 and 0.475 < r < 2.03 m). The
Tile calorimeter is made of steel and polystyrene scintillator tiles stacked into towers. Sec-

ondary charged particles in a hadronic shower will cause the scintillator to emit UV light,

'When passing through matter, high-energy electrons lose energy mostly by bremsstrahlung, and high-
energy photons by pair production. The radiation length is a characteristic of a material: it is the mean
distance over which electrons lose all but 1 of their energy by bremsstrahlung. It is usually expressed in

-2
gem™ 2.

2The interaction length ) is the mean free path hadronic particles travel in matter before undergoing an

inelastic nuclear interaction.
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which is carried by wave-length shifting fibres to Photomultiplier Tubes (PMTs) located
on the outer layer of the Tile calorimeter (Figure 3.6).

The HEC is located in a region of higher radiation and is therefore made of a copper-LAr
sampling calorimeter, following the design of the EM calorimeter. Each end-cap section
is composed of two wheels built from first 25 mm then 50 mm copper plates.

The hadronic calorimeters energy resolution is worse than that of the EM calorimeter due
to greater fluctuations in the particle showers. Its resolution is %2 = % ® 5.7% (with

E measured in GeV) [50]. The Tile calorimeters thickness corresponds to 7.4 times its

interaction lengths at n = 0.

FCAL

The Forward Calorimeter (FCAL) covers the region of pseudorapidity 3.1 < n < 4.9 [51].
It is located in a region of particularly high radiation and uses LAr as active material. It is
composed of three layers: the first layer uses copper as absorber which yields good energy
resolution to reconstruct the energy of electrons and photons. The two outer layers use
tungsten as an absorber, which is denser and better suited to contain hadronic showers.
The FCAL is crucial to the measurement of missing transverse energy (ET7*) as it ensures

the good hermeticity of the ATLAS calorimeter system.

3.2.3 Muon spectrometers

Muons have a mean lifetime of about 2 ps and behave like Minimum Ionizing Parti-
cles (MIPs)! for a large energy range. They therefore traverse ATLAS inner detector and
calorimeters while losing only little of their energy through ionisation. The ID can mea-
sure muons transverse momentum up to an energy of the order of 100 GeV. For higher
energies, the particle trajectories are not curved enough within the ID volume to allow for
a good transverse momentum measurement. The Muon Spectrometer (MS) with its much
larger volume has a longer lever arm to measure the bending trajectory of muons above

100 GeV. Detecting muons outside of the calorimeters is also used to uniquely identify

The rate of energy loss of a particle going through matter is energy dependent. Minimum Ionizing
Particles (MIPs) are particles whose energy loss rate is minimum.
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particles as muons.

The ATLAS Muon Spectrometer (MS) surrounds the rest of the detector sub-systems
and is composed of separate trigger and high-precision tracking chambers designed to
measure the trajectories of muons [52]. In the barrel region for || < 1.4, magnetic
bending is provided by the large barrel toroid magnet (1 T) and in the end-cap region
(1.6 < |n| < 2.7), muon trajectories are bent by two smaller end-cap toroid magnets
(0.5 T). The MS is composed of three concentric stations of muon chambers in the barrel
at (r = 5m, 7.5 m, 10 m) and four disks in each end-caps at approximatively |z| = 7.4 m,
10.8 m, 14 m, and 21.5 m as shown in Figure 3.7. The muon spectrometer must operate
over a wide range of muon transverse momentum (100 MeV-1 TeV), be adapted to a high
level of particle flux at high 7, and provide a fast response used for triggering. To sat-
isfy these requirements, the MS is composed of four different technologies, optimised for

either precision tracking or triggering purposes.

Monitored Drift Tubes (MDTs)

The MDTs [53] are precision detectors made of cathode tubes of 30 mm diameter with a
central wire anode. The use of drift tubes ensures a good mechanical strength and makes
it possible to cover large areas at low cost. The tubes are filled with a 90/10 mixture
of Argon and CO, at a pressure of 3 bar, operated at a voltage of 3 kV. Drift tubes are
stacked in layers and arranged into multi-layer chambers. Three concentric stations of
MDTs make up the barrel region and two stations are present in each end-cap, covering
up to || < 2.4. The maximum ionisation drift time is of about 700 ns and the track sagitta
resolution of the combined stations is of 45 m, corresponding to a transverse momentum

resolution of 10% at 1 TeV.

Cathode strip chambers (CSCs)
MDTs can only operate up to a count rate of 150 Hzcm™? so in the end-cap first station
innermost section (2 < |n| < 2.7) where the particle flux is highest, Cathode strip cham-

bers (CSCs) are used [54]. The CSCs are multi-wire proportional chambers with cathodes
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segmented into strips, operated at 1.9 kV with a gas mixture of Argon and CO,. The po-
sition at which a muon traversed the chamber is obtained by reading out the charge on
neighbouring cathode strips and fitting the cluster position. The wires are not read out.
The CSCs can achieve a spatial resolution of 60 um per CSC plane, and 5 mm in the non

bending plane.

Resistive Plate Chambers (RPCs)

The RPCs [55] are fast detectors used for triggering. They are located in the middle and
outer stations of the MS barrel region (|| < 2). A RPC is a gaseous parallel electrode-
plate detector where amplification occurs simultaneously for all ionisation clusters. The
gas gap is 2 mm thick and the RPCs are operated at a voltage of 9.8 kV with a gas mixture
of: CoHyF,/iso-CyHy9/SFs. Each RPC module has two detector layers. In the barrel
region, there are in total 3 layers of RPC modules, and a muon will therefore typically
cross 6 RPC layers, enabling a 3 out out of 4 coincidence requirement for the trigger. The

timing and spatial resolution of RPCs is approximately 1.5 ns and 1 cm respectively.

Thin Gap Chamberss (TGCs)

The TGCs [56] are multiwire chambers operating in the quasi-saturated mode. They pro-
vide the trigger and the azimuthal coordinate of muons in the end-cap regions. The cham-
bers gas gap is 2.8 mm thick with an anode wire pitch of 1.8 mm and they are operated at
3.1 kV with a gas mixture of CO, and n-pentane. One of the cathodes is segmented into
readout strips used to measure the azimuthal coordinate of the position at which a muon
traversed the chamber. The azimuthal angular resolution achieved using the information
from the strip readout is of approximately 2-3 mrad. Anode wires are read out in groups
of 6 to 31 wires in order to optimise the detector granularity as a function of pseudora-
pidity. They provide the muon trajectory position in the bending plane. The TGCs are
assembled into multiplets of two of three layers which allows for redundancy and elec-
trode staggering which improves the spatial resolution. The TGCs also have an adequate

time resolution to provide bunch-crossing identification.
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Figure 3.7: Structure of the Muon Spectrometer (MS) [30].

3.3 Luminosity measurement

The instantaneous luminosity is a parameter of the particle collider that relates the pro-

duction rate of a process to its cross-section using the following formula:

_1dN

L=—— .
o dt (3.3)

where o is the interaction cross-section of a specific physics process and N is the number
of events recorded during a given time ¢. Instantaneous luminosity is measured in units
of cm™?s!. The precise knowledge of the LHC instantaneous luminosity as function of
time is necessary to the measurement of a process cross-section, such as that presented in
this thesis. The instantaneous luminosity of a collider depends on its beam structure as

described by the following equation:

L g, NN g (3.4)

dro,oy
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Figure 3.8: Each CSC wheel is made of 8 small and 8 Large sectors of 8 CSC layers each.
THe cathode pitch is of 5.31 mm and 5.56 mm for the large and small chambers respec-

tively [30].

where N;, N, are the number of particles in each colliding bunch, N, is the number of
bunches per beam, and f,., is the revolution frequency of the bunches. The denominator
corresponds to the transverse area of the beam with o, and o, representing the root-mean-
square transverse beam size at the collision point, and S is a geometric factor accounting
for the crossing angle and finite bunch length [46].

To measure the instantaneous luminosity, the LHC experiments use dedicated detectors
called luminometers. The ATLAS experiment relies on the measurements obtained from
different types of luminometers in order to reduce measurement bias [57]. For the Run 2
period, the LUCID2 detector [58] provided the primary bunch by bunch luminosity mea-
surement for ATLAS. It is a Cherenkov detector located on both sides of the interaction

point at z = £17 m. Complementary information is provided by the beam condition mon-
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itor (BCM) [59] which is made of diamond sensors. The LUCID2 and BCM raw hit counts
are converted into the visible rate per bunch crossing 1, which is itself proportional to

the instantaneous luminosity [46]:

I — Pis frev (3.5)
Owis

where 0, is a calibration constant corresponding to the visible cross-section. The cal-
ibration is performed each year during special LHC runs using van der Meer (vdM)
scans [60]. During a van der Meer scan, the overlap of the two beams in the x — y plane
is scanned to measure the relative interaction rates as a function of the transverse beam
separation, and to measure the shape and size of the interaction region. During Run 2,
the LHC maximum instantaneous luminosity achieved during data taking varied from 5

to 19 x 103 em 257! [57].

Another important quantity for physics analyses is the integrated luminosity which is sim-
ply £ = [ Ldt, where the instantaneous luminosity is integrated over the full data tak-
ing period. During the Run 2 data taking period, the LHC delivered 156 fb~! , 147 fb~*
of which were recorded by the ATLAS detector. Not all recorded data is dedicated to

proton-proton physics analyses and a total of 139 fb~! of data are used in this thesis.

3.4 Trigger system

The LHC 40 MHz collision rate corresponds to a bunch crossing every 25 ns. Record-
ing the raw data for each bunch crossing would correspond to a rate of roughly 60 TB/s
which is not technically possible both in terms of output bandwidth and storage space.
Furthermore, not all bunch crossings produce interesting high energy particles and the
ATLAS detector only records events showing specific signatures. The ATLAS trigger [67]
is the system that selects in real time the events to be recorded. It is split into two levels:
the Level 1 trigger (L1) and the High Level Trigger (HLT). The trigger path runs in par-

allel to the regular data acquisition path as shown in Figure 3.9. The full detector data is
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Figure 3.9: Schematic layout of the ATLAS trigger and data acquisition system in
Run 2 [61].

buffered until the trigger reaches a decision, at which point the raw detector information

sent to permanent storage.

The L1 trigger system is a hardware based trigger built with fast custom-made electron-
ics. It uses information from the calorimeters and muon spectrometers to find potential
Regions of Interest (Rol). The L1Calo looks for regions with high energy deposits in the
EM calorimeter and the L1Muon independently searches for coinciding hits in the muon
RPC and TGC that are compatible with a muon coming from the interaction point. If a
region of interest is found, the L1 trigger system sends an accept command and the Rol

characteristics to the HLT for further processing. This is done within 2.5 ps of the bunch
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crossing and the event rate is reduced to 100 kHz.

The HLT is a software based trigger running on a farm of of-the-shell CPUs on the surface
above the ATLAS detector. The HLT uses information from the inner detector, calorime-
ters and muon spectrometers to reconstruct more complex objects, such as tracks,in order
to identify the type of physics objects produced (electron, jet, etc...) and to estimate their
transverse energy. The decision making process follows a list of selection and decision
chains defined in the trigger menu. The trigger menu can be updated between LHC runs
and contains chains targetting various physics processes but also chains used for calibra-
tion and detector performance measurements. The HLT reduces the incoming L1 trigger

rate to approximately 1 kHz and processes events within 200 ps.
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Chapter 4

Object reconstruction

The reconstruction of the various physics objects from detector signals is a crucial part of
any ATLAS analysis. Depending on their properties, the particles created in the proton-
proton collisions will leave specific signatures in the different sub-systems of the ATLAS
detector, which are used for particle identification. Figure 4.1 gives an overview of the
typical signatures left by particles in the ATLAS detector. The raw signals coming from
the detector are combined using dedicated algorithms to recreate tracks and energy de-
posits as described in Section 4.1. Interaction vertices can then be reconstructed, followed
by particle identification. This section will describe the different steps involved in the
reconstruction of photons & electrons (Section 4.2), muons (Section 4.3), jets! (Section 4.4)
and missing transverse energy EMs (Section 4.5). Note that since taus (1) are not used in

this thesis, their reconstruction process is not described.

4.1 Intermediate objects

Tracks and energy clusters are the first building blocs of the reconstruction process. These

intermediate objects will be used for the reconstruction of the various physics objects.

!Jets are collimated bunches of hadrons created by the hadronization of quarks and gluons.
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Figure 4.1: Schematic diagram representing the different signatures expected from differ-

ent types of particles travelling through the ATLAS detector sub-systems. [63]

41.1 Inner detector tracks

Charged particle trajectories are reconstructed from the pixel and SCT detectors in four
main steps: clusterization, track finding, ambiguity solving and precision fitting. In the
first step, clusters are created by grouping adjacent pixels or strips sensors that recorded
deposited energy above threshold. In the Run 2 dense environment, the typical dis-
tance between particles is only a few pixels so clusters can correspond to several particle
hits [64]. A cluster 3D position is referred to as space-point. Track candidates are then com-
puted using an iterative process starting with seeds of three space points. Plausible seeds
are extrapolated using a Kalman filter [65] to add space-points to the track candidates.
Next, track candidates are ranked according to their quality using a track score based on:
number of hits and x? fit of the track. Ambiguous or overlapping tracks with the lowest
score are dropped. Higher momentum tracks are kept over low momentum ones and

only the tracks satisfying basic requirements such as pr > 400 MeV (for an assumed pion
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mass), and a minimum of 7 pixel and SCT clusters within || < 2.5 are kept. Finally, a
high resolution fit of the track is performed in which the position and uncertainty of each

cluster is determined using a neural network [64].

4.1.2 Vertices

Several proton-proton interactions can occur in the same bunch crossing. Vertex recon-
struction is the process in which tracks are grouped according to their point of origin. The
vertex with the highest pr tracks is called the Primary Vertex (PV) and the other vertices
are considered coming from pile-up? events. Only good quality tracks are considered for
vertex reconstruction. They must satisfy the following requirements to be added to the

track pool [66]:

* pr > 400 MeV and |n| < 2.5.

At least 9 silicon hits if || < 1.65 or 11 hits if |p| > 1.65.

At least 1 hit in the IBL.

* A maximum of 1 shared module (1 shared pixel hit or 2 shared SCT hits).

Zero pixel holes and a maximum of 1 SCT hole (missing a hit in a ID layer).

The reconstruction is then done in two stages: vertex finding and vertex fitting [67]. First
a seed position for the vertex is defined. The tracks and seed are then used to estimate the
vertex position via an iterative fitting procedure. During the fit, the tracks are weighted
and the less compatible tracks are given less impact. Once the vertex position is defined,
incompatible tracks are removed and allowed to be used for other vertices. The procedure
is repeated for the remaining tracks in the event. All vertices with at least two associated

tracks are kept as valid primary vertex candidates.

2In one proton bunch crossing, several proton collisions happen. The collision with the highest trans-
verse energy is taken as the hard scatter and all the other collisions constitute pile-up.
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4.1.3 Calorimeter clusters

The fine segmentation of both the electromagnetic and hadronic calorimeters enables
three-dimensional reconstruction of particle showers. Two different algorithms are used
to construct clusters from the raw energy deposits: the sliding-window method [65], used
mostly to reconstruct electromagnetic showers and the topological method, used mostly

to reconstruct hadronic showers [69].

Sliding-window clusters

In this method, calorimeter clusters are seeded using a sliding window of 3 x 5 cells in
n x ¢, looking for energy deposits exceeding 2.5 GeV in the EM calorimeter [65]. It is
used by default for electron and photons reconstruction. The EM calorimeter is divided
into a grid of 200 x 256 towers in 1 x ¢ which corresponds to a cell size of An x A¢ =
0.025 x 0.025. The fixed cluster size allows for precise energy calibration. If two cluster
candidates are too close, the candidate with the highest transverse energy is kept. The
cluster reconstruction efficiency is above 99% for deposited transverse energy Fr greater

than 15 GeV.

Topological clusters

Topo-clusters are seeded by high energy cells where |E| exceeds the expected noise by
four times its standard deviation. The cluster is then expanded both laterally and lon-
gitudinally by adding all the adjacent cells with |E| > 20y. Finally all neighbouring
cells surrounding the proto-cluster are added. This is followed by a potential splitting
step where at most two local energy maxima are separated into two different clusters.
This algorithm is designed to separate showers of different nature (electromagnetic vs

hadronic).

Calorimeter cluster calibration
Cell-level calibration constants are applied to raw calorimeter cell signals to convert the
amplitude of the signal into units of energy (GeV). These cell-level calibration constants

were measured in test beam and are defined with respect to the calorimeter response to
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electron/photons [70]. The total energy of an electromagnetic cluster is the sum of the
energy from each cell belonging to the cluster. The ATLAS calorimeters are however non-
compensating, i.e. the signal recorded as a result of a hadronic shower is lower than that
recorded from an electromagnetic shower of the same energy. Hadronic showers used as
a basis for jet reconstruction span both the electromagnetic and hadronic calorimeters. As
a result, the energy of these clusters must be further calibrated to the so-called jet energy
scale.

To do so, a cluster-level calibration correction is derived using Monte Carlo (MC) simula-
tions of single pions. It is done cluster by cluster and accounts for the non-compensating
calorimeter response but also for potential signal loss during the clustering procedure

and signal loss in passive materials.

4.2 Photons & electrons

Electrons and photons produce similar electromagnetic showers in the EM calorimeter;

their reconstruction is therefore run in parallel [71,72].

Electrons

Electron candidates are created by matching electron-track candidates with EM cluster
seeds as shown in Figure 4.2. Electrons are likely to radiate bremsstrahlung photons and
their track reconstruction uses a special algorithm, the Gaussian Sum Filter (GSF) [73]
which allows for up to 30% energy loss at each intersection with the detector material.
Once a track is matched to a cluster seed, the cluster is extended to a window size of
3 x 7inn x ¢ (or 5 x 5 in the end-caps) and the energy of the cluster is further calibrated
to correspond to that of an electron using multivariate techniques [70]. The track candi-
date must point to the primary vertex for the object to be considered as an electron. For Er

> 15 GeV, the electron reconstruction efficiency ranges from 96% to 99% for |n| < 2.47[71].

45



. hadronic calorimeter
third layer

AgxAg=0.0520.0245

second layer
AqxAg - 0.025%0.0245

first layer (strips)
AnxAp=0.0031x0.093

presampler

SCT 3
beam axis pixels e
beam spot -~

do

insertable B-layer

Figure 4.2: Schematic diagram showing an electron path through the different detector
sub-systems. The electron first traverses the tracking system (pixel, SCT and TRT detec-
tors) and then enters the electromagnetic calorimeter. The dashed trajectory indicates the
path of a radiative photon produced by the interaction of the electron with the detector
material. The radiated photon energy will be associated to the electron’s EM calorimeter

cluster. [71]

Photons

Photons are 50% likely to convert into electron-positron pairs before reaching the EM
calorimeter and their reconstruction has to take into account all possible photon con-
version scenarios. Tracks loosely matched to calorimeter clusters are used as input for
conversion vertex reconstruction. Both tracks with silicon hits (Si tracks) and tracks re-
constructed only in the TRT (TRT tracks) are used; one or two tracks can point back to
the conversion vertex. Calorimeter clusters with no matching conversion vertex candi-
date nor associated tracks are considered to be unconverted photon candidates. The fi-
nal step is to resolve any potential ambiguities on the object’s nature, i.e. whether the
reconstructed object should be identified as a photon or an electron. In cases where a
calorimeter cluster belongs to both a converted photon and electron candidate, an arbi-
tration based on the track and vertex quality is performed to decide the final type of the

reconstructed object.
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The photon reconstruction efficiency e = - using the Tight ID criteria [72] varies from
from 45-60% at Ep = 10 GeV to 95-98% for £y > 100GeV, depending on the photon’s

pseudorapidity region conversion status.

4.3 Muons

Muon track reconstruction is first performed independently in the Inner Detector (ID)
and Muon Spectrometer (MS) detectors before being combined [74]. In the ID, the muon

tracks are reconstructed as described in Section 4.1.1.

In the MS, the search for hit patterns is done separately in the different muon sub-systems
with dedicated algorithms that produce track segments. Segments that are loosely matched
with the interaction point are combined into track candidates. The combination process
starts with the segments from MS middle stations, then adding segments from the outer
and inner stations. In the barrel region, at least two matching segments are required to
build a track candidate and at least one segment is required in the end-cap regions. The

track candidates obtained are then fitted using a global y? fit.

From there, information from the ID, calorimeters and MS can be combined to define four

muon types:

¢ Combined (CB) muons are the default and most accurate type of reconstructed
muons. The CB track is obtained by re-fitting the combined hits from both the ID
and MS sub-detectors.

* Segment-tagged (ST) muons are used at low pr or in case the muon falls into a re-
gion of reduced MS acceptance. An ID track is reconstructed as muon if it can be

associated with at least one local track segment in the MDT or CSC detectors.

* Calorimeter-tagged (CT) muons are defined in the MS crack region for |n| < 0.1 and
for 15 < pr < 100 GeV. An ID track is reconstructed as muon if it can be matched

with a MIP compatible cluster in the calorimeters.
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* Extrapolated (ME) muons are used to increase the muon acceptance onto the region
2.5 < |n| < 2.7 which is not covered by the ID. MS tracks are required to match
loosely the interaction point. Two MS layers are required to provide track measure-

ments in the barrel and three layers are required in the forward region.

To be considered a prompt muon, candidates are required to pass additional selection cri-
teria on variables offering good discrimination between prompt muons and background
muons (mainly from pion and kaon decays). Three different working points are defined:
Loose ID with a reconstruction efficiency of 98.1% for prompt and 0.76% for fake muons,
Medium ID with an efficiency of 96.1% for prompt and 0.17% for fake muons, and finally
Tight 1D with an efficiency of 91.8% for prompt and 0.11% for fake muons. Muons used

in this analysis have to pass the medium ID selection.

4.4 Jets & b-tagging

441 Jets

Jets are collimated bunches of stable hadrons created by the hadronization of quarks and
gluons. Two different jet reconstruction algorithms are used in ATLAS and are described

in this section.

Topo jets
Jets are traditionally reconstructed by first defining topological clusters in the calorimeters
and by then combining the clusters into jet objects using the anti-kr algorithm [75] with a
distance or radius parameter R = 0.4. The anti-k; algorithm is an iterative procedure in
which the energy clusters are associated to form jets. It relies on d;; the distance between
two clusters, and the the distance d;z between the i-th cluster and the jet axis (B):

Ay

T 42
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with kg; the transverse momentum of cluster i, and A, = (v; — 7;)* + (¢ — ¢;)* the dis-
tance between the two clusters in the rapidity x azimuthal angle space. At each iteration,
the two distances are computed and compared: if d;z < d;;, the cluster ¢ is considered
as a belonging to a new independent jet and is removed, if d;z > d;; the i-th cluster is
merged into the jet. Once jets are reconstructed, they need to be cleaned and calibrated as

described in Section 5.3.1 before being used for analysis.

Particle flow jets

The topo jets defined above only use calorimeter information but data from the ID can
be used in complement to define pFlow jets [76], which are the jets used in this analysis.
In a pFlow jet, the calorimeter energy deposits due to charged hadrons of pr < 40 GeV
are removed from the topo cluster set used for jet reconstruction. The momenta from
the removed particles is instead estimated from their tracks in the ID. To be removed,
clusters must be matched with a good quality track coming from the Primary Vertex (PV)
and not identified as a muon or electron. If the matched track does not come from the
PV, the corresponding object is considered as originating from a pile-up collision and
removed entirely before the jet reconstruction starts. Once all candidate tracks have been
treated, the remaining topo clusters and the matched good tracks are associated into jets
using the same anti-kr algorithm as for topo jets. For low-energy charged particles, the
momentum resolution of the tracker is significantly better than the calorimeter energy
resolution, therefore the pFlow algorithm overall improves the jet energy and angular
resolution. It also extends the detector acceptance to softer particles with a minimum
transverse momentum of pr > 400 MeV. Once the jets are reconstructed, the remaining

pile-up from neutral hadrons and out of time events is removed using the jet-area method

[77].

4.4.2 b-tagging

Jets coming from the decay of a b-quark are referred to as b-jets and are identified through
a process called b-tagging. Various algorithm can be used to identify b-jets. They rely on
the long lifetime, high mass and high decay multiplicity of b-hadrons. b-hadrons typically
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travel about 3 mm before decaying, resulting in a displaced secondary vertex detectable
in the ID. The ATLAS b-tagging procedure uses a two stage approach [78]. First, low
level algorithms are used to reconstruct the characteristic features of b-jets: the IP2D and
IP3D [79] algorithms use the large impact parameters of b-jet tracks, the SV1 [30] algo-
rithm reconstructs explicitly the secondary vertices and finally the JETFITTER [81] algo-
rithm reconstructs the full -hadron to c-hadron decay chain. The results of these algo-
rithms are then combined using high level, machine learning based, algorithms that yield
as output the probability of a jet coming from a b-hadron decay or not. The algorithm
used in this analysis is the DL1 [79] algorithm. It uses a deep neural network and has a
multidimensional output corresponding to the probabilities for a jet to come from a b de-
cay, a c decay, or to be a light-flavour jet. Using the output probabilities, several working
points are defined, corresponding to a certain b-jet tagging efficiency: 60%, 70%, 77% and
85% b-jet tagging efficiencies. This analysis uses the 77% working point. It corresponds to

a rejection factor of 4.9 for c-jets, 15 for 7-jets , and 110 for light flavoured jets.

4.5 Missing transverse momentum

Undetectable particles such as neutrinos (v) go through the entire ATLAS detector with-
out interacting and do not leave any direct signal. Their potential production in the hard
scatter can only be deduced indirectly from missing transverse momentum (EF*) in a
tully reconstructed collision event. Transverse momentum is a conserved quantity and its
sum for all particles coming from a given proton-proton collision is expected to be zero as
the colliding protons have no transverse momentum. When significantly different from
zero, B indicates that undetectable particle(s) have been produced. In ATLAS, B is

reconstructed from two contributions [82]:

¢ The reconstructed and calibrated particles from the hard scatter: electrons, photons,

T-leptons, jets and muons.

* The soft-events signals reconstructed from low energy tracks associated with the

hard scatter vertex.
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Note that particles coming from pile-up events should not be taken into account.

A key step in EXs reconstruction is the signal ambiguity resolution: since particles are
reconstructed independently, the same energy deposits can be associated to several dif-
tferent physics objects, yet only one should be used to avoid double counting. A rejection
procedure is applied: electrons are taken into account first, followed by photons, then
7-leptons, then jets and finally muons. Objects overlapping with the previous category
are discarded. For final states with neutrinos, the Ef resolution has been measured us-
ing W — lv Monte Carlo (MC) simulations and show a reconstructed resolution of EmMiss

~ 15 GeV to 20 GeV for a true £ range of 0 to 500 GeV.
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Chapter 5

Object and event Selection

This chapter describes the event selection criteria specific to the Iy measurement. The
overall workflow used to select the final events used in this analysis is summarised in
Figure 5.1. The first step, not shown in the diagram, was to define the analysis strategy,
which is described in Section 5.1. It is a crucial step in order to then define the data, MC
simulation and triggers to use, which are described in Section 5.2. Identifying the sources
of background is also required in order to define the object and event selection defined in

Section 5.3.

Proton collisions

\/

Trigger selection Physics object

reconstruction - Baseline selection Signal region selection
Monte Carlo
simulations '
Control regions

Figure 5.1: General event selection workflow. The physics object reconstruction is com-

mon to all ATLAS analysis and has been covered in Chapter 4.
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5.1 Analysis strategy

The goal of the analysis presented in this thesis is to measure the tri-boson W~ produc-
tion cross-section in proton-proton collisions: pp — W~+. To do so, the process is studied
in the W electron and muon decay channels: pp — W(— ev)yy and pp — W(— uv)yy.
Although the W boson leptonic branching ratios are smaller than its hadronic branching
ratio, leptonic decays were chosen as they result in event final states that offer a much
better background discrimination power than hadronic decays. The reconstruction of
tau particles being more complex and resulting in worse signal-to-background ratio, the
process pp — W(— 71v)yy is treated here as a background. Signal events of interest are
therefore expected to contain at least two isolated photons, one electron or muon, and a
significant amount of missing transverse energy (EI) associated with the production of
a neutrino in the W decay. For simplicity, electrons and muons are collectively referred
too as leptons in the rest of this thesis, following the convention typically used within the
ATLAS collaboration. Neutrinos () and tau particles (7) will be explicitly named when

required.

As the Wy tri-boson production is rare, the challenge of this analysis is to achieve a suf-
ticient level of discrimination between signal and background. Many background pro-
cesses, listed in Table 6.1, can result in event signatures in the ATLAS detector that are
similar to the signature expected from true signal events. The first step to reduce back-
ground contributions is to define an appropriate signal region (SR) using appropriate
selection criteria applied to reconstructed objects and the event as a whole. This analysis
step is presented in the current chapter. Section 5.2 first introduces the dataset used for
the analysis. Then Section 5.3 details the selection process used to identify the final state
object of interest in the data. Finally, signal region, optimised to maximise the signal over

background ratio is defined in Section 5.3.4.

Even after carefully optimized event selection is applied, some background events are still

present in the signal region. To extract a signal yield, the number of background events
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is estimated as described in Chapter 6. While some sources of background are estimated
from simulated data, others are estimated directly from the data set. To do so, various
kinematical control regions (CRs) are defined, some are used to estimate the contribution
of different background sources, others are used to verify the estimated background con-

tributions.

Finally, the estimation of uncertainties on the object reconstruction efficiencies, back-
ground estimations, statistical fluctuation is then needed to estimated the precision of
the final result and is described in Chapter 7. The final cross-section extraction procedure

and result is given in Chapter 8.

5.1.1 Blinding procedure

During the development of the analysis framework the data is blinded to avoid any human

biases. The blinding procedure applied in this analysis has two requirements:
* The ATLAS data in the signal region is not looked at.

¢ Data-driven background estimation methods using control regions overlapping with
the signal region (e.g. 2D template fit method for fake photon estimation) use only

half of the data in the sensitive control regions.

Note that however, the full available Monte Carlo simulations are used and all data is

used in control regions which are orthogonal to the signal region.

At the time of writing, the analysis is still blinded. This unblinding procedure will be

carried out in the coming months with the approval of the ATLAS collaboration.
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5.2 Dataset definition

5.2.1 Data

This analysis uses proton-proton collision data recorded at /s = 13 TeV by the ATLAS
detector between 2015 and 2018, referred to as the Run 2 dataset. Before being used for
physics, ATLAS data is checked for potential hardware or software issues through the
monitoring of detector-level quantities and event characteristics. A total of 95.6% of the
recorded data from 2015 to 2018 satisfies the standard data quality requirements [33].
The total good quality data used in this analysis corresponds to an integrated luminosity
of 139 fb~! , measured with a global 1.7% uncertainty [57]. During Run 2, the average
number of pile-up interactions varied from () = 20 in 2015-2016 to (1) = 38(37) in
2017(2018).

5.2.2 Trigger selection

Signal trigger

As discussed in Chapter 3 the ATLAS experiment does not record all proton-proton col-
lisions but only a fraction that are deemed interesting for physics analysis, or for moni-
toring purposes. What is interesting for different analyses can vary greatly and ATLAS
possesses a wide range of triggers optimised to select a variety of different types of events.
Event selection therefore starts with the choice of a set of trigger selection criteria that will
determine data to be further analysed. Combined triggers are used for this analysis: they
require the signature of several particles at the same time, in our case two photons and
one lepton. The advantage of requiring the simultaneous presence of several physics ob-
jects at the trigger level is that the required minimum energy threshold on each physics
object can be chosen to be quite low due to lower rate of background events satisfying
complex trigger signatures. Two sets of trigger selection criteria are used for this analysis,

one for each of the leptonic decay channels of the W boson:

* The pyvy trigger section requires the presence of at least two photons of energy

greater than 10 GeV along with at least one muon of energy greater than 20 GeV.
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* The ey trigger selection varied slightly during the Run 2 data taking period. In
2015-2016, the ey~ trigger selection required the presence of at least two photons
with energy greater than 10 GeV along with an electron of energy greater than
20 GeV. In 2017-2018, the minimum photon energy requirement was increased to

12 GeV.

Control regions
The control region used for the data-driven estimate of the jets misidentified as electrons
or muons (Section 6.4) requires a different set of events and the following set of triggers

are used as well:

¢ For the muon channel, the lowest energy, Loose ID, single muon trigger is used.
In 2015 the energy threshold was at 20 GeV and for 2016-2018 the threshold was

increased to 26 GeV due to the increase in luminosity.

¢ For the electron channel, Medium trigger ID are used with a threshold of 24 GeV in
2015 and 26 GeV in 2016-2018.

The detailed list of all triggers used is given in Appendix A.

5.2.3 Event simulations

Simulated events are used in this analysis to optimise the event selection, determine the
kinematic distributions of the expected signal and some of the background sources, and
to estimate the uncertainty on these distributions. The data-driven background estima-

tions also require some input from simulations datasets.

In each LHC proton-proton collision, hundreds of particles are typically produced and
their momenta range over several orders of magnitude. The simulation of such complex
processes is possible thanks to the factorisation of the simulation procedure which allows

the treatment of the processes of interest into different regimes [54]:
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* First, the Standard Model matrix elements are computed by an event generator for
a given approximation scheme: leading order (LO), next-to-leading order (NLO),

etc...

* Non-perturbative QCD processes are described with a phenomenological approach.
The generation of parton showers and their hadronization into outgoing hadrons is

done in this second step.

* The interaction of the particles with the detector material is simulated using the
GEANT4 software [85]. The output of this simulation step results in simulated de-

tector signals identical in format to real data.

* Finally physics objects are reconstructed using the algorithms described in Chap-

ter 4 as is done in real data.

The detailed list of all simulated samples used for this analysis is given in Appendix B.
It includes three different simulations of the W~ signal process: two samples generated
at next-to-leading order with the SHERPA [86] and MADGRAPH5_aMC@NLO [57, 58] (re-
ferred to as MadGraph) generators, and one last sample generated at leading order with

SHERPA.

5.3 Event selection

All analysis objects must satisfy strict selection requirements to ensure they are compati-
ble with the W~ signal event signature and to minimize background contamination. A
first baseline selection is defined to preselect the physics objects and events to be con-
sidered for further analysis. This first selection is quite inclusive in order to maximize
signal event acceptance at this point of the analysis. As discussed in Chapter 4, the out-
put from the ATLAS reconstruction algorithms may be sometimes ambiguous. Resolv-
ing identification ambiguities and removing overlapping objects is done in the baseline
selection described in this section. The loose baseline selection is also used to reject cer-

tain backgrounds such as Zvv which produces a second lepton that is not expected for
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signal events. A second stricter selection is then applied to define the signal region (Sec-
tion 5.3.4). In the signal region, physics objects considered in the analysis are required to
pass a much tighter selection to suppress backgrounds from other processes such as fake
photons or ¢t events. Finally, some of the background estimations described in Chapter 6
will be data-driven or normalised using data. Each background estimation method uses
dedicated control regions defined from baseline objects and designed to be orthogonal to

the signal region.

5.3.1 Object selection

This section describes the object level selection for photons, leptons, jets and EIs used

in the analysis.

5.3.1.1 Photons

To pass the baseline selection, photons should have a transverse momentum greater than
20 GeV, be identified within the detector acceptance (see Table 5.2), and must satisfy the
LoosePrime5 identification working point. Photon identification (ID) is based on a series
of variables related to the calorimeter shower shapes and EM calorimeter strip variables

which are listed in Table 5.1.

To pass the signal selection, baseline photons should pass the Tight ID selection and
should be isolated. The photon isolation energy (L) used here is computed using topo-
clusters in the electromagnetic and hadronic calorimeters, defined with a cone radius of
R =0.4by:

Eigo = BP0 _ 0,022 x pyp (5.1)

This quantity represents the amount of activity in the calorimeter around the photon
due to the passage of other particles. The isolation energy is used for the determination
for the fake photon background described lated in Section 6.2. It is also used to define
the isolation working point “FixedCutTightCaloOnly” used in this thesis which requires
FEi, < 2.45 GeV for a photon to be considered as tightly isolated. These photon cuts are
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Variable name | Definition LP5 | Tight
Calorimeter variables:
Ratio of E'r deposited in the first layer of the EM calorimeter
Rhiad compared to the energy in the first layer of the hadronic | v v
calorimeter.
n In the middle layer of the EM calorimeter: energy ratio in v v
g the 3 x 7(n x ¢) cells to the 7 x 7 cells cluster.
R In the middle layer of the EM calorimeter: energy ratio in v
¢ the 3 x 3(n x ¢) cells to the 7 x 3 cells cluster.
Wo Lateral width on the shower (EM middle layer)
Strip variable:
Shower width for three EM calorimeter strips around max-
Ws3 imum strip, using the energy weighted sum over the total | x v
energy contained in the three EM calorimeter strips.
Total lateral shower width determined with the energy
Watot weighted sum over cells in a window corresponding to the | X v
cluster size.
. Fraction of energy outside a core of 3 central EM calorimeter o v
side strips, but within 7 EM calorimeter strips
Difference between the energy of the strip with the second
AE largest energy deposited and the energy of the strip with o v
the smallest energy deposit between the two leading EM
calorimeter strips
Ratio of the energy difference between the largest and sec-
Eratio . . X v
ond largest energy deposits over the sum of these energies.

Table 5.1: List of the variables used to identify photons. The Tight identification working

point requires the photon to pass the cuts on all of these variables. The LoosePrime5

working point is a relaxed version of the Tight ID where the cuts on up to all five EM

calorimeter strips variables are allowed to fail [72].

meant to reduce the non-prompt photon background coming from jets and pile-up. The

baseline and signal photon selection is summarized in Table 5.2.

5.3.1.2 Leptons

As previously mentioned, lepton () refers here to either an electron (e) or a muon (x). Lep-

tons are selected in three stages: first they are first preselected with very loose cuts. The
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Photon
Parameter
baseline signal
Transverse momentum pr < 20 GeV
Pseudo rapidity In| < 1.37or 1.52 < |n| < 2.37
Particle identification | LoosePrime5 Tight
Particle isolation none FixedCutTight

Table 5.2: Summary of the baseline and signal photon selection cuts

lepton transverse momentum should be greater than 6 GeV and the lepton track should
be compatible with the primary vertex: |zysinf| < 0.5 mm, where z, is the longitudinal
impact parameter!. For electrons, the LHLooseBL [71] identification (ID) working point
is used along with the acceptance cuts: n < 1.37 or 1.52 < n < 2.37. For muons, the ID
working point used is medium [74] and the acceptance cut is |n| < 2.4.

Events with more than one preselected lepton are discarded to suppress the background

from Z decays. Preselect leptons are used for overlap removal as described in Section 5.3.3.

Then baseline leptons are defined as preselect lepton with a higher pr cut at 25 GeV. For
electrons, the ID working point is tightened and the MediumLH [71] is used. Finally
signal leptons are defined from baseline leptons by requiring them to be isolated and to
have a transverse impact parameter significance of |dy|/o¢ < 5 for electrons and |dy|/og <

3 for muons.

53.1.3 EMs & Jets

Jets are not part of the W~ final state studied here, however they can constitute a source
of background and their reconstruction is required for the computation of EM. The
jets are reconstructed using the pFlow method and anti-k; algorithm with a radius of
AR = 0.4. They are then calibrated using Er and 7 dependent corrections derived

from MC simulations [89]. Baseline jets are required to have a transverse momentum

!The impact parameter corresponds to the distance between the primary vertex of an event and the point
of origin of a given particle’s track. Its projection on the z-axis is the longitudinal impact parameter z, and
its projection on the x-y plane is the transverse impact parameter dy.
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Electron Muon

Parameter _ ; : :
preselect ‘basehne‘ signal preselect ‘basehne‘ signal

Transverse

momentum pr < 6GeV pr < 25GeV pr < 6 GeV pr < 25 GeV

Pseudo

rapidity In| < 1.37or 1.52 < |n| < 2.47 In| < 2.4

Transverse
impact none |do|/o0 < 5 none |do|/o0 < 3
parameter

Longitudinal
impact |20 sin 0] < 0.5mm |20 sin 0] < 0.5mm
parameter

Particle

] L LHLooseBL MediumLH medium
identification

Particle

‘solation none Tight none Tight

Table 5.3: Summary of the lepton selection cuts

pr > 20 GeV and a pseudo rapidity |n| < 4.5. They are used in the physics object overlap
removal procedure.

To suppress jets coming from pile-up events, signal jets have to pass additional Jet Vertex
Tagger (JVT) requirements. The JVT is a multivariate discriminant based on associating
the jets tracks to the primary vertex [90]. The JVT Tight working point is used which has
an efficiency of 96%. Note that light-flavour jets are neither required nor excluded but a
b-jet veto is applied in the signal region to reduce contributions from processes involving

top quark decays. The jet selection criteria are summarised in Table 5.4.

Missing transverse energy (E') is computed from calibrated electrons, muons, photons,
jets and soft hadronic activity (charged-particle tracks not associated with the physics
objects) [91]. Missing transverse energy of at least 25 GeV is required to select events likely
to have a neutrino from the leptonic W decay. The corrections applied to the analysis
objects (leptons, photons, jets) are taken into account for the F* computation. The Ess
is reconstructed before physics object overlap removal is applied using the METMaker

tool [92].
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Jet
Parameter - -
baseline | signal
Transverse momentum pr < 20 GeV
Pseudo rapidity In| < 4.5
Jet Vertex Tagger none pass

Table 5.4: Summary of the baseline and signal Jet and E™s selection cuts

Particles overlapping conditions particle kept
Photon - electron/muon | AR < 0.4 electron/muon
Electron - iet AR < 0.2 electron
ectron-je 02 < AR < 0.4 jet
Muon - et AR <04 & N/, <3o0orAR<0.2 |muon
J AR <04 & N/ >3 jet
photon - jet AR <04 jet

Table 5.5: The ATLAS experiment overlap removal procedure. The steps are carried out

in order of appearance, from top to bottom of the table.

5.3.2 Overlap removal

Physics object overlap removal addresses the challenges of object duplication and isola-
tion. The ATLAS reconstruction process can sometimes create several different types of
physics objects from the same energy deposits, resulting into two very close by objects at
analysis level (duplication). To avoid double counting these objects, an overlap removal
procedure is applied. This procedure also deals with cases of two separate but close-by

objects (isolation) [93].

The ATLAS recommended removal procedure is applied using the standard approach
described in: [94]. Objects taken as input are pre-selected leptons and baseline photons
and jets. The cuts are summarized in Table 5.5 and are applied depending on the geo-

metrical proximity of objects define as AR, using the value of rapidity y of the objects:

AR = /() + (Ay)2.
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5.3.3 Baseline selection

The baseline event selection is meant to preselect signal-like events. It is used as input
to define the signal region and various control regions as well as to carry out various
studies of the selection efficiency. Selected W~ event candidates must contain at least
two baseline photons, exactly one baseline electron or one muon. The lepton and two
photons must be matched to the same type of physics object as identified by the trigger
system. Sufficient missing transverse energy should be present as well: Efs > 25 GeV.
Additional cuts are added to select events with a W boson and to veto events coming
from a Z boson decay. A b-jet veto is applied to reduce the background from ¢¢ decays.

The event level cuts defining the W+ baseline selection are summarized in Table 5.6

Physics objects:  Baseline selection Signal selection
Photon > 2 baseline 2 signal photons
Lepton exactly 1 baseline 1 signal lepton

Emiss > 25 GeV "
b-jets no requirement Np—jet = 0

W boson m¥ > 40 GeV "

Z veto: P < 30 GeV "

My ¢ [81,100] GeV
my,, & [81,100] GeV
my, ¢ [81,100] GeV
Overlap removal: AR, ., AR, jet, ARy, ARjer; <04 7

vy

Table 5.6: The Iy~ baseline and signal selections.

5.3.4 Signal region selection

The signal region (SR) is defined as the subset of the baseline selection which has the high-
est signal purity while keeping reasonable statistics. From the baseline selection described

in Table 5.6, cuts on the photons and leptons are tightened, requiring them to satisfy their
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respective signal object selections. If more than 2 baseline photons are present, the 2 high-
est pr photons are kept as signal photons. If an event contains both a signal electron and
a signal muon, the event is discarded. A b-jet veto is applied to reduce the contributions

from top quark backgrounds, as top quarks mostly decay as ¢t — bW.
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Chapter 6

Background estimation

Even after the strict signal selection, some background events will still end up in the sig-
nal region. In order to extract the number of signal events in the signal region, all sources
of background listed in Table 6.1 must be precisely estimated. While some can be simu-

lated, other are poorly modelled and must be estimated using data-driven techniques.

Three types of backgrounds are estimated using data-driven methods. First, hadronic jets
misidentified as photons are estimated using a 2D template fit method described in Sec-
tion 6.2. They constitute the largest source of background. Then hadronic jets can also
be misidentified as electrons or muons (referred to as fake leptons) and the estimation
of this source of background is described in Section 6.4. Finally the pile-up background,
where one or both photons come from separate hard scatters in the same bunch crossing

is estimated in Section 6.3.

Other backgrounds are estimated using Monte Carlo (MC) simulation and described in
Section 6.1. Note that two backgrounds have to be normalised using data control region
(CR)! as the uncertainty on their cross section is large: the processes involving top quarks
(tt, tty and tW+) which represent the second largest background, and the Z~ background

that consists mostly of leptons misidentified as photons.

!Control Regions and Validation Regions are regions of phase space defined in such a way as to contain
events with similar characteristics to the Signal Region but containing different events.
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Background Final state

How it can misidentified as signal

Jets Wy 4+
EF™ 4] + 97

Pile-up W (V)Y +Ypite—up

Z~y Iy

Zyy lyy

tt Wwlvbb (+7),

tt+ v ljjbb (+7),
733560 (+7)

tWey lvblvy, 57blvy

WW,WZ,27 iy, Wi, il

W (rv)yy lvvyy, vjjyy

WH(y7) lvyy

Fluctuations in jet shape and size can lead a jet to be
misidentified as an electron/muon or a photon result-
ing in an event signature similar to signal events. Sev-
eral final states are possible.

One reconstructed photon originates from a different
in-time proton-proton collision (pile-up).

One of the Z leptonic decay products is misiden-
tified as a photon. Various sources of object mis-
reconstruction lead to the presence of EMs,

One of the Z leptonic decay products is not recon-
structed of falls outside of the detector acceptance,
leading to Ess,

Jets can be misidentified as photons or leptons, and
electrons can be misidentified as photons. One or two
real photons can also be radiated from charged parti-
cles produced in this process.

Similar mechanisms at mimicking signal events as de-
scribed for the ¢t process.

Diboson processes can have leptons mis-
reconstructed as photons and some of the final
state particles can fall outside of the detector accep-
tance leading to sizeable values of FI**, and photons
can be radiated from charged particles in the event.

Tau leptons can decay leptonically and in that case the
event final state is almost identical to signal. In the
case of tau hadronic decay;, a jet can fake signal.

To be consistent with other electroweak analyses for
future combinations, the W H process where the Higgs
decays as two photons is treated as background. The
final state is identical to ¥~ signal.

Table 6.1: Summary of the different sources backgrounds that are considered in the anal-

ysis presented in this thesis. The final states are given as examples, some processes can

have additional final states that may occasionally mimic an event signature. The different

particles are noted as: [ either electron or neutrino, v any flavour of neutrino, j jets, b jet

originating from a b-quark decay, v photons and ¢ top quarks.
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6.1 Simulated backgrounds

The following backgrounds are estimated using MC simulations:

* Zbackgrounds:

- Z/y
- 2y

¢ Top backgrounds:

- it
- tX: tty and tWr

¢ W backgrounds:

- W(rv)yy
- WH(vy)
— diboson: WW,WZ,ZZ

The detailed list of all MC samples and their generators details is given in Appendix B.
The number of events estimated for each source of background is given in Table 6.2. Even
with a Z veto, the dominant simulated background comes from Z processes. The top
quark processes come second and finally the diboson, W (7v)yy and W H(v7) processes

represent the smallest source of background.

Normalisation

The normalisation of the simulated background distributions can be obtained in two dif-
ferent ways: using a theoretical calculation of the total fiducial cross-section of the process
or by normalising the simulated kinematic distributions to data in an appropriate control
region. Here, most background processes are normalised using the most accurate theoret-
ical cross-section predictions currently available, except for the top and Z+v backgrounds
which are normalised to data due to higher uncertainties on the processes cross-sections.
The normalisation of the top backgrounds is carried out using a likelihood fit described
later in Section 8.2.1. The Z~ background is normalised in a data control region by a

procedure described in Section 6.1.1.
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Figure 6.1: Distribution of leading pho- Table 6.2: Expected number of back-
ton pr for the different simulated back- ground events in the signal region from
grounds in the Signal Region. Both system- MC simulated processes. The statistical
atic (Chapter 7) and statistical uncertainties uncertainty on the estimated number of
are displayed. background events is also shown.
Truth matching

Background contributions coming from jets being misidentified as electrons/muons or
photons are separately estimated. In order to avoid double-counting, this kind of con-
tribution must be subtracted from the simulated background processes. This is done us-
ing truth level information in the MC: cuts are applied to discard simulated events with
jet(s) misidentified as photons or leptons. The resulting MC background distributions are
shown in Figure 6.1 and 6.2 and the number of events for each MC sample is summarised
in Table 6.2. Note that the top quark and Z~ background distributions are shown before

tinal re-normalisation using scale factors computed with data.
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Figure 6.2: Distribution of different kinematic variables for the different simulated back-
grounds in the signal region. Combined systematic (Chapter 7) and statistical uncertain-

ties are displayed.
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6.1.1 Z~ normalisation

The Z(— ete )y process constitutes an important background because one of the elec-
trons coming from the Z leptonic decay can be misidentified as a photon. This lepton
misidentification as a photon does not affect the muon channel. Although this fake back-
ground is better modelled than misidentified jets, its normalisation is corrected using data
by computing a Scale Factor (SF). The SF computation is not fully finalised yet and only

preliminary results are shown here.

Physics objects:  Z+ control region LOW  Z~ control region HIGH

Photon 2 signal photons "
Lepton 1 signal electron "
b-jets 0 0
[omiss < 25 GeV > 25 GeV
W boson my < 40 GeV myY > 40 GeV
Inverted Z veto: p}l” > 30 GeV "

Mg € [81,100] GeV
Mig1 S [81, 100] GeV
Mg € [81,100] GeV

Table 6.3: Control regions used to compute the Z+ scale factor.

At the time of writing, the SF is computed in two control regions, both defined by invert-
ing the Z veto cuts of the signal region, thereby corresponding to control regions with a
particularly enhanced number of Z events. The two control regions are then defined by
dividing them into a high control region with m}’ > 40 GeV and Ef* > 25 GeV and a
low control region where the m} and EMS cuts are inverted (see Table 6.3). The high
control region is used to compute the SF that will be used to normalize the Z~ simulated
distribution in the signal region. The low control region is used to compute the SF used to
validate this method in a validation region VR2, which is later introduced in Section 6.4,

see Table 6.7. In both cases, all other MC are subtracted from data in the Z~ control re-
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gions and the SF is computed as the ratio of remaining data over the Zy MC estimate.

The values of the scale factor derived from this method are shown in Figure 6.3. The
scale factors are not constant as a function of the leading photon pr and they are there-
fore binned. The error shown is statistical only. Such a high value for the scale factor is
not expected and was not observed in the earlier development stages of the method and

validation of the technique is ongoing.
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(a) Z~ SF for signal region (b) Z~ SF for CR2 region

Figure 6.3: Z~ scale factors computed in the High control region (left) and in the Low

control region (right)

Validation and comments

The validation of the SF approach to normalize the yield of the Zv simulated background
is carried out in the VR2 region by comparing the SF of the Z~ low control region to the
SF computed in the VR2 region. The SF is computed in VR2 by taking the ratio of data
minus all MC excepted Zv, divided by Zy MC. As shown in Figure 6.4, the scale factors
do not agree within statistical uncertainty and show a systematic offset. The SF shown
here have been computed with the MadGraph Z~ samples. A second set of samples using
the SHERPA generator have been tested as well but more discrepancies were observed.

Due to this poor agreement, another method is being developed with the aim of deriving a
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more robust estimate of the shape and yield of Z~ events mimicking signal events through

the mis-reconstruction of an electron as a photon.
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Figure 6.4: Validation of the SF in the VR2 validation region for the electron channel. In
VR2 the SF is taken as the ratio of data minus all MC excepted Z+, divided by Zv MC.

6.2 Fake photons from jets

The main background of this analysis comes from jets being misidentified as photons.
These misidentified jets will be referred to as j-fake photon or j-fakes. Hadrons can be
misidentified as photons when they deposit large amounts of energy in the electromag-
netic calorimeters and display no or mismatched tracks in the trackers. This rare process
can occur because on intrinsic fluctuations in the hadronic showers. In addition, neutral
hadrons such as the 7° and 7 can decay into real photons that are considered as back-
ground here [95]. Only a small fraction of jets lead to such misidentification problems
but because of the abundance of jets in proton-proton collisions, they constitute a large

background in this analysis.
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The fraction of j-fake photons cannot be estimated using MC simulations as the jet show-
ering in the electromagnetic calorimeter is not modelled well enough. In order to estimate
the amount of j-fakes passing the nominal signal selection, a data-driven method is used:
a 2D Template method described in Section 6.2.2. Background estimates obtained using
this method were cross checked using another data-driven approach: a 2x2D sideband
method detailed in Appendix D. Both methods rely on the difference in the isolation en-

ergy distribution between j-fake and prompt photons.

In this section, the general principle of the 2D Template fit method for one photon will be

tirst introduced. Then the method will be extended to our two photon case.

6.2.1 Method description for one photon

The template fit method is a data-driven technique that uses the differences between sig-
nal and background in a given observable distribution to estimate the amount of back-
ground in the signal region. To differentiate between prompt photon and j-fakes, the

photon calorimetric transverse isolation energy Ejg, is used:
Biyo = BS™% —0.022  pr (6.1)

where £ is the energy deposited in the calorimeters in a radius of AR = 0.4 around
the photon (with AR = /An? + A#?). The isolation energy of prompt photons is ex-
pected to be lower than for misidentified jets. Templates of the isolation energy distribu-
tions for j-fakes and for prompt photons are computed in control regions. The probability
density functions (pdf) templates are then added and fitted to the signal region and the
fraction of background events in the signal region is extracted from the fit. The imple-

mentation of the method requires the following three steps:
1. Finding control regions containing only (mostly) prompt or j-fake photons.

2. Finding and fitting appropriate functions to define prompt and j-fake photon pdf

templates in these control regions.
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3. Fitting the sum of the 2 probability density function templates to the data in the

signal region to extract the estimated fraction of background events.

1. Control regions definition:

All control regions are defined by the nominal signal event selection (see Sec. 5.3.4) minus
the photon isolation and identification (ID) cuts. The Tight photon isolation cut is not
applied in order to use the full range of the isolation energy distribution to define the pdf
templates. The ID cut is varied to select prompt or j-fake photons and the control regions

are defined as follows:

¢ The prompt photon template is taken from simulated W+ events since photon
showers are generally modelled well enough. Photons are required to pass the Tight
ID but no requirement is made on the photon isolation. The selected events must
pass all the rest of the nominal signal selection. Photons falling into this control

region are referred to as Tight photons (T)

¢ The j-fake photon template is taken from data in which the contribution from other
backgrounds has been first subtracted using all background simulated processes.
Photons are required to fail the Tight ID and pass the LoosePrime4 ID (defined in
Appendix C.4) but no requirement is made on the photon isolation. The selected
events must pass all the rest of the nominal signal selection. Photons falling into

this control region are referred to as LoosePrime photons (L").

Note that these control regions have been constructed to be orthogonal by design.

2. Template definition
Different types of mathematical functions were considered in order to achieve the best
possible fit to the data. The two functions retained are the double crystal ball [96] and

Bukin functions [97]. They are implemented using the RooFit framework [95]

¢ The Tight photons are fitted using a double sided crystal ball (CB) shape function. A

crystal ball function is a Gaussian convoluted with a power law tail and is defined
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as [96]:

(E—Ep)? E-E
exp (——55—) ,for === > —q
fon(E) = o 2 (6.2)
(#)" exp (<5 ol = 587 for 252 < —a

where £ is Gaussian mean, o its width, « a cut-off parameter and n the power of the
exponentially decaying tail. A double-sided CB is the addition of two CB functions
sharing the same mean and width. The CB template describing the prompt photon

isolation energy distribution is noted Fr.

¢ The LoosePrime photons are fitted with a Bukin function defined in ref [97] which is
the convolution of a Gaussian with two exponential tails. This template describing

the fake photon isolation energy distribution is noted F,
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Figure 6.5: Toy example to illustrate the 2D fit method for one photon. The dashed red

and green curves are the templates from control regions. They are then added and fitted

to the signal region (toy) data. The blue curve is the final fit to data.
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3. Fit to data
Once the pdf templates computed, their shape is fixed and they are added and fitted to
signal region data (minus photon isolation). This is illustrated in Figure 6.5 and the result

can be expressed as the sum of the pdfs (F) normalised by their respective yields (N):
NiotFtot = Npbp + Np Fry (6.3)

After the fit, the photon isolation cut must be applied to recover the exact signal region
definition used in the analysis. The different pdf templates contribute differently above
and below the photon isolation cut (Eis, < 2.45 GeV). To estimate the fraction of j-fakes
and prompt photons in the signal region, the raw yields are corrected by computing the
pdf integrals up to the isolation cut to scale them.

Integralppp

Ngp = NFAW « (6.4)

Int egr aJltotalﬁt

6.2.2 2D template fit

Having two photons in the event final state of interest makes the template fit method more
complex: leading and subleading photons display different isolation energy distributions
(see Figure 6.6) and potential correlation between the two photons has to be taken into
account. Two-dimensional pdf templates are therefore used.
The j-fake photon background is divided into three subcategories depending on which of
the photon(s) is (are) fake. Adding the signal photons, four 2D pdf templates are needed:
* [Epp: Both photons are tight (T)
* [Fpp: The leading photon is tight (T) and the subleading photon is LoosePrime (L")
* Fpp: The leading photon is LoosePrime (L") and the subleading photon is Tight (T)

* [/ Both photons are LoosePrime (L)

78



Wgg MC, CRgg, combined channels

@ 03
c L
> L
8 L
g 0251 +
2 E —+— Leading photon
[ = .
e 02 + —+4— Sub-leading photon
5 F
o C
0.15—
+ +
0.1 —+
C _l_-—x- -+
0.05[- -
E i iﬂh
O’w_t_._‘.r‘—:"x"!lxxxxlxxxxlxxﬁ“"‘ + R
0

Trhe enesas -
-15 -10 -5 0 5 10 15

il 5 il =
20 25 30
photon EIso [GeV]

Figure 6.6: Comparison of the isolation energy of the leading and subleading photons
obtained using simulated W~ signal events falling in the TT control region. The bottom

plot shows the ratio of the two distributions.

The background and signal content of the signal region can now be expressed as a func-

tion of the 2D templates (F) and the yields (N):
NiotFior = NprFrr + Nyp Frp + Npp Frp + Npp Frpy (6.5)

Correlation between photons

The 2D distributions for TT, TL, L'T and L'L" photons in MC photons obtained using
signal W+~ simulated events are shown in Figure 6.7. The distributions correlations have
been computed and are summarized in Table 6.4. For TT, TL" and L'T photons, the iso-
lation energy correlation between the two photons is below 10%. It is therefore neglected
when defining the corresponding 2D pdf templates. But for L'L” photons, the correlation

is 46% and cannot be neglected.

2D template definition
For the three uncorrelated photon categories TT, TL" and L'T, the 2D templates F;; are
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electron channel | muon channel | combined channels
TT 0.085 0.057 0.071
TL' -0.016 -0.0063 -0.016
L'T 0.084 0.025 0.084
L'y 0.512 0.427 0.463

Table 6.4: Correlation coefficients in the two-dimensional distribution of Ei, for leading
and subleading photons measured in simulated events for electron, muon and combined

channels.

Wgg_, combined, CRgg Wg_, combined, CRgj
Correlation = 0.071569 Correlation = -0.012668

Eeov 1

Wg_, combined, CRjg W_, combined, CRjj
Correlation = 0.055063 Correlation = 0.463192

849.799 10907 662.762
+859654 858503 | +57.941

13562
281211

25 30
Eso 11

15 20 25 30
Egov 1

Figure 6.7: Two-dimensional distributions of the photons isolation energies for the lead-
ing and sub-leading photons. Top left: TT photons in W+~ simulated events, top right:
TL’ photons in W~ simulated events, bottom left: L'T photons in W~ simulated events,

bottom right: L'L” photons in W+jets simulated events.

constructed from the product of the leading and subleading photon 1D templates:

Fij = Fl,i X Fg’j (66)
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where ¢, j correspond to the T or L” photon ID s and 1 (2) to the leading (subleading) pho-
ton. The T and L’ 1D templates are computed as described in Section 6.2.2 for the leading
and subleading photons: the T pdfs are a double-sided crystal ball shapes fitted to Tight
photons in signal MC and the L’ are Bukin functions fitted to LoosePrime photons in data.

The 1D templates obtained are shown in Figure 6.8
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Figure 6.8: One-dimensional pdf templates overlaid over their respective control region
data. Top: tight photons in signal simulated events, fitted using a double side crystal
ball function. Bottom: jets faking photons in data control regions, fitted using a Bukin

function.

Because of the correlation existing between leading and subleading photons, the Fy;, 2D
pdf template is computed using a kernel density estimation [99] which is a non parametric
method. The distribution is estimated by a superposition of Gaussian kernels, one for

each data point, each contributing 1/N to the total integral of the pdf, and the technique
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is implemented using the RooFit framework. The four 2D-templates obtained by the

convolution of 1D templates and with the kernel method are shown of Figure 6.9 This

allows to fully take into account the correlation in the 2D isolation energy distribution

while obtaining a smooth pdf and compensating for the low statistics. Equation 6.5 now

becomes:

NiotFyor = NerFyrFor + Nrp FyrFo o + NpoFy p For + Npp o (6.7)
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Figure 6.9: Two-dimensional templates: Frpp, Frrps, Frp are the convolution of 1D tem-

plates showed in Figure 6.8. The Fy,;, template is computed using RooFit kernel func-

tion [99].
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6.2.2.1 Signal leakage

The control regions used to extract the fake photon templates unavoidably contain some
real photons that didn’t pass the Tight photon identification cuts. The amount of real
photons in these control regions is not negligible and will distort the fake photon tem-
plates. This signal leakage must be estimated and corrected for. The template pdf Fj can
be decomposed as the sum of the jet faking photons template F; and of the real photon

template F, as follows:

Fp, = oF,;+(1—a;)F;; i€1,2

FL’L’ = (1 — Oé/l — CYIQ — Oéé)F}‘j + 05/1F7,1F}‘,2 + C(IQF}‘JF%Q + OégF,Y’lF%Q (68)

The a parameters are the signal leakage coefficients: oy (a2) are the fraction of real vy
events in the L"T" (T'L') samples and the coefficients o (a5, o) are the fraction of 5 (5v,77)
events in the L'L'. The leakage coefficients are computed using simulated event samples.
The W~ sample is used to compute a4, a2 and of and the W+ sample is used to compute
the o) and o coefficients. Truth matching is applied to make sure to select true v; or jvy
events.

The leakage coefficients are defined as:

L'T

o =
yy,MC
TL

w = et
yy,MC

o = el
v3,MC

0/2 = NLW ve Ny
Nj'y NLL
L'y

ay = Mo Noy (6.9)

TT L'y
NW%MC N

where N7 is the number of simulated events with photons in the i;j categorles passing

the XX 1Ds. The N %, counts are taken from the 1¥yy simulation, the N-3 %, and N;X 5,
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counts are taken from the W~ simulated samples. Truth matching is applied on the MC:
the reconstructed particle 1D (Tight or LoosePrime photon) must match the particle type
initially generated (photon or jet). Finally N** are the numbers of data events passing

the XX IDs.

The yields obtained by the fit and defined in Equations 6.7 can be re-expressed as a func-

tion of the corrected yields defined in Equation 6.9 as:

o o o
N — N.. — 3 Nii— —— [ N.. — 1 N
o i 1 —of —a)—of I 1—a1( w 1 —of —ah—of ”)
Qs o
- 1— a <Nj7_1_ Y, jj)
2 of —ah —ah
1 o
Nrp = N, — ! Njj
e 1—a1< Tl —a) —ahy— ”)
1 ol
Npyp = N, — 2 Ny
v 1—a2< Tl —af —ah—al ”)
1
NL/L/ = 7 /_ N]j (6-].0)

To solve this system of equations, the leakage coefficients can be rewritten as ; =

N
The values of these leakage coefficient are given in AppendixC.
L'T
b= e L
Yv,MC
g — Moo L
Vi N
Niive N
5=
Niyme N
By = Nype 1 (6.11)

TT v
N"/%MC N
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and the corrected yields can then be expressed as:

N _ NTT
R 1_51NL’T_/82NTL’_53NL’L’
Nrp/(1 — as(Nyy))

N = 1— BN
N, — Npr(l — a1 (N,,))
1 —pB{Npp
Njj = Npp(l—ai(Nj,) — ay(Nyy) — az(N,,)) (6.12)

6.2.3 Final estimate

Total estimate

The yields obtained for the different fake photon backgrounds and signal are shown in
Table 6.5. They are expressed both as a fraction and a number of events remaining in the
signal region after all other sources of background have been subtracted, excepted the
pile-up background. The numbers shown have been computed using the blinded dataset
in the signal region (half of the available Run 2 data). Data and simulated events have

been multiplied by a factor 2 to give an estimate of the total number of events expected.

The dominant fake photon background comes from events with a subleading fake pho-
ton, followed by events with a leading fake photon. Events where both photons are fake
are rather rare (4%). The number of real 1~y events shown here is used as an input to
compute the pile-up background described in Section 6.3. The estimated number of real
W+ signal events agrees within uncertainties with the sum of the Wy~ estimate coming
from signal MC simulation and pileup background estimate (both shown in Figure 8.3)).
The corresponding results of the 2D likelihood fit are shown in Figure 6.10. The projec-
tion of the 2D templates on the leading and subleading photons isolation energies show

a good agreement between the total fit with and the data.

Differential estimate
In order to compute the W~y differential cross-section as a function of the leading photon

pr, the j-fake photon estimate must be expressed as a function of leading photon trans-
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fraction Number of events
N,, | 057 £0.02 419.6 + 164
N,; | 024+0.01 179.1 £ 6.6
Nj, | 0.14+0.01 106.4 +5.3
N;; | 0.042 £ 0.001 31.3+0.7

Table 6.5: Scaled yields of fake and signal photons in the signal region. These yields are
computed using a fraction of the blinded data in the signal region. The error is statistical

only.
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Figure 6.10: 2D Likelihood fit projection (solid blue) and the contributions of the three
backgrounds and signal (dashed). Left: leading photon projection, right: subleading pho-

ton projection.

verse momentum (p}.). However the statistics in the data control regions are too low to
divide the dataset into more than three p)' bins and to compute the pdf templates for fake

photons.

Three bins are insufficient to fully characterize the shape of the differential cross-section
as function of leading photon pr in order to derive meaningful constraints on aQGC in the
future. Therefore, the differential estimate of the fake photon background is extrapolated
from the p}. distributions in the control regions. The p}' is computed and normalised in
each of the CRgg, CRgj, CRjg, CRjj and multiplied by the corresponding yields computed

with the full dataset. The results are shown in Figure 6.11.
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Detailed studies and the validation of this procedure are presented in Appendix C.1.
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Figure 6.11: Fake photon yields estimate in the signal region as function of leading photon

pr.

6.3 Pile-up background

During one LHC bunch crossing, several proton-proton collisions happen. The hard scat-

ter of interest is therefore overlaid with particles coming from other collisions. Most

of these pile-up particles are removed at the reconstruction level using track and ver-

tex information. But for photons, the event selection does not impose explicit require-

ments on the point of origin, as their direction is poorly measured. Hence events such
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as W~ + 7pile—up can be confused with W~y events. This small but non negligible back-
ground is referred to as the pile-up background. Note that out of time pile-up (events
coming from different bunch crossings) is negligible.

Although this background could be estimated from simulations, the simulated samples
used in this analysis yielded large uncertainties due to low statistics and high event
weights. A data-driven method — developed for the recent ATLAS Z~ measurement [100]
— is used instead. It is adapted to the two photon case by applying the method sepa-
rately to the leading and subleading photons. The variable used to differentiate pile-
up from hard scatter photons is their longitudinal separation from the primary vertex

Az = Zry T Zyertex-

The fraction of pile-up photons in the signal region is defined as:

Npuy + Npu jer

1
Nobs (6 3)

fru =

where Npy, is the number of real pile-up photons, and N, the number of observed
events in the signal region, with all other backgrounds removed. The background com-
ing from pile-up jets misidentified as photons (Npy j.¢) has been shown to be negligible
and only Npy, and N, need to be computed. These quantities are computed in a pile-
up enriched region defined as the signal region plus a cut on the longitudinal parameter
|Az| > 50 mm. Additionally, only converted photons with at least one silicon track and a
conversion radius of r < 400 mm are used. They are used since their longitudinal param-

eter resolution (|o,| < 2 mm) allows the accurate measurement of Az.

The quantity Npy,, is computed by subtracting the number of W+~ simulated events from
the number of data events in the pile-up enriched region. Both distributions are shown in
Figure 6.12 for leading and subleading photons. Finally N, must be scaled to match the
control region. The expected zyeex distribution is given by the LHC bunch shapes and it
is well modelled by a Gaussian distribution with mean 0 and width 35.5 £ 0.2 mm [100].

The expected distribution for Az,;._., is therefore the difference between two of these
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Gaussians: another Gaussian of width ~ ¢ = 50 mm. The pile-up fraction expected in the
region Az > 50 mm corresponds therefore to 32% of pile-up photons.

The pile-up fraction can now be computed with:

|Az|>50mm |Az|>50mm
data,>1Sitrack ~— *'MC,>1Sitrack
fru = (6.14)
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Figure 6.12: Longitudinal impact parameter for converted photons with at least one sil-
icon track and R..,, < 400 mm, in data and signal simulation, for leading photons (top)
and subleading photons (bottom), at low-pr (left) and high-pr (right). The simulations
(dotted blue) are scaled such that the integral in the range —2 < Az < 2 mm equals that of
data. The fraction of photons from pile-up is calculated with photons with |Az| > 50 mm

The results are shown in Table 6.6. The pile-up fraction was computed in two leading
photons bins. Only one category of photons has a pile-up fraction that differs from zero

in a statistically significant way: leading photons with p; < 50 GeV. This shows that the
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pr <50 GeV | pr > 50 GeV
Leading photon 0.10+£0.04 | 0.01£0.02
Subleading photon | 0.04 £0.05 | 0.02 £0.05

Table 6.6: Fraction of photons originating from pile-up interactions, split by lead-
ing/subleading and low /high-pr. The fraction only significantly differs from zero for

low-pr, leading photons.

only process contributing significantly to the pile-up background is when a W~ event
overlaps with a high energy single photon from pile-up.

At this point, the pile-up single photon can be real or fake. The fake case is already taken
into account in the fake photons background estimate as no requirements are made on the
photon origin. To give a pile-up estimate for real photons only, the fractions of Table 6.6
have to be multiplied by the real photon purity for pr < 50 GeV. This fraction was calcu-
lated using an ABCD method (see method description in Appendix D) in single photon
simulations and data events, and found to be 0.21 £ 0.01, with the uncertainty quoted

representing the statistical uncertainty.

The final differential estimate of the pile-up background is shown in Figure 6.13. It was
obtained by multiplying the initial pileup fraction and the photon purity with the num-
ber of signal events predicted by the 2D template fit method (Table 6.5). The error shown
is statistical. The pile-up background is more important for low pr photons which is ex-
pected as pile-up interactions have lower energy than the hard scatter. The total number
of events for the pile-up background is 37.9 events. This result was cross-checked using

simulation of the 1V~ process and agrees within statistical uncertainties.
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Figure 6.13: Differential estimate of the pile-up background in the signal region.

6.4 Fake leptons

The fake and non-prompt lepton backgrounds (commonly referred to as fake leptons here),
correspond to events where either a jet, a lepton from heavy flavour decays, or a con-
verted photon satisfies lepton identification criteria. Note that as previously mentioned,
lepton refers here to only electrons and muons. These processes are poorly modelled as
they depend strongly on the interaction of a particle with the detector materials and this
background is therefore estimated from data using the Fake Factor (FF) method. The esti-
mation is carried out using the Fake Background Tools developed by ATLAS [101].

6.4.1 Method description

The method relies on first measuring a prompt efficiency e, and a fake efficiency €, describ-
ing how likely real and fake leptons are to pass the signal lepton identification criteria.
To compute these efficiencies, two sets of leptons are required: tight leptons and baseline

leptons. Here tight leptons correspond to the signal leptons defined in Section 5.3.1.2 and
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baseline leptons are defined by dropping the o4 and isolation cuts used to define tight
leptons. All tight leptons therefore also pass the baseline selection and baseline leptons
that do not pass the tight criteria are called loose leptons. The prompt and fake efficien-

cies are measured in data, in a control region orthogonal to the signal region.

The relations between the number of real/fake leptons in the tight and loose samples can
be expressed as a function of the efficiencies:
NT €r €f NP

= (6.15)
NE -6 1—¢ NJ?

where N and N* are the numbers of tight and loose leptons, and N,” and N/ are the
numbers of prompt and fake leptons in the baseline sample. To solve this equation using

the Fake Factor (FF) method, both sides of eq. 6.15 are multiplied by a row vector:

(1, i >;(1,—F) (6.16)

_1—6f

where F' is called the fake factor. The equation to solve is now:
N — FN* = e NP +¢;NP — F(1 — ¢,)NF — ¢;N} (6.17)

The number of fake leptons in the tight sample can be expressed as N7 = N7 — NI. Note
that also by definition: N = ¢, NP and N* = (1—¢,) N, which leads to the much simpler
equation:

N{ =F(N* - N}) (6.18)

To compute the number of fake leptons in the tight regions, the fake factor F' will first
have to be determined from a control region. Note that it can be computed for the full
dataset but also bin by bin to obtain a differential estimate. The number of loose leptons
N* are measured in data and the number of real loose leptons N is estimated from truth

matched MC simulations as prompt leptons are well modelled.
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Poisson likelihood extension
Statistical variations affecting the computation of the number of fake lepton events pass-
ing signal selection N} can be mitigated with a Poisson likelihood extension of the fake
factor method. In this method, the computed values of N* and N} are treated as the
observed number of events n of a Poisson distribution P(y;, n) with ; the expected num-
ber of events. The likelihood function is defined as the product of Poisson distributions
varying the value yi1; = NJ or pg; = N -

L= H Py(NE NYYPy(NE N (6.19)
The inverse log likelihood is then minimised while requiring that N = F(N} — N],)
stays positive. The Maximum Likelihood Estimate (MLE) ]\prz and szi are used to com-
pute the final estimate of the number of fake lepton events N;.

This method is especially useful in cases of low statistics as it guaranties a positive esti-

mate of N/ and gives a more accurate estimation of the uncertainty.

6.4.2 Efficiency computation

To compute the fake efficiency F, a control region (CR) similar to the signal region (SR)
but enriched in fake leptons is defined. This is done with a tag-and-probe method [102]:
the CR events are selected when they are compatible with a well-known physics process,

for instance a Z boson decay, that produces two objects of the same type.

The CR is defined by selecting events with two same-flavour opposite sign baseline lep-
tons of invariant mass within £10% of the Z boson mass, and one opposite-flavour base-
line lepton. Events with additional baseline leptons are vetoed. A b-jet veto is applied
to be consistent with the SR. To reduce contributions from WZ events, cuts are applied
on missing transverse energy and on the W transverse mass: mzy < 40 GeV and EMis
< 40 GeV. Finally, truth matched diboson simulations are subtracted from data to account

for the remaining contribution from real WZ events.
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The same-flavour opposite sign leptons act as tags. They have to pass the tight lepton
selection and at least one of them has to trigger the lowest unprescaled single lepton
trigger. The opposite-flavour third lepton acts as the probe and is used to measure the

fake efficiency.
Nr
= 6.20
=N, (6.20)
The results are binned in lepton p; and 1 and shown in Figure 6.14. For electrons, the fake
efficiency varies from 0.6 at high pr and 1 down to about 0.1 at low pr and 7. For muons,
the efficiency varies from 0.4 to 0.1. These lower values are expected as muon identifica-

tion is expected to be more efficient thanks to the muon spectrometers (Section 3.2.3).
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Figure 6.14: Fake lepton efficiency estimates computed in a data control region for elec-
trons (left) and muons (right). The region of the calorimeter with limited sensitivity is

excluded for electrons.

6.4.3 Results

The total estimated number of events from the fake lepton backgrounds is of N = 2717
for the electron channel and N/** = 16™3 for the muon channel. Results are consis-
tent with the estimate derived from truth-matched simulations for a one bin estimate
(NJekeMC = 34 + 3 and NJ**M = 23 & 4). The discrepancy between the number of
estimated fake muons and electrons is expected: thanks to the Muon Spectrometer (MS),

muon reconstruction has lower fake rate and less jets are misidentified as muons.
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The differential distributions of the fake lepton backgrounds are shown in Figure 6.15.

The corresponding uncertainty is statistical only.
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Figure 6.15: Differential distribution of the fake electron background (left) and fake muon

background (right).
Physics objects: | VR2 Signal selection
Photon 2 signal photons | ”
Lepton 1 signal lepton | ”
Emiss < 25 GeV > 25 GeV
b-jets 0 "
W boson miY < 40 GeV my > 40
Z veto applied "
Overlap removal | applied "

Table 6.7: Definition of the VR2 validation region and comparison with the signal region

definition.

Result validation

The fake lepton estimate was validated in a dedicated validation region VR2 similar but
orthogonal to the signal region. It is defined by inverting the signal region FX and
mY cuts, and by loosening the lepton selection from tight to baseline. The full region

definition is given in Table 6.7.
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The sum of truth-matched simulated backgrounds and fake lepton estimate is compared
with data in VR2. Work is still on going for the validation and preliminary results are

shown in Table 6.8.

¢ In the electron channel, good agreement is observed between data and the sum of
the data-driven fake lepton background estimate plus truth-matched background
simulations for all other backgrounds. Note that however, the simulated back-
grounds include here the Z~ simulated events scaled by the scale factor described
in Section 6.1.1, a background estimate that will be further refined in the coming

weeks.

* In the muon channel work is in progress: the validation region is expected to have
a large signal content and looking at the data would violate ATLAS blinding policy.

Modifications to the VR2 region definition are being studied for the muon channel.

| Electron Channel | | Muon Channel |
Truth MC 286 + 20 Truth MC 80+£5
Fakes Estimate 377 Fakes Estimate 185
Data 322 £ 18 Data Work in progress

Table 6.8: Preliminary validation of the fake lepton background estimate in the VR2 vali-

dation region.
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Chapter 7

Systematic uncertainties

Systematic uncertainties are measurement errors that affect data or simulations and that
are not due to statistical fluctuations [103]. They are separated into three categories in this
thesis: uncertainties on data-driven backgrounds (Section 7.1), experimental uncertainties
(Section 7.2) and theoretical uncertainties affecting the MC simulations (Section 7.3). This
chapter describes which uncertainties are taken into account and how their values are es-
timated. The impact of all uncertainties combined on the final measurement is described

in Chapter 8.

An overview of the main uncertainties is shown in Figure 7.1. The differential cross-
section estimate main uncertainty comes from the data-driven j-fake photon background

estimation.

7.1 Data-driven backgrounds uncertainties

7.1.1 j-fake photon

Due to the complex nature of the j-fake photon background estimation method, the un-
certainties are split into two categories. First, uncertainties on the global yield, obtained
by using the full unbinned datasets are computed. The statistical uncertainty coming

from the limited statistics in all control regions, is propagated through all of the method
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Figure 7.1: Overview of the systematic uncertainties with the highest impact on the final
differential cross-section. The parameter @ is the Maximum Likelihood Estimate of the

corresponding uncertainty and 6 its initial value (see Chapter 8).

computational steps. The uncertainties on the extrapolation method, used to get the dif-

ferential distributions of the j-fake photon background, are computed separately.

j-fake photon yield statistical uncertainty:
The statistical uncertainty on the j-fake photon background yield takes into account the

limited data statistics in the different control regions: CRgg, CRgj, CRjg and CRjj. This
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Statistical uncertainty | Statistical uncertainty

as a percentage as a number of events
N,; 2% 12.8
N; 1% 7.9
Nj; 0.1% 0.2

Table 7.1: Statistical error on j-fake photons yields in the signal region.

statistical uncertainty is propagated through the 2D template method to obtain the final

uncertainty estimate on the three event yields N.;, NV,

Nj;. Error propagation is carried
out with the RooFit framework [98] using Gaussian constraints: when the templates are
initially computed, each function’s parameters are obtained with a central value 15, and
an error op;. When the 2D template fit is performed, each of the parameters are modelled
by a Gaussian distribution of mean (5, and an error oy, so that the fluctuation of each
parameter is constrained. Standard error propagation is used when correcting the yields
for signal leakage (Equation 6.12). The statistical error on the leakage coefficients is taken

into account as well. This uncertainty is displayed in Table 7.1 and used as an overall

systematic uncertainty for each of the fake photon sub-backgrounds vj, jy and jj.

j-fake photon yield systematic uncertainty:

The systematic error on the yield takes into account the imperfections in the method: the
small correlation between isolation and photon ID, and the dependence on the choice
of control regions. Alternate LoosePrime ID definition are used to define the alternate
control regions and the j-fake photon yields are computed for each of the ID variations:
LoosePrime2, LoosePrime3, LoosePrime4a and LoosePrime5 (defined in Appendix C.4).
The difference between the nominal yields and the alternative LoosePrime yields is shown
in Table 7.2. The largest variations for W~y (LoosePrime2 and LoosePrime5) are taken as
the overall systematic affecting the sum of all three fake photon sub-backgrounds vy, jv
and jj. This approach has been chosen over using variations on individual backgrounds

as systematic variations are correlated between sub-backgrounds.

j-fake photon background shape uncertainties:

Two uncertainties are defined for the extrapolation method. First the limited data statis-
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LoosePrime2 | LoosePrime3 | LoosePrime4a | LoosePrimeb
W, -4.92% -5.12% -3.60% 1.54%
W; 2.17% -0.80% -0.71% 0.48%
W; 1.18% 1.47% 1.69% 0.56%

Table 7.2: Difference between the yields of different LoosePrime ID working points and

the nominal 1D: LoosePrime4.

tics in the control regions used for shape extrapolation is taken into account, defining
a statistical uncertainty. It is defined bin by bin. Then, since the template method can
be computed in a maximum of three p}. bins, the difference between the binned yields
obtained by a binned likelihood fit and by a 3-bin extrapolation is used to define the un-
certainty. This uncertainty, originally defined in three p}' bins is then smoothed to 5 bin
(weighted average between bins). It is computed for the three j-fake sub-backgrounds in-

dividually as their shapes are different. The resulting variations are shown in Figure 7.2.

7.1.2 Other data-driven backgrounds

The two other data-driven backgrounds estimates in this analysis are the pile-up back-
ground (Section 6.3) and the fake leptons from jets background (Section 6.4). Both meth-
ods have statistically dominated uncertainties and beyond propagating this statistical un-
certainty through the estimate of the yields, no further systematic uncertainties are taken

into account.

For the fake lepton background, the potential effect of experimental uncertainties was
studied, following the method described in Section 7.2. The ranking of uncertainties
shown in Figure 7.3 clearly shows the dominance of the statistical uncertainty on that
background component. This justify the decision of only taking into account statistical
uncertainty in the fake lepton background estimate, potential effect from other experi-

mental uncertainties are taken as negligible.
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Figure 7.2: Shape systematic uncertainty for the three j-fake photon sub-backgrounds

7.2 Experimental uncertainties

Experimental uncertainties refer here to a long list of uncertainties including badly known
detector acceptances, resolutions, efficiencies, and calibrations. Their computation is har-
monised within the ATLAS collaboration to ensure the best results and consistency be-
tween analyses. The latest recommendations made by the ATLAS Combined Perfor-
mance group (CP) were followed in this study. This section gives an overview of the

procedures used to estimate these various uncertainties. The detailed list of all uncertain-

ties considered is given in Appendix E.
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Figure 7.3: Uncertainties on the total fake muon (left) and fake electron (right) back-
ground estimate. Statistical uncertainty clearly dominates other sources of uncertainty.

Details on the experimental uncertainties shown here are given in Appendix E.

Photon identification efficiency

The efficiency of the selection cuts on certain variables differ between data and simula-
tions. The simulated events are therefore corrected using scale factors so that they closely
resemble data and the uncertainty on these scale factors must be included as nuisance pa-
rameters. The scale factors for the Tight photon identification variable has been measured
by the ATLAS collaboration using three different methods [104]. Each method comes with
its own estimate of uncertainty, covering effects such as mismodeling in the simulation
used, or uncertainties of the methods themselves computed by varying fit ranges or se-
lection criteria. The total uncertainty on the combined ID scale factors ranges between
7% at low photon transverse energy to 0.5% at high transverse energy for unconverted

photons, and between 12%-1% for converted photons.
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Photon & electron isolation efficiency

Isolation energy quantifies the activity recorded in the vicinity of a photon or electron.
Its correct computation requires the calibration of calorimeter energy, the estimation of
energy leakage coming from the particle of interest (¢/7) and from pile-up. The scale
factor for electron isolation energy is small: the overall difference between data and sim-
ulation is of 1-5% The corresponding uncertainties on that scale factor range from about
5% at Er = 7 GeV to 0.5% towards high energies. For photons, the isolation efficiency
uncertainty is of 1% in the [25, 100] GeV range and goes up to 1-2% at higher energies.

Electron/photon energy scale and resolution
The simulation of electron/photon (EG) calorimeter energy deposits shows some differ-
ences with what is observed in data. This difference in scale and resolution is corrected

for in simulation and measured using Z — ee decays [104].

The uncertainty on the electron and photon energy scale calibration consists of 64 inde-
pendent nuisance parameters described in reference [105]. They account for calibration
uncertainties coming from the various steps used to compute the energy scale, includ-
ing calibration errors linked to the method used to extract the electron energy scale from
Z — ee decays, uncertainties on scintillator and electronics calibrations, internal calorime-

ter geometry or material effects.

The uncertainties on the electron/photon energy resolution are described by 9 indepen-
dent nuisance parameters. They quantify uncertainty on the resolution coming from
causes such as the resolution difference between data and simulated samples measured

in Z — ee events, test-beam analysis of EM calorimeter modules or material effects.

Integrated luminosity
The integrated luminosity is computed by combining the measurements of several detec-

tors as described in Section 3.3. The total uncertainty is of 1.7% for the full Run 2 [57]. The
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largest component comes from the van der Meer scans calibration transfer to the physics

regime (1.3 %), followed by uncertainties on the long-term stability (0.6 %).

Trigger efficiencies

The ratio between the measured trigger efficiency in simulated and real data is used to
correct simulations. Two methods can be used to compute the correction scale factor: a
tag and probe approach or a bootstrap method [61]. The uncertainty on that correction factor
will depend on the trigger and includes statistical uncertainties on the dataset used and
uncertainties on the computation method. Generally, these uncertainties are below 1%

for muons [106], of 0.1% for electrons [107], and of 0.5% for di-photons triggers.

7.3 Theoretical uncertainties

The MC simulations used to model the backgrounds and the signal processes have limited
accuracy. That is due to the several approximations made during the generation of events

which fall into three categories:

* The uncertainty coming from missing higher order terms in the cross-section com-
putation is accounted for by varying the renormalization and factorization scales by

a factor of two (scale variation).

* Several sets of parton density function (PDF) are compared to account for the exper-

imental and theoretical uncertainties on the PDF sets used (PDF variation).

¢ The error coming from the strong coupling constant value «g is computed by vary-

ing the value of a g used (alphaS variations).

Theoretical uncertainties have been computed for all simulated samples using a dedicated
library developed by the ATLAS Physics Modeling Group (PMG) [108], which follows the

PDF4LHC recommendations [109] for systematic uncertainties combination.

The different variations for all simulated samples are shown in Figure 7.5. The uncertainty

on the simulated W~y and W H(— 77) event yields is dominated by the scale variation.
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For estimating the total theoretical uncertainty on the W~ signal yields, the scale, PDF

and alphaS variations are taken into account separately.
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Figure 7.4: Theoretical uncertainties on the simulated signal process W+~ simulated with
SHERPA.

For the W(— 7v)vy simulated sample, the PDF and scale variations are of similar mag-
nitude and since the p; dependence of these uncertainties was negligible, an overall sys-
tematic is used for that background process. The different uncertainties are combined and
the total theoretical uncertainty of +26.8% —17.4% is used on the W (— 7v)~yy sample. The
diboson sample is treated in the same way and the overall total theoretical uncertainty on
the simulated diboson yields is of £9.2%

The uncertainty on the simulated Zv and Z~~ samples is dominated by the scale uncer-
tainty and show a p; dependence. The different uncertainties are combined into a total
theoretical uncertainty and the shape is taken into account for more precision. The un-
certainty on the predicted event yields varies from +[50 — 35]% —[40 — 35|% for Z~ and
+[30 — 20]% to —[25 — 15]% for the Z~~y sample. Finally, the theoretical uncertainties on
thett, tty and tW+ events yields are dominated be a scale uncertainty as well of 20%.

These backgrounds are normalized using a control region. To avoid double counting this
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theoretical uncertainty and the uncertainty on the cross-section, no theory uncertainty is

applied.
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Figure 7.5: Theoretical uncertainties on the simulated backgrounds and on the SHERPA

W signal sample (top left).
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Signal modelling uncertainty

The uncertainty on shower modelling for the simulated signal sample is estimated by
comparing the MadGraph and signal samples. It is taken as the difference between the
two simulated samples and varies from 1% to 10% depending on the leading photon pr.

The full SHERPA /Madgraph comparison plots are available in Appendix E.2
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Figure 7.6: Uncertainty in the photon shower modelling derived from a comparison be-

tween MadGraph and SHERPA simulated 1/ v+ signal events.
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Chapter 8

Results

At this point in the analysis, the event yield from different sources of background has
been estimated, as well as an uncertainty on these yields. The statistical significance of
the number of expected Wy~ signal events, and the corresponding measurement of the
process cross-section, can be calculated. The statistical methods used to extract the signal
are first presented in Section 8.1. Then the results of the likelihood fit used to compute

the expected statistical significance of the measurement are presented in Section 8.2.

8.1 Statistical method

The statistical methods used to extract the signal and evaluate its significance are intro-
duced in this section. More details on the statistical methods used can be found in ref-
erences [102] and [103]. The statistical procedures described here are implemented using

the TRExFitter framework [110] which is itself based on the HistFactory tool [111].

8.1.1 Signal strength extraction

The signal strength 1 is extracted from data using a binned extended likelihood. The
likelihood is defined here as the product of Poisson probability distributions (P(n|v) =
'ﬁe‘”) to observe n; events in bin ¢ while v = §5; + B, events are expected, with .S; the

number of expected signal events and B; the number of expected background events.
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The expected number of events per bin is obtained from the combination of simulated

and data-driven estimates.

Lpoisson(11,@,7,7) = [ P(n| nSi(@) + Bi(a, 7, 7)) (8.1)
1€NYim

This likelihood function depends on the signal strength 1 which is our Parameter Of In-
terest (POI) and on Nuisance Parameters (NPs) noted & = {a, ..., a0, }, Yy = {7, Y}, T =
{7, ..., 7}. The signal strength corresponds to the signal rate scaled with respect to the
Standard Model predicted value: p = . A background only model corresponds to
@ = 0and g = 1 corresponds to the Standard Model signal. The NPs a represent the
modelling and experimental uncertainties, they affect both the signal and background
estimates and have been introduced in Section 7. The statistical uncertainties due to the
limited size of simulated samples are noted as +y. Finally the background normalisations
parameters T will be treated separately as they will be allowed to float in the fit. They are

used to rescale some of the background components (tf and ¢ Xy in this analysis).

Nuisance parameters should be accounted for even though they are not of direct interest.
This is done by adding the appropriate constraint terms to the likelihood. The NPs a have
been estimated via auxiliary measurements but only their central value was obtained.
Not knowing their exact distribution, they are approximated with a Gaussian term of

mean 0 and variance 1 [103].

n

Lconstrain(a> = H Oél| O 1

=1 =1

3
~t\)

(8.2)

When multiplying the initial likelihood by this constraint term, the likelihood is penalised
by a factor that grows smaller as a diverges from its best fit value. Note that some un-
certainties, for instance the photon identification efficiency uncertainty, can be correlated
across the various types of background. Their effect is estimated over the sum of back-

grounds. Other NPs such as the theoretical modelling uncertainties are process depen-
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dent and estimated individually for each simulated sample.

The statistical uncertainties vy are accounted for in the likelihood by including one v NP
for each bin. They represent the statistical uncertainty on the sum of all backgrounds in
that bin. This time, the NP is modelled by a Poisson distribution P(b;| v;b;). Since the
expected number of events can be non-integer! , the usual factorial is replaced by the

Gamma function.

bmax bmax (’}/Z‘bi)bieiwbi
Lstat(’)/) = H P<bi| %bz‘) = H W (8-3)
i=0 i=0 v

with: T'(z) = /tx_le_tdt

The final expression for the likelihood function used is therefore:

bmax n bmax
Liwa,y.7) = || POl uSi(e,y) + Bilea, 7, 7)) [ [ Gleu 0,1) ] Plil i) (84)
i=0 i=1 =0

To simplify the notation, NPs are collectively referred to as § = {a,v, 7} in the remain-

ing of this section and the likelihood function of Equation 8.4 is then referred to as L(y, ).

To estimate the value of y from the observed data, a MLE is used. The estimates, noted
fi and @ are obtained by finding the global maximum of the likelihood function, or in

practice, the global minimum of the negative log-likelihood that is, when :

oW(L(we) . Oln(L(n.6)

5 - =0 (8.5)

This minimization step is carried out using the standard MINUIT tool [112]. Note that this
fitting procedure is first carried out in a dedicated control region in order to define the ¢t

and t X~ backgrounds scaling coefficients (see Section 8.2.1).

!Neither the data-driven techniques nor the simulated samples, which use event weights, yield integers
as expected number of background events.
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8.1.2 Significance estimation

The aim of this analysis is also to determine if the observed data is compatible with the
SM. This is inferred using an hypothesis test. Two hypotheses are compared: H, the null
hypothesis corresponding to the data coming from background processes only (u = 0)
and H, the alternative hypothesis corresponding to the data coming from background +
SM signal (¢ = 1). To differentiate between these two hypotheses, a profile likelihood

ratio is used as test-statistic: 2

L(l’, HQ)

i) (8.6)

gu(z) = —2In

=
5

From this quantity, the p-value and significance levels can be defined. The p-value quan-
tifies the probability to observe as many events as were found in data (or more), assuming
the null hypothesis to be true.

It is defined as:

Po = /Oo Q,L($|H0)d$ (87)

Tobs

The significance level Z or observed significance is often preferred in physics and expresses
the p-value in units of sigma (o). It is defined such that a Gaussian distributed variable

found Z standard deviations above its mean has an upper-tail probability equal to p:
Z =1 po) (8:8)

where @' is the quantile (inverse of the cumulative distribution) of the standard Gaus-

sian. A 5 o statistical significance corresponds to a p-value of p = 2.87 x 107".

Finally, it is interesting to compute the expected significance of an analysis, which corre-
sponds to its expected ability to separate the two hypotheses. It is defined as the signifi-
cance associated with the median number of expected events under the H; hypothesis. It

is computed by generating pseudo-data corresponding to the expected numbers of events

ZA test statistic ¢() is a variable constructed from data, used to test certain hypothesis and determine
their level of agreement with observation. They have their own probability density function (probability
density function (pdf) ¢(¢|H) and should yield a clear separation of the distributions of g(¢|H;) and g(¢|Hp).
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obtained from simulations and data-driven estimates for H, and H; hypotheses. Single-

sided significance is used here and it is represented graphically in Figure 8.1

x10°
1200 F background-only signal+background
- r experiments experiments
£ 1000 £
5 r cted significance:
2.5 800 | pvalue s 0,027
=2 o = signif. = 1.92¢
22 600 F
o C
,g 400
2 200 F
=3 3 .
0 C PP LT L PRI "y
0 5 10 15 20 25 30 35 40

number of events

Figure 8.1: Example of probability distribution functions of the number of events for the
Hyj (solid line) and H; (dashed line) hypotheses. The expected significance corresponds
to the integral of the shaded pdf [103].

8.2 Likelihood fit results

To avoid any human bias in the methods developed, the analysis is first blinded: the data
in the signal region is not looked at before finishing the analysis and only expected signif-
icance is computed. However, data in control regions orthogonal to the signal region can
be used. The global likelihood fit is therefore performed in control regions, validated in
validation regions. Unblinding the analysis can only be carried out once all aspects of the
analysis have been finalised and with the official approval of the ATLAS collaboration.
At the time of this thesis, the W~y analysis is still blinded.

The global likelihood fit is carried out also in order to normalise the t¢ and ¢X~ back-
grounds (Section 8.2.1) and to constrain the NP using a control region (Section 8.2.2). The
computation of the expected analysis significance also uses the expected yields from the

W~ simulated samples (8.2.3).
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8.2.1 Top quark background normalisation

In addition to the signal strength 1, the signal and background models contain one NP
which value is not known a priori and must be fitted to the data: the normalisation factor
of the top quark background. This background includes the tt, tWW~ & tt~y processes. Be-
cause of the uncertainty on these processes cross-sections, the MC samples are normalised
in a b-jet enriched control region “VR1high” and the normalisation is then validated in the

validation region "VR1low”. These two regions are defined as follow:

* VR1high is defined as the signal region with the b-jet veto cut inverted:

Nb—jets >0

e VR1low is defined as the signal region with the b-jet veto, EMS and Mz cuts in-

verted: ny,_jes > 0 and B < 25 GeV and Mry < 40 GeV

The fit performed to extract the top background normalisation factor using the TREx-
Fitter framework [110]. All other backgrounds in the control and validation regions are
estimated from simulated events since the amount of statistics in real data is too low to
use the data-driven methods described in Chapter 6. For this fit, the pile-up background
is estimated from the W+ simulated samples and the background from jets misidentified
as leptons, estimated from the v~ simulated samples. The jet faking photon background
is estimated using truth matched W+~ and Wjets simulated samples, scaled by a scale fac-
tor of 1 £ 0.37 computed in the signal region (details in Appendix C.2). The result of the
fit in the control and validation regions is shown in Figure 8.2. The normalization factor
obtained by the fit is:

SFiop = 0.65£0.10 (8.9)
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Figure 8.2: Distributions in the top quark control and validation regions before and after
performing the fit to extract an overal normalization scale factor SFi,, for the top quark

background.

8.2.2 Nuisance parameters

Nuisance parameters play a fundamental role in the fit that is carried out in the VR1high
control region. To visualise the information of the fit results and spot potential problems,

the pull of the various NPs are displayed. Pulls quantify the difference between the NP
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expected value and its fitted value and are defined as:

0 — 0,

pull(9) = 5

(8.10)

where 0 is the NP central value obtained from the maximum likelihood fit and 6, is the
input value. Ideally a pull should be close to zero and have an uncertainty of +1. A
non-zero pull or smaller uncertainty means the NP are constrained by the likelihood fit
and potentially implies a problem in the modelling of the various processes considered.
Here all the the NP pulls are within the expected range. The list of all pulls is shown in
Appendix E.

It is also interesting to measure the impact Ay of the various NPs. It corresponds to the
shift in signal strength between the nominal fit and the case where 0 is fixed to a 6y & 0y

value:

AE(0) = fgtoy — fo (8.11)

with ﬁgoige is the conditional MLE computed for 0 fixed but with all other NP allowed to
vary. The impact of the various systematic groups are shown in Table 8.1 for the differen-
tial estimate, and in Table 8.2 for the total cross-section. For the differential cross-section,
the dominant systematic uncertainty is due to the fake photon background estimation
and more precisely to the shape extrapolation procedure used to obtain the binned esti-
mate. For the total cross-section, this uncertainty is not present and the biggest impact
on the expected significance comes from the combined effect of photon uncertainties on

identification, isolation, reconstruction and trigger efficiencies.

8.2.3 Expected significance

The expected distributions for the signal and backgrounds are shown of Figure 8.3. Back-

grounds have been grouped into families:
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Total cross-section

Differential cross-section Source of uncertainty Impact [%]
Source of uncertainty Impact [%] Photon eff. 524
Fake photons 12.10 Fake photons 3.78
Statistical uncertainty 5.29 Theory 3.61
Photon eff. 4.82 Statistical uncertainty 2.96
Theory 3.59 Luminosity 2.80
Luminosity 2.69 ZgSF 2.23
NormFactors 2.24 Muon 1.41
Muon 1.41 Egamma res. & scale 1.07
Egamma res. & scale 0.87 Pile-up 0.82
Electron eff. 0.54 Electron eff. 0.55
Pile-up 0.35 NormFactors 0.45
Jets 0.27 Jets 0.21
Total uncertainty 13.96 Total uncertainty 9.13
Table 8.1: Impact of the different systemat- Table 8.2: Impact of the different sys-
ics groups for the differential estimate. The tematics groups for the total cross-
efficiency groups include uncertainties on section.

ID, isolation, reconstruction and trigger ef-

ticiencies for each particle type.

¢ Fake photons include the three subcategories of jets faking photons and leptons

faking photons.

Z Backgrounds include the Zv and Zv~.

Top backgrounds refer to ¢, tW+~ and tt+.

Fake leptons are jets misidentified as electrons or muons.

W Backgrounds regroup the W (rv)yy, WH(yv) and diboson (ZZ, ZW, WW) back-

grounds.

The dominant background come from the jets faking photons followed by the Z back-
ground. The uncertainty shown is the total uncertainty on the sum of all background

sources. It varies from 10% to 20% depending on the pr bin.

117



Q 4II||||I|IIII|I||I|I|II|IIII|IIII|IIII||||||IIII
& 10°F amas Work in Progjilis Wyy 4056
T C Vs=13TeV, 139" Fake photons 3149 O
| W(— Iv)yy, MC bkg Z backgrounds 1486
| signal region [ Top backgrounds 417

Post-Fit [ ] Fake leptons 40.9

10 I W backgrounds 278 3
pileup 379 7
Total 1017.3 7]

w
T T T TTTIT
| I

10?

“' “ Uncertainty

10

—_—

1.1

T

Data / Pred.

0.9
0.8

50 100 150 200 250 300 350 400 450 500

Figure 8.3: Backgrounds and expected signal in the signal region after the likelihood fit.

Finally, using the top quark background scale factor SFi,,, the expected significance can
then be computed both for a differential estimate and for a one bin estimate. Measuring
the differential cross-section is especially interesting to constrain potential aQGC in the
future, but it also increases the statistical uncertainty and significant systematic uncer-
tainties are added by the extrapolation method used to obtain the differential estimate of

the fake photon background. The expected significance measured is:

1bin:780¢ (8.12)
5bin:5.10 (8.13)
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Chapter 9

Summary and Outlook

The measurement of the pp — W~y process was presented in this thesis. At the time
of writing, the data is still blinded and the expected statistical significance of the total
cross-section measurement is of 7.8 o and of 5.1 ¢ for the differential cross-section mea-
surement. The main background for this measurement comes from jets misidentified as
photons which has been estimated from data using a 2D Template fit method. The other
backgrounds are estimated with a combination of data-driven techniques and simula-
tions. For the differential cross-section measurement, the main uncertainty comes from
the fake photon background estimate. More data would be required to get a reliable back-

ground estimate with a binned 2D-template method.

A few aspects of the analysis are still being investigated. The background coming from
electrons misidentified as photons is still being further studied and the corresponding sys-
tematic uncertainties have to be evaluated. The finalisation of that background estimate
will in turn allow for a more accurate validation of the fake lepton from jets background.
No major changes to the cross-section measurement and to its statistical significance are
expected as a consequence of that background estimate update. That is because the Z~
SF only requires tuning, which will neither change drastically the total number of back-

ground events estimated nor the total uncertainty on the cross-section measurement.
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Once all background estimations are finalised, the total and differential cross-section mea-
surements will have to be unfolded. Unfolding consists in determining the true cross-
section at the theoretical level from the measured cross-section. It requires computing
the ATLAS detector’s efficiency and acceptance corresponding to the selection criteria
used for the W~y measurement. The unfolding procedure is currently work in progress.
Once the unfolding procedure is finalised, approval from the ATLAS collaboration will
be granted to unblind the data and the W~ cross-section will be measured. The first ob-
servation of the process is expected considering the estimation of the expect statistical

significance.

On a longer timescale, the cross-section measurement for the W~ process will be in-
cluded in global EFT fits. Its sensitivity to dimension-8 operators describing anomalous
Quartic Gauge Coupling (aQGC) make it a valuable probe to constrain potential new
physics phenomena. Finally, the upcoming LHC Run 3 promises to double the com-
bined integrated luminosity recorded during the LHC Run 1 and Run 2. This increase
in statistics will yield a significant improvement in the precision of the W~ differential
measurement, especially by allowing a binned 2D Template fit estimation of the fake pho-
ton background and reducing the corresponding systematic uncertainty associated to that
background. This in turn will provide more stringent constraints on possible anomalous

quartic gauge couplings that would indicate the existence of new physical phenomena.
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Appendix A

Trigger List

Here is the detailed list of the trigger selection criteria used for this analysis. Note that for
the elctron channel control regions, several single electron triggers are combined as they
are seeded from different L1 triggers.
Signal region

* Muon:

- 2015-2018: HLT 2g10_loose_mu20

e Electron:

— 2015: HLT €20 lhmedium_2g10_loose
- 2016: HLT_e20_lhmedium nod0-2g10_loose
- 2017-2018: HLT e24 Ihmedium nod0-2g12 loose

Control region

e Muon:

— 2015: HLT _mu?20_loose_ L1MU15
— 2016-2018: muon:HLT mu26_ivarmedium

e FElectron:

— 2015:HLT _e24 lhmedium_L1EM20VH, e60_lhmedium, e120_lhloose
- 2016-2018: HLT _e26_lhtight nod0_ivarloose, e60_lhmedium nod0, e140_lhloose_nod0
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Appendix B

MC sample list

Sample Generator Cross-section
in [nb]
Wgg NLO
pp — W(—= ev)yy SHERPA 2.2.10 2.01 1073
p — W (— pv)yy SHERPA 2.2.10 2.01 1073
pp — W (= Tv)yy SHERPA 2.2.10 2.011073
pp — W(— ev)yy, m., € [0,80] GeV MADGRAPH5_aMC@NLO 1.49 10~*
pp — W(— ev)yy, mqy > 80 GeV MADGRAPH5_.aMC@NLO 7.15107°
pp — W (= pv)yy, myy € [0,80] GeV MADGRAPH5 aMC@NLO 1.49 104
pp — W(—= pv)yy, ma, > 80 GeV MADGRAPH5_.aMC@NLO 7.15107°
Wgg LO
pp — W(— ev)yy, pi€[9,17] GeV SHERPA 2.2.2  4.40 104
p— W(= ev)yy, py > 17GeV, m,, € [0,80] GeV SHERPA 2.2.2  7.15107°
pp — W(— ev)yy, pr >17GeV, m,, > 80 GeV SHERPA 2.2.2  3.79 1075
pp — W(= uw)yy, pi€[9,17] GeV SHERPA 2.2.2 4.401074
pp — W(= w)yy, pp>17GeV,m,, € [0,80] GeV SHERPA 2.22 7.15 1075
pp — W(= u)yy, pit>17GeV, m., > 80 GeV SHERPA 2.2.2 3.79107°
WHgg
pp — W(— ev)H(— v7) Powheg & Pythia8 5.40 10~*
pp — W(— puv)H(— v7) Powheg & Pythia8 8.62 10~*
Zgg NLO

138



pp — Z(— eTe ) yy

pp = Z(— 7t )y
pp — Z(— v)yy

Wg NLO

(

pp — Z(— mutmu~)yy
(=
(

pp — W(— ev)y
pp — W(— uv)y
pp — W(—= 1v)y

Zg NLO

pp — Z(— ete )y

pp = Z(= pp)y

pp— Z(—= 717 )y

pp — Z(— etTe™ )y HT0.125

pp — Z(— ete” )y HTGT125_MjjLT150
pp — Z(— ete )y HTGT125_MjjLT500
pp — Z(— ete™ )y HTIGT125_MjjGT150
ttbar

pp — tt, dileptonic, lepton+jets channels
pp — tt, fully hadronic channels
tXgamma

pp — tty, dileptonic, lepton+jets channels
pp — tW+, GamFromDec

pp — tW,

Diboson

pp — llvy

pp — Ulv

pp — Ul

Diphoton

PP — Y, Mayy < 50 GeV

€ [50,90] GeV
90, 175] GeV
[175,2000] GeV

PP — VY, My
PP — VY, Mayy €
PP — VY, Myy €
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SHERPA 2.2.10
SHERPA 2.2.10
SHERPA 2.2.10

SHERPA 2.2.10

SHERPA 2.2.10
SHERPA 2.2.10

SHERPA 2.2.10

SHERPA 2.2.10
SHERPA 2.2.10
SHERPA 2.2.10
MADGRAPH5_aMC@NLO
MADGRAPH5_aMC@NLO
MADGRAPH5_.aMC@NLO
MADGRAPH5_aMC@NLO

Powheg & Pythia8
Powheg & Pythia8

MadGraph & Pythia8
MadGraph & Pythia8
MadGraph & Pythia8

SHERPA 2.2.2
SHERPA 2.2.2

SHERPA 2.2.2

SHERPA 2.2.4
SHERPA 2.2.4
SHERPA 2.2.4

SHERPA 2.2.4

1.321073
1.321073
1.321073
2.371073

0.356
0.356
0.356

9.87 1072
9.87 1072
9.87 1072
2.09 1072
1.02 1072
1.021072
1.021072

0.397
0.333

4.62 1073
2.88 1074
1.2310°4

1.25 1072
4571073
1.251073

9.35 1072
0.139

5.18 1072
1.10 1072



PP — Y, May > 2000 GeV

W-jets

pp — W(— ev) + jets, b filter

pp — W (— ev) +jets, b veto, c filter
pp — W(— ev) + jets, c & b veto

pp — W(— uv) + jets, b filter

pp — W (— pv) + jets, b veto, c filter
pp — W(— uv) + jets, ¢ &b veto

pp — W(— Tv) + jets, b filter

pp — W(— Tv) + jets, b veto, c filter
pp = W(—= 1v) +jets, ¢ &b veto
Z-jets

pp — Z(ee) + jets, D filter

)
pp — Z(ee) + jets,
pp — Z(ee) + jets,

pp — Z(pp) + jets,

pp — Z(pp) + jets,

pp — Z(17) + jets,
pp — Z(77) + jets,
pp — Z(71T) + jets,

(
(
(
(
pp — Z(pp) + jets,
(
(
(
(

b veto, c filter
¢ &b veto

b filter

b veto, c filter
c &b veto

b filter

b veto, c filter

c &b veto

Table B.1: MC sample list
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SHERPA 2.2.4

SHERPA 2.2.10
SHERPA 2.2.10
SHERPA 2.2.10
SHERPA 2.2.10
SHERPA 2.2.10
SHERPA 2.2.10
SHERPA 2.2.10
SHERPA 2.2.10

SHERPA 2.2.10

SHERPA 2.2.10
SHERPA 2.2.10
SHERPA 2.2.10
SHERPA 2.2.10
SHERPA 2.2.10
SHERPA 2.2.10
SHERPA 2.2.10
SHERPA 2.2.10

SHERPA 2.2.10

7.0310°7

0.186
2.91
17.0
0.182
2.90
17.0
0.185
2.89
17.0

5.09 1072
0.267
1.79

4.98 1072
0.267
1.79

6.14 1073
3.231072
0.223



Appendix C

Fake photons - 2D template additional

studies

C.1 Differential estimate

The differential estimate of the jets faking photons is obtained by taking the appropriate
distribution shape in the control regions and scale it by the right yield using the result of
the template fit, computed with the full dataset. To validate the this extrapolation method,

cross checks have been carried out and it was observed that:

e The p}' distributions in the control regions agree with the truth matched MC sam-
ples. The comparison was made between: CRgj and the truth matched W~"sample,
CRjg and the truth matched W+77 sample, and CRjj and the truth matched W+jets?/
sample (see Fig C.1)

e The W~ and W+jets MC simulations are not used directly to extract the p}' shape
as their statistics are quite low once truth matching is applied. The p)' shape is
therefore taken form the different data control regions adding the photon tight iso-
lation requirement on both photons. Adding the tight isolation ensures that the
py- distributions from CR correspond well to the distribution of the corresponding

backgrounds in the signal region.

141



* The CR extrapolation agrees we a binned template estimation within statistical un-
certainties in the 3 bin case: The template fit was computed in each p}' bin and the
results are shown in Figure C.2. Note that the statistical error on the binned tem-
plate is slightly higher in the binned template than with the CR extrapolation and a
binned template could not be reliably computed for more than 3 bins because of the

limited statistics.

¢ The difference between the binned template and CR extrapolation (Figure C.2 is

taken as a systematic uncertainty on the final result.

CR extrapolation validation: CRgj CR extrapolation validation: CRjg
1 hdataCRgj 1 hdataCRjg
8 E Entries 1644 2 E Entries 851
S 0oF Mean 89.18 S 0oF Mean 90.14
8 N E Std Dev. 95.95 8 - E Std Dev. 99.73
2 0.8F 3 08F
2 07; —+— CRygj in data 2 07; —+— CRjgin data
g ' —+— gj truth matched MC in SR g ' —+— jg truth matched MC in SR
S 0.6 S 0.6
P4 E P4 E
0.5F 0.5[
0.4F 0.4F
03f 03F
0.2F 028 T !
0.1E 0.1
bt Lo b b b e b b b bty v b b e e b e b
14 14
1.2H 1.2
1 1
o8 0.8
Rl i N R I T N A R Bl b b b b b b i L
0.6, | | | | | | | | | 0.6 | | | | | | | |

A |
50 100 150 200 250 300 350 400 450 500 50 100 150 200 250 300 350 400 450 500
p_T [GeV] p_T [GeV]

CR extrapolation validation: CRjj

hdataCRj
Entries 196
Mean 88.77
Std Dev 1005

—+— CRjjin data
—+— jj truth matched MC in SR

Normalised counts

TTTT

o

Ol bov bovnn b b b b Lo L
100 150 200 250 300 350 400 450 500
p_T [GeV]

Figure C.1: Comparison of the p}. distributions in the different data control regions and
the corresponding truth matched MC simulations in the signal region. The good agree-
ment shows that the data CR distributions are a good estimate of the j-fake background

distribution in the signal region
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CR/Template comparaison: Fake background CR extrapolation / Binned template comparaison: CRgj

FICR_Bkd 1 hdataCRg)
£ Entries 2691 2 F Entries 644
S Mean 89.41 S ooF Mean 89.18
3 Std Dev 97.74 g 09 Std Dev 95.95
3 © 0.8F
2 —+— Fakes from CR extrapolation 2 E —+— CR shape extrapolation
E —+— Fakes from binned templates E TE —+— binned templates
5 S 0.6
z z E

0.5
0.4
0.3 l
1 E I
1 0.2 ;
0.1F
Y o D VAT
2 1.2
S R R L BT e Jom
08~ | —m— ™ S 08 & l 77777777777777777777777777777777
060 1y Ll b b b Lo o Lo 060 1u il b b bl o b Lo
100 150 200 250 300 350 400 450 500 50 100 150 200 250 300 350 400 450 500
p_T [GeV] p_T[GeV]
CR extrapolation / Binned template comparaison: CRjg CR extrapolation / Binned template comparaison: CRjj
4 hdataCRjg 4 hdataCRjj
£ F Entries 851 2 Entries 196
3 09F Mean 90.14 =1 Mean 88.77
8 7 Std Dev 99.73 8 Std Dev 100.5
3 08k . B _
k2l 07; —+— CR extrapolation 2 —+— CR extrapolation
g 'E —+— binned templates g —+— binned templates
S 0.6F] S
z E z E
0.5 05F
045 1 04f
03] :I: I 03F
02F } 02F = {
01 0.1E
OE b b e b b b e b b ol e b b b b b e i
1.4 4
1.2 2
1 1
0.8 0.8
LO2LC PN P S oo v e T T T T T T T 060 1l b b bl b b Lo
50

100 150 200 250 300 350 400 450 500 50 100 150 200 250 300 350 400 450 500
p_T [GeV] p_T [GeV]

Figure C.2: Comparison of the p} shape obtained with CR extrapolation (red) and binned
templates (blue) for the different j-fake photon backgrounds and their sum.

C.2 J-Fake photon estimate in VR1

The fake photon background must be estimated in the control regions used to normalise
the ¢t background. Unfortunately, the 2D template fit cannot be applied in the ¢ control
and validation regions "VR1high” and “VR1low” as the stats are too low and the fits do
not converge. In these two regions, jets faking photons are estimated using MC scaled
with the appropriate scale factor. The scale factor SFj.t.e is computed in the signal region
by using the data-driven fake estimate and truth matched MC. This is possible since it has
been shown that the control regions VR1high and VR1llow have a fake photon fraction

similar to the Signal Region fraction as shown in Figure C.3.
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NSR
S fake = NSRf& = 1.388 + 0.368 (C.1)

fakes, datadriven
Where the error is statistical only. Since the scale factor agrees with 1 within uncertainties,
the value used is 1 & 0.37. Figure C.3 shows that the fake photon fraction is similar in the

Signal Region and control regions VR1high and VR1low.
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Figure C.3: Comparison of true photon type in the tty (red), tW~ (blue) and ¢t (black)
samples. Top: Control region, middle : Validation region, bottom: Signal region. These
plots show that the tty (red) and tW+ distributions are in agreement and the photon truth

content is the same in the 3 regions for a given sample.
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C.3 Cross-check: systematic propagation for 2D fit

As shown in Chapter 7, the leading experimental uncertainties are the uncertainties on the
photon isolation efficiency and the photon identification efficiency. Since the 2D template
tit method relies both on the photon isolation and identification variable, a cross check
was carried out to see if the these uncertainties had to be propagated through the fit.
The 2D template fit estimate was run again using the up and down variations on photon
identification and isolation efficiency. The results are shown in Table C.1: the variation on
the yields is typically smaller than 1% and much below the statistical uncertainty on the

fit’s results. It was therefore decided not to propagate any uncertainties through the 2D

template fit.
Nominal (%) | isoup (%) | iso down (%) ID up (%) ID down (%)
N, 16990 £11.94 | 69.92 +11.77 | 69.89 £12.08 | 69.95 + 11.746 | 69.86 + 12.12
N,; | 1206 £5.86 | 11.99 £5.87 | 1215+594 | 1198 £587 | 1217 +£591
Nj, | 15627 +645 | 1532+6.24 | 1520 £6.51 1531 +6.25 | 15.22 +6.56
N;; | 2.74+0.20 2.75 +0.20 2.73 +0.20 2.75+0.20 2.73+0.20

Table C.1: Fake photon yields obtained for the up and down variations of the photon

identification and isolation efficiency.

C.4 PhotonID

The photon ID is computed using by imposing cuts on a combination of strip variables

and calorimeter variables defined as follows:
Calorimeter variables:

® Rpqq: ratio of Er deposited in the first layer of the EM calorimeter compared to the

enegery in the first layer of the hadronic calorimeter.

* R,: In the middle layer of the EM calorimeter: energy ratio in the 3 x 7(n x ¢)cells

to the 7 x 7 cells cluster.

146



* Ry: In the middle layer of the EM calorimeter: energy ratio in the 3 x 3(n x ¢)cells

to the 7 x 3 cells cluster.
* wy: Lateral width on the shower (EM middle layer)
Strip variable:

* w,3: the shower width for three strips around maximum strip, using the energy

weighted sum over the total energy contained in the three strips.

* Wy : the total lateral shower width determined with the energy weighted sum over

cells in a window corresponding to the cluster size.
* Fliq: the fraction of energy outside a core of 3 central strips, but within 7 strips.

e AFE: the difference between the energy of the strip with the second largest energy
deposited and the energy of the strip with the smallest energy deposit between the
two leading strips.

® E,aio : the ratio of the energy difference between the largest and second largest

energy deposits over the sum of these energies.

The LoosePrime ID working points are defined by allowing some of the strip variables to
fail as detailed in Table C.2. The nominal Loose prime working point used for the j-fake

estimation is LoosePrime4, the other LoosePrime IDs are used for systematics estimation.
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Tight

LoosePrime?2

LoosePrime3

LoosePrime4a

LoosePrime4

LoosePrime5

AFE
Eratio

SN N N N N RN

NN O N I NENENEN

AX X AX SN

SN IENPIENENENEN

I SN IENENENEN

X X X X X NSNS

Table C.2: Summary of the different photon ID definitions. The variable cuts marked

with v'must be passed while the ones marked with x can be failed. At least one of the

strip variables marked with x must be failed for each LoosePrime working point.
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Appendix D

Fake Photons - 2x2D sideband method

The 2x2D sideband method is a cut and count data-driven method used as a cross check

to validate the 2D template fit method (Sec. 6.2). It is used to estimate the background

coming from jets misidentified as photons. The method was first used by the 2011 dipho-

ton cross-section measurement [

Photon ID J

] and by the Run 1 W+ analysis [114].

C

LoosePrime4

A
Tight AC

AA

AD

AB

=

2.45 ETconed40 - 0.022 x pT [GeV]

Figure D.1: The eight regions used for the 2x2D sideband method. Region AA is the

signal region. The gap between regions is 3 GeV wide.
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D.1 Method description

The number of j-fake photons in the signal region — where photons are isolated (I) and
pass the photon Tight ID selection (T) — is extrapolated from the background in control
regions located in the sidebands of identification and isolation variables. Events used in
the 2x2D sideband method are data events passing the signal selection excepted for the
photon isolation cut and the ID selection. The ID selection is relaxed from Tight to include
both Tight (T) and LoosePrime4 (L) ID photons. The other backgrounds are estimated
from MC and subtracted from data before using the 2x2D sideband method.
NTITI

The number of events passing the signal selection N,,,”* can be decomposed depending

on the true nature of the reconstructed photons (either ~: real photons or j: jets).
TITI TITI TITI TITI TITI
Nige' ™ = Noy 70+ NG5+ Ny 0 4 N, (D.1)

Where N/"" is the number of signal events to estimate and "/ refers to a given photon
passing the Tight ID and isolation cuts. Here the two photon candidates are studied one
after the other. The method is first applied to the leading photon and no requirements are
made about the subleading photon. Then the method is applied to the subleading photon
and the leading photon is required to be of Tight ID and isolated.

D.2 Leading photon

For each photon, three control regions (CR) are defined and used to estimate the back-

ground in the signal region (SR) (see figure D.1). The regions are defined as follows:
A: Signal region: the leading photon is isolated (Z;,, < 2.45 GeV) and ID Tight
B: The leading photon is not isolated (Z;,, > 5.45+ GeV) and ID Tight

C: The leading photon is isolated (£;s, < 2.45 GeV) and the ID is LoosePrime4 & fails
Tight
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D: The leading photon is not isolated (E;,, > 5.45+ GeV) and the ID is LoosePrime4 &
fails Tight

Note that an energy gap between of 3 GeV is implemented between regions A & B and
C & D in order to reduce signal leakage. The four regions will each contain signal events
(sig) and background events (bkg). The signal is expected to dominate in the signal region
A and the background should be dominant in the control regions B, C and D. The number

of events in each region can be re-written as the sum of signal and background events:

Na = N59+ Ny (D.2)
Np = Ny¥ + Nos (D.3)
Ng = N9 4+ N2¥ (D.4)
Np = Np? + N2 (D.5)

If the number of signal events in regions B, C, D (signal leakage) was negligible and if
there was no correlation between the photon ID and isolation variables, the number of

signal events in region A would simply be:

N = = D.6

A Ngk;g ND ( )
Np.N,

N9 = Ny — Nb9 = Ny, - ZBC (D.7)
Np

In reality the signal leakage is not negligible and it must be computed and taken into

account. The different leakage coefficients are defined as:

sig
Ni

s1g
NA

(D.8)

C;, =

Where ¢ = B,C,D. The leakage coefficients are computed using truth-matched MC
events from the W~y sample. The number of background events in the different con-
trol regions can be re-written as:

N = N, — ;N5 (D.9)
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The correlation between the photon ID and isolation is also non-zero and must be taken

into account. The correlation factor R is defined as:

_ NaNp

R =
NpNp

(D.10)

For leading the leading photon, it is computed from the W+jet MC sample. Since this
sample contains few diphoton events, the event selection was relaxed to require only one
photon. Taking into account the signal leakage and correlation, the expression for the

number of signal events in the region A becomes:

s1g
NC — CCNA

Ny? =Ns— R |(Np — cpN}? . D.11
A A (Np —cp A)ND_CDNZW (D.11)
This equation can be solved and we get (the second solution is unphysical):

N N )

NSO — b+ b ac (D12)

2a

a = CgccR — ¢cp (D.13)

b= ND + CDNA - R(CcNB + CBNc) (D14)

¢ = RNpN¢c — NaNp (D.15)

D.3 Subleading photon

The same method is then applied to the subleading photon candidates. The events used
pass the selection described for the leading photon section + the additional requirement
that the leading photon must fall in region A. The regions for the subleading photon are

defined as follows:

AA: Signal region: leading photon is in region A, the subleading photon is isolated
(Eiso < 2.45 GeV) and ID Tight

AB: The leading photon is in region A, the subleading photon is not isolated (E;s, >
5.45+ GeV) and ID Tight
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AC: Theleading photonisinregion A, the subleading photon is isolated (£;5, < 2.45 GeV)
and the ID is LoosePrime4 & fails Tight

AD: The leading photon is in region A, the subleading photon is not isolated (Z;,, >
5.454+ GeV) and the ID is LoosePrime4 & fails Tight

The equation for the number of signal events in the signal region is as follows and can be

solved in the exact same way as Equation D.11.

sig
Nac — CC2NAA

N3 = Naa — Ry |(Nap — cgaN39) (D.16)

Nap — cpaN34
Where the leakage coefficients c;, and the correlation coefficient R, are defined as follows:

Nsig
Cig = — (D.17)
N5
AA
_ NgaNap
NapNap

Ry (D.18)

Where ¢ = B, C, D. The leakage coefficients are computed using the same truth-matched

W~y MC sample but the correlation coefficient is computed from the inclusive W~y sam-

ple.

D.4 Yield extraction

The number of signal events N5 and N34 obtained from equations D.11 and D.16 are

linked to the yields as follows:

N3¢ = NIT+ NI (D.19)
N9 = N4 NI (D.20)
NY§ = NIITT o NI (D.21)
Nig = NOTT 4 N (D.22)

(D.23)
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Where NI are the yields for the true xx type to have the leading photon being Tight
and Isolated and NL/77 are the yields for the true xx type to have both the leading and
subleading photon being Tight and Isolated .

Efficiencies:
The efficiency € of our selection is the probability of having the (real) leading photon

passing the signal selection. It is given by:

Nsig 1
€= st st 4 st sig (D24)
N+ N9+ N+ Nj? 1+eg+cec+cep
Similaraly, the efficiency e, for the subleading photon is given by:
N3 1
€ AA (D.25)

B sz;g + fog + Nj%’ + NZ% " 14 cpa 4 coa + cpo

Fake rate:

The probability of a leading jet passing our selection and faking a photon is the fake rate

f given by:
kag N _ Nsig N _ Nsig
f= ?kg =~ Iilsig - : : 1 p7sig (D.26)
Ny Niot = Ngt  Na+ N+ N¢+ Np — <Ny
For the subleading jet, the fake rate f; is:
f= ’2{; _ a4 —da (D.27)
Now equations D.19 can be re-expressed using the efficiencies and fake rates as:
Nsig _ lWTITI inITI D.28
A_€277+f27j (D.28)
bk st 1 1
N9 = Ny—N3¥ = gwf;m + EWJ.T;TI (D.29)
NY§ = W wlr (D.30)
N = Naa— N3 =wlm 4wl (D.31)
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To solve this system of equations and compute the yields, an additionnal constraint is
needed as N3? depends on the fake rate. The chosen parameter is the fraction of jvy
events over the number of jv + ~vj events:

TITI
Wi

_ (D.32)
WITTT { yyTITT

«

The parameter « is measured in W, +jets MC using truth matching. The system of equa-

tions D.28 can now be solved as follows:

TITI 62(af2ijig + (o — 1)folf1)
W,W = (0T ok (D.33)

(a— 1) fo(e2N3? — N34

WIITI D.34
v (Oé — 1)62 -+ Oéfg ( )
TITI afz(NZfo - EZNZig)

. D.

W (a—=1)ea +afs (D35

W]’:I]?ITI f2(0€€2f2NA + (Oé - 1)€%(NA B ijlg) - Oészjlz;Z) (D36)

62((0( — 1)62 + OéfQ)

D.5 Results

Results presented here are computed are in good agreement with the 2D template fit

estimate of the fake photons fron jets. The errors are statistical only.

cg | 0.146 £ 0.024
co | 0.044 £0.013
cp | 0.011 £ 0.006
cpe | 0.173 £ 0.032
ceo | 0.087 £ 0.022
cp2 | 0.020 £0.010
R | 1.103 £ 0.461
Ry | 1.225 +£0.301
o) 0.52 £0.05

Table D.1: Signal leakage parameters (c;), correlation coefficients & and R, and fraction

of vj/jv events a. The errors are statistical only.
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Number of events | percentage
Ny, 269.27535 67.7% 351
Ny, 554741 13.9% 1155
Nyy 5997480 15.1% 135
Ny 13.25957 33%1@:3%

Table D.2: Fake photon and signal yields expected in the signal region. The errors are

statistical only. The agreement with the Template method is very good.

D.6 Statistical uncertainty computation

The uncertainty on the yields presented in table D.2 have been computed using toy sim-
ulations. Random generators were used to generate the number of events NV, falling into
the 8 control regions A to D and AA to AD for data, W~~y, W~ and W+jets MC. The N;
distributions where approxmated by a gaussian and for each sample, the gaussian pa-
rameters are taken to be the observed IN; as mean and the statistical error as width. For
each set of N; generated, the yields and intermediate coefficients are computed. The final
yields distributions hence obtained are used to estimate the statistical error: error on the

yield is taken as the width at half maximum of the distributions. Note that:

¢ The analytically computed yields agree very well with the maximum of the toy

distributions.

* The distributions beeing asymetric, the upper and lower errors are computed sepa-

rately.
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Figure D.2: Toy distributions used to estimate the statistical uncertainty on the final 2x2D
sideband yields. The central vertical lines mark the analytical values computed from

observation, the external lines mark the width at half maximum.
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Appendix E

Systematic uncertainties

The relative values of all the instrumental and theoretical uncertainties are given in Fig-
ures E.2 to E.7 for the signal region, control region VR1high and validation region VR1low.

Figure E.1 shows the pull of the main systematics.
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LI T T T T Scale Theory uncertainty Wgg
Modelling theory uncertainty Wgg
Total Theory uncertainty diboson
Total Theory uncertainty Zgg

Total Theory uncertainty Wtaugg

PDF Theory uncertainty Wgg

Pileup systematic uncertainty

Pileup luminosity uncertainty

j-fake photon SF error

Photon Trigger eff.

Photon isolation eff.

Photon identification eff.

Muon scale

Muon MS track

Muon ID track

Muon trigger eff. syst.

Muon trigger eff. stat

Muon reconstruction eff. syst.
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Electron reconstruction eff.

Electron isolation eff.

Electron identification eff.

Jet JVT eff.
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Jet flavour response
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Figure E.1: No significant pull from any of the systematics has been observed.
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TRy, W 7 T X7 [ Fake cloctrons | Fake muons Whoson Wi W Dilcup
Fake photon yield stat CRgy 02T 70028 070 T/ 770 070 T70 70 770 070 070 070 070
Fake photon yield sys 0,059 / -0.026 70 0/0 0/0 070 0/0 70 0/0 070 0/0 /0 0/0
Fake photon shape sys CRg 0.145 /0145 0/0 0/0 0/0 070 0/0 0/0 0/0 070 0/0 070 0/0
shape FakePhotonShapeStat_gj SignalRegion_bin 0 /0 070 0/0 0/0 0 0/0 0/0 / 070 / 070 0/0
shape_FakePhotonShapeStat_gj SignalRegior 0/0 0/0 0/0 0/0 070 0/0 0/0 0/0 070 0/0 070 0/0
shape_FakePhotonShapeStat.gj SignalRegion 070 070 0/ 0/0 070 0/0 0/0 0/0 070 0/0 070 0/0
shape_FakePhotonShapeStat_gj SignalRegior 0/0 0/0 0/0 0/0 070 0/ 0/0 0/0 070 0/0 070 0/0
shape_FakePhotonShapeStat g SignalRegion /0 70 7 0/ 070 70 7 /0 070 /0 /0 0/0
Fake photon yield stat CRig 0/0 070 0/0 0/0 070 0/0 0/0 0/0 070 0/0 0/o 0/0
‘ake photon shape sys CRig 0/0 070 0/0 0/0 070 0/0 0/0 0/0 070 0/0 070 0/0
shape_FakePhotonShapeStat jg_SignalRegion bin 0 | 0 /0 070 0/0 0/0 070 0/0 0/0 0/0 0/0 0/0 070 0/0
shape_FakePhotonShapeStat_jg SignalRegion bin 1 [ 0 /0 070 0/0 0/0 070 0/0 0/0 0/0 070 0/0 070 0/0
shape_FakePhotonShapeStat g SignalRegion bin-2 | 0/0 0/0 070 0/0 070 0/0 0/0 0/0 070 0/0 0/o 0/0
shape_FakePhotonShapeStat_je SignalRegion bin 3 | 0/ 0 0/o 0/0 0/ 070 0/0 0/0 0/0 070 0/0 070 0/0
shape_FakePhotonShapeStat g SignalRegion bin-d | 0/0 070 0/0 0/0 070 070 0/0 0/0 070 070 070 0/0
Fake photon yield stat CRj 0/0 0/0 0/0 0/0 070 0/0 0/0 0/0 070 0/0 070 0/0
Fake photon shape sys CRjj 0/0 070 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 070 0/0
shape_ FakePhotonShapeStat_jj SignalRegion_bin_0 0/0 070 0/0 0/0 070 0/0 0/0 0/0 070 0/0 070 0/0
shape_FukePhotonShapeStat_j SignalRegion_bin_| 0/0 0/0 0/0 0/0 070 0/0 0/0 0/0 070 0/0 070 0/0
shape_FakePhotonShapeStat_jj SignalRegion_bin 2 0/0 070 0/0 0/0 070 0/0 0/0 0/0 070 0/0 070 0/0
shape_FukePhotonShapeStat_j SignalRegion bin3 | 0 /0 070 0/0 0/0 070 0/0 0/0 0/0 070 0/0 070 0/0
shape_FakePhotonShapeStat.j SignalRegion_bin_4 0/0 0/0 70 0/0 070 70 0/0 0/0 070 70 / 0/0
minosity 0/o 0.017 /0017 0017 / 0017 0.017 / 0,017 0017 / -0.017 0.017 / 0.017 0/0 0/0 0017 / 0017 0.017 / 0,017 0.017 /0017 0/0
PDF Theory uncert, 0/0 197608 / 1.97¢-08 0/0 0/0 070 0/0 0/0 0/0 070 0/0 0/0 0/0
Seale Thoory wertinty Wes /0 197608 / 1.97¢-08 0/0 0/0 070 0/0 0/0 0/0 070 0/0 070 /
heory uncertainty Weg 0/0 L9708 / 197008 0/0 0/0 070 0/0 0/0 0/0 070 0/0 070 0/0
\ludvllmg theory uncertainty Wag /0 5.68¢-08 / 5.68¢-08 0/0 0/0 070 0/0 0/0 0/0 070 0/0 070 0/0
lectron identification cf 0/0 0.0030 /00039 | 0.00625 / -0.00625 0/0 070 0/0 0/0 0/0 070 0/0 070 0/0
" Blectron isoltion eff, 070 0.000595 / -0.000505 | 0.00105 / -0.00105 0/0 070 0/0 70 /0 070 070 0/0
Electron reconstruction cff. 0/0 0.000743 / 0.000743 | 0.00119 / 0.0019 0/0 070 0/0 0/0 0/0 070 0/0 070 0/0
Electron Trigger ff 070 197008 / 197608 | 5.21e-09 / 5.21c-09 70 i 0/0 0/0 0/0 i 0/0
Photon identification eff. 0/0 00248 /00248 | 00257 /00557 | 00277 /-00277 | 00247 /00247 | 0.0274 [ -0.007 0/0 0/0 00262 /00262 | 0.0234 /00234 0.0173 /00173 0/0
ton isolation ef, 70 0.0247 /00247 | 0.0292 /00292 | 00262 /00262 0.0263 /00263 | 0.0284 / -0.0284 0/0 / 0.0274 /00274 | 00238 /00238 | 00203 /00203 0/0
Photon Trigger off 0/0 000635 /-0.006% | GO0OTST/-0OTST | 00066 /00066 | 00063 / 000663 | D00 /Dot 0/ 070 | 00058 /-0.00588 | 00038 / 0.0058 | 000771 /-0.00771 0/0
Muon isolation f, stat 070 0.000568 / -0.000568 274005 | 0.000522 / -0.000522 | 0.000564 / -0.000564 | 0.000612 / -0.000612 | 0/ 0 070 | 0.000367 / -0.000368 | 0.000334 / -0.000334 | 0.000591 / -0.000591 0/0
Muon isolation eff. syst. 0/0 0.00365 / -0.00365 | 0. 00022/ 70000622 | 0.00359 /000350 | 0.00301 /000301 | 0.00335 / 000335 0/0 070 | 000322/-0.00322 | 0.0051 /00051 | 0.00301 /-0.00301 0/0
Muon reconstruction cff. stat /0 23 ) 0.00025 | 222005 / 221005 | 0000218 / 0.000218 | 0.000285 /0000235 | 0000191 / 0000191 7 / 0000144 0000141 | 00012 /0000152 | 0 700004 | 070
Muon reconstruction eff. low-pT stat 0/0 197008 / 107008 | 521609/ 52100 | -1196-10 / -1.196-10 | 2.010-08'/ 291608 | -2.07-08 '/ -2.07e-08 0/0 0/0 |- 162608 08 / -3.87c-08 | 9.406-09'/ 9.40¢-09 0/0
Muon reconstruction cff. syst. 070 0.00097 /000097 | 80905 /80505 |  0.0012/-00012 | 0.00095 /0.00095 | 0.000850 /-0.000859 | 0/ 0 070 | oot / 0000711 Uulmbbl / 0000667 | 0000983 / 0000983 | 070
Muon reconstruction eff. low-pT syst. 0/0 L9708 / 197008 | 5.216-09'/ 52160 | 119610/ -1196-10 | 291608/ 201008 | 2.07e-08 / 207 0/0 070 | -162008 /162608 | -3 BTe-08 | 94909 / 9.49¢-09 0/0
L 070 0.000135 / -0.000135 | 1.04e-05 / -1.04e-05 | 0.000135 / -0.000135 | 0.000137 / -0.000137 | 0.000128 /-0.000128 | 0 /0 D70 | Sies / Rdieds | sie0s /88405 | 0.000143 /0000143 | 0/0
Muon TTVA eff. 0/0 0000175 / 0.000175 | 828006 / -8.27-06 | 0.000172 / -0.000172 | 0.000171 / -0.000171 | 0.000176 / -0.000176 | 0/ 0 070 | 0000101/ 0.000101 | 5 58305 | 0000177 /0000177 | 0/0
Mo trgacs e, 2 0/0 57/ 0.00157 | 0.000125 / -0.000125 00015 | 0.00152 /000152 | 0.0015 / -0.0015 0/0 070 | 0000999 / 9 nmmy, 0.00165 0156 / -0.00156 0/0
Muon trigger eff. syst. 0/0 0.0107 /-0.0107 | 0000701 /-0.000701 | 0.00963 /-0.00963 | 00117 /-00117 | 0.0107 / -0.0107 0/0 070 | 000631/-0.00631 | 0.00925 /000025 | 00109 /00109 0/0
Jet VT eff, 0/0 0000478 / 0.000478 | 0.00034 / 0.00034 | -0.00724 / 0.00724 | -0.00191 / 0.00191 | -0.00199 / 0.00199 0/0 070 | 000172000172 | 0.0016 /-0.0016 | -0000303 / 0.000303 | 0 /0
Flavonr Tagging ff. B0 0/0 197008 / 197008 | 521000/ 521000 119610 | 29108 / 291608 0/0 070 | 162008 / -1.626-08 | -3.87e-08 / 387e-08 | 9.49¢-09 / 9.49¢-09 0/0
Flavour Tagging eff, BI 0/0 197008 / 197 52109 / 5.21e-09 119610 | 291608 / 291608 0/0 070 |-16008 /162006 | 357e06 ] 387o08 | D4l / ddield 0/0
Flavour Tagging off. B2 0/o LOTe08 / L9Te08 | 521600/ 521009 | - L1910 | 291608 / 291608 0/0 070 | -162008 / 162608 9.496-09 / 9.49¢-09 0/0
Flavour Tagging eff. B3 0/0 197608 / 197608 | 52109 / 5.21¢:00 | -1196-10 / -1196-10 | 2.910-08 / 291608 0/0 070 | 162008 / 162608 9.496-09 / 9.49¢-09 0/0
Flavour Tagging off. B1 0/o L9008 / 107008 | 5216-00 / 5.216-00 | -1196-10 / -119-10 | 2.016-08 / 291e-08 0/0 070 | -L62008 / 162608 9.496-09 / 9.49¢-09 0/0
Flavour Tagging of. B5 0/0 197608 / 19708 | 521609 / 521600 | -1196-10 / -1.196-10 | 2.910-08 / 2.91e-08 0/0 070 | 162008 / -162e-08 9.496-09 / 9.49¢-09 0/0
Flavour Tagging eff. B6 070 197608 / 197608 | 52109 / 521¢:00 | -119e-10 / -1196-10 | 2.91e-08 / 2.916-08 0/0 070 | -L62008 / 162608 9.496-09 / 9.49¢-09 0/0
Flavonr Tosging of. B7 0/0 197608 / 197608 | 521609 / 521600 | -1196-10 / -1.196-10 | 2.910-08 / 2.91e-08 0/0 070 | 162008 / -162e-08 9.496-09 / 9.49¢-09 0/0
Flavour Tagging eff. BS /0 19708 / 197608 | 52109 / 521600 | -119e-10 / -119e-10 | 2.91e-08 / 2.91e-08 E 0/0 070 | -162008 / 162608 9.496-09 / 9.49¢-09 /
Flavour Tagging off. C0 0/0 L7008 / 197008 | 521600 /521000 | -LiGe1D /L1010 | 2510087291008 |-207008 /207008 0/0 070 | 162008 / -162e-08 9.496-09 / 9.49¢-09 0/0
Flavour Tagging cff. C1 /o 197608 / 197608 | 52109 / 521600 | -119e-10 / -1196-10 | 2.91-08 / 2.91¢-08 Te-08 / -2.07e-08 0/0 070 | -L62008 / 162608 9.496-09 / 9.49¢-09 0/0
Flavour Tagging eff. C2 0/0 197608 / 197008 | 521609 / 5.21¢-09 | -1196-10 / -1.196-10 | 2.910-08 / 2.91e-08 rie 08 / 207008 0/0 070 | 162008 / -1.626-08 | -3.87e-08 / 9.496-09 / 9.49¢-09 0/0
Flavour Tagging cff. C3 070 197608 / 197608 | 52109 / 521000 | -119e-10 / -1196-10 | 291008 / 291608 70 70| 162008 / 162608 | -387e-08 / 38Te-08 | 9.49¢:09 / 9.49e-09 0/0
Flavour Tagging cff. Light0 0/0 197008 / 197008 | 521609/ 5.21¢:00 | -1196-10 / -1.196-10 | 2.910-08 / 2.91e-08 0/0 070 | -L62008 / -1.626-08 | -3.8e-08 / -387c-08 |  9.490-09 / 9.49¢-00 0/0
Flavour Tagging eff. Light1 070 197608 / 1.976:08 | 52109 / 521000 | -119e-10 / -1196-10 | 2.91e-08 / 2.916-08 0/0 070 | 162008 / -1626-08 | -3.87e-08 / 387e-08 | 9.490:09 / 9.49¢-09 0/0
Flavour Tagging off. Light2 0/0 197008 / 197008 | 521609 / 52100 | -1106-10 / -1.196-10 | 2.910-08 / 2.91e-08 0/0 070 | 162008 / -1.620-08 | -3.8e-08 / -387e-08 |  9.490-09 / 9.49e-00 0/0
Flavour Tagging ofi. Light3 /o 197008 / 197608 | 52109 / 521000 | -1196-10 / -1196-10 | 291008 / 2.916-08 0/0 / 162608 / -1626-08 | -387e-08 / B8Te-08 | 9.49¢:09 / 9.49e-09 0/0
Flavour Tagging eff. extrapolation 0/0 197008 / 1.970:08 | 521609 / 5.216-00 | -1106-10 / -1.196-10 | 2.910-08 / 2.91e-08 0/0 070 | 162008 / -1.626-08 | -3.8e-08 / -387e-08 |  9.490-09 / 9.490-00 0/0
Flavour Tagging cff, extrapolation from charm 070 197008 / 197608 | 52109 / 521000 | -119e-10 / -1196-10 | 291008 / 2.91¢-08 0/0 070 | 162008 / -1626-08 | -3.87e-08 / 387e-08 | 9.490.09 / 9.49¢-09 0/0
EGRESOLUTION_AF2 0/0 197008 / 197008 | 521609 / 521600 | -1106-10 / -1.196-10 | 2.910-08 / 2.91e-08 8 0/0 070 | 162008 / 162008 | - 387008 | 9.49-00 / 0.496-09 0/0
EG_RESOLUTION MATERIALCALO /o 0000171/ 0.000172 | 2.43e-05 / -2.430-05 000146 | -131¢:05 / 13005 | -2.07e-08 / -2.07c-08 70 / 00423 / - 449606 / 44506 | 2350.05 / 235005 0/0
EG_RESOLUTION MATERIALCRYO 0/0 0000115 / -0.000415 | 0.000205 / -0.000205 | 0.000955 / -0.000055 | 0000393 / 0.000393 | 6.8¢-05 / -6.8¢-05 0/0 070 | 000920 7000920 | 0.00763 /000763 | 5.11e- 05 / 51005 0/0
EG_RESOLUTION MATERIALGAP. 070 0.000616 / -0.000616 | -0.00369 / 0.00369 | -17e-05 / 1705 | -0.00279 / 0.00279 | -2.07e-08 / 20708 0/0 070 | 000454/ 0.00454 | 0.00459 / 0.00459 | 888005 /80805 0/0
EG_RESOLUTION MATERIALIBL 0/0 0.00115 /000115 | 0000181 /-0.000181 | 0.00967 /000067 | -0.000441 / 0.000441 | 00127 / 00127 0/0 070 | 000115 /-0.0015 | 0.00i21 /1000821 | -5.93-05 / 692005 070
EG_RESOLUTION MATERIALID 070 0.00147 / -0.00147 0.01 /001 0.00523 /000523 | -0.00182 /0.00142 | 0.0128 / 0.0128 0/0 0/0 0.0163 / -0.0163 0.011 /0,011 27005 / 3.67e-05 0/0
EGRESOLUTION MATERIALPPO 0/0 DO0I0 /0000 | 000960 UGS | 0000120 / G000IZ0 | 00027 /02T | 01505 9 1005 070 070 00073/ 00078 | 0.00447 / 0.00147 | 0000127 / 0.000127 | 0/ 0
EG_SCALE_AF2 0/0 197008 / 1. 52100 /521609 | -119¢-10 / -119¢-10 | 291608 / 291008 | -207e-08 / 20708 0/0 070 | 162008/ -1626-08 | -387e-08'/ -387c-08 | 9.49¢.09 / 9.49e-09 0/0
EGSCALE SCINTILLATOR_BTABING 0/0 197008 / Loreos | 5 216-09 / 5.21e-09 0/ -1196-10 | 29108 / 291608 | -2.07e-08 / 2.07e-08 0/0 070 | -1620-08 / -1.626-08 | -3.87e-08 / 3.57e-08 | 9.49¢-09 / 9.49¢-09 0/0
NTILLATOR_ETABINI 0/0 29305 / 2.920-05 | -0.000135 / 0000135 5/ 26905 | 29108 / 29108 | 207e-08 / 2.07e-08 0/0 070 | -162008 / -1626-08 | -3.8e-08 / -387e-08 | 3.056-07 / -3 - 0/0
EG-SCALEEASCINTILLATOR_ETABIN2 0/0 57005 /37005 | 521000 /521000 5/ 0.000125 | 6805/ 6.8¢-05 | -2.07e-08 / 2.07e-08 0/ 070 | 84806/ 845006 | -1.9¢-06 | 1916-06 | -1270:05 / 497¢-05 070
EG_SCALE.G4 0/0 623005 / 6.230-05 | 52100 / 5.21e-09 | 0000873 / -0.000873 | 21705 / 21705 | -2.07e-08 / -2.07e-08 0/0 070 | 0.000119 /-0.000119 | -0.00323 / 0.00323 | 3.93e.05 / -3.93¢-05 0/0
EGSCALELIGAIN 0/o 0.00220 /000220 | 0.000449 / -0.000449 | 000143 /-0.00143 | -0.000120 / 0000120 | 821e-05 / -8.210-05 0/0 070 | 000434 /000835 | 000869/ 0.0069 | 0.000474 /0.000474 | 0 /0
0/0 0.00083 /-0.00083 | 0.011 /-0011 | -0.000793 / 0.000793 | 0.00143 / -0.00143 0/0 070 | 000155 /-0.0015 | -0.00112 /0.00112 | 0.00163 / -0.00163 0/0
070 0000802 / 0.000802 | 0.000171 / -0.000171 | 0.00385 / -0.00385 | -0.00147 / 0.00147 0/0 070 | 000273 /000273 | -0.00324 / 0.00324 | -0.000354 / 0.000561 0/0
0/0 0000211 / 0.000211 | -6.2905 / 6.200:05 | -0.00155 / 0.00155 | T.61e-05 / -7.620-05 0/0 0/0 00015/ 0.0015 | 6.520-06 / 6.530-06 | 0000139 / 0.000143 | 0/ 0
0/o 0000251 / 0.000251 | -9.77¢-05 / 9.77e-05 | 0.00097 / 0.00097 | -0.0001 / 0.0001 | -2.3¢-05 / 23605 0/0 070 |-000007 /00T | 12606 /L1066 | 238005 /238005 0/0
EG_SCALELARELECUNCONV_ETABINO 0/0 000782 / 000782 | 0.00617 /-0.00617 | -0.00167 / 0.00167 | -0. o] 7000449 0/0 00 | - 00557 | -0.00459 / 0.00459 | -0.000619 / 0000632 | 0 /0
EG_SCALE_LARELECUNCONV_ETABINI /0 2/-00152 | -0.00109 / 000109 | -0.000202 / 0.000202 | -0.00524 / 0.00524 / 070 | ‘ooosel /ooosel | 0oorsl f-000ma1 | 0000076 / 0.00038 /
EG SCALELARUNCONVCALIB_ETABINO 0/0 25805 /25805 | -0.00248 / 000248 | 0.0014 /00014 | 0.0045 / -0.004: 0/0 070 | 000146 /0.00146 | 0.000177 / -0.000177 | 0.000223 /0.000223 | 0 /0
EGSCALELARUNCONVCALIS /0 00142 / 0.0142 | -0.00032 / 0.00032 | -0.000704 / 0.000704 | 37207 / 4.14c-07 0/0 070 | 000631 /-0.00631 | -0.00341/0.00341 | 8.97¢-05 / 89805 0/0
EMATCALO_ETABINO 0/0 603005 / 603005 | 203005 / 20305 | 133005 / 133005 | 291008 ] 201008 | 207608 / 207008 0/0 070 | 521006/ 524006 | 387e-08 / 387-08 | -1.276-05 / 12705 0/0
EGSCALEMATCALO_ETABINI 070 248005 / 24805 | 521e:00 / 521009 | 312005 / 312005 | 45006 / -4.52-06 70 10| L6208/ 162008 102605 / -1.02-05 0/0
EGSCALEMATCALO_ETABINIO 0/0 L7008 /197008 | 521000 / 52ied0 | -LibeID/ L1010 | 291008 /201008 0/0 070 | 162008 / -162e-08 9.496-09'/ 9.49¢-09 0/0
G SCALE MATCALO_ETABINIL 070 197008 / 197608 | 52109 / 521000 | -119e-10 / -1.196-10 | 291008 / 2.91e-08 o 0/0 070 | -L62008 / 162608 08 | 9.490-09 / 9.496-09 0/0
 SCALEMATCALO_ETABIN2 0/0 000193 / 0000193 | 521600 5.210-09 | 000264 / 0.000268 | 134006 / 136006 | 20708 / 20708 0/0 0/0 07 / 5.566-07 | -8.870-08 / 38708 | 511606 / -5.096-06 0/0
 SCALE_MATCALO_ETABINS 070 ~0.000279 / 0.000279 | 5.21e-09 / 521609 | 3.490-05 / -3.49¢-05 | ~113¢:06 / 111e-06 | -207e-08 / 207c-08 0/0 070 | 0.000105 / -0.000105 | -387e-08 / 38708 | 69005 / -6.9¢-05 0/0
BO-SCALEMATOALO_BTABING 0/0 691005 / 6.9 521600 / 5.210-09 | 0000193 / -0.000193 | -1.256-07 / 1.060-07 07008 0/0 070 | -0.000153 / 0.000153 | 387e-08 / 38708 | 844006 / -8.420-06 0/0
EGSCALE MATCALO_ETABINS 070 438006 / 434006 | 521e:00 / 521e-09 | -3.91e-05 / 391e-05 | 0.000477 / -0.000477 /-207e.08 0/0 070 | 0.000105 / -0.000105 | -821¢-06 / 8.220-06 | 7.080.05 / -7.09¢.05 0/0
EGSCALEMATCALO_ETABING 0/0 540005 / -5.50-05 | 2580-05 / 25805 | -0.00264 / 0.00264 | 1.060-07 / -1.25¢-07 | 0.00644 / -0.00644 0/0 070 | -0.00133/0.00133 | 0.000185 /-0.000185 | 3.110-05 / -3.11e-05 0/0
EG SCALE MATCALO_ETABINT /0 A3 /4083 | 52100 /521600 | 315003 315005 | 201808 201008 | 20708/ 207008 70 / L8706 / 191606 | 1.656-06 / -1.64e-06 | 132605 / -1.326-05 0/0
EGSCALEMATCALO_ETABINS 0/0 128006 / 152606 [ SHTe07 | 0.000363 / 0.000363 | -0.000387 / 0000387 | -2.076-08 / 2.07e-08 0/0 070 | 03506 / 9.41-06 | -0.00311 / 000341 | 5.036-05 / -5.0¢-05 0/0
EGSCALEMATCALO_ETABING 070 19708 / 197608 | 5. e /521600 | 11910 / -1196-10 | 291608 / 291008 | -2 res / 2708 0/0 070 | -L62008 /162005 | -8.87e-08 / 38708 | 834008 / -6.41c-08 0/0
EGSCALEMATCRYO_ETABINO 0/0 801605 /805 | 521609 / 52100 | 152606 / 152006 | 291608 / 291 07608 0/0 070 | 521006 / 52106 | - 7 -3:87e-08 05/ 2. 0/0
EG SCALEMATCRYO_ETABIN1 070 “6.13¢:05 / 6.130:05 | 78107 / 7.9¢:07 | 5.060:05 / -5.06e-05 | 0.000217 / -0.000217 | -2 e J-2oe0s 0/0 070 | 162008/ -1620-08 | -387c-08 / 38708 | 1810.05 / 182005 0/0
EG_SCALEMATCRYO_ETABINI10 0/0 309605 / 3.096-05 | 5.21e-09 / 5.21-09 | 0.000704 / 0.000704 | -9.73-05 / 9.730-05 | -2.07e-08 / 207c-08 0/0 070 | 16407 / -L06-0T | -3.87e-08 / 3.57e-08 | 3.960-05 / 3.95¢-05 0/0
G SCALEMATCRYO_ETABIN1L 0/0 618005 / 6.170-05 | 1805 / -18e-05 | 0.000261 / -0.000261 | -3.136-06 / 3.11e-06 | -2.07e-08 / -2.07e-08 0/0 0/0 | 845006 / 848006 277005 | 277e-05 0/0
EGSCALEMATCRYO_ETABIN2 0/0 0.000196 / -0.000196 | -0.000235 / 0.000235 | -0.000265 / 0.000265 | 0.000444 / 0.000444 | -2.07¢-08 / 20708 0/0 070 | 61407 / 556607 274606 / 2,806 0/0
EGSCALE MATCRYO_ETABIN3 0/0 0000196 / 0000196 | 13605 /5.21e00 | 00022 /00022 | Q000427 / 0000127 | -2076-08 / 207008 0/0 070 | 000011 /-0.00011 | -387e-08 / 38708 | 771005 / 77105 0/0
0/0 150005 / 450005 | 52009 / 521600 | T62-05 | 76205 | 234006 / 236006 | 20708 / 20708 0/0 0/0 5/ 0.00018 | -3.57e-08 / 35708 | 199005 / 19405 0/0
0/0 631007 / 66807 | 52109 / 5.21e-00 7905 | 0.000477 / -0.000477 | -2.07e-08 / -2.07e-08 0/0 070 | OIS [ LOONLLS | B2lel6 /52200 | BIe03 /303005 0/0
0/o 0900154 / 0000154 05 55805 | 000261/ 000261 | L0607 / 12507 | 000641 / 000644 0/0 070 | -0.00133/0.00133 | 0.000185 / 0.000185 | 297¢-05 / 297¢-05 0/0
0/0 652005 / -6.51e 2000 /52109 | 0002 /0002 | 0.00054 /000054 | 442605 / 44205 0/0 070 | -0.00003 / 0.000803 | -3.47e-05 / 347e-05 | 6.9¢-05 / rriess 0/0
E 070 oo’/ 00021 | 00055/ 0.0055 | 000262 /000262 | 0000137 / 0.000137 | 372007 / 4 11e07 0/0 070 | 000613/-0.00613 | -0.0078 /0.0078 | 0000127 /0.000127 | 0 /0
EG_SCALE MATCRYO_ETABINg 0/0 LOLe05 / -L0Le-05 | -5.560-05 / 5.366-05 | 88807 / 88807 | 291608 / 201008 23005/ 2005 0/0 070 | L7806/ -1826-06 | -387c-08 / 38708 | -6.136-06 / 6.14-06 0/0
EG_SCALEMATID_ETABINO 070 D000250 / DONG | 52109/ 320000 | 0000165 /-DONLGS | 0000LS0 / 0000150 2,07e-08 0/0 070 | 0000124/ 0.000124 | 521e-06'/ 8.226-06 | 0000105 /0.000105 | 0 /0
EGSCALEMATID_ETABINT 0/0 53e-05 / 5. 25805 /25805 | 0.00274 /000274 | 439005 / -44e-05 00044 1 000044 0/0 070 | 21505/ 21505 | -0.000185 / 0.000185 | 4.426-05 / -4.42¢-05 0/0
EGSCALEMATID_ETABIN? /0 21 /-0oml | 00003 ) 0000152 | 0000854 0000821 | 0000511 / 0000541 | 33005 ) 2.90.05 0/0 070 | 000748/ -0.00745 | -0.000984 / 0.000954 | 0.000204 / -0.000201 /
EG_SCALEMATID_ETABINS 0/0 0.000118 / -0.000118 | 7.020-05 / -7.020-05 | 0000983 / -0.000083 | 98906 / 091006 | -2.07e-08 / 207008 0/0 070 | 84506 / 84506 | 12006 /-L19c-06 | L86e-05 / -185e-05 0/0
EG_SCALEMATPPO_ETABIND /0 37405 [ 374¢-05 | 0.000235 / -0.000235 | 0.000186 / -0.000186 | 1.960-06 / -1.96-06 | -2.07e-08 / -2.07e-08 0/0 070 | 241605/ 241005 | -0.000185 / 0.000185 | -18c-05 / 1.79¢-05 0/0
SCALEMATPPO_ETABINI 0/0 TAL05 /741005 | 325005 /326005 | 0.00103 /-0.00103_ | -0.000392 / 0000392 | 234e-05 / -2.340-05 0/0 0/0 0.0075 /00075 | -0.0044 / 00044 | 0.000204 / -0.0002 0/0
GSCALE_P) 2 070 412005/ 14305 | 857007 / S.6707 | -0.000327 / 0.000327 | 239006 / 20708 / 207 70 /0 | 0000141/ 0.000141 L9105 / 2.66-05 0/0
EGSCALEPS. B,\nrm B12 0/0 0.000241 / 0.000241 | 0.000234 / -0.000234 | 000465 /000468 | 000109 / 0.00109 | -0.00644 / 0.0064 0/0 070 | 000281 /0.00281 | -0.000179 / 0.000179 | -0.000388 / 0.000396 | 0 /0
EGSCALEPS_] 70 12405 <05 | 20305 / 2.03-05 | 0.000197 / -0.000197 | -0.000105 / 0.000105 | -2.07e-08 / -2.07c-08 0/0 0/0 6/ 3.6e-06 | 48705 / 487¢-05 0/0
EGSCALE_PS_ETABINI 0/0 241005 / 5 | 521600/ 521000 | -3.180-05 / 318605 | -1.320-05 / 132605 | -2.07e-08 / -2.07e-08 0/0 0/0 /87608 | 186006 / 184006 0/0
EGSCALE_PS_ETABINZ 070 -0.000199 / 0.000199 | 0.000235 / -0.000235 | 0.000265 / -0.000265 | -0.000444 / 0.000444 | -2.07e-08 / -2.07c-08 0/0 0/0 “B87e-08 [ 387008 | -5.61-06 / 5.63¢-06 0/0
GSCALEPS_ETABING 0/0 0.000113 / 0.000113 | 5.216-00'/ 5.216-00 | ~6.480-05 / 6.480-05 | -2.440-06 / 2490-06 | 207 0/0 070 | 000144 /-0.00144 | -38Te-08 / 38708 | -8.20:05 / 82605 0/0
EGSCALE_PS_ETABINA 070 6.680.05 / 6.68.05 | 52100 /521609 | 0000193 / 0.000193 | 291608 / 29108 0/0 070 | 0.000153 / -0.000153 | 3.87e-08 / 38708 | 9.81e-06 / -9.9¢-06 0/0
EGSCALEPS_ETABING 0/0 521000 / 521000 | 37005 / 37905 | -1116:05 / 11005 0/0 070 | -0.000145 / 0.000145 | 8:220-06 / -8.210-06 | ~4.39-05 / 5.12¢-05 0/0
EGSCALEPS_ETABING 70 0669 / 0000660 | 44705 000115 / 000115 70 / 0.000928 / 0.000928 | -0.000231 / 0.000231 | -0.000504 / 0.000512 | 0 /0
EG_SCALE_PS_ETABINT 0/0 0000135 / 0.000135 201008 / 291608 0/0 070 | 162008/ -1.626-08 | 3.05e-07 / 3.16e-07 5e-06 / 2.97¢-06 0/0
EG SCALE P_ETABING 070 0000523 / -0.000523 | 8.57e-07 / 8.67-07 0000123/ 0.000123 0/0 070 | 000635 /000635 | 0.0041 /0.0044 | -0.00019 / 0000197 0/0
EGSCALES12_ETABINO 0/0 0000132 / 0.000152 | 0.000214 / 0.000214 | 0.0017 /0.0017 | -0.000125 / 0.000125 0/0 070 | -0.00106 /0.00406 | -0.00324/0.00321 | 0000155 / 0000155 | 0 /0
EGSCALES12_ETABINL 070 28605/ 281e05 | -41e05/ 41003 | 00023 /00023 | 000002 ] 0000GZ? 0/0 070 | 000133000133 | 138006 / -146e-06 | -0.000274 / 0.000281 0/0
EG_SCALE_S12_ETABINZ 0/0 197608 / 19708 | 5.21:09 / 521¢:09 | -1L.1 19010 | 2.916:08 / 291608 0/0 070 | -L62008/ -1626-08 | 3.87e-08 / 357e-08 | 9.49¢-09 / 9.49¢-09 0/0
EGSCALE_S12_ETABING 0/0 ~0.000526 / 0.000526 | -0.000198 / 0.000198 “oono ) 00016 5 0/0 070 | -000116/0.00116 | 135e-05 / -185e-05 | 0000218 / 0.000222 | 0 /0
G_SCALE_S12_ETABINI 0/0 “LA8e-05 / 149605 | -0.000429 / 0.000429 | 0.000713 / 0.000713 207¢-08 / 2.07e-08 0/0 070 | 43505 / 435005 | 387e-08 /35708 | -381¢-05 / 381¢-05 0/0
EGSCALE.TOPOCLUSTER_THR 0/0 183005 [ 1810-05 | 5.21¢-00 / 5.21e-09 | 0.000295 / -0.000295 | 25706 / 25906 | -2.07e-08 / -2.07e-08 0/0 070 | 86306/ 86606 | 38708 / 38708 | 144005 / 1.45e-05 0/0
EGSCALEWTOTSI 0/0 5 /000255 | -0.00161/ 0.00161 | -0.000256 / 0.000256 | 0.000774 / 0.000774 |~ 0.0117 / 0.0117 0/0 070 | 000445 /000145 | -0.00323'/ 0.00323 | 0000348 /0.000348 | 0 /0
EGSCALE_ZEESTAT 0/0 521009/ 5.21e-00 | -6.356-07 / 63407 | 291008 /201608 | 20708 / 20708 0/0 070 | 61407 / 556007 | 387e-08 / 38708 | 339605 / -2.7¢.05 0/0
EGSCALE_ZEESYST 070 000187 /000187 | 0.00155 / 0.00155 | 0.00205 /-0.00205 | 000655 / -0.00655 0/0 0/0 0.0113 /00113 | -0.00115 / 000115 | 0.000965 / -0.000965 | 0/0
JES GroupedNP - NP 1 0/0 581005 / 581605 | 0000375 / 0.000375 | -0.000249 / 0000249 | -0.00816 / 0.00816 | -0.0103 / 0.0103 0/0 0/0 | -0.000762 / 0.000762 | -0.000193 / 0.000193 | -0.000735 / 0.000735 | 0/ 0
JES GroupedNP - NP 2 0/o 0.000116 / -0.000116 | -0.000319 / 0.000319 | -0.000362 / 0.000362 | -0.00675 / 0.00678 | -0.0102 / 0.0102 0/0 070 | 0000132 / 0.000132 | -0.000191 / 0.000191 | -0.00064 / 0.00064 0/0
JES GroupedNP - NP 3 0/0 648006 / 6.520-06 | 426007 / 436007 | -6.34e-06 / 63406 | -0.000862 / 0.000862 | -2.07e-08 / -2.07e-08 0/0 070 | 449606 / 452006 | 38708 / 38708 | -5.13¢-05 / 5.13¢-05 0/0
Jet flavour response 070 8.67¢:05 [ 866e-05 | 423-05 / -423e-05 | 0.000301 / -0.000301 | 0.00132 / -0.00132 | 0.00505 / -0.00505 0/0 070 | 0.000242 / 0.000242 | 0.000111 / -0.000111 | 0000341 / 0.000341 0/0
MET soft track ResoPara 0/0 L9708 / 19708 | 521609 / 521609 | -1.19¢-10 / 119610 | 2910:08 / 291e-08 | -207¢-08 ] 2.07e-08 0/0 070 | -L6208 / 162608 | 38e-08 / -387e-08 | -9.49¢-09 / 9.49¢-00 0/0
MET soft track ResoPerp /0 1976+ 521600 / 52109 291608 / 29108 | 2.07e-08 / 2.07e-08 0/0 070 | 162008 / 162608 | 3.87e-08 / 387e-08 | -9.49-09 / 9.49¢-09 /
MET soft track seale 0/0 19760 52109 / 5.216-09 201008 / 291608 | 2.07e-08 / 2.07e-08 0/0 070 | -L62008 / -1626-08 | -3.87e-08'/ -387c-08 |  9.49-09 / 9.49e-09 0/0
Muon ID trac /0 -0.000728 / 0.000728 | 0.00112 / 0,001 0.00127 / -0.00127 | -2.07e-08 / -2.07e-08 0/0 070 | -0.00416/0.00416 | -0.00408 / 0.00408 | 221605 / 221-05 0/0
Muon MS track 0/0 0.00148 /000148 | -1.89-06 / 1.96-06 -0.000902 / 0.000903 | 0.00314 / -0.00514 0/0 070 | 000445 /0.00445 | 0.000576 / -0.000576 | -537e-05 / 5.37e-05 0/0
Muon Sagitta resolution bias 070 0000106/ 0.000106 | -9.582¢-06 / 9.830-06 000475 / 0.000475 | -2.076-08 / 20708 0/0 70| 254007/ 196007 | -3.87e-08'/ 3:87e-08 | 0.000135 / 0.000135 | 0/0
Muon sagitta rho 0/0 197008 / 197008 | 5.216-09 / 521009 2910-08'/ 291608 | 207e-08 / 2.07e-08 0/0 070 | 162008/ -1.620-08 | -3.8e-08 / 38708 | 949009/ 9.49¢-09 0/0
uon seale /o -0.00108 / 0.00108 | -9.04e-06 / 9.06c-06 18605/ T.18005 | 2.07e-08 / 2.07e-08 0/0 070 | 000101000102 | -0.000732'/ 0.000732 | -0.000613 / 0.000613 | 0 /0
JET_IER DataVsMCMC16 0/0 197608 / 197008 | 5.216-09 / 521009 7 207008 / 20708 0/0 070 | 162008/ -1.620-08 | -3.8e-08 / -387e-08 |  9.490-09 / 9.49e-00 0/0
JET_JER EffectiveNP_1 070 197008 / 197608 | 52109 / 521600 | -1196-10 / -1196-10 | 29108 / 291608 | -2.07e-08 / -2.07e-08 0/0 070 | 162008 / -1626-08 | -3.87e-08 / 387e-08 | 9.49¢:09 / 9.49¢-09 0/0
JET_JER EfectiveNP 2 0/0 L0708 / 1 9ok | 52100052000 | -LIGel0/ 119010 | 291006 / 201c08 0/0 070 | 162008 / -1.620-08 | -3.8e-08 / -387e-08 |  9.490-09 / 9.49e-00 0/0
JET_IER EffectiveNP_3 070 / 521009 /521009 | 11910 / -119¢-10 | 29108 / 291008 0/0 070 | L6208 / -1626-08 | -3.87e-08 / -387e-08 | 9.490.09 / 9.49e-09 0/0
JET_JER EffectiveNP_1 0/0 YoTeon/ oretn | 331e0d) 5oted | 10el0) L1oetd | 201008 7291608 5 /- 0/0 070 | 162008 / 162608 | - 7387008 | 90.490-0 / 9.496-09 070
JET_IER EffectiveNP 5 70 197008 / 197608 | 52109 / 521¢:00 | -1196-10 / -1196-10 | 2.910-08 / 2.91¢-08 frie 08 / -2.07e-08 70 / LS L2 | el os/ B87e-08 | 9.49¢.09 / 9.490-09 0/0
JET_IER EffectiveNP_6 0/0 197008 / 197008 | 521609 / 5.216-00 | -1106-10 / -1.196-10 | 2.910-08 / 291608 | 20708 / -2.07e-08 0/0 070 | 162008 / -1626-08 | -3 7887008 | 949609 / 9.490-09 0/0
JETJER EffectiveNP_TrestTerm 070 LOTe0S / 197608 | 521600 /521600 | 11010/ 11910 | 201008 /201005 | -207e05 /207008 0/0 070 | ‘o208 ) Lees | a7 ux/ 38708 | 9.496-09 / 9.49-09 0/0
Jet eta ntercalibration non-closure 2018 data 0/0 LBo0G /167005 | 120006/ 13006 | 27306 / 27ie00 | -DODNZSE 0000253 207008 070 070 | 343007 / 376007 | - 7387008 | -0.30:06 / 9.320-06 0/0
Jet eta intercalibration non-closure high E 070 /19708 | 52109 / 521¢:09 | -119e-10'/ -1.19e-10 251008 | 0re0s /20708 0/0 0/0 | -Lowe/ Lottt | GaTols/ 28708 | Sdin0R | Al 0/0
et eta intercalibration non-closure cta { 0 0/0 71 mub fu7 06| 521600 /520609 | 11910 / 11910 prove 7291608 | -2.076-08 / -2.07e-08 0/0 070 | 162008 / 162005 | 387008 / -3.87e-08 e 0/0
Jet cta intercalibration non-closure eta. 0 0/0 08 | 521009 /52109 | 11910 /11910 | 291608 / 291008 | -207e-08 / 20708 0/0 0/0 ,mz&nx/ Lzets | 357o08 ) 30708 7/ 4530 o 0/0
Total Theory uncertaity Z 0/0 521000/ 521000 0/0 070 0/0 0/0 0/0 0/0 0/0 0/0
Total Theory uncertainty 0/0 0281 /007 070 0/0 0/0 0/0 0/0 070 0/0
Total Theory uncertain 0/0 u/ o /0 0/0 0/0 0/0 0/0 0.109 /0,103 0/0 0/0 0/0
Total Theory uncertain 0/0 0/0 0/0 0/0 0/0 0/0 0/0 070 0264/ 0.18 070 0/0
Pileup systematic uncertainty 0/o 0/0 0/0 070 0/0 0/0 0/0 0/0 0/0 070 0.085 / 0.085
Pileup luminosity uncertainty 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0.034 /0,034

Figure E.2: Signal region pre-fit: Relatilv6e0effect of each systematic on the yields.




R, (43 TF; W 7 7 X7 i Fake dlectrons
Tolke pioton yied stat CRg] 00205 / -0.0208 070 070 070 770 07 070 770 070
0.0575 /-0.0253 | 00575 /00253 | 0.0575 / -0.0253 0/0 00 0/ 0/0 00 0o
013 /0132 00 0/ 0/0 0/0 0/ / 0/0 0o
shape_FukePhotonShapeStat s SignalRegion_bin.0 | 0.0326 /-0.0326 0/0 0/0 0/0 0/0 0/0 0/0 0/0
shape_FukePhotonShapeStat j_SignalRegion_bin_1 | 0.0296 /-0.0206 0/0 0/0 0/0 0/0 0/0 0/0 0/0
shape_FkePhotonShapeStai g SignalRegion bin_2 | 0.0263 /-0.0263 0/0 0/0 0/0 0/0 0/0 0/0 0/0
shape_FakePhotonShapeStai j SignalRegion bin_3 | 0,015 /00150 o0 0/0 0/0 0/0 0/0 0/0 0/0
shape_FakePhotonShapeStai s SignalRegion bin_4 | 0.0307 / -0.0307 oro 0/0 0/0 0/0 0/0 0/0 0/0
Fake photon yield stat CRig 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Fake photon shape sys CRig 0/o 0/0 0/0 0/0 0/0 0/0 0/0
pe-FakePhotonShapeStat iz SignalRegion bin 0 0/0 Pre uuum 0/0 0/0 0/0 0/0 0/0 0/0
shape_FakePhotonShapeStat_jg SignalRegion bin_ 0/0 0.0402 / -0.0402 0/0 0/0 0/0 0/0 0/0 0/0
shape_FakePhotonShapeStat_jg SignalRegion bin 2 0/0 0.0372 / -0.0372 070 0/0 0/0 0/0 0/0 0/0
shape_FakePhotonShapeStat_jg SignalRegion bin_3 0/0 0.0225 / -0.0225 0/0 0/0 0/0 0/0 0/0 0/0
shape_FakePhotonShapeStat_jg_SignalRegion bin_4 0/0 0012 / 0,01 0/0 0/0 0/0 0/0 0/0 0/0
e photon i tat. I 0/0 0/0 0.000993 / -0.000993 0/0 0/0 0/0 0/0 0/0
oton shape sys CRjj 0/0 0/0 7/ 0/0 0/0 0/0 0/0 0/0
e FrkcPhoonShapeSi g Syfegion i a/o 0/0 00492 / 00492 a/0 0/0 0/0 0/0 0/0
shape_FakePhotonShapeStat_ij_SignalRegion_bin_1 0/0 0/0 0.0394 /00394 a/o 0/0 0/0 0/0 0/0
shape_FakePhotonShapeStat_jj_SignalRegion_bin_2 a/0 0/0 00255 /00255 a/0 0/0 0/0 0/0 0/0
shape_FakePhotonShapeStat jj_SignalRegion_bin_3 a/o 0/0 00153 / 00183 a/o 0/0 0/0 0/0 0/0
shape_FakePhotonShapeStat Jj_SignalRegion_bin_t 0/0 0/0 0.0503 / 00593 a/0 0/0 0/0 ,' 0/0
e 0o 0o /0 0155 / -0.157 0/0 0/0 0o
Luminosity 0o 0/0 0/0 00169 /00160 | 0.0169 /00169 | 0.0169 / 00169 20109 /00160 0/0
PDF Theory uncertainty Weg 0/0 0/0 070 19508 / 1.96e-08 0/0 0 0/0 0/0
Seale Theory uncertainty W 0/0 0/0 0/0 105008 / 191008 0/0 0/0 0/0
Theory uncertainty Wex 0/0 0/0 0/0 197e-08 / 19708 0/0 0/0 0/0
Modellng theory uncertainty W 0/0 0/0 0/0 <5.556-08 / 561008 0/0 0/0 0/0 0/0
Electron identification off 0/0 0/0 0/0 0.00388 /000385 | 0.00621 / -0.00621 0/0 0/0 0/0
Electron isolation ef. 0/0 0/0 0/0 0.000591 /-0.000591 | 0.00104 / -0.00104 0/0 0/0 0/0
Electron reconstruction cff 0/0 0/0 0/0 0000738 / -0.000738 | 0.00115 / 000118 0/0 0/0 0/0
Electron Trigger cf 0/0 0/0 0/0 107008 / LTel8 | 521009/ G200 070 0/0 0/o
Photon identification eff. 0/0 0/0 0/0 700211 | 00253 / 00254 3| 0024 /00214 0.027 / -0.0271 0/0
Photon isolation cff. 0/0 0/0 070 210700201 | 00255 / 00258 250 | 00259 /00259 | 00281/ 0,081 0/0
0/o 0/0 0/0 000631 / 000631 | 0000732/ 000072 | 00065 / 00065 | 000638/ 000638 | 000505 / 000505 0/0
0/0 0/0 0/0 0.000568 / -0.000568 | 271005 / -2.740-05 | 0.000522 / -0.000522 | 0.000564 / -0.000564 | 0.000612 / 0000612 | 0/ 0
i 0/0 0/0 0/0 00363 / -0.00363 | 0.000615 / -0.000618 | 0.00357 / 0.00357 | 0.00299 / 0.00299 | 0.00333 / -0.00333 0/0
Mon reconstruction ef. stat 0/0 0/0 070 0.00023 /000023 | 22205 / 221605 | 0.000248 / -0.000248 | 0.000235 / -0.000235 | 0.000191 / -0.000191 | 0 /0
Muon reconstruction eff. low-pT stat. 0/0 0/0 070 197008 / 197008 | 521000 / 52109 | -119e-10 / -119e-10 | 2.91¢:08 / 291c-08 | -207¢:08 / 20708 | 0/0
Muon reconstruction eff. syst 0o 0/0 070 0.000963 / -0.000963 | 80305 / 80305 | 0.00119 /000119 | 0.000944 / -0.000944 | 0.000853 /-0.000853 | 0/ 0
Muon secomtretion . Iov-pT st a/o 0/0 0/0 97608/ 19708 | 521609/ 521609 | 119610/ 1.19-10 | 291e-08 / 291608 | -2.07-08 / -2.07e-08 | 0/0
Muon TTVA eff. a/o 0/0 0/0 0.000135 / -0.000135 | 10405/ -10-05 | 0000135 / -0.000135 | 0.000137 / -0.000137 | 0.000128 /-0.000128 | 0 /0
Mion TTVA o vt 0/0 0/0 0/0 0.000175 / -0.000175 | 82806 / 82706 | 0000172 / 0000172 | 0000171 /-0.000171 | 0.000176 /-0.000176 | 0 /0
Muon trigger cff. stat a/o 0/0 0/0 0.00156 /-0.00156 | 0.000124 / -0.000124 | 000149 / -0.00149 | 000151 /-0.00151 | 0.00149 / -0.00149 0/0
Muon trigger eff. syst. 0/0 0/0 00 00106 /-0.0106 | 0.000607 / -0.000697 | 000956 / -0.00956 | 0.0116 /00116 | 0.0107 / 00107 0o
Jet IV off 0/0 0/0 0/0 0.0001475 / 0.000175 7| ooong/oaumis | 60019/ 00010 | -Dubiss/ 000108 0o
javour Tagging off. B0 0/0 0/0 0/0 AIsel0/ 1110 | 291ele/ 20108 o0/ 2mede | 0/0
0/0 0/0 0/0 119610 / 11910 i 0/0
0/0 0/0 0/0 119610 / 11910 0/0
Flavour Tagging off. B3 0/0 0/0 0/0 119610 / 119610 0/0
Flavour Tagging off. B4 0/0 0/0 0/0 119610 / 11910 0/0
Flavour Tagging cff. B 0/o 0/0 0/0 19610 / -1196-10 0/0
Flavour Tagging cff. BG 0/o 0/0 0/0 119010 / 11910 s | 070
Flavour Tagging cff. BT 0/0 0/0 0/0 119010 / 11910 e/ 2oreos | 0 70
Flavour Tagging cff. BS 0/o 0/0 0/0 119610 / 11910 20708 / 20708 | 070
Flavour Tagging eff. C0 0/0 0/0 070 521008 521e05 | 110010 ) 110010 | 291008/ 201008 | 207008/ 207008 | 070
Flavous Togsi off. C1 0/0 0/0 0/0 520009 /521600 | 11910 / 119610 | 291e-08 / 291608 | -2.07e-08 / -207e-08 | 0/0
Flavour Tageing cff. 0/0 0/0 0/0 S0/ S0 | LIeID LIID | 20008/ 201008 | ATl 207008 | 070
Fovou Tagig o, G5 0/0 0/0 0/0 521609 /521609 | 11910 / 11910 | 2916-08 / 29108 | -2.07e-08 / 20708 | 0/0
Flavour Taggin cff. Light0 0/0 0/0 070 521009/ 5.216:00 | 119610 / 119610 | 2916-08 / 291608 | -2.07e-08 / -2.07e-08 | 070
Flavour Taggin cff. Light1 0/o 0/0 0/0 521609/ 5:210:00 | 11910 / 119610 | 2916-08 / 291608 | -2.07e-08 / 20708 | 0/0
Flavour Tagging cff. Light? a/o 0/0 0/0 521609 /521609 | 11910 / 119610 | 2916-08 / 29108 | -2.07e-08 / 20708 | 0/0
Flavour Tagging cff. Light3 a/o 0/0 0/0 521009 /5:216:00 | 119610 / 119610 | 2916-08 / 291608 | -2.07e-08 / -2.07e-08 | 070
Flavour Tagging cff. extrapolation a/o 0/ 0/0 521009 /521000 | 11910 /11910 | 291608 / 29108 | -2.07e-08 /20708 | 070
Flavour Tagging eff. extrapolation from charm 0/o 0/ 7 521009 /521600 | 119610 /119610 | 291¢-08 / 291608 | -2.07e-08 /20708 | 070
EG_RESOLUTION_AF2 0/0 0o 0/0 521009 /521609 | 119610 / -1196-10 | 291¢-08 / 291608 0/0
EGRESOLUTION MATERIALCALO a/o 0/0 0/0 241605 / 241605 | 0.00145 /000145 | ~13e-05 / 13e-05 0o
EG_RESOLUTION MATERIALCRYO 0/0 0/0 0/0 0000204 / 0000204 | 00009 / D0 | 00D/ D0LTEL 0/0
EG_RESOLUTIONMATERIALGAP 0/0 0/0 0/0 ~0.00366 / 000366 | -1.690- -0.00277 / 000277 0/0
EGRESOLUTION MATERIALIBL 0/0 0/0 0/0 200018 /00008 | 000 /-00008 | 2000438 1 0000638 0/0
EGRESOLUTION MATERIALID 0/0 0/0 0/0 0.00996 /000996 | 0.00519 /-0.00519 | -0.00141 / 0.00141 0/0
RESOLUTION MATERIALPPO 0/0 0/0 0/0 0.00962 /000862 | -0.000426 / 0000426 | 000285 / 0.00235 0/0
£G_SCALEAF2 0/o 0/0 0/0 521000/ 521009 10 / 119010 | 29108 / 2.91e-08 0/o
EG_SCALE ESCINTILLATOR_ETABINO 0/o 0/0 0/0 09 /521000 | -1196-10 / -1196-10 | 291e-08 / 291608 0/0
G_SCALE_E4SCINTILLATOR_ETABINT 0/o 0/0 0/0 0000135 /0 269005/ 26005 | 291008 / 29108 0/0
EGSCALE_EASCINTILLATOR_ETABIN2 0/0 0/0 0/0 SA%e5 517600 | 2000121 0000121 | 075005 ) 675005 | 200008/ 206008 | 070
GSCALE.G1 0/0 0/0 0/0 516609 / 5.18-00 | 0000867 / 0000867 | 215605 / 216e-05 | -2.05e-08 / -206e-08 | 0/0
EG SCALELIGAIN 0/0 0/0 070 oomie ) oomi | o 00142 / -0.00142 | -0.000128 / 0.000128 | 8160-05 / -8 1660-05 0/0
EG SCALEL2GAIN 0/0 0/0 0/0 3 / - - WOWTST/ DONTST | 000LE2 /000142 | 225005 225003 0/0
EG SCALE LARCALIB_ETABINO 0/0 0/0 0/0 “o00ror /00007 | 00 mm:/ ooootr | “ouses / BODLIG | 000LIG | 20008/ 20808 |0/
0/0 0/0 070 -0.00021 / 0.00021 s /625005 | 00054 /000154 | 75 5705 | -6.766-05 / 6.76e-05 0/0
0/0 0/0 070 0000280/ 0000210 | 011005 /971005 | 0000963 000005 | 997005 / 007005 | 225005 /225005 0/0
a/0 0/0 0/0 766005 / 767005 | 000777 [ 000776 | 0.00612 /000613 | -0.00165 / 000165 | -D.00446 / 0.00446 0/0
a/0 0/0 0/0 0.000618 /-0.000618 | 0.0151 /00151 | -0.00108 / 0.00108 | -0.0002 / 00002 | -0.0052 / 0.0052 0/0
a/o 0/0 0/0 12605 / -4.126-05 | 25605 / -2.56-05 | 0.00246 / 0.00246 | 0.00139 / 0.00139 | 0.00447 / -0.00447 0/0
o 0/0 0/0 0000343 / 0.000343 | 00141/ 0.0141 | -0.000318 / 0.000318 | -0.000699 / 0.000699 | 3.7e-07 / -4.11e-07 0/0
0o 0/0 0/0 608005 / 603005 | 20305 / 203005 | 138005 / 13305 | 291608 / 291e:08 | 20708 /207008 | 0/ 0
0/0 0/0 0/0 312605 / 3.1 45006 [ 452006 | 20708 / 20708 | 0/0
0/0 0/0 0/0 L1010/ 119610 | 291608 / 201008 | 207608 / 20708 | 070
0/0 0/0 070 119610/ 110610 | 291608 / 201008 | 207e-08 / 20708 | 0/ 0
0/0 0/0 070 / 0 0000264 / 0.000264 | 1340-06 / -1.36e-06 | -2.07e-08 / 20708 [ 0/ 0
0/0 0/0 0/0 0000279 / 0.000279 | 521609 / 5.210-00 | 349605 / 34905 | ~113e-06 / 111606 | -2.07e-08 / -207e-08 | 0 /0
0/0 0/0 0/0 691605 /60205 | 521609 /521600 | 0.000193 / 0000193 | -125e-07 / 106e-07 | -2.07e-08 / -207e-08 | 0/ 0
G SCALI 0/0 0/0 0/0 45006/ AB106 | 51709 /518000 | -3.800-05 / 380605 | 0.000474 / -0.000474 | -2.050-08 / -206e-08 | 0/ 0
EGSCALEMATCALO_ETABING 0/o 0/0 070 BaTo05 / 3415 | 236606 /230005 | 00022/ L0NAE2 | L0De07T/ Ae07 | 000GH /00064 0/0
EGSCALEMATCALO_ETABINT 0/0 0/0 0/0 109605 / 40805 | 52109/ 521609 | 315605 / 315005 | 291e-08'/ 201008 8 /20708 | 070
EGSCALEMATCALO_ETABINS 0/0 0/0 0/0 127606 / 131606 | 861607 / 851007 | -0.00036 / 000036 | -0.000385 / 0.000385 0/0
0/0 0/0 0/0 197008 / 18%ed8 | G000/ 521000 | Li0e1D/ Liell | 20008 /201018 0/0
0/0 0/0 0/0 0105/ 8e-05 | 52100 / 521609 | -1L5206 / 152606 | 2.91¢-08 / 291e-08 0/0
3 A 0/0 0/0 0/0 609605 / 6.096.05 | 776007 /765007 | 50205 / 502605 | 0.000216 / -0.000216 0/0
EGSCALEMATCRYO_ETABINIO 0/0 0/0 0/0 ST ST | BT/ D100 | 000069 70000699 | -9.66¢-05 / 9.66c.05 0/0
EG SCALEMATCRYO_ETABINI1 0/0 0/0 070 618605 / 617605 | 1805 / - 0000261 / -0.000261 | -3.15¢-06 / 311606 0/0
EG SCALEMATCRYO_ETABINZ 0/0 0/0 070 000019 / 000019 | 000233 . 000235 | D026/ 0000205 | 600044 /0000444 0/0
EGSCALEMATCRYO_ETABINS 0/0 0/0 070 ~0.000195 / 0.000195 5 /12200 | -0.00219 / 0.00219 | 0000424 / -0.000424 0/0
EGSCALEMATCRYO_ETABINA a/o 0/0 0/0 50003 /430005 | $21e00) 3300 | 702005 /70005 | 23ieds ) 230000 | 207008 207008 | 070
EGSCALEMATCRYO_ETABING a/o 0/0 0/0 627007 / 664007 | 517009 / 518009 | -3.76e-05 / 376605 | 0.000474 / -0.00474 | -2.050-08 / -2.06e-08 | 070
EGSCALEMATCRYO_ETABING a/o 0/ 0/0 D015/ 0000150 | 230005/ 256003 | 000202/ DOURGZ | LG0T /124007 | 000G 00064 0/0
EGSCALEMATCRYO_ETABINT a/o 0/0 / 647005 [ 647005 | 51709/ 5.17¢:09 | -0.00199 / 000199 | 0.000536 / -0.000536 3 0/0
EGSCALEMATCRYO_ETABINS 0/0 0/0 0/0 0.000319 / 0.000319 0.0026 / 0.0026 | 0.000136 / -0.000136 0o
EGSCALEMATCRYO_ETABING o 0o 0/0 L0105 /10105 07 ] $.88-07 | 2.91¢-08 ] 291e-08 /2 0/o
EGSCALEMAT 0/0 0/0 0/0 0.000251 / -0.000251 O001GD /000163 | DINLI / 00006 |- Soooss | 20iats | 070
EGSCALE 0/0 0/0 070 -5.50-05 / 5.496-05 0.00272 /000272 | 4.36e-05 / - 0.0064 /-0.0061 0/0
EGSCAL 0/0 0/0 070 000319 / 000310 | 0.000191 / “o00091 | 000021 1 | o7 ) 0000537 | 228005/ 220005 0/0
EGSCAL 0/0 0/0 0/0 Q0011 / 0000115 | 6.70-05 / -6.7e-05 | 0000076 / 0.000076 | 5200 / -0.54c m. 206008/ 205008 | 0/0
5 0/0 0/0 0/0 T2005 / 172005 | 0000283 uummm 0000185 / 0.000185 | 194606 / 18806 | 206608 / 206008 | 0/ 0
0/0 0/0 0/0 6005 | 736005 05/ 32005 | 000102 /00103 | 0000380 D000 | 233005 235000 0/0
0/0 0/0 0/0 05 7/ 86107 | -0.000325 / 0.00032 706/ 2.550-06 08 0/0
EG SCALEPS BARREL B12 0/0 0/0 0/0 o0/ 000029 |0 ummz 2/ 00032 | 0003 /-D0ES | -DO0LE /000108 0/0
G SCALE PS_ETABINO 0/0 0/0 0/0 e | 20305 | 0.000197 / 0000197 | -0.000105 / 0.000105 08/ 0/0
sC 0/0 0/0 0/0 5/ 2 2100 521000 | 318005 61805 | 15000 ) 132005 | 207008 ) 207008 | 070
0/0 0/0 0/0 wmug»,u mmm 0000235 / 0000235 | 0000265 / 0000265 | 0000141 / 0000411 | 207008 / 20708 | 00
0/0 0/0 0/0 0.001 517609/ 5,170 | -6.446-05 / 64405 | -2.426-06 06 | 206008 / 20608 | 0/0
0/0 0/0 0/0 s 521609/ 5.216:00 | -0.000193 / 0.000193 | 2916-08 / 29108 | -2.07e-08 / 20708 | 070
0/0 0/0 070 40205 / 401605 | 51709 / 517009 | 876605 / 376005 | 1105 / 11e:05 | -2.060-08 / 20608 | 070
0/0 0/0 070 0000574 / 0.000574 | -0.000664 / 0.000664 | 444605 / 44405 | -0.00114 / 000114 | -0.0115 / 00115 0/0
0/o 0/0 0/0 el /320013 | 0N [ 00NLS | 330003/ 3305 | 201008 201608 | 2Te08 207008 |0 /0
a/0 0/0 070 0.000519 / -0.000519 | 85107 / 861007 | -6.91e-05 / 69105 | -0.000122'/ 0.000122 | 411607 / 87e-0 0/0
a/o 0/0 0/0 a000is1 /00001 | AU0TSI3 /0000213 | 0D0G) / -0001GH | 000121 /000012 | 256008 /200003 | 070
o 0/0 0/0 i SAOTeD3 (10503 | 000235 ) DO02ID | U0/ 000092 | 250/ 207005 | 070
o 0/0 0/0 09 /5216000 | 119610/ L1010 | 201008 / 201608 | 207008 / 207008 | 00
o 0/0 070 0000197/ Go0ntor | 000150/ 000150 5 5 | 447605 '/ 44705 0o
0/0 0/0 7 ~0.000426 / 0.000426 | 0.000708 / -0.000708 0o
0/0 0/0 0/0 51709 / 5.17¢-00 | 0000203 / 0000293 | 235006 / 25706 0/0
0/0 0/0 0/0 00016/ 0.0016 | -0.000251 / 0.000254 | 0000769 / -0.000760 0/0
0/0 0/0 0/0 516009 /51800 | 63607 / 6.30-07 | 2.88-08 / 2580608 0/0
 SCALE ZE) 0/0 0/0 0/0 000186 /000186 | 0.00151 /000154 | 000203 / -0.00203 | 0 0/0
s GroupedNP - 0/0 0/0 0/0 5 /577605 | 0.000373 / 0000373 | -0.000247 / 0000247 | -0.00811 / 000811 | -0.0103 / 0.0103 0/0
JES Grouped©P - NP 2 0/0 0/0 0/0 000116 /000015 | 000017 / 000031 | 0000350/ DOONED | LA0GTA / 00078 | -D0LC2  Duon 0/o
JES G NP3 0/o 0/0 0/0 ~4e-06 / 645006 Hedr | 630060 0000856 / 0.000856 | -2.060-08 / 206008 [ 0/ 0
Jet flavour response 0/0 0/0 0/0 61605 / 8.610-05 5 / - os0u09 f 000200 | D013 /000151 | 000802 /000502 0/0
MET soft track ResoPara 0/0 0/0 0/0 ToTe0s / AL0Ten | 551e0 ) 321000 | 1001t/ 11oe1d | 201608/ 261608 | 207008/ 207e8 0/0
MET soft. track ResoPerp 0o 0/0 0/0 107008 0T | 521600 ) 321000 | A1owdd ) L1owid | 201008 201008 | -207e08 ) 207e08 0/0
MET soff track scale 0/0 0/0 0/0 197608 / 197608 | 52100 / 521609 | -119e-10 / -119e-10 | 29108 / 2.91e-08 0/0
Muon ID trac 0/0 0/0 0/0 D072 / 00072Y | D012/ 000112 | 000862 / 00GGE | DODLZG / 000 0/0
NS trac 0/0 0/0 070 000147 | -L8Se06 / 189606 | -0.00222 / 0.00222 | -0.000896 / 0.000896. 0/0
uon Sagita escton bis 0/0 0/0 070 -mlrmlm,unumuﬁ 98206 / 9.83-06. | -0.000459 / 0.000459 | 0000475 / -0.000475 / 0/0
seita tho a/o 0/0 070 197608 / 197 521009 /521009 | 11910 /11910 | 291608/ 29108 | -2.07e-08 / 20708 | 0/0
a/o 0/0 0/0 000107/ DOVOT | 598000 /590006 | 000123 / 000125 | 714005 ) 743005 | 06008/ 206008 | 070
a/o 0/0 0/0 197608 / 197608 | 52109 / 521009 | - /o 20708 / 20708 | 070
a/o 0/ 0/0 197608 / 197608 | 52109 / 521009 | -1.19¢ 291608 / 291008 | -2.07e-08 / 0/0
0o 0/0 0/0 197608 / 197608 | 52109 / 52109 | -119e-10 / -119e-10 | 2:91¢:08 / 291e-08 0/0
0/o 0/0 0/0 L9708 / L9708 | 521600 / 521009 | 110010 / -1196-10 | 2916-08 / 291008 2 0/0
0/0 0/0 00 L9708 / 10708 | 521600 / 521600 | “L10e10 /119010 | 2:910-08 20160 | 2008 /307008 | 0/0
0/0 0/0 0/0 L07e-08 / 197608 | 521600/ 5.210-00 | 119610/ -1196-10 | 291608 20708 / 207008 |00
0/0 0/0 0/0 L0708/ 107e08 | 521000/ 521ed | -L10w10 ) 11oed | 200008/ 2000 0/0
0/0 0/0 0/0 9708 / 107008 | 521609 /521000 | -1106-10 / -1196-10 | 291e-08 / 291608 0/0
0/0 0/0 0/0 168005 / 167605 | -1.20-06 / 130-06 | 2.730-06 / -2.730-06 | 0000282 / 0.000253 0/0
0/0 0/0 0/0 L9708 / 197008 | 5.210-00 / 521609 | -119e-10 / -119e-10 | 29108 / 2.91e-08 0/0
et eta intercalibration non-closure eta | 0 0/o 0/0 0/0 L1300 / LIT06 | 521609 / 521609 | L1010 / 119010 | 20105 / 291e-08 0/o
Jet eta intercalibration non-closure eta ;0 0/0 0/0 0/0 197608 / 197008 | 5. 521009 | -119e-10 / -119e-10 | 2.91¢:08 / 291e-08 0/0
Total Theory uncertainty Z 0/o 0/0 0/0 0/0 521000 / 521000 070 / 0/0
Total Theory uncertainty Zgs 0o 0/0 0/0 0/0 0/0 0.226 / -0.166 0/0 0/0 0/o
itbrs 0/0 0/0 070 0/0 0/0 0152 / 0152 0152 / 0,152 0/0
Total Theory uncertainty diboson 0/0 0/0 070 0/0 0/0 0/0 0/0 0/0 0/0
T Theory ity Ko 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Pilen atic uncertainty 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Pieup luminosiy uncertainty 0/0 0/0 0/0 00169 /00169 | 00169 /00169 | 00169 /00169 | 00169 /00169 | 00169 / 0.0169 0/0
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0/0 08 STe-08 | 9,900 / 9.19-09 0/0
0/0 708 040000 0/0
0/0 STe-08 070
0/0 515009 ) 00 070
0/0 949609 / 9.49-09 070
0/0 949609 / 9.49-09 0/0
0/0 949609 / 9.49-09 070
0/0 949009 / 9.49e-00 070
0/0 949609 / 9.49e-00 070
0/0 949009 / 9.49e-00 070
0/0 9.49¢:09 / 9.490-09 070
0/0 0/ 9.19-09 070
0/0 949600 / 9,190 070
0/0 387608 / 38708 | 9.49e-09 / 9.496-09 070
0/0 387608 / 387608 | 9.49e-09 / 9.496-09 070
0/0 387608 / 38708 | 9.49e-09 / 9.496-09 0/0
070 | 162008 / -1620:08 | -387e-08 / 38708 | 949609 / 9.49-09 0/0
070 | 162008 / 162008 | 38708 / 35708 | 949609 / 9.49-09 0/0
DU | L0 L8 | ST /8T8 | 00 049000 0/0
070 | 162008 / -1620-08 | 35708 / 35708 | 949609 / 9.49-09 0/0
0/0 u oz otz | e [ 445006 | -2.336-05 / 231605 0/0
0/0 000758 /000758 | 587005 / 537605 0/0
0/0 s f-oois | 000isa) 0000 | RAme0d /-50se0s 0/0
070 | oon oonz | oo /oo | 0 /657005 070
0/0 00162 /00162 | 00109 /00109 58e-05 / 3.650-05 0/0
070 | ooors/-a0res | oaeiss 000ads | dooman /-vooonzs 070
070 [ 162008 162008 | 8708’/ S8T08 | 010000 / 0400 070
070 | 1162008 / -11620:08 | 35708 / 357008 | 949609 / 9.49-09 070
070 | 162008 / 162008 | 35708 / 35708 070
070 | 842006/ 83906 | 18906 / 19e-06 070
070 | 0.000118 / 0.000118 | -0.00321 / 0.00321 070
070 | 0008317 0.00431 | 000364 / -0.00864 070
0/0 | 00054/ 0,005 | -0.00111 /0.00111 070
0/0 000271/ 000271 | 000322 / 000322 070
0/0 000149 / 0.00149 | -6.15¢:06 / 6.49¢06 | -0.000138 / 0.000112 070
070 | -0000205 / 0.000295 | 12606 /11806 | 2 236005 070
0o 000353 / 0.00353 | 000455 / 0.00455 | -0.000611 / 0.000625 0/0
070 | -0.0085 /0.00855 | 0.00736 /-0.00736 | -0.000373 / 0000384 0/0
070 | -0.00145 /0.00145 | 0000176 / 0.000176 | 0000222 / 0000222 0/0
070 | 000627 /0.00627 | -0.00339 / 0.00339 | 591005 / 892605 0/0
070 | 521000/ 520006 | 287008 / 38T008 | L2705 / 127005 0/0
0o 08'/ -1.626-08 102605/ 102605 0/0
0/0 716208 919609 / .19¢-09 0/0
0/0 949009 / 9.49e-00 00
0/0 511606 / -5.09-06 0/0
0/0 69605/ -6.9-05 070
0/0 841006 / 5.420-06 070
070 | 0.000105 /-0.000105 | 815006 / 8.160-06 | 7.030-05 / -7.04-05 070
070 | 000133 /00015 | 0.000184 /0000154 | 309005 / 30905 070
070 | L8706/ -1L91e-06 | L6306/ -L6k-06 | 132005/ -1320-05 070
0/0 00050 | 109005 ) 199005 070
0/0 387008 /35708 | 8308 / 644008 070
0/0 Ao | 222003 / 222005 070
070 | L6e08/ 16608 | 385608 / 385608 | 1805 /-1 8105 070
070 | 163007 [ -1050.07 | 38408 / 385008 | 393005 / -3.930.05 070
070 | 845006 / 84806 | 12006 /119006 | 27705 / 277e05 070
070 | 618007 / 556007 | 38708 / 387008 | 2.740:06 / -2.8-06 070
070 | DO0OLL/-0.00011 | 385008 / 385008 | 7.660:05 / 766005 0/0
070 | -0.00018 / 0.00018 | 387008 / 357008 | 19405 / 194605 0/0
070 | 0.000105 / 0.000105 | 815006 / 8.166:06 | 56605 / 55905 0/0
070 | -0.00133/0.00133 | 0.000184 / 0.000184 | 205005 / -2.95¢-05 0/0
070 | 0000797 / 0.000797 | -3.44e-05 / 34405 685005 0/0
e/a | oo oontm 0.000126 / -0.000126 0/0
0/0 182006 613006 / 6.116-06 0/0
oro |0 rmum /00123 | 15606/ 316000 | 0000104 /0000101 0/0
0/0 0000184 / 0.000181 | 4.39-05 / -1.39-05 0/0
270 | ‘vooriss-0ooris | s /000 | 000tz /01072 070
070 | 83906/ 84206 | 1 06 5 0/0
0/0 24005 / 24005 —u(mvzu 76000181 | et/ 178005 0/0
070 | 000745 /000745 | 7000437 | 0.000202 / -0.000199 0/0
070 | Sooote/ao00ts | 2003 /00050 | 189000 / 20800 070
070 | -0.00279 / 000279 | -0.00017S / 0.000178 | -0.000356 / 0.000393 070
070 | 11906 / 12506 3 87605 / 487605 070
070 | 162008 / -16200 L86e-06 / -1 84006 070
070 | 556007 / 610007 5.616-06 / 563006 070
070 | 000143/ 0.00143 14003 / 14605 070
070 | 0000153 / 0.000153 984606 / 99006 070
0/0 | -0000141 / 0.000144 “1.36e-05 / 50805 070
N ~0.000501 / 0.000508 070
0/o |- 162608 | 3.050.07 / 31607 | -2.95¢-06 / 2.97e-06 0/0
o/o | i Vooomn | wooar /-samsar | -ooomies ) bonries 0/0
070 | -0.0004/0.00403 | -0.00322 /0.00822 | -0.000154 / 0000154 0/0
D70 | b0k 00 | s/ -Lisets | 0000272/ 000270 0/0
070 | 162008/ -1.620-08 | -387c-08 / -387c-08 0/0
0/0 4; oy /ooonts 5 5 0/0
0/0 5 / 4.326-05 0/0
0/0 ,m., 86006 0/0
070 | vooi2 /-oo0uz 2 070
0/0 | 6107/ 508 070
0/0 ootz oona | “oooint 7 ooom 070
070 | -0000757 / 0.000757 | -0.000192 / 0.000192 73/ 070
070 | o00tst /000013t | -D00OIS / Q000LD. | 000063 / 00063 070
070 | 446006 /449006 | 385008 / 385008 | 50905 / 51605 070
070 | 000024 /000024 | 0000111 /0000111 | 0000335 /'-0.000338 070
Q/D | Liede/ 160 | frelh/ STeds 9/ 9.49-00 070
070 | 162008 / 162008 -0.496-09 / 9.49¢-09 070
070 | 162008 / 16208 94909 / 9.49e-09 070
070 | 000413/ 0.00413 219005/ 22005 070
0/0 | 00012 /00042 | 0000572 / -0.000572 e 1005 070
0/0 Sreie 387008 | 000V /6000135 070
0/0 387608 / 38708 | 949609 / 9.49-09 070
0/0 0000727 / 0.000727 | -0.000609'/ 0.000609 0/0
0/0 387608 / 387608 | 9.49e-09 / 9.496-09 0/0
0/0 387608 / 35708 | 9.496-09 / 9.496-09 0/0
0/0 ST 08/ 3STo8 | 049000 / D% 0/0
0/0 9.496-09 / 9.49-09 0/0
0/0 949009 / .19¢-09 0/0
0/0 949009 / 9.49e-00 00
0/0 949009 / 9.49e-00 070
0/0 2 08 949009 / 5.190-09 0/0
070 | 344007 / 376007 0,306 / 0.320-06 070
070 | 162008/ 162008 949009 / 9.49e-00 070
070 | -1620:08 / 162008 641008 / 8 34008 0/0
070 | 162008 / 162008 5.086-07 / 453007 070
0/0 0/0 0/0 070
0/0 070 0/0 070
0/0 /0 0/0 070
0/0 0.108 / -0.103 0/0 070
0/0 0/0 0/0
0/0 0/0 00842 / 00842
0/0 000 /0o | o069/ 00169 | o109/ voies | oosst ) 00557

Figure E.3: Signal region post-fit: Relative effect of each systematic on the yields.

161




ke 7 Wy 77 7y X7 T @ihoson W WH %
Fake photon SF error 070 070 070 070 070 070 070 070 070
Luminosity 0.017 /0,017 0,017 / 0.017 0.017 /0017 0.017 / 0.017 0.017 /0017 0.017 / 0,017 0,017 / 0.017 0.017 /0017 0/0

Electron identification eff. 0.00515 / 0.00515 | 0.00782 / -0.00782 0/0 0/0 0/0 0/0

Electron isolation cff. 0/0 | 0000724 /-0.000724 | 0.00133 / -0.00133 0/0 0/0 0/0 0/0 0/0 0/0 0/0

Electron reconstruction off. 0/0 | 0000946 /-0.000946 | 0.00183 / -0.00183 0/0 0/0 n / u 0/0 0/0 0/0 0/0
Electron Trigger eff. 0/0 16610 / 16¢-10 | 1.83¢-08 / 1.83-08 0/0 0/0 0/ 0/0

Photon identification cff. 0/0 0.0261 / -0.0261 0.0274 / 0.0274 0.0324 / 0.0324 0.0241 / -0.0241 0.0275 / n 0275 0.0274 / -0.0274 00381 / -0.0381 00167 /00167 | 0/0

Photon isolation cff. 0/0 0.0295 / -0.0295 0.0359 / 0.0359 0.027 /0,027 0.0253 / 00253 0.0278 / 0.0278 0.0308 / -0.0308 0.031 / 0.031 0.0199 /00199 | 0/0

Photon Trigger eff. 0/0 0.00666 / -0.00666 | 0.000286 / -0.000256 | 0.00820 / -0.00829 | 0.00636 / -0.00636 | 0.00644 /-0.00644 | 0.0108 /-0.0108 | 0.00383 /-0.00383 | 0.00747 /0.00747 | 0 /0

Muon isolation eff. stat 0/0 0.00056 / -0.00056 | 8.97¢-06 / -9.02¢-06 | 0.000822 / -0.000822 | 0.000595 / -0.000595 | 0.000494 / -0.000494 | 0.000605 / -0.000605 | 0.000118 / -0.000118 | 0.000605 / 0.000605 | 0 / 0

Muon isolation eff. syst. 0/0 0.00306 / -0.00306 | 0.000106 / -0.000106 | 0.00566 / -0.00566 | 0.00317 / 0.00317 | 0.00327 /-0.00327 | 0.00413 /-0.00413 | 0.0142/-0.0142 | 0.00284 /0.00284 | 0/0

Muon reconstruction eff. stat 0/0 | 0000235 /-0.000235 | 1.28¢-05 / -1.27e-05 | 0.000285 / -0.000285 | 0.000228 / -0.000228 | 0.000229 / -0.000229 | 0.000331 / -0.000331 | 0.000144 / -0.000144 | 0.000229 / 0.000229 | 0 /0

Muon reconstruction eff. low-pT stat. 0/0 16010 / 1.6¢-10 | 183008 / 1.83¢-08 | -3.04-08 / 3.040-08 | 1.64c-08 / 16408 | 3.79¢-08 / 37908 | 6.79¢-09 / -6.79¢-09 | 165008 / 1.65¢-08 | -3.88¢-08 / 3.88¢-08 | 0/0
Muon reconstruction eff. syst. 0/0 0.00121 / 000121 | 8.53¢-05 / -852¢:05 | 0.00116 /-0.00116 | 0.000978 / 0.000978 | 0.000886 / -0.000856 | 0.0026 /-0.0026 | 0.00105 /-0.00105 | 0.00104 /0.00104 | 0 /0

Muon reconstruction eff. low-pT syst 0/0 16¢-10 / 1.6¢-10 08 | -3.04c:08 / -3.04-08 | 1640-08 / 1L.64c-08 | 379608 / 3.79¢-08 | -6.79¢-09 / 6.79-00 | 1.65¢-08 / 1.65-08 | -3.85¢-08 / -3.88¢-08 | 0 /0
Muon TTVA of. stat 0/0 | 0000162 /-0.000162 .160-06 | 0.000162 / -0.000162 | 0.000147 / -0.000146 | 0.000132 / -0.000132 | 0.000195 / -0.000195 000108 | 0.00014 /-0.00014 | 0 /0

Muon TTVA eff. syst. 0/0 | 0.000146 /-0.000146 | 1.97¢-05 / -1.96e-05 | 0.000121 / -0.000121 | 0.000188 / -0.000188 | 0.000147 / -0.000147 | 0.000224 / -0.000224 13¢-05 | 0.000169 / -0.000169 | 0 /0

Muon trigger eff. stat 0/0 0.00158 / 000158 | 6.240-05 / -6.240:05 | 0.0024/-0.0024 | 0.00156 / 0.00156 | 0.00147 /-0.00147 | 00024 /-0.0024 | 0.00103 /-0.00103 | 0.00149 /-0.00149 | 0 /0

Muon trigger eff. syst. 0/0 0.0118 / 0.0118 | 0.00132 /000132 | 00169 / -0.0169 00102 /00102 | 000959 /-0.00959 | 00192 /-0.0192 | 0.00377 /0.00377 | 00105 /00105 | 0/0

Jet IVT eff 0/0 0.00151 /-0.00151 | 0.00168 /-0.00163 | 0.000333 / -0.000333 | 0.00118 / -0.00118 | 0.00193 /-0.00193 | 0.00418 /-0.00418 | 0.00522 /-0.00522 | 0.00161 /-0.00161 | 0 /0

Flavour Tagging cff. 0/0 16010 / 1.6¢-10 | 183008 / 1.83¢-08 | -3.04c-08 / 3.040-08 | 1.64c-08 / 164c-08 | 3.79¢-08 / 37908 | 6.79¢-09 / -6.79¢-09 | 1.65e-08 / 1.65¢-08 | -3.88¢-08 / 3.88¢-08 | 0/0

Flavour Tagging eff 0/0 16610 / 16¢-10 | 183008 / 1.83¢-08 | -3.04-08 / 3.04¢-08 | 1.64e-08 / 1.64¢-08 J 79608 / 3.79¢-08 | -6.79¢-09 / -6.79-09 | 1.65e-08 / 1.65e-08 0/0

Flavour Tagging cff. 0/0 16010 / 16¢-10 | 183008 / 18308 0408 | 1640-08 / 1.64c-08 /379008 | 679009 / 6.790-09 | 1650-08 / 1.65¢-08 0/0

FL\Vo\u Tagging off. 0/0 16010 / 1.6¢-10 | 183008 / 1.830-08 3.040-08 | 164008 / 1.64¢-08 J 79608 / 379608 | -6.79¢-09 / -6.79-09 | 1.650-08 / 1.650-08 | -3. / 0/0

ur Tagging cff. 0/0 16610 / 16¢-10 | 183008 / 1.83¢-08 | -3.04-08 / -3.04¢-03 | 1.64e-08 / 16408 | 3.79-08 / 37908 | -6.79¢-09 / -6.79-09 | 1.65¢-08 / 1.65¢-08 | -3.88¢-08 / -3.88¢-08 | 0/0

Flmm Tagging off. 0/0 16010 / 1.6¢-10 | 183008 / 1.83¢-08 | -3.04c-08 / -3.040-08 | 1.64c-08 / 164c-08 | 3.79¢-08 / 37908 | 6.79¢-09 / -6.79¢-09 | 165008 / 1L65¢-08 | -3.88¢-08 / 3.88¢-08 | 0/0

Flavour Tagging cff. 0/0 16010 / 1.6¢-10 | 183008 / 1.83¢-08 | -3.04-08 / 3.040-08 | 1.64c-08 / 16408 | 3.79¢:08 / 37908 | 6.79¢-09 / -6.79¢-09 | 1.650-08 / 1.65¢-08 | -3.88-08 / 3.88¢-08 | 0/0

Flavour Tagging cff. 0/0 L6610 / 16010 | 1830:08 / 183008 | 304008 / -3.040-08 | 1640-08 / 164e-08 | 3.79¢:08 / 37908 | 67909 / -6.79¢-09 | 1.650-08 / 165¢-08 | -3.85-08 / 388-08 | 0/0

Flavour Tagging cff. 0/0 16010 / 16¢-10 | 183008 / 1.830-08 16408 / 16408 | 3.79¢:08 / 37908 | 6.79¢-09 / -6.79¢-09 | 165008 / 1.65¢-08 | -3.88¢-08 / 3.88¢-08 | 0/0

Flavour Tagging eff 0/0 16610 / 16¢-10 | 1.83¢-08 / 1.83¢-08 164608 / 16408 | 3.79¢-08 / 3.79-08 | 6.79¢-09 / -6.79¢-09 | 1.65e-08 / 1.65e-08 0/0

Flavour Tagging cff 0/0 16010 / 16¢-10 | 183008 / 1.83¢-08 | -3.04c- L6408 / 16408 | 3.79¢-08 / 3.79¢-08 | 6.79¢-09 / -6.79¢-09 | 165c-08 / 1650-08 0/0

Flavour Tagging cff. C2 0/0 16010 / 1.6¢-10 | 183008 / 1.83¢-08 | -3.04-08 / 3.040-08 | 1.64-08 / 16408 | 3.79¢-08 / 3.79-08 | 6.790-09 / -6.79¢-09 | 1.65e-08 / 1.650-08 0/0

Flavour Tagging off. C3 0/0 16610 / 1.6e-10 | 1.83¢-08 / 1.83¢-08 | -3.04-08 / -3.04e-08 | 1.646-08 / 16408 | 3.79¢-08 / 3.79-08 | -6.79¢-09 / -6.79¢-09 | 1.65e-08 / 1.65e-08 0/0

Flavour Tagging off. Light0 0/0 16010 / 16e-10 | 183008 / 1.83c-08 | -3. L6408 / 16408 | B.79¢:08 / 37908 | 6.79¢-09 / -6.79¢-09 | 165008 / L65¢-08 | -3.88¢-08 / 3.88¢-08 | 0/0

Flavour Tagging cff. Light1 0/0 16010 / 16¢-10 | 183008 / 1.83¢-08 | -3.04-08 / 3.040-08 | 1.64c-08 / 16408 | 3.79¢:08 / 37908 | 6.79¢-09 / -6.79¢-09 | 1.650-08 / 1.65¢-08 | -3.88-08 / 3.88¢-08 | 0/0

Flavour Tagging eff. Light?2 0/0 16610 / 1.6e-10 | 1.83¢-08 / 1.83e-08 | -3.04e-08 / -3.04e-08 | 1.64e-08 / 1.64e-08 | 3.79-08 / 3.79¢-08 | -6.79¢-09 / -6.79-09 | 1.65e-08 / 1.65e-03 | -3.8¢-08 / -3.88¢-08 | 0/0

Flavour Tagging eff. Light3 0/0 L6610/ 16e-10 | L8308 / 183608 | -3.04-08 / -3.04e-08 | 164e-08 / L6408 | 379608 / 37908 | 679609 /67909 | 16508 / L65e-08 | 385008 / -3.85¢-08 | 0/0

Flavour Tagging eff. extrapolation 0/0 16610 / 16610 | 1.83e-08 / 1.83-08 164608 / 16408 | 37908 / 37908 | 6.79¢-09 / -6.79-09 | 1.65e-08 / 1.65¢-08 | -3.88¢-08 / 3.88¢-08 | 0/0
Flavour Tagging eff. extrapolation from charm | 0/ 0 16e-10 / 16e-10 | 183608 / 1L83e-08 | -3.04c- L6408 / 16408 | 3.79¢:08 / 37908 | 6.79¢-09 / -6.79¢-09 | 1G5e-08 / L65¢-08 | -3.88¢-08 / 3.88¢-08 | 0/0
EGRESOLUTION_AF2 0/0 16010 / 16¢-10 | 183008 / 1.83¢-08 | -3.04-08 / 3.040-08 | 1.64c-08 / 16408 | 3.79¢-08 / 37908 | 6.79¢-09 / -6.79¢-09 | 1.65e-08 / 1.65¢-08 | -3.88¢-08 / 3.88¢-08 | 0/0
RESOLUTION MATERIALCALO 0/0 | 324607 / 32407 | 1.83¢-08 / 1.83e-08 | 0.000376 / -0.000376 | 0.000217 / 0.000217 | -2.48¢-05 / 24905 | 0.00158 /-0.00158 | 1.65e-08 / 1.65e-08 | -0.000352 / 0.000352 | 0 /0
EG_RESOLUTION.MATERIALCRYO 0/0 | -0.000286 /0.000286 | L8308 / 1L83e-08 | -0.0271 / 0.0271 | 0.000729 / 0.000729 | 8.86e-05 / -8.85¢-05 | 0.00158 /-0.00158 | LG5e-08 / L65e-08 | 0.000452 / 0.000452 | 0 /0
EG_RESOLUTION.MATERIALGAP 0/0 | -0000215 /0000215 | 183¢-08 / 183e-08 | -0.0276 / 0.0276 | -0.00112 / 0.00112 | -0.000718 / 0.000718 | 6.79¢-09 / -6.79-09 | 1.65¢-08 / 1.65¢-08 | 0.000136 / 0.000136 | 0 /0
EG_RESOLUTION.MATERIALIBL 0/0 0.00666 / -0.00666 | 1.83¢-08 / 1.83¢-08 | 0.000588 / -0.000588 | 0.000804 / -0.000804 | 0.00227 /-0.00227 | 0.0020 /-0.0020 | 0.00114 /-0.00114 | -7.1e-05 /7.1e05 | 0/0
EG_RESOLUTION_MATERIALID 0/0 | 0000504 /-0.000504 | L8308 / 1.83-08 | -0.00362 / 0.00362 | -0.000872 / 0.000872 | 0.00378 /-0.00378 | 0.00167 /-0.00167 | 0.00114 /-0.00114 | 0.000303 / 0.000303 | 0 /0
EG_RESOLUTION MATERIALPPO 0/0 0.00293 / 0.00293 | -2.97e-05 / 2.97e-05 | -0.0278 / 0.0278 | -0.000306 / 0.000306 | 0.00634 / -0.00634 | -2.55¢-06 / 2.54e-06 | 1.65e-08 / 1.65e-08 | 0.000936 / 0.000936 | 0 /0
EGSCALE_AF2 0/0 16010 / 16e-10 | 183008 / 183¢-08 | -3.04-08 / -3.04e-08 | 1.64e-08 / 16408 | 3.79¢-08 / 3.796-08 | 6.79¢-09 / -6.79¢-09 | 165e-08 / 165e-08 N 8808 | 0/0
EG_SCALE_E4SCINTILLATOR_ETABINO 0/0 16010 / 16e-10 | 183008 / 1.83¢-08 | 3.04-08 / 3.040-08 | 1.64e-08 / 16408 | 3.79¢-08 / 37908 | 6.79¢-09 / -6.79¢-09 | 1.65e-08 / 1.65¢-08 | -3.88¢-08 / 3.88¢-08 | 0/0
EG_SCALE_EASCINTILLATOR__ETABIN1 0/0 1.66-10 / 16610 | 183008 / 1.83¢-08 | -3.04e-08 / -3.04c-08 | 0.510-05 / 0.510-05 | 370008 / 3.79-08 | -6.79¢-09 / -6.79¢-09 | 165c-08 / 16508 | -0.000739 / 0.000739 | 0/ 0
EG.SCALE_EASCINTILLATOR_ETABIN2 0/0 | -0.000215 / 0.000215 | 6.44e-05 / -6.41e-05 | -0.0277 / 0.0277 | -3.75-05 / 3.7505 | -1.02-06 / 1e-06 | 6.79¢-09 / -6.79¢-09 | 1G5e-08 / 1L65¢-08 | -3.88¢-08 / 6.05-08 | 0/0
EGSCALE.G4 0/0 | 891606 /-891e-06 | 183008 / 1.83¢-08 | 5.930-06 / 5.85¢-06 | 0.00023 / 0.00023 | -0.000123 / 0.000123 | -2.99¢-06 / 2.98¢-06 | 1.65e-08 / 165¢-08 | 0.000324 / 0.000324 | 0 /0
EG.SCALE_LIGAIN 0/0 | 0000612 /-0.000612 | -0.0174 /0.0174 | 6.1e-05 /-6.09-05 | 0.00127 /-0.00127 | 0.00325 /-0.00325 | 2.54e-06 /-255¢-06 | 165e-08 / L65¢-08 | 0.000503 / 0.000502 | 0 /0
EG_SCALE_L2GAIN 0/0 0.00049 /-0.00049 | 0.000339 / -0.000330 |  0.0276 / -0.0276 | 0.000596 / 0.000596 | -0.00203 /0.00203 | 0.00648 /-0.00648 | 9.57e-06 / -9.61e-06 | 0.00109 / 0.00109 | 0 /0
EG.SCALE_LARCALIB_ETABINO 0/0 | -0.000282 / 0.000282 | 1.83¢-08 / 1.83-08 | -1.356-05 / 1.35¢-05 | -0.000307 / 0.000306 | -3.66e-05 / 3.66e-05 | 2.98¢-06 / -2.99€-06 | -9.61e-06 / 9.57e-06 | -0.00176 / 0.00176 | 0 /0
EG_SCALE_LARCALIB_ETABIN1 0/0 | -0.000406 /0.000406 | 183008 / 1L83e-08 | -0.0277 / 0.0277 | -0.00056 / 0.00056 | 0.00191 / -0.00191 1.65¢-08 / 1.65-08 | -0.000205 / 0.000205 | 0 /0
EG_SCALE_LARELECCALIB 0/0 | 0000221 /0000221 | 183008 / 1.83¢-08 | 5.11e-06 / -5.17¢-06 | 0.000214 / -0.000214 | -0.000854 / 0.000851 | % 1.65¢-08 / 1.65¢-08 | 0.000115 / -0.000115 | 0 /0
EG-SCALE_LARELECUNCONV_ETABINO | 0/0 | -0.000239 / 0.000259 | -0.000176 / 0.000176 |  0.0237 /-0.0237 | -0.000122 / 0.000121 | 0.000385 / -0.000385 | 0.000842 / -0.000842 | 0.00113 / -0.00113 | -0.00128 / 0.00128 | 0 /0
EGSCALE_LARELECUNCONV_ETABIN1 0/0 | -0.000226 /0.000226 | 6.44e-05 / -6.41e-05 | -0.0277 / 0.0277 | -0.000591 / 0.000591 | -0.00253 / 0.00253 | -L35e-05 / 1.35-05 | 165e-08/ L65¢-08 | 0.000317 / 0.000317 | 0 /0
EGSCALE_LARUNCONVCALIB_ETABINO | 0/0 | 9.72006 / -9.72¢-06 | 183008 / 1.83¢-08 | 7.88-07 / -7.326-07 | -0.000609 / 0.000609 | 0.000589 / -0.000589 | -2.99¢-06 / 2.98¢-06 | -0.00113 / 0.00113 | 0.0013 /-0.0013 | 0/0
EGSCALE_LARUNCONVCALIB_ETABINI | 0/0 16¢-10 / 16¢-10 | 183008 / 1.83-08 | -3.04e-08 / -3.04e-08 | -2.11¢-05 / 2.1e-05 | 0.00108 / -0.00108 | -6.79¢-09 / -6.79¢-09 | 1.65e-08 / 1L65¢-08 | 0.000251 / 0.000254 | 0 /0
EG_SCALEMATCALO_ETABINO 0/0 16010 / 1.6e-10 | 183008 / 1.83¢-08 | -3.04¢-08 / -3.04e-08 | 0.000181 / 0.000181 | 3.79-08 / 3.79-08 | 6.79¢-09 / -6.79¢-09 | 1.65¢-08 / 1.65¢-08 | 8.20-06 / -8.18¢-06 | 0/0
EG_SCALEMATCALO_ETABINI 0/0 L6010 /16010 | 18308 / 18308 | 5.54c.07 / -498007 | 0000208 / 0.000208 | 379008 / 31008 | 619009 / -6 7«&03 1.65e-08 / 1.65e-08 | 0.000197 / -0.000197 | 0/ 0
EG.SCALE MATCALO_ETABIN10 0/0 16010 / 1.6¢-10 | 183008 / 1.83¢-08 | -3.04c-08 / -3.01e-08 | 1.64c-08 / 16408 | 3.79¢-08 / 3.79-08 | 6.79¢-09 09 | 1.65¢:08 / 165008 | -3.88¢-08 / -3.88¢-08 | 0 /0
EG_SCALEMATCALO_ETABIN11 0/0 L6610 / 16610 | 183008 / 1836-08 | -3.010-08 / -3.040-08 | 1640-08 / 16408 | 3.790-08 / 3.79¢-08 | -6.796-09 / 6.79-09 | 165008 / 1.650-08 | -3.85¢:08 / -3.85¢-08 | 0/0
EG_SCALEMATCALO_ETABIN2 0/0 1.6e-10 / 16e-10 | 1.83¢-08 / 1.83¢-08 | -3.046-08 / -3.04¢-08 | 9.236-05 / 9.236-05 | 3.79-08 / 3.79-08 | -6.79¢-09 / -6.79-09 | 1.65¢-08 / 1.65¢-03 | 254e-06 / 28206 | 0/0
EG_SCALEMATCALO_ETABIN3 0/0 | 821007 /321007 | 183008 / 183c-08 | 35906 / 3.65¢-06 | -6.31c-05 / 63205 | 3.79¢:08 / 37908 | 6.79¢-09 / -6.79¢-09 | 1.65e-08 / 1L65¢-08 | 0.000131 / 0.000131 | 0 /0
EG_SCALEMATCALO_ETABINA 0/0 1.19¢:05 / -1196-05 | 1.83¢-08 / 1.83¢-08 | -3.04-08 / -3.04¢-08 | 0.000203 / 0.000203 | 3.79-08 / 3.79-08 | -6.79¢-09 / -6.79-09 | 1.65¢-08 / 1.65¢-08 | 294e-06 / 2.9206 | 0/0
EG_SCALEMATCALO_ETABINS 0/0 | 45406 / 454006 | 183-08 / 1.83e-08 | 2.03¢-07 / -1.47e-07 | -9.41¢-05 / 9.420-05 | 0.000589 / -0.000589 | -6.79¢-09 / -6.79-09 | -0.00114 / 0.00114 | 0.000615 / -0.000615 | 0 / 0
EG_SCALEMATCALO_ETABING 0/0 | 208006 /-203¢-06 | 183008 / 1.83¢-08 | -3.04c-08 / -3.040-08 | -0.000375 / 0.000375 | -2.51e-07 / 23007 | -2.990-06 / 2.980-06 | 9.57e-06 / 9.61e-06 | 0.000339 / 0.000339 | 0 /0
EG_SCALE MATCALO_ETABINT 0/0 16610 / 1.6e-10 | 1.83¢-08 / 1.83¢-08 | -3.04e-08 / -3.04¢-08 | 0.000194 / -0.000194 | 3.79-08 / 3.79¢-08 | 6.79¢-09 / -6.79-09 | 1.65e-08 / 1.65e-03 07 / 23707 | 0/0
EG_SCALEMATCALO_ETABINS 0/0 16010 / 16¢-10 | 183008 / 1.83c-08 -0.366-06 / 9.390-06 8 /-0.00108 | 6.79-00 / 6.79¢-09 | 1.65-08 / 165¢-08 | 0.000251 /-0.000251 | 0 /0
EG_SCALE MATCALO_ETABINg 0/0 16610 / 16¢-10 | 183008 / 1.83¢-08 V61008 / 164008 | 379608/ 379608 | 670000 / 679609 | 165008 / 165008 | -858008 / 38505 | 070
EG_SCALEMATCRYO_ETABINO 0/0 1610 / 1610 | 183008 / 183608 | -3.04c-08 / “3.04¢-08 | -0.000185 / 0.000185 | 3.79¢-08 / 3.79-08 | 6.79¢-09 / -6.79¢-09 | 1.65¢-08 / 1.65¢-08 | 8.26:06 / -8.18¢-06 | 0/ 0
EG_SCALEMATCRYO_ETABIN 0/0 16010 / 1.6¢-10 | 183008 / 1.83c-08 | 0.000377 / 0.000877 | 0.00021 / 0.00021 | 3.79¢-08 / 37908 | 0.00158 /-0.00158 | 165e-08 / 1L65¢-08 | 0.000197 / 0.000197 | 0 /0
EG_SCALEMATCRYO_ETABIN10 070 | 0.000214 / 0.00214 | 183008 / 18308 | 511606/ 5.17¢:06 | 0.000211 /0000211 | 0000854 / 0.000854 | -6.79.09'/ 6.79¢.09 | 1650-08 / 16508 | 656e-07 / 3307 | 00

EG SCALEMATCRYO_ETABIN11 0/0 4.94¢-06 / -494e-06 | 1.53¢-08 / 1.83e-08 | 2.03e-07 / -2.64e-07 | 2.90-06 / -2.86e-06 | 3.79e-08 / 3.79¢-08 | -6.79¢-09 / 6.79¢-09 | 1.65e-08 / 1.65e-08 | -3.88¢-08 / -3.85¢-08 | 0/ 0
EGSCALE MATCRYO_ETABIN2 0/0 Le10/ L6e10 | LS3e-08 / 183008 | 50108 '/ “3.01c-08 | 0.000194 / -0.000194 | 3.796-08 / 3.79¢-08 | -6.79¢-09 / -6.79¢-09 | 1.65¢-08 / L65e-08 | 2.81¢-06 / 282-06 | 0 /0
3.5

EG_SCALEMATCRYO_ETABIN3 0/0 0.00645 / -0.00645 | 1.83¢-08 / 1.836-08 6./ -3.656-06 | -0.000223 / 0.000223 | 8706 / -8720:06 | -6.79-09 / -6.79¢-09 | 1.65¢-08 / 1.65¢-08 | 0.000141 /-0.000141 | 0 /0
EG_SCALE_MATCRYO_ETABIN4 0/0 1.19¢-05 / -1.19e-05 1.83¢-08 / 1.83e-08 000208 / 0.000208 | -0. 000201 / 0.000201 -6.79¢-09 / -6.79¢-09 | 1.65¢-08 / 1.65¢-08 3.64e-05 / -3.65¢-05 0/0
EG_SCALE MATCRYO_ETABIN5 0/0 54¢-06 / 4.54¢-06 1.83¢-08 / 1.83¢-08 2.03e-07 / -1.47e-07 000: -6.79¢-09 / -6.79¢-09 -0.00114 / 0.00114 | 0.000614 / -0.000614 [ 0 /0
EG_SCALEMATCRYO_ETABING 070 | 20306 /20306 | 1.83¢-08 / 1.83¢-08 | -3.04-08 / -3.04¢-08 63607 / 61507 | -2.99¢-06 / 2.98¢-06 | 9.57¢-06 / -9.61e-06 | 0.000339 /-0.000339 | 0/ 0
EG_SCALE MATCRYO_ETABINT 070 | 0000134 /-0.000134 | -6.44¢-05 / G.446-05 | -3.04¢-08 / -3.04¢-08 | 0.000335 / -0.000335 | 1.14e-05 / -1.136-05 | -6.79¢-09 / 6.70-00 | 1.650-08 / 1.65¢-08 | 0.000311 /-0.000311 | 0 /0

EG_SCALEMATCRYO_ETABINS 0/0 294005 / 294005 | 1.83¢:08 / 1.83e-08 | -3.04c-08 / -3.04e-08 | 0.000183 / -0.000183 | 0.00279 / -0.00279 | -6.79¢-09 / 6.79¢-09 | 1.65e-08 / 1.65c-08 | 0.000235 / 0000235 | 0 /0
EGSCALE MATCRYO_ETABINg 0/0 7.05¢:06 / -7.05-06 | 1.836-08 / 1.83¢-08 | -3.04e-08 / -3.04e-08 | -4.52-07 / 4.85¢-07 | 3.79¢-08 / 3.79-08 | -6.79e-09 / -6.79e-09 | 1.65e-08 / 1.65¢-08 | 0.000115 / -0.000115 | 0 /0

EG_SCALEMATID_ETABINO 0/0 6.97e-06 / -6.97¢-06 1.83¢-08 / 1.83e-08 7.88¢-07 / -7.32e-07 | 0.000331 / -0.000331 | 0.000898 / -0.000898 | -6.79¢-09 / -6.79¢-09 -0.00114 / 0.00114 | 0.000628 /-0.000628 | 0 /0
EG_SCALEMATID_ETABINI 070 | 23506 /23506 | 1.83¢-08 / 18308 | -3.04c-08 / -3.04-08 | 0.000462 / -0.000462 | 0.000341 / -0.000341 | 2.98¢-06 / 2.99¢-06 | 1650-08 / 165e-08 | 0.000346 /-0.000345 | 0/ 0
EG_SCALE_MATID_ETABIN2 0/0 7.29¢-06 / -7.29¢-06 1.83¢-08 / 1.83e-08 0.0002 / -0.0002 0.00251 / -0.00251 -6.79¢-09 / -6.79¢-09 1.65¢-08 / 1.65¢-08 | 0.000611 /-0.000612 [ 0 /0
EG_SCALEMATID_ETABIN3 0/0 1 6e-10 / 1.6e-10 1.83¢-08 / 1.83¢-08 0.00023 / -0.00023 | 0.000854 / -0.000854 79e-09 / -6.79¢-09 1.65¢-08 / 1.65¢-08 | -3.88¢-08 / -3.88¢-08 0/o
EG.SCALEMA _ETABINO 0/0 0-05 /139605 | 1.83-08 / 1.83c-08 -0.00017 / 0.00017 | 3.79¢-08 / 3.79¢-08 93» 06 /-2.99¢-06 | 16508 / 16308 | 4.13¢-06 / 41106 | 0 /0
EG_SCALEMATPP0_ETABIN1T 0/0 0.000227 /-0.000227 | 1.83e-08 / 1.83¢-08 2 0.000343 / -0.000343 | 0.00105 / -0.00105 1.65¢-08 / 1.65¢-08 | 0.000121 /-0.000121 0/0
FG_SCALE_PEDESTAL 0/0 | -0.000224 /0000224 | 1.83¢-08 / 1.83¢-08 | -7.326-07 / 7.88¢-07 | 0.000515 / -0.000515 | 0.00104 / -0.00104 —b 7909 / -6.79-09 | 1.65c-08 / 16508 | -7.690-05 / 7.69¢-05 | 0/ 0
EG_SCALE_PS_BARREL_B12 0/0 -0.000277 / 0.000277 | 1.83e-08 / 1.83¢-08 -1.35¢-05 / 1.35¢-05 | -0.000525 / 0.000525 | 0.000289 / -0.000289 | 5.64¢-06 / -5.65¢-06 0.00113 / -0.00113 -0.00112 / 0.00112 0/0
EGSCALE_PS_ETABINO 0/0 1.6e-10 / 1.6e-10 1.830-08 / 1.830-08 -1.996-05 / 4.98¢-05 | 3.79¢-08 / 3.79¢-08 | -6.70¢-00 / -6.79¢-09 | 1.65¢-08 / 1.65¢-08 | -8.97¢-06 / 8.99e-06 | 0 /0
EG_SCALE-PS_ETABINI 0/0 16610/ 16¢-10 | 183:08 / 1.83-08 ~0.000208 / 0.000208 | 3.796-08 / 3.79¢-08 | -6.796-09 / -6.79-09 | 1.65¢-08 / 1.65¢-08 | -0.000197 / 0.000197 | 0 /0
EG_SCALE_PS_ETABIN2 0/0 1.6e-10 / 1.6e-10 1.83¢-08 / 1.83¢-08 -0.000196 / 0.000196 | 3.79¢-08 / 3.79¢-08 | -6.79¢-09 / -6.79¢-09 | 1.65¢-08 / 1.65e-08 -2.82¢-06 / 2.84¢-06 0/0
EG_SCALE_PS_ETABIN3 0/0 -2.43¢-07 / 2.43e-07 1.83¢-08 / 1.83¢-08 -9.87-05 / 9.86e-05 | -7.27e-06 / 7.25e-06 | -6.79¢-09 / -6.79-09 | 1. 8 / 1.65e-08 5.61e-05 / -5.61e-05 0/o0
EGSCALE_PS_ETABIN4 0/0 1.6e-10 / 1.6e-10 1.83e-08 / 1.83e-08 | -3. 04:-08 / -3.04e-08 7207 / 6.86e-07 3.79¢-08 / 3.79e-08 | -6.79¢-09 / -6.79¢-09 | 1.65¢-08 / 1.65e-08 2.92¢-06 / 2.94e-06 0o/0
EG_SCALE_PS_ETABIN5 0/0 4.54e-06 / -4.54e-06 1.83e-08 / 1.83e-08 -1.47¢-07 / 2.03¢-07 | 9.13e-05 / -9.13e-05 | 3.02e-06 / -3.04e-06 | -6.79¢-09 / -6.79¢-09 0.00114 / 00114 | -0.000615 / 0.000615 | 0 /0
EG_SCALE_PS_ETABING 0/0 0.00142 / 0.00142 | -0.000209 / 0.000209 | 0.0235 / -0.023 381605 / 3.81e-05 | 3.4e-05 / 34e05 | 29806 / 29906 | -9.61e-06 / 9.57e-06 | -0.0009 /0.0009 | 0/0
EG.SCALE_PS_ETABINT 0/0 1.6e-10 / 1.6e-10 1.83e-08 / 1.83e-08 | -3.04e-08 / -3.04e-08 | 8.95¢-05 / -8.94e-05 3.79¢-08 / 3.79e-08 | -6.79¢-09 / -6.79¢-09 | 1.65e-08 / 1.65e-08 -0.00074 / 0.00074 0/0
EG_SCALE_PS_ETABINS 0/0 | 0000215/ 0.000215 | 183008 / 18308 | -0.0277 / 0.0277 | -0.000437 / 0000437 | -0.00105 / 0.00105 | -6.796-09 / 679600 | 163e-08 / 16508 | T.68:06 /76006 | 0/0
EGSCALE-S12_ETABINO 070 | -559-06 /55906 | 183¢-08 / 1.83-08 | -4.98¢.07 / 5.54¢-07 | -0.000402 / 0.000402 | -1.25¢-05 / 1.256-05 | -6.79-09 / 6.79-09 | 165e-08 / 165e-08 | -0.000202 / 0.000202 | 0/ 0
EG_SCALE_S12_ETABIN1 0/0 1.54e-06 / -1.54e-06 1.83e-08 / 1.83e-08 -3.77¢-06 / 3.83¢-06 | 0.000147 / -0.000147 | -5.54e-06 / 5.52¢-06 | 5.64e-06 / -5.65¢-06 | -9.61e-06 / 9.57e-06 | -0.000911 / 0.000911 0/0
EG_SCALE_S12_ETABIN2 0/0 1.6e-10 / 1.6e-10 1.83¢-08 / 1.83e-08 | -3.04e-08 / -3.04e-08 1.64e-08 / 1.64e-08 3.79¢-08 / 3.79¢-08 | -6.79¢-09 / -6.79-09 | 1 8 / 1.65e-08 88e-08 / -3.88¢-08 0/0
EGSCALE-S12_ETABIN3 0/0 -0.00044 / 0.00044 0.0174 / -0.0174 -0.028 / 0.028 -0.000245 / 0.000245 | 0.00189 / -0.00189 2.55-06 / 2.54e-06 1.65e-08 / 1.65e-08 | -0.000306 / 0.000306 | 0 /0
EG_SCALE_S12_ETABIN4 0/0 1.6e-10 / 1.6e-10 0.005 / -0.005 -3.04-08 / -3.04e-08 | 0.000114 / -0.000114 | 3.79¢-08 / 3.79¢-08 | -6.79¢-09 / -6.79¢-09 | 1.65¢-08 / 1.65e-08 -1.12¢-05 / 1.12e-05 0/0
EGSCALE_TOPOCLUSTER THRES 070 | 0.000221 / 0.000221 | L8308 / 18308 | 55407 / 49807 | -0.000373 / 0000373 | 379608 / BT9e-08 | -6.796-09 / 61909 | 163e-08 / 16508 | -0.000129 / 0.000129 | 0/ 0
EGSCALE.WTOTS1 0/0 0.000258 / -0.000258 | -6.44e-05 / 6.44e-05 0.0277 / -0.0277 -0.000475 / 0 000475 | 0.00254 / -0.00254 0.00158 / 0.00158 0.00244 / -0.00244 0/0
EG.SCALE ZEEST'\T 0/0 L.6e-10 / 1.6e-10 1.83e-08 / 1.83¢-08 -1.37e-05 / 1.38-05 | -9.12e-06 Je-0( 0.00104 / -0.00104 | -6.79¢-09 / -6.79-09 .88¢-08 / -3.88¢-08 0/o
EGSCALE! 0/0 | 0.000239 / 0.000239 | 18308 / 18308 | 00281 /-0.0281 | 0.00204 / -u 00204 | 0.00257 /-0.00257 | 0.00159 /0.00159 | 1.65e-08 / 1.63¢-08 | 0.000986 / -0.000986 | 0 /0
JES (.-loupele’ -NP1 0/0 0.00265 / -0.00265 | -0.000524 / 0.000524 0.00432 / -0.00432 0.00154 / -0.00154 0.00177 / -0.00177 0.00958 / -0.00958 -0.002 / 0.002 0.0186 / -0.0186 0/0
JES GroupedNP - NP 2 0/0 0.00192 / -0.00192 | -0.000524 / 0.000524 0.00423 / -0.00423 0.0014 / -0.0014 0.0018 / -0.0018 0.00958 / -0.00958 1.65-08 / 1.65¢-08 0.0165 / -0.0165 0/0
JES GroupedNP - NP 3 0/0 0.000726 / -0.000726 | 1.83e-08 / 1.83e-08 4.68e-05 / -4.68¢-05 | 0.000179 / -0.000179 | -9.58¢-06 / 9.56e-06 | -1.27e-05 / 1.27e-05 1.65e-08 / 1.65-08 0.0012 / -0.00119 0o/0
Jet flavour response 0/0 -0.0012 / 0.0012 0.000524 / -0.000524 | -0.00372 / 0.00372 | -0.000288 / 0.000288 | -0.00078 / 0.00078 -0.00959 / 0.00959 1.65e-08 / 1.65e-08 -0.00886 / 0.00886 0/o
MET soft track ResoPara 0/0 16610 / -166-10 | -7.58¢-07 / 7.58-07 | -1.026-06 / 1.02¢-06 | -1.64e-08 / 1.64e-08 | -3.79€-08 / 3.79-08 | -1.23¢-05 / 1.236-05 | -4.94e-06 / 4.94e-06 | -2.67e-05 / 2.67-05 | 0/0
MET soft track ResoPerp 0/0 1.6e-10 / -1.6e-10 -7.58¢-07 / 7.58e-07 | -1.02e-06 / 1.02e-06 | -1.64e-08 / 1.64e-08 3.79¢-08 / 3.79¢-08 | -1.23e-05 / 1.23e-05 | -4.94e-06 / 4.94e-06 | -2.67e-05 / 2.67e-05 0/0
MET soft track scale 0/0 1.6e-10 / 1.6e-10 1.83¢-08 / 1.83¢-08 3.04e-08 / -3.04e-08 1.64e-08 / 1.64e-08 3.79¢-08 / 3.79-08 | -6.79¢-09 / -6.79¢-09 | 1.65e-08 / 1.65e-08 -3.88¢-08 / -3.88¢-08 o0/o
Muon ID track 0/0 000053/ 0.00053 | 1836-08 / 1.830-08 | -0.000376 / 0.000376 | 4436-05 / £436-05 | 0000578 / -0.000578 | 6.87¢:05 / -6.87-05 | 1.65e-08 /16508 | 0.000316 /0.000316 | 0/0

Muon MS track 070 | 0.000475 / 0.000475 | 0.00253 / -0.00253 | 0000278 / 0.000275 | 0000293 / 0000293 | 00015 / 00015 | -6.796-00 / 6.796-09 | 1650.08 / 165008 | 0000103/ 0.000103 | 0 /0

Muon Sagitta resolution bias 0/0 1.6e-10 / 1.6e-10 | 1.836-08 / 1.83¢-08 | 0.000166 / 0.000166 | 0.000136 / -0.000136 | 7.11e-07 / 7.326-07 | -6.79¢-09 / -6.79-09 | 1.65e-08 / 1.65¢-08 | 0.000274 / -0.000274 | 0 /0

Muon sagitta tho 0/0 16610 / 1.6e-10 | 1.836-08 / 1.83e-08 | -3.04e-08 / -3.04-08 | 1.64e-08 / 1.64e-08 | 3.79-08 / 3.79e-08 | -6.79¢-09 / -6.79-09 | 1.65e-08 / 1.65¢-08 | -3.88¢-08 / -3.88¢-08 | 0 /0

Muon scale 0/0 16010/ 16010 | -0.00253/ 0.00353 | -0.000169/ 0.000169 | -0.000177 / 0.000477 | -0.000313'/ 0.000313 | 6.79¢-09 / 67909 | 1.65¢.08 / 1.65e.08 | -0.00021 /0.00024 | 070

JET_IER DataVsMCMC16 0/0 1.6e-10 / 16e-10 | 1.83¢-08 / 1.83¢-08 3.79¢-08 / 3.796-08 | -6.79¢-09 / 6.79¢-09 | 1.650-08 / 1.65¢-08 | -3.88¢-08 / -3.88¢-08 | 0/ 0
JET_JER EffectiveNP_1 0/0 1.66-10 / 1.6e-10 | 1.83¢-08 / 1.83¢-08 | -3.04¢-08 / -3.04-08 | 1.64e-08 / 1.64e-08 | 3.79¢-08 / 3.79¢-08 | -6.79-09 / 6.79-09 | 1.65¢-08 / 1.65¢-08 0/0
JET_JER EffectiveNP_2 0/0 1.66-10 / 1.6¢-10 | 1.83c-08 / 1.83¢-08 | -3.04¢-08 / -3.04-08 | 1.64¢-08 / 1.64¢-08 | 3.79¢-08 / 3.79¢-08 | -6.79¢-09 / 6.79-09 | 1.65¢-08 / 1.65¢-08 0/0
JET_JER EffectiveNP_3 0/0 16610 / 1.6e-10 | 1.830-08 / 1.83¢-08 4'4(~08 /-3.04e-08 | 1.64-08 / 16408 | 3.79¢-08 / 3.79-08 | 6.79¢-09 / -6.79¢-09 | 1.65e-08 / 1.65e-03 0/0
JET_JER EffectiveNP_4 0/0 16610 / 1.6e-10 | 1.83¢-08 / 1.83¢-08 8/ -3.04¢-08 | 1.64c-08 / 1.64c-08 | 3.79-08 / 3.79¢-08 | -6.79¢-09 / -6.79¢-09 | 1.65¢-08 / 1.65¢-08 0/0
JET_JER EffectiveNP_5 0/0 16610 / 1.6¢-10 | 1.830-08 / 1.83¢-08 | -3 o;wx /-3.04¢-08 | 1.64c-08 / 1.64¢-08 | 3.79¢-08 / 3.796-08 | -6.79¢-09 / -6.79¢-09 | 1.65¢-08 / 1.65¢-08 0/0
JET_JER EffectiveNP_6 0/0 16610 / 16010 | 183608 / 1.83e-08 | -3.04¢-08 / -3.04e-08 40-08 / 1.64¢-08 | 3.79¢-08 / 3.79¢-08 | -6.79-09 / -6.79¢-09 | 1.65¢-08 / 1.65¢-08 | -3.85¢-08 / -3.85¢-08 | 0 /0
JET_JER_EffectiveNP TrestTerm 0/0 1.66-10 / 16010 | 1.836-08 / 1.83¢-08 | -3.040-08 / -3.04-08 | 1.64e-08 / 1.64c-08 | 3.79-08 / 3.79¢-08 | -6.79¢-09 / -6.79-09 | 1.65¢-08 / 1.65¢-08 | -3.88¢-08 / -3.88¢-08 | 0 /0

Jet eta intercalibration non-closure 2018 data 0/0 34¢-06 / 3406 | 183008 / 1.83¢-08 | -141:05 / 141605 | 7.5¢:05 /-T5e:05 | -6.99¢-06 / 6.97¢-06 | 127605/ 1.27e-05 | 1.65e-08 / 1.65e-08 | 0.000285 / -0.000285 | 0/ 0
Jet eta intercalibration non-closure high £ 0/0 1610 /10010 | 183008 / 183608 | -5.04008 / 304008 | 164008 / 164008 | 370608 /379008 | 679000 /670000 | 10508 /165e-08 | -3.85¢:08 / -3.85¢:08 | 0/0
Jet cta intercalibration non-closure cta j 0 0/0 16610 / 1.6¢-10 | 1.830-08 / 1.83¢-08 | -3.04¢-08 / -3.040-08 | -0.88¢-07 / 9.54¢-07 | 3.796-08 / 3.79¢-08 | -6.79¢-09 / 6.79-09 | 1.65c-08 / 1.65¢-08 | -3.88¢-08 / -3.88¢-08 | 0 /0
Jet eta intercalibration non-closure cta ;0 0/0 16610 / 16e-10 | 1.83c-08 / 1.83¢-08 | -3 om-.os / 304.».oz< 164608 / 16408 | -1.2¢:05 / 1.2¢:05 | -6.79¢-09 / -6.79¢-09 | 165 03 / | 6508 | -3.85¢-08 / -3.88¢:08 | 0/0
‘otal Theory uncertainty diboson 0/0 0/0 0/0 0/0 0/0 0.109 / -0.103 0/0 0/0
Total Theory uncertainty Wtaugg 0/0 0/0 0/0 U / o 0/0 0/0 0/0 0. m / ru 18 0/0 0/0

Figure E.4: VR1_highMET pre-fit: Relative effect of each systematic on the yields.
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Jfake 7 Kl 7y Xy T Thoson Wiy WH WH

Jfake photon SF error 0216 / 0.218 070 T/0 070 070 070 070 T/0 070

Wy 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

Luminosity 0/0 0.0169 / -0.0169 0.0169 / 0.0169 0.0169 / 0.0169 0.0169 /00169 0.0169 / 0.0169 0.0169 / -0.0169 0.0169 /00169 | 0/0

Electron identification eff. 0/0 0.00777 / 0.00777 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Electron isolation cff. 0/0 000072/ 0.00072 | 0.00132 / 0.00132 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Electron reconstruction cff 0/0 0.00001 / 0.00091 | 0.00182 / -0.00152 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Blectron Trigger eff 0/0 16610/ 16610 | 1.83¢-08 / 1.83-08 0/0 0/0 0/0 0/0 0/0 0/0 0/0

Photon identification off. 0/0 0026 / 0026 0.0271 / -0.0271 0.032 / -0.032 0.0238 / -0.0238 00271 / -0.0271 0 oz'n /-0.0211 0.0376 / -0.0376 0.0165 /00165 | 0/0
Photon isolation off. 0/0 0.0291 / 0.0292 1351 / -0.0851 0.0266 / 0.0267 0.025 /0025 00274 / 0.0274 01 0.0335 / -0.0336 0.0196 /0019 | 0/0

Photon Trigger eff. 0/0 0.00662 0.000284 /-0.000284 | 0.00824 /-0.00824 | 0.00631 /-0.00631 | 0.00639 / -0.00639 u 0|07 /00107 | 0.00381 /0.00381 | 0.00742 / 0.00742 | 0/0

Muon isolation off. stat 0/0 0.00056 / 8.97¢-06 / -9.020-06 | 0.000822 / -0.000822 | 0.000595 / -0.000595 | 0.000494 / -0.000494 | 0.000605 / -0.000605 | 0.000118 / -0.000115 | 0.000605 / -0.000605 | 0 / 0

Muon isolation cf. syst. 0/0 0.00304 / 0. 0.000105 / -0.000105 | 0.00563 / -0.00563 | 0.00315 /-0.00315 | 0.00825 /-0.00825 | 0.00411 /-0.00411 | 0.0141 /00141 | 000283 /-0.00283 | 0/0

Muon reconstruction off. stat 0/0 0.000235 / 0.000235 | 1.28¢-05 / -1.27e-05 | 0.000285 / -0.000285 | 0.000228 / -0.000228 | 0.000229 / -0.000229 | 0.000331 / -0.000331 | 0.000144 / -0.000144 | 0.000229 / -0.000229 | 0/ 0
Muon reconstruction off. low-pT stat, 0/0 16610/ 16¢-10 | 1.83¢-08 / 183008 | -3.040-08 / -3.040-08 | 1.64c-08 / L640-08 | 3.79¢-08 / 3.79-08 | -6.79¢-09 / -6.79¢-00 | 1.65¢-08 / 1.650-08 | -3.88c-08 / 3.88¢-08 | 0/0
Muon reconstruction eff. syst. 0/0 0.00121 / 0.00121 | 84705 / 84705 | 0.00115 /-0.00115 | 0.000972 / -0.000972 | 0.00088 / 0.00088 | 0.00258 /-0.00258 | 0.00104/-0.00104 | 0.00103 /-0.00103 | 0/0
Muon reconstruction eff. low-pT syst. 0/0 10| 1.83¢08 / 1.83¢:08 | -3.04c-08 / -3.04e 1.64¢-08 / 1.64c-08 | 3.79¢-08 / 3.79¢-08 | -6.79¢-09 / 6.79¢-09 | 1.65¢-08 / 1.65¢-08 | -3.88¢-08 / -3.85¢-08 | 0/0
Muon TTVA off. stat 0/0 5.19¢-06 / -5.16¢-06 | 0.000162 / -0.000162 | 0.000147 / -0.000146 | 0.000132 / -0.000132 | 0.000195 / -0.000195 | 0.000108 / -0.000108 | 0.00014 / 0.00014 | 0 /0

Muon TTVA eff. syst. 0/0 0.000146 / -0.000146 | 1.97¢-05 / -1.96e-05 | 0.000121 / -0.000121 | 0.000188 / -0.000185 | 0.000147 / -0.000147 | 0.000224 / -0.000224 | 4.13¢-05 / -4.13¢-05 | 0.000169 / -0.000169 | 0/ 0

Muon trigger off. stat 0/0 0.00157 / 0.00157 | 6.19¢-05 / -6.2¢-05 | 0.00239 /-0.00239 | 0.00155 /-0.00155 | 0.00146 /-0.00146 | 0.00230 /-0.00239 | 0.00102 /-0.00102 | 0.00148 /-0.00148 | 0/0

Muon trigger eff. syst. 0/0 0.0117 /00117 | 000131 /000131 | 00168 / -0.0168 0.0101 /-0.0101 | 0.00952 / -0.00952 0.019 /0019 0.00375 /000375 | 0.0104/-00104 | 0/0

Jet IVT eff. 0/0 0.0015 /00015 | 000167 /-0.00167 | 0.00033 /-0.00033 | 0.00117 /-0.00117 | 0.00192 / 0.00192 | 0.00415 /-0.00415 | 0.00519 /-0.00519 | 0.0016 /-0.0016 | 0/0

Flavour Tagging cff. B0 0/0 16610/ 16610 | 1.83¢-08 / 183008 | -3.040-08 / -3.040-08 | 1.64c-08 / L640-08 | 3.79-08 / 37908 | -6.79¢-09 / -6.79-00 | 1.65¢-08 / 1.65¢-08 | -3.88¢-08 / 3.88¢-08 | 0/0
Flavour Tagging eff. BI 0/0 16610 / 16610 | 183608 / 1.83¢-08 | -3.04e-08 / 3.0 164608 / 16408 | 3.79¢-08 / 3.79-08 ol 65e-08 / 1.6 -3.880-08 / -3 e 0| 0/0
Flavour Tagging off. B2 0/0 166-10 / 1.6e-10 | 183¢-08 / 1.836-08 | -3.040-08 / -3.040-08 | 1.64c-08 / 1.64e-08 | 3.79¢-08 / 3.79e-08 / -6.79¢-09 | 165008 / 165 3.88¢-08 / -3.88¢-08 | 0/0
Flavour Tagging off. B3 0/0 16610 / 1.6e-10 ! &k 08 / 183008 | -3.04-08 / 3.01c-08 | 1.64c-08 / 1.64c-08 | 3.790-08 / 379008 | 6. wouJ -6.790- ug 165008 / 165008 | -3.880-08 / 3 880 0| 0/0
Flavour Tagging cff. B4 0/0 1.66-10 / 1.6e-10 304008 / -3.04¢-08 | 1.64-08 / 164008 | 3.79¢-08 / 37908 | 6.79¢-09 / -6.79-09 | 1.65¢-08 / 1.65¢-08 | -3.83¢-08 / -3.88¢-08 | 0/0
Flavour Tagging off. B5 0/0 16610 / 1.6e-10 ; 16408 / 16408 | 3.79¢-08 / 3.79¢-08 | 6.79¢-09 / -6.79¢-09 | 16508 / 1.65¢-08 | -3.88-08 / -3.88-08 | 0/0
Flavour Tagging cff. B6 0/0 16¢-10 / 1610 | 1.83¢:08 / 1.830-08 164008 / 16408 | 3.79¢-08 / 3.79¢-08 | 6.79¢-09 / -6.79¢-09 | 165008 / 1.65¢-08 | -3.88-08 / 3.88-08 | 0/0
Flavour Tagging off. B 0/0 16010 / 16610 | 183608 / 1.83¢-08 | -3.04e-08 / -3.0: 1.64¢:08 / 164608 | 3.79¢-08 / 3.79¢-08 | -6.79¢-09 / -6.79¢-09 | 1.65e-08 / 1.65¢-08 8| 0/0
Flavour Tagging off. BS 0/0 16610 / 16¢-10 | 1.830-08 / 1.830-08 | -3.040-08 / -3.04-08 | 1.64c-08 / 1.640-08 8 / 379008 | -6.79¢-09 / 6.79-00 | 1.65¢-08 / 1.65-08 0/0
Flavour Tagging eff. CO 0/0 16610 / 16610 | 1.83¢-08 / 1.83¢-08 0 164608 / 16408 | 3.79¢-08 / 37908 | 6.79¢-09 / -6.7" 1.656-08 / 1.65¢-08 388 0/0
Flavour Tagging off. C1 0/0 16610 / 16610 | 183e-08 / 183e-08 16408 / 1.64c-08 x 70(»03 /379¢:08 | -6.79¢-00 / 6.79-09 | 1.65¢-08 / 1.650-08 | -3.880-08 / -3, eI /o
Flavour Tagging off. C2 0/0 16¢-10 / 1610 | 1.830-08 / 1.830-08 16408 / 1.64c-08 6.796-09 / -6.790- ug 1.65¢-08 / 16508 | -3.880-08 / -3.88-08 | 0/0
Flavour Tagging cff. C3 0/0 16610 / 16610 | 1.83e-08 / 1.83¢-08 16408 / 1.64¢-08 379( ~6.79¢-09 / -6.79¢-09 | 1.65e-08 / 1.65¢-08 0/0
Flavour Tageing off. Light0 0/0 16610 / 16610 | 183e-08 / L83e-08 164c-08 / 16408 | 3.79¢-08 / 3.70¢-08 | -6.79¢-00 / 6.79¢-09 | 165008 / 1.65¢-08 0/0
Flavour Tagging off. Light1 0/0 16610 / 16610 | 18308 / 183¢-08 | -3.04-08 / 3.040-08 | 1.64c-08 / 16408 | 3.79¢-08 / 379608 | 6.79¢-09 / -6.79¢-09 | 165608 / 1.65c-08 | -3.88-08 / 3.88-08 | 0/0
Flavour Tagging eff. Light2 0/0 166-10 / 16010 | 1836-08 / 1.836-08 | -3.040-08 / -3.04e-08 | 1.64e-08 / 1.64e-08 | 3.79-08 / 3.79¢-08 | -6.79¢-09 / -6.79-09 | 1.65e-08 / 1.65e-08 | -3.88¢-08 / -3.88¢-08 | 0 /0
Flavour Tageing eff. Light3 0/0 16010 / 16610 | 18308 / L8308 | -3.04c-08 / 3.04e-08 | 1.64e-08 / 16408 | 3.79¢-08 / 3.79¢-08 | 6.79e-09 / -6.79¢-09 | 1.65e-08 / 1.65e-08 | -3.588-08 / 3.88-08 | 0/0

wour Tagging eff. extrapolation 0/0 16610 / 16610 | 1.83¢:08 / 18308 | -3.040-08 / -3.04c-08 | 164e-08 / 16408 | 37908 / 3.706-08 | -6.79¢:00 / -6.79¢-09 | 16508 / 16508 | -3.880-08 / -3.886-08 | 0/0
Flavour Tagging eff. extrapolation from charm 0/0 16610 / 16610 | 183608 / L83e-08 | -3.04-08 / 3.040-08 | 1.64e-08 / 16408 | 3.79¢-08 / 3.79¢-08 | 6.79e-09 / -6.79-09 | 1.65e-08 / L65e-08 | -3.88¢-08 / 3.88-08 | 0/0
EG.RESOLUTION_AF2 0/0 16010 / 16610 | 183608 / 183e-08 | -3.04e-08 / 3.0 16408 / 16408 | 3.79¢-08 / 3.79¢:08 | 6.79¢-09 / -6.79¢-09 | 165008 / 1.65e-08 | -3.88¢-08 / 38808 | 0/0

EG RESOLUTION MATERIALCALO 0/0 32207 /32207 | 1:820:08 / 1820-08 | 0.000373 / -0.000373 | -0.000216 / 0.000216 | -2.46e-05 / 24705 | 0.00157 /000157 | 16308 / 164e-08 | -0.00035 / 0.00035 | 0/0
EG_RESOLUTION MATERIALCRYO 0/0 0.000284 / 0.000284 | 1.82¢-08 / 18208 | -0.0269 / 0.0260 | 0.000724 / 0.000724 | 8.80-05 /-879e-05 | 0.00157 /-0.00157 | 164e-08 / 1.64e-08 | -0.000449 / 0.000448 | 0 /0
EG_RESOLUTION MATERIALGAP 0/0 0.000213 / 0.000213 | 1.81e-08 / 1.83e-08 | -0.0274 /0.0274 | -0.00112 / 0.00112 | 0.000713 / 0.000713 | -6.72¢-09 / -6.77e-09 | 1.63¢-08 / 1.64e-08 | 0.000135 / 0.000135 | 0 /0
EG_RESOLUTION_MATERIALIBL 0/0 0.00662 / -0.00662 | 1.82¢-08 / 1.82e-08 | 0.000583 / -0.000583 | 0.000799 / -0.000798 | 0.00225 / -0.00225 | 0.00288 /-0.00288 | 0.00113 /-0.00113 | -7.05¢-05 / 7.05e-05 | 0 /0
EG_RESOLUTION MATERIALID 0/0 0.0005 /00005 | 1.79¢-08 / 1.84e-08 | -0.00359 / 0.00359 | 0.000865 / 0.000865 | 0.00375 / 0.00375 | 0.00166 /-0.00166 | 0.00113 /-0.00113 | -0.000301 / 0.000301 | 0 /0
EG_RESOLUTION MATERIALPPO 0/0 00091/ 00001 | 285005 / 28505 | 00216/ 00216 | 0000304 / 0.000303 | 000620 /-0 uum -2.536-06 / 2 o)&(?b 1.65-08 / 16208 | 0.00093 /-0.00093 | 0/0
EG.SCALE.AF2 0/0 16610/ 16610 | 183608 / L8308 | -3.04-08 / 3.04e-08 | 164e-08 / 1.64e-08 | 3.79¢-08 / 3. 6.79¢-09 / -6.7" 165608 / 16508 | -3.88-08 / -3.8%-08 | 0 /0
EG_SCALE_EASCINTILLATOR_ETABINO 0/0 16010 / L6e-10 | 183¢-08 / L8308 | -3.04-08 / -3.01c-08 | 164e-08 / 16408 | 3.79¢-08 /3. "wvx 6.79¢-09 / -6 1.65¢-08 / 16508 | -3.880-08 / -3.88¢-08 | 0 /0
EG SCALE_E4SCINTILLATOR_ETABIN1 0/0 16610 / 16610 | 18308 / 1.83¢-08 | -3.04e-08 / 3.04e-08 | 9.516-05 / -9.51e-05 | 3.79¢-08 / 3.79-08 | 6.79e-09 / -6.79-09 | 1.65¢-08 / 1.65e-08 | -0.000739 / 0.000739 | 0 /0
EG_SCALE.EASCINTILLATOR_ETABIN2 0/0 0000213 / 0.000213 | 6405 / -6.4e-05 0.0275 /00275 | -3.73¢-05 / 3.73¢-05 | -L01e-06 / 9.93¢-07 | -6.75-00 / 6.74e-09 | 1.64-08 / 16408 | -3.85¢-08 / 6.01e-08 | 0 /0
EGSCALE G4 0/0 8.85¢-06 / -8.85¢-06 | 181e-08 / 18208 | 58906 / 5.8%e-06 | 0.000229 / -0.000229 | -0.000122 / 0.000122 | -2.97e-06 / 2.96e-06 | 1.636-08 / 1.64e-08 | 0.000322 / 0.000322 | 0 /0
EG.SCALE_LIGAIN 0/0 0.000608 / -0.000608 | -0.0172 / 0.0072 | 6.06e-05 / -6.05¢-05 | 0.00126 /-0.00126 | 0.00323 / 0.00323 | 2.52-06 / -2.53-06 | 164e-08 / 1.61e-08 | 0.000499 / -0.000499 | 0/ 0
EG_SCALE L2GAIN 0/0 0.000337 / 0.000337 |  0.0274 / 0.0274 | 0.000592 / -0.000592 | -0. onzm /000202 | 0.00613 /000643 | 9.5e-06 /9.54-06 | 0.00108 /-0.00108 | 0/0
FG_SCALE_LARCALIB_ETABINO 0/0 0000281 / 0.000281 | 1808 / 1896-08 | 131605 / 131605 | -0.000304 / 0.000304 | 86405 / 36305 | 296006 / 29706 | -9.55-06 / 9.51¢:06 | -0.00175 / 000175 | 0/0
EG_SCALE_LARCALIB_ETABIN1 0/0 0000103 / 0.000103 | 1.526:08 / 18208 | 0.0275 / 00275 | -0.000556 / 0000556 | 0. e/ /000180 | -2.530-06 / 252¢-06 | 16408 / 164e-08 | -0.000201 / 0.000204 | 0 /0
EGSCALELARELECCALIB 0/0 0.00022 / 0.00022 | 1.82-08 / 18208 | 5.08¢-06 / -5.14¢-06 | 0.000213 / -0.000213 | 0.000818 / 0.000848 | -6.74¢-09 / -6.750-00 | 1.63¢-08 / 1.64-08 | 0.000114 / 0.000114 | 0 /0
EG_SCALELARELECUNCONV_ETABINO 0/0 -0.000258 / 0.000258 | -0.000175 / 0.000175 | 0.0236 /-0.0236 | -0.000121 / 0.000121 | 0.000581 / -0.000381 | 0.000836 / -0.000836 | 0.00112 /-0.00112 | -0.00127 / 0.00127 | 0/0
EG.SCALE_LARELEC UV(_O\!VJ:{IAEINI 0/0 0.000224 / 0.000224 | 6.4e-05 / 6.39-05 | -0.0275 / 0.0275 | 0.000587 / 0.000587 | -0.00251 / 0.00251 | -1.34e-05 / 13405 | 16308 / 1.64e-08 | -0.000314 / 0.000314 | 0 /0
EG_SCALE_LARUNCONVCALIB_ETABINO 0/0 9.660-06 / -9.66¢-06 | 1.81e-08 / 1.83¢-08 | 7.82e-07 / -7.27e-07 | -0.000605 / 0.000605 | 0.000585 / -0.000385 | -2.97e-06 / 2.96e-06 | -0.00112 / 0.00112 | 0.00129 / 0.00129 | 0 /0
EG_SCALE LARUNCONVCALIB_ETABIN1 0/0 L5810/ 15910 | 182608 / 18208 | -3.026-08 / -3.026-08 | -2.09¢-05 / 2.09¢-05 | 0.00107 / -0.00107 | -6.74e-09 / -6.75¢-09 | 1.63¢-08 / 164e-08 | 0.000252 / 0.000252 | 0 /0
EG_SCALE_MATCALO_ETABINO 0/0 16010 / 16610 | 183608 / 183¢-08 | -3.04c-08 / -3.01e-08 | -0.000181 / 0000181 | 3.79¢-08 / 3.79¢-08 | 6.79¢-09 / -6.79¢-09 | 1.65¢-08 / 1.65¢-08 | 8.2-06 / -8.180-06 | 0/0
EG_SCALE_MATCALO_ETABIN 0/0 16610 / 1610 | 1.83¢-08 / 1.83e-08 | 5.54e-07 / -1.98-07 | 0.000208 / -0.000208 | 3.79-08 / 37908 | -6.79-09 / -6.79-09 | 1.65¢-08 / 1.65-08 | 0.000197 / 0.000197 | 0 /0
EG_SCALEMATCALO_ETABINI0 0/0 166:10 / 166-10 | 1.83¢-08 / 1.830-08 | -3.010-08 / -3.04c-08 | 1.64c-08 / L640-08 | 3.79¢-08 / 3.79¢-08 | -6.79¢-09 / -6.79-09 | 1.65¢-08 / 1.65¢-08 | -3.880-08 / -3.88¢-08 | 0/ 0
EG_SCALEMATCALO_ETABINIL 0/0 16610 / 16¢-10 | 1.83¢:08 / 1.83¢:08 | -3.01c-08 / -3.01¢-08 | 1.64c-08 / 1.6 379008 / 3.79¢-08 | 6.79¢-09 / -6.79¢-09 | 165608 / 1.65c-08 | -3.88-08 / 3.88-08 | 0/0
EG_SCALEMATCALO_ETABIN2 0/0 1610 / 166-10 | 1.83¢:08 / 1.83e-08 | -3.04¢-08 / -3.04-08 | 9.236-05 / -9.23¢-05 | 3.79-08 / 3.79¢-08 | -6.79-09 / -6.79-09 | 1.65¢-08 / 1.65¢-08 | 2.84e-06 / 2.82¢-06 | 0 /0
EGSCALE_MATCALO_ETABIN3 0/0 321007 / 324007 | 18308 / 183¢-08 | 35906 / 3.65-06 | -6.31c-05 / 632005 | 3.79¢-08 / 3.79¢-08 | 6.79¢-09 / -6.79¢-09 | 1.65e-08 / 1.65¢-08 | 0.000131 / 0.000134 | 0 /0
EG_SCALE_MATCALO_ETABIN4 0/0 119605 / 119605 | 1.83¢-08 / 1.83¢-08 | -3.04¢-08 / -3.04¢-08 | 0.000203 / 0.000203 | 3.79¢-08 / 3.79-08 | 6.79-09 / -6. 165608 / 16508 | 2.94¢-06 / -2.92¢-06 | 0 /0
EG_SCALE_MATCALO_ETABING 0/0 451606 / 45106 | 182008 / 1.82¢-08 | 2.020-07 / -1.46e-07 | -9.35¢-05 / 9.35¢-05 | 0.000585 / -0.000585 | -6.74e-09 / -6.75¢-09 | -0.00113 / 0.00113 | 0.000611 / -0.000611 | 0 /0
EG_SCALE_MATCALO_ETABING 0/0 201006 / 20106 | 18208 / 182008 | -3.020-08 / -3.026-08 | -0.000372 / 0.000372 90-07 / 2.200-07 | -2.970-06 / 2.960-06 | 9.510-06 / -9.55¢-06 | 0.000337 / 0.000337 | 0 /0
EG_SCALE_MATCALO_ETABINT 0/0 16610/ 16¢-10 | 1.83¢:08 / 1.83e-08 | -3.04¢-08 / -3.04¢-08 | 0.000194 / -0.000194 | 3.79¢-08 / 3.79¢-08 | -6.79-09 / -6.79-09 | 1.65¢-08 / 1.65¢-08 | 1.6e-07 /23707 | 0/0
EG_SCALE_MATCALO_ETABINS 0/0 150010 / 15910 | 182008 / 1.82¢-08 | -3.02008 / -3.020-08 | -9.30-06 / 9.33¢-06 | 0.00107 /-0.00107 | 6.74¢-09 / -6.75¢-09 | 1.64c-08 / 1L64e-08 | 0.000249 / 0.000249 | 0 /0
EG SCALE_MATCALO_ETABINg 0/0 1610/ 16010 || 183008 / 183608 | -3.04c-08 / 304008 | 164008 / L6408 | 379008 / 379008 | 6.790:09 / -6.79009 | 165008 / 16508 | 38808 / 38808 | 0/0
SCALE_MATCRYO_ETABINO 0/0 16610 / 166-10 | 1.83¢:08 / 1.83e-08 | -3.04¢-08 / -3.04¢-08 | -0.000185 / 0.000185 | 3.79¢-08 / 3.79¢-08 | -6.79-09 / -6.79¢-09 | 1.65¢-08 / 1.65¢-08 | 8.2¢-06 / -8.18:06 | 0/0
bG,SC,—\LthA’ICRYOJ:,TABU\l 0/0 159010 / 15910 | 182008 / 15208 | 0.000374 / 0000375 | 0.000200 / 0000208 | 87708 / 87708 | 000157 / 0.00157 | 16408 / 164008 | 0000196/ 0000196 | 0/ 0
EG_SCALE MATCRYO_ETABIN10 0/0 0.000213 / 0.000213 | 1.82¢-08 / 1.82¢:08 | 5.08¢-06 / -5.14¢-06 | 0.00021 / 0.00021 | -0.000848 / 0.000848 | -6.74-09 / -6.75¢-09 | 1.63¢-08 / 1.64e-08 | 6.526-07 / 7.29e-07 | 0/ 0
EG_SCALEMATCRYO_ETABIN1L 0/0 4.940-06 / -4.94¢-06 | 183¢-08 / 1.83¢-08 | 2.03¢-07 / 2.64e-07 | 2.9¢-06 / 2.86e-06 | 3.79¢-08 / 3.79-08 | -6.79¢-09 / -6.79¢-09 | 1.65e-08 / 1.65¢-08 | -3.88¢-08 / -3.88¢-08 | 0 /0
EG.SCALE_MATCRYO_ETABIN2 0/0 166-10/ 16¢-10 | 1.830:08 / 183008 | -3.040-08 / -3.040-08 | 0.000194 / -0.000194 | 3.79¢-08 / 3.79¢-08 75 7900 / 6.790-09 | 1.65¢-08 / 16508 | 2.840-06 / -2.820:06 | 0 /0
EG_SCALE_MATCRYO_ETABIN3 0/0 0.00641 / -0.00641 | 18208 / 18208 | 3.57e-06 / -3.63-06 | -0.000222 / 0.000222 | 8.64¢-06 / -8.66- Ob 6.756-09 / -6.74¢-09 | 16408 / 1.63e-08 | 0.000141 / -0.000141 | 0 /0
1 SCALE_MATCRYO_ETABINA 0/0 119605 / -119¢-05 | 1.83¢-08 / 1.830-08 | -0.000208 / 0.000208 | -0.000201 / 0.000201 | 3.79¢-08 / .79 679009/ 679009 | 165008 / 16508 | 364005 / 363005 | 070
EG. SCALEJIATCRYOJSTAB[I\o 0/0 451006 / 451606 | 1.82¢-08 / 182008 | 2.02¢-07 / -146¢-07 | -7.960-05 / 7.96¢-05 | 0.000583 / ro.uuom 6.74e-09 / -6.75¢-09 | -0.00113 / 0.00113 | 0.00061 / 0.00061 | 0 /0
EG-SCALEMATCRYO_FETABING 0/0 2.01¢-06 / 20106 | 182608 / 1.82¢-08 | -3.026-08 / -3.02¢-08 | -0.000373 / 0.000373 | -6.31e-07 / 6.116-07 | -2.97e-06 / 2.96e-06 | 9.51¢-06 / -9.55e-06 | 0.000337 / -0.000337 | 0 /0
EG sc-\u-.n,ncm O_ETABINT 0/0 0000133 / -0.000133 | 639605 / 64e05 | -302008 / -3030.08 | 0.000333 / 00003 | 113005 /112605 | 674000 /675009 | 16408 / 16408 | 0000309 / -Do00G09 | 00
EG.SCALE_MATCRYO_ETABINS 0/0 292005 / 292¢-05 | 182608 / 1.82¢-08 0.000181 / 0.000181 | 0.00277 / -0.00277 | 6.74¢-09 / -6.75¢-09 | 1.63¢-08 / 1.64e-08 | 0.000233 / 0.000233 | 0 /0

1 SCALEMATCRYO_ETABING 0/0 7.05¢-06 / -T.05¢-06 | 183008 / 1.83¢-08 452007 / 4.85e-07 | 3.79¢-08 / 3.79¢-08 | 6.79-09 / -6.79¢-09 | 1.65¢-08 / 1.65¢-08 | 0.000115 / -0.000115 | 0 /0
EG.SCALE_MATID_ETABIND 0/0 6.920-06 / -6.920-06 | 182008 / 1.820-08 0.000329 / -0.000329 | 0.000892 / -0.000893 | 6.75¢-09 / -6.75¢-09 | -0.00113 / 0.00113 | 0.000624 / 0.000624 | 0 /0

0/0 2330:06 / -2330-06 | 15208 / 182008 0.000459 / -0.000459 | 0.000339 / -0.000339 | 2.96e-06 / -2.97e-06 | 1.64¢-08 / 1.64e-03 | 0.000343 / -0.000343 | 0 /0
0/0 7.240-06 / 724006 | 182008 / 182008 0.000198 / 0.000198 | 0.00249 / -0.00249 | 6.74¢-09 / -6.75¢-09 | 1.64¢-08 / 1L64e-08 | 0.000607 / -0.000607 | 0 /0

EG SCALE_MATID_ETABIN3 0/0 159010 / 158-10 | 182008 / 1.82¢-08 0.000229 / -0.000229 | 0.000848 / -0.000848 | 6.75¢-09 / -6.740-09 | 1.64c-08 / 1.63c-08 | -3.86¢-08 / -3.85¢-08 | 0/0
EG_SCALEMATPPO_ETABINO 0/0 1.38¢-05 / -1.38¢-05 26-08 / 1.82¢-08 -0.000169 / 0.000169 | 3.77-08 / 3.77e-08 | 2.96¢-06 / -2.97e-06 | 1.64e-08 / 1.64e-03 | 4.1e-06 / -4.08e- 0/0
EG_SCALE_MATPPO_ETABINI 0/0 0.000226 / 0.000226 | 1.82¢-08 / 1.826-08 ! 0.000341 / 0.000341 | 0.00104 /-0.00104 | 2.52-06 / -2.53¢-06 | 1.63¢-08 / L64e-08 | 0.00012 / 0.00012 | 0 /0
EG_SCALE_PEDESTAL 0/0 0.000222 / 0.000222 | 1.81¢-08 / 1.83e-08 | -7.27e-07 / 7.83¢-07 | 0.000512 / -0.000512 | 0.00104 / -0.00104 | -6.72-09 / -6.77e-09 | 1.63¢-08 / 1.64-08 | -7.64¢-05 / 7.64e-05 | 0 /0
EG_SCALE.PS BARREL B12 0/0 -0.000275 / 0.000275 | 1.81c-08 / 1.830-08 | -134¢-05 / 1.34c-05 | -0.000521 / 0.000521 | 0.000287 / -0.000287 | 5.66-06 / -5.61e-06 | 0.00112 /-0.00112 | -0.00111 / 0.00111 | 0/0
EG_SCALE_PS_ETABIND 0/0 16010 / 16610 | 183c-08 / 183¢-08 | -3.04c-08 / 3.040-08 | -1.996-05 / 49805 | 3.79¢-08 / 3.79¢-08 | 6.79¢-00 / -6.790-09 | 165608 / 165¢-08 | -8.97-06 / 8.99¢06 | 0 /0
EG_SCALE_PS_ETABIN1 0/0 16610 / 16610 | 18303 / 1.83¢-08 | -4.98-07 / 5.54e-07 | -0.000208 / 0.000208 | 3.79¢-08 / 3.79-08 | 6.79¢-09 / -6.79¢-09 | 1.65¢-08 / 1.65¢-08 | -0.000197 / 0.000197 | 0 /0
EGSCALE_PS_ETABIN2 0/0 16610 / 16610 | 18308 / L83¢-08 | -3.04c-08 / -3.040-08 | -0.000196 / 0.000196 | 3.79¢-08 / 3.79¢-08 | 6.79¢-09 / -6.79¢-09 | 16508 / 1.65¢-08 | -2.82-06 / 28406 | 0/0
EG_SCALE_PS_ETABIN3 0/0 241007 / 242607 | 182008 / 182608 | -3.63¢-06 / 35706 | -0.80-05 / 9.8¢-05 | -7.23¢-06 / 7.21e-06 | -6.75¢:09 / -6.750-00 | 1.64¢-08 / 1.64e-08 | 5.58¢-05 / 5.57e-05 | 0/0
EGSCALE_PS_ETABIN4 0/0 L6010 / 16010 | 18305 / 15308 | -3.04-08 / -3.04e-08 | T.20-07 / 686007 | 379608 / 3.79¢-05 | -6.79-09 / 6.79¢-09 | 165608 / 165¢-08 | -2920-06/ 294e-06 | 0/0
EGSCALE_PS_ETABING 0/0 451006 / 451606 | 18208 / L8208 | -1.46e-07 / 20207 | 9.07-05 / -9.06e-05 | 3e-06 / -3.02¢-06 | 6.75¢-09 / -6.75¢-09 | 0.00113 / 0.00113 | -0.000611 / 0.000611 | 0 /0
EG_SCALE_PS_ETABING 0/0 000141 / 0.00141 | -0.000208 / 0.000208 | 0.0234 / 0.0234 | -3.78¢-05 / 37905 | 3.38-05 / -3.38-05 | 2.96e-06 / -2.97e-06 | -9.55e-06 / 9.51e-06 | 0.000894 / 0.000894 | 0 /0
EGSCALE_PS_ETABINT 0/0 L6610 / 16610 | 183608 / L83e-08 | -3.04c-08 / -3.040-08 | 8.95¢-05 / 89405 | 3.79¢-08 / 3.70¢-08 | 6.79e-09 / -6.79¢-09 | 165608 / L6508 | -0.00074 / 0.00074 | 0 /0
EGSCALE_PS_ETABINS 0/0 0.000213 / 0.000213 | 1.82¢-08 / 1.82e:08 | -0.0275 / 0.0275 | 0.000434 / 0.000431 | -0.00104 / 0.00104 | -6.76¢-09 / -6.74e-09 | 1.64¢-08 / 1.63¢-08 | -7.63¢-06 / 7.55¢-06 | 0 /0
EG-SCALE.S12_ETABINO 0/0 5.556-00 / 5.55e-06 | 18208 / 18208 | 49507 / 5.5¢07 | -0.0004 / 0.0004 | -124e-05 / 1.25e-05 | -6.75-09 / -6.756-09 | 1.64e-08 / 1.64-08 | -0.000201 / 0.000201 | 0 /0
EG.SCALE_S12_ETABIN1 0/0 153606 / 15306 | 1.81e-08 / 1.83-08 75006 / 3806 | 0000L4G / -0.000146 | 551606 / 54906 | 56006 / 56100 | 95506 / 95106 | -0.000905 / 0.000905 | 0 /0
EG.SCALE_S12_ETABIN2 0/0 16610 / 16610 | 18308 / 18308 | -3.04c-08 / -3.04e L640-08 / L6108 | 3.790-08 / 3.79¢-08 | -6.796-09 / -6.79¢-09 | 1.656-08 / 1650-08 | -53.85¢-08 / -3.85¢-08 | 0/0
EG.SCALE_S12_ETABIN3 0/0 -0.000437 / 0.000437 | 0.0172 / -0.0172 0.0278 / 0.0278 | -0.000243 / 0.000243 | 0.0018 / -0.00188 | -2.53¢-06 / 2. 52»0(, 16408 / 16408 | -0.000304 / 0.000304 | 0 /0
EG_SCALE_S12_ETABINA 0/0 150610 / 1.59-10 | 0.00497 / -0.00497 | -3.026-08 / -3.02¢-08 | 0.000113 / 0.000113 | 3.77e-08 / 3.77-08 | 6.75¢-09 / -6.75¢-09 | 1.64e-08 / L64e-08 | -1.1Le-05 / 111e05 | 0/0
EG.SCALE_TOPOCLUSTER THRES 0/0 0.00022 / 0.00022 | 1.82-08 / 18208 | 5.56-07 / -4.95e-07 | -0.000371 / 0.000371 | 3.77e-08 / 3.77e-08 | -6.74-09 / -6.756-09 | 1.64e-08 / 1.64-08 | -0.000128 / 0.000128 | 0 /0
EGSCALEWTOTSL 0/0 0.000257 / 0000257 | -6.39e-05 / 6.4e-05 |  0.0275 /-0.0275 | -0.000471 / 0.000471 | 0.00252 / 0.00252 | -0.00157 / 0.00157 | 9.51e-06 / -9.55-06 | 0.00242 / 0.00242 | 0/0
EG_SCALE ZEESTAT 0/0 15810 / 15910 | 182008 / 1.82¢-08 | -1366-05 / L37e-05 | -9.366-06 / 9.33-06 | 0.00104 /-0.00104 | 6.74¢-09 / -6.75¢-09 | 163608 / L64e-08 | -3.85-08 / -3.86e-08 | 0/0
 SCALE_ZEESYST 0/0 0.000237 / 0.000237 | 1.83e-08 / 1.81e-08 | 0.0279 /-0.0279 | 0.00202 /-0.00202 | 0.00256 / -0.00236 | 0.00158 /-0.00158 | 1.64e-08 / 1.63-08 | 0.000979 / -0.000979 | 0 /0

JES GroupedNP - NP 1 0/0 0.00263 / 0.00263 | -0.00052 / 0.00052 | 0.00420 /-0.00420 | 0.00153 /-0.00153 | 0.00176 /-0.00176 | 0.00952 /-0.00952 | -0.00199 /0.00199 | 0.0185 /-0.0185 | 0/0
JES GroupedNP - NP 2 0/0 0.00191 / 0.00191 | -0.00052 / 0.00052 | 0.0042/-0.0042 | 0.00139 /-0.00139 | 0.00178 /-0.00178 | 0.00952 /-0.00952 | 1.64¢-08 / 1.64e-08 | 0.0164 /-0.0164 | 0/0
ES GroupedNP - NP 3 0/0 0.000721 / -0.000721 | 1.82-08 / 1.82e-08 | 4.65e-05 / -4.65¢-05 | 0.000178 /-0.000178 | -9.52¢-06 / 9.5e-06 | -1.26-05 / 1.26e-05 | 1.64e-08 / 1.64e-08 | 0.00119 /-0.00119 | 0/0

Jet flavour response 0/0 000119 / 0.00119 | 0.00052 /-0.00052 | -0.00360 / 0.00369 | -0.000286 / 0.000256 | -0.000775 / 0.000775 | -0.00953 / 0.00053 | 1.G3e-08 / L64e-08 | -0.0088 / 0.0088 | 0/0

MET soft track ResoPara 0/0 16610 / -1.6e-10 | 75807 / 7.58-07 | -1.026-06 / 1.026-06 | -1.64e-08 / 1.64¢-08 | -3.79-08 / 3.79-08 | -1.23¢-05 / 1.23e-05 | -4.94e-06 / 4.94e-06 | -2.67e-05 / 26705 | 0/0
MET soft track ResoPerp 0/0 16010 / -16¢-10 | -7.58¢-07 / 7.58¢-07 | 102606 / 102006 | -1.64e-08 / L64e-08 | -3.79-08 / 3.796-08 | -1.230-05 / 1.23¢-05 | -1.94e-06 / 4.94e-06 | -2.67e-05 / 26705 | 0/0
MET soft track scale 0/0 16610/ 1610 | 183608 / 183008 | 3.010-08 / 30108 | 16408 / 164008 9008 / 3.79¢-08 | -6.79¢-09 / -6.79-00 | 1.65¢-08 / 1.65¢-08 | -3.88¢-08 / -3.88¢-08 | 0/0
Muon ID track 0/0 0000526 / 0.000526 | 1.82-08 / 15208 | -0.000373 / 0000373 | -44e-05 / 440-05 | 0.000574 / 0.000375 | 6.82-05 / -6.82-05 | 1.63¢-08 / 164e-08 | 0.000314 / -0.000314 | 0/0

Muon MS track 0/0 0.000472 / 0.000472 | 0.00251 /-0.00251 | 0.000276 / -0.000276 | 0.000291 / -0.000201 | -0.00149 / 0.00149 | -6.74e-09 / -6.75¢-09 | 1.64e-08 / 1.64e-08 | 0.000102 / 0.000102 | 0 /0

Muon Sagitta resolution bias 0/0 16610 / 16610 | 1.83e-08/ 1.83¢-08 | 0.000166 / 0.000166 | 0.000136 / -0.000136 | 7.11e-07 / -732-07 | 6.79¢-09 / -6.79¢-09 | 1.65e-08 / 1.65¢-08 | 0.000274 / 0.000274 | 0 /0
Muon sagitta rho 0/0 166:10 / 166-10 | 1.83¢-08 / 1.83¢-08 | -3.040-08 / -3.046-08 | 1.64e-08 / L64e-08 | 3.79¢-08 / 3.79-08 | -6.79-09 / -6.796-00 | 1.65¢-08 / 1.65¢-08 | -3.880-08 / -3.88¢-08 | 0/ 0

Muon scale 0/0 1.50¢-10 / 1.59-10 | -0.00251 / 0.00251 | -0.000168 / 0.000168 | 0.000474 / 0.000474 | -0.000311 / 0.000311 | 6.75¢-09 / -6.75¢-09 | 1.64e-08 / 1.64e-08 | 0.000238 / 0.000238 | 0 /0

JET_JER DataVsMC_MC16 0/0 16610 / 166-10 | 1.83¢:08 / 1.83e-08 | -3.04e-08 / -3.04¢-08 0/0 3.79¢-08 / 379608 | 6.79¢-09 / -6.79¢-09 | 1.656-08 / 1.65¢-08 | -3.88¢-08 / 3.88¢-08 | 0/0
0/0 16610 / 166-10 | 1.83¢:08 / 1.830-08 | -3.010-08 / -3.04c-08 | 1.64c-08 / L64e-08 | 3.79¢-08 / 3.79¢-08 | -6.79¢-09 / -6.796-09 | 1.65¢-08 / 1.65¢-08 | -3.88e-08 / -3.88¢-08 | 0/0

0/0 16¢-10 / 16¢-10 | 1.83¢:08 / 1.83¢:08 | -3.040-08 / -3.040-08 | 1.64c-08 / 164008 | 3.796-08 / 37908 | -6.79¢-09 / -6.796-09 | 1.65¢-08 / 1.65¢-08 | -3.88c-08 / -3.88¢-08 | 0/0

JET_JER EffectiveNP_3 0/0 L6610 / 16610 | 183008 / 183008 | 304008 / 30108 | 164e-08 / L6108 | 87908 / 379608 | 679609 / 678 165608 / 165608 | -3.88¢-08 / -3.83-08 | 0/0
JET_JER EffectiveNP_1 0/0 166-10 / 166-10 | 1.83¢:08 / 183008 | -3.010-08 / -3.040-08 | 1.64c-08 / L640-08 | 3.79-08 / 3.79-08 | -6.79¢-09 / -6.796-09 | 1.65¢-08 / 1.65¢-08 | -3.88¢-08 / -3.88¢-08 | 0/0
JET_JER EffectiveNP_5 0/0 1610 / 1610 | 183008 / 183008 | 3.04e-08 / 30108 | 1.64e-08 / 16408 | 37908 / 379608 | 6.790-09 / -6.79¢-09 | 1.65e-08 / 165008 | -5.88-08 / -3.858¢.08 | 0/0
JET_JER EffectiveNP_6 0/0 L6¢-10 / 16010 | 18308/ 183¢:08 | -3.040-08 / -3.040-08 | 1.64c-08 / 1L64e-08 | 37908 / 379¢-08 | -6.79-09 / -6.796-09 | 1.650-08 / 165c-08 | -3.85¢:08 / -3.85¢.08 | 0 /0

JET_JER EffectiveNP_TrestTerm 0/0 L6610/ 16610 | 18308 / 183-05 | 300608 / -3.001¢-08 | 164c-05 / 1610-08 | 3.790-05 / 379608 | -6.796-00 / -6.796-09 | 1.656-08 / 1.650-08 | 355008 / -3.85¢-08 | 0/0

Jet eta intercalibration non-closure 2018 data 0/0 34006 / 3406 | 1830-08 / 18308 | -1.4105 / 1.41¢:05 | 7.5005 / -T50:05 | -6.990-06 / 6.970-06 | -1.27¢:05 / 1.27e-05 | 1.650-08 / 1.65-08 | 0.000285 / -0.000285 | 0/ 0
Jet et intercalibration non-closure high E 0/0 16610/ L6-10 | 1.83¢:08 / 1.83¢-08 | -3.040-08 / -3.040-08 | 164608 / L64c-08 | 3.79¢-08 / 3.79-08 | -6.79¢-09 / -6.79¢-00 | 165¢-08 / 1.65¢-08 E 0/0
Jet eta intercalibration non-closure cta | 0 0/0 16610 / 16¢-10 | 1.83¢:08 / 1.83¢:08 | -3.040-08 / -3.040-08 | -9.880-07 / 9.540-07 | 3.79¢-08 / 37908 | 6.79¢-09 / -6.79¢-09 | 1.65¢-08 / 1.65¢-08 0/0
Jet eta intercalibration non-closure cta ;0 0/0 16610 / 16610 | 1.83¢:08 / 183608 | -3.04e- 03 / -‘1 04c-08 | 164608 / 1.640-08 | -1.2¢-05 / 12605 | -6. 79»-0@ / 67« 9 | 1.65¢-08 / 1.65e-08 0/0
ttharSF 0/0 0/0 0/0 0152 /0152 0.152 / -0.152 0/0 0/0 0/0

Total Theory uncertainty diboson 0/0 0/0 0/0 o / u 0/0 0/0 0 ws / u 103 0/0 0/0 0/0
Total Theory uncertainty Wtaugg 0/0 0/0 0/0 0/0 0/0 0/0 0.262 / -0.179 0/0 0/0

Figure E.5: VR1_highMET post-fit: Relative effect of each systematic on the yields.
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Tiake Wy 77 Zry X7 Thoson W(ro) WHY W

fake photon SF error 023/ 0.23 0/0 0/0 070 070 0/0 070 70 0/0 070
Luminosity 0/0 0.017 / -0.017 0.017 / -0.017 0.017 / 0.017 0017 / 0,017 0.017 / -0.017 0.017 / 0.017 0.017 / 0.017 0.017 / 0.017 0/0

Electron identification cff. 0/0 0.00405 / -0.00405 | 0.0131 / -0.0131 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Electron isolation off 0/0 | 0000723 /-0.000723 | 0.00106 / -0.00106 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Electron reconstruction ff. 0/0 | 0.000638 / -0.000658 | 0.00195 / -0.00195 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Electron Trigger off. 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

Photon identification of. 0/0 0.0320 / 0,032 0021 12 0.0297 / -0.0297 0.0251 / -0.0251 00216 / 0.0216 0.0241 /-0.0241 00308 / 0.0308 00179 /00179 | 0/0
Photon isolation eff. 0/0 0.0325 / -0.03 00257 / 0.0257 0.0325 / -0.0825 0.0259 / -0.0259 0.0255 / 0.0255 0.0202 / -0.0202 00208 / 0.0298 00206 / 0.0206 | 0/0

Photon Trigger off. 0/0 0.00431 / -0.00431 | 0.000215 / - 0.00445 / 000689 / 0.00680 | 0.0061 /-0.0061 | 0.00735 /-0.00735 0/0 0.00528 / -0.00528 | 0/0

Muon isolation eff. 0/0 | 0.000265 /-0.000265 0.000281 / 000043 / -0.00043 | 0.000492 / -0.000492 | 0.000489 / -0.000450 0/0 0000455 / -0.000455 | 0 /0

Muon isolation eff 0/0 0.0023 / -0.0023 0.00438 / 0.00418 / -0.00418 | 0.00496 / -0.00496 |  0.0011 /-0.0011 0/0 0.002 / -0.002 0/0

Muon reconstruction ef 0/0 | 0000241 / -0.000241 0.000163 / 0.000236 / -0.000236 | 0.00027 / -0.00027 | 0.000154 / -0.000154 0/0 0000192 / -0.000192 | 0 /0
Muon reconstruction eff. low 0/0 / 0 0/0 0/0 0/0 0/0 0/0
Muon reconstruction off. syst. 0/0 | 0.000668 / -0.000668 | 0.000181 / -0.000181 | 0.000364 / 0.000364 | 0.000826 / -0.000826 | 0.000528 / -0.000528 | 0.000528 / -0.000528 0/0 0.0008 /-0.0008 | 0/0
Muon reconstruction eff. low-pT syst. 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Muon TTVA eff. stat 0/0 8.860-05 / -8.86-05 | 1.47¢-05 / -1.47e-05 | 7.42-05 / -7.42e-05 | 0.000124 /-0.000124 | 0.000111 / -0.000111 | 0.00015 / -0.00015 0/0 0.000131 / -0.000131 | 0 /0

Muon TTVA eff. syst. 0/0 | 0.000111 /-0.000111 | 6.33¢-05 / 5 | 6.31e-05 / -6.31e-05 | 0.000187 / -0.000187 | 7.88¢-05 / -7.88-05 | 0.000556 / -0.000556 0/0 0.000181 / -0.000181 | 0 /0

Muon trigger eff. stat 0/0 0.00135 / -0.00135 | 5.42¢-05 / 0.0011 /-0.0011 | 0.00167 /-0.00167 | 0.00165 / 0.00165 | 0.00141 /-0.00141 0/0 0.00128 / -0.00128 | 0 /0

Muon trigger eff. syst 0/0 000958 /-0.00958 | 0.000108 /-0.000108 | 0.00612 /-0.00612 | 00107 / -0.0107 0.0111 /-0.0111 | 0.00486 / -0.00486 0/0 00116 /-0.0116 | 0/0

Jet IVT eff. 0/0 0.00354 / -0.00354 | 0.00379 /-0.00379 | 0.00373 /-0.00373 | 0.0037 /-0.0037 | 0.00613 /-0.00613 | 0.00693 /-0.00693 | 0.00367 /-0.00367 | 0.00221 /-0.00221 | 0/0

Flavour Tagging eff. BO 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging eff. B 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging cff. B2 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging eff. B3 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging off. B 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging cff. BS 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging eff. BG 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging cff. B 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging eff. BS 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging off. CO 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging eff. C1 0/0 0/ 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging off. C2 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging off. C3 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Fla\nur Tagging off. Light0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

ar Thgging off. Light1 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

Fla\uur Tagging eff. Light2 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging eff. Light3 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging eff. extrapolation 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging eff. extrapolation from charm | 0 /0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
EG_RESOLUTION_AF2 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
EG_RESOLUTION MATERIALCALO 0/0 0/0 -0.000968 / 0.000968 0/0 0/0 0.00174 / 0.00174 | 0 /0
EG_RESOLUTION MATERIALCRYO 0/0 0/0 1.96¢-07 -0.00096 / 0.00096 | 0.000168 / -0.000168 0/0 -0.00175 / 000175 | 0/ 0
EG_RESOLUTION.MATERIALGAP 0/0 0/0 1.960-07 / -1 000209 / 0.00299 | 0.00012 / -0.00012 0/0 -1540-05 / 1.54e-05 | 0 /0
EG_RESOLUTION_MATERIALIBL 0/0 0.0198 / 0.0198 0/0 0.0019 /-0.0019 | 0.000407 / -0.000407 | -0.000673 / 0.000673 0/0 00061 / 0.0061 | 0/0
EG_RESOLUTION MATERIALID 0/0 00151 / -0.0154 | 0.00249 /-0.00249 | -0.00776 / 0.00776 | 0.00405 / 0.00405 | -0.000505 / 0.000505 0/0 00145 / 0.0145 | 0/0
EG_RESOLUTION MATERIALPPO 0/0 | 0.000246 /-0.000246 | 0.00246 / -0.00246 | 1.16e-05 / -L16e-05 | 0.00338 /-0.00338 |  0.0162 / -0.0162 0/0 -0.00285 / 0.00285 | 0/0
3 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

0/0 0/0 0/0 0/0 -2.5¢-05 / 2.5¢-05 0/0 / 0/0 5/ 1.49¢-05 | 0/0

0/0 0/0 0/0 0/0 2.040-05 / -2.040-05 0/0 0/0 0/0 350-05 / -1.35¢-05 | 0/0

0/0 000260 / 0.00269 | -4.47-06 / 4.47¢-06 | 5.60-06 /-5.60-06 | 0.00154 / -0.00154 0/0 1.54¢-05 / -1.54e-05 0/0 000218 /000218 | 070

0/0 0.0461 / -0.0461 -0.0402 / 0.0402 | 0.000594 / -0.000594 | 0.00519 /-0.00519 | -0.00012 / 0.00012 0.07 /007 0/0 -0.00265 / 0.00265 | 0/0

g LARCALIB_ETABINO 0/0 0.0311 / 0.0311 | -4.47e-06 / 4.47e-06 0/0 -0.00105 / 0.00105 0/0 007 / 0.07 0/0 00017 /-0.0017 | 0/0
EG_SCALE LARCALIB_ETABINI 0/0 0/0 447606 / -4.4Te-06 | -5.74e-06 / 5.74e-06 | 0.000235 / -0.000235 | 0.00012 / -0.00012 0/0 0/0 1.2 o, / | 2205 | 0/0
EG_SCALE_LARELECCALIB 0/0 0/0 0/0 0/0 8.67e-06 / -8.67e-06 0/0 0/0 0/0 0/0
EG_SCALE_LARELECUNCONV_ETABINO 0/0 0.00392 / -0.00392 | -4.47e-06 / 447e-06 | -3.95e-06 / 3.95e-06 | -0.00533 / 0.00533 0/0 0/0 0/0 0.00014 z / 0 000142 | 0 /0
EG_SCALE_LARELECUNCONV_ETABIN1 0/0 447606 / -4.47e-06 | 1 06&07 / 1 96-07 | 0.000424 / -0.000424 | 0.00012 / -0.00012 | -0.00125 / 0.00125 0/0 ~0.00076 / 0.00076 | 0 /0
EG_SCALE_LARUNCONVCALIB_ETABINO | 0/0 000394 / 0.00394 | 4.47e-06 / -4.47e-06 2.97e-05 / -2.97e-05 0/0 0/0 0/0 00017 / 0.0017 | 0/0
EG_SCALE_LARUNCONVCALIB_ETABINT | 0/0 0/0 BE qul 'y 1 96-07 | -0.000478 / 0.000478 | -0.00012 / 0.00012 0/0 0/0 ] 6| 0/0
EG_SCALE MATCALO_ETABINO 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
EG_SCALE MATCALO_ETABINI 0/0 0/0 0/0 0/0 2.696-08 / -2.690-08 0/0 0/0 0/0 0/0
EG_SCALE_MATCALO_ETABIN10 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
EG_SCALEMATCALO_ETABINIL 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
EG_SCALE MATCALO_ETABIN2 0/0 0/0 0/0 0/0 0.000983 / -0.0009 0/0 0/0 0/0 -4.020-06 / 40206 | 0 /0
3 0/0 0/0 447606 / -4.4Te-06 0/0 0/0 0/0 0/0 0/0 -L16¢-16 / L16e-16 | 0 /0

0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

0/0 0/0 0/0 0/0 116605 / -1.166-05 0/0 0/0 0/0 00017/ 00017 | 0/0

0/0 -0.00394 / 0.00394 0/0 0/0 8.766-06 / -8.76e-06 0/0 0/0 0/0 5.99¢-06 / -5.99¢-06 | 0/0

0/0 0/0 0/0 0/0 6.490-06 / -6.49¢-06 0/0 0/0 0/0 9.990-06 / -9.99¢-06 | 0/0

0/0 0/0 0/0 -1.96e-07 / 1.96e-07 | -0.00167 / 0.00167 | -0.00012 / 0.00012 0/0 0/0 0/0 0/0

0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

L 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 6.65¢-06 / -6.65¢-06 | 0/0
EG_SCALEMATCRYO_ETABINT 0/0 0/0 0/0 0/0 2.69¢-08 / -2.69e-08 0/0 0/0 0/0 -3.66e-05 / 3.66e-05 | 0/0
EG_SCALEMATCRYO_ETABIN10 0/0 0/0 0/0 0/0 8.676-06 / -8.67e-06 0/0 0/0 0/0 0/0 0/0
EG_SCALE MATCRYO_ETABIN11 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
EG_SCALE_MATCRYO_ETABIN2 0/0 0/0 / 0/0 0.000983 / -0.000983 0/0 0/0 0/0 -4.02¢:06 / 402606 | 0 /0
EG_SCALE_MATCRYO_ETABIN3 0/0 0/0 447606 / -4.4Te-06 0/0 0/0 0/0 0/0 -116¢-16 / 1.16e-16 | 0 /0
ALE_MATCRYO_ETABIN4 0/0 0/0 0/0 000144 / -0.00144 0/0 0/0 0/0 -1.07e-05 / 1.07e-05 | 0 /0
ALE_MATCRYO_ETABING 0/0 /o 0/0 0/0 1.166-05 / -1.166-05 0/0 0/0 0/0 00017 / 0.0017 | 0/0

ABD 0/0 -0.00394 / 0.00394 0/0 0/0 1.03¢-05 / -1.03¢-05 0/0 0/0 0/0 5.990-06 / -5.99¢-06 | 0/0
EG_SCALEMATCRYO_ETABIN 0/0 0/0 0/0 0/0 0.00128 / -0.00128 0/0 0.00125 / 0.00125 0/0 9.990-06 / -9.99¢-06 | 0/ 0
EG_SCALE_MATCRYO_ETABINS 0/0 0/0 0/0 0/0 -0.00195 / 0.00195 | -0.00012 / 0.00012 0/0 0/0 00021 /00021 | 0/0
EG_SCALE_MATCRYO_ETABINY 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
0/0 0/0 0/0 0/0 21605 / -2.1e-05 0/0 0/0 0/0 0.00171 / 0.00171 | 0 /0

0/0 2.94¢-06 / -2.946-06 0/0 0/0 6.536-07 / 6.53¢-07 0/0 0/0 0/0 56-06 / 2.45¢-06 | 0 /0

0/0 0/0 0/0 -L.96e-07 / 1.96¢-07 | 0.00166 / -0.00166 | -0.00012 / 0.00012 0/0 0/0 -0.000627 / 0.000627 | 0 /0

0/0 0/0 0/0 0/0 0000276/ 0.000276 0/0 0/0 0/0 0/0 0/0

0/0 0/0 0/0 0/0 2.030-05 / -2.03¢-05 0/0 0/0 0/0 3.510-06 / -351¢-06 | 0/0

0/0 0/0 “4.47e-06 / 4.47e-06 | -1.96e-07 / 1.96e-07 | -0.000253 / 0.000253 | -0.00012 / 0.00012 0/0 0/0 -0.00266 / 0.00266 | 0 /0

0/0 0/0 0/0 1.966-07 / -1.96e-07 | 0.000247 / -0.000247 0/0 0/0 0/0 516-06 / 351e-06 | 0/ 0

! R 0/0 0.00394 / -0.00394 | ~4.47¢-06 / 447-06 | -3.44¢-06 / 3.44e-06 -0.001 / 0.001 0/0 0/0 0/0 -0.000387 / 0.000587 | 0 /0
E(,,sLAL PS_ETABINO 0/0 0/0 0/0 ~1.6e-06 / 1.6e-06 0/0 0/0 0/0 28605 / 28¢:05 | 0/0
EG_SCALE_PS_ETABIN 0/0 0/0 0/0 0/0 -2.69¢-08 / 2.69¢-08 0/0 0/0 0/0 3.066-07 / -3.06e-07 | 0/0
EG_SCALE_PS_ETABIN2 0/0 0/0 0/0 0/0 -0.000983 / 0.000983 0/0 0/0 0/0 4.026-06 / -4.02¢-06 | 0/0
EG_SCALE_PS_ETABIN3 0/0 0/0 447606 / 4.47e-06 0/0 212616 / 2.12¢-16 0/0 0/0 0/0 0/0 0/0
EG_SCALE_PS_ETABINA 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
EG_SCALE_PS_ETABING 0/0 0/0 0/0 0/0 116605 / 1.16e-05 0/0 0/0 0/0 00017 /00017 | 0/0
EG_SCALE_PS_ETABING 0/0 0.00377 / -0.00377 0/0 118005 / 1.18¢-05 | -0.000561 / 0.000561 | -5.17e-05 / 5.17c-05 | 0.000465 / 0.000465 0/0 -0.00353 / 0.00353 | 0/0
EG_SCALE_PS_ETABINT 0/0 0/0 0/0 / / / 0/0 0/0 0/0 0/0
EG_SCALE_PS_ETABINS 0/0 0/0 0/0 1.960-07 / -196e-07 | -1.026-05 / 1.026-05 | 0.00012 / -0.00012 0/0 0/0 -1.49¢-05 / 1.49¢-05 | 0 /0
EG_SCALE_S12_ETABINO 0/0 -0.035 / 0.035 0/0 0/0 -0.00227 / 0.00227 0/0 007/ 0.07 0/0 1.260-05 / 1.26e-05 | 0 /0
0/0 0.00394 / -0.00394 | ~4.47e-06 / 4.47e-06 u /0 000123 / -0.0012 0/0 0/0 0/0 00017 / 00017 | 0/0

S 0/0 0/0 /o 0/0 0/0 0/0 0/0 / 0/0

b(‘ SCALE S12_ETABIN3 0/0 0/0 447606 / -4.47e-06 r.m»ur / 54006 | -3.820-05 / 38205 | 0.00012 /-0.00012 0/0 0/0 0.00212 / 0.00212 | 0/0
LE_S12_ETABINI 0/0 0/0 0/0 -0.000272 / 0.000272 0/0 0/0 0/0 0/0 0/0

L(,AS(AL .TOPOCLUSTER_THRES 0/0 0/0 0/0 1 %»0' ( 1 96-07 | 876006 / -8.76e-06 0/0 0/0 0/0 11616 / 1.16e-16 | 0 /0
ECS( ALE WTOTS1 0/0 | 0000981 / -0.000981 0/0 3.630-06 / -3.63¢-00 | 000227 /-0.00227 | -0.00012 / 0.00012 | 0. nmz / o 00125 0/0 0 nnor / n 0026 | 0/0

.S B 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

G ,scr\r T 0/0 -0.00394 / 0.00394 | -1.27e-07 / 1.27-07 | -1.96e-07 / 1.96e-07 | 0.000194 / -0.000194 | 6.21e-05 / -6.21e-05 u / u 0/0 0. unm / o«mm 0/0

JES GroupedNP - NP 1 0/0 0.00811 / -0.00811 0/0 0.000254 /-0.000254 | 6.83¢-05 / -6.83¢-05 | -0.000224 / 0.000224 |  0.0331 / -0.0531 0/0 0.00742 / -0.00742 | 0 /0

JES GroupedNP - NP 2 0/0 0.00811 / -0.00811 0/0 175605 / 1.75e-05 | 0.000108 / -0.000108 | -4.420-05 / 4.42¢-05 | 0.0531 / -0.0531 0/0 0.00386 / -0.00586 | 0 /0

JES GroupedNP - NP 3 0/0 -0.00123 / 0.00123 0/0 0/0 -3.37e-05 / 3.37e-05 0/0 0/0 0/0 0.00217 /-0.00217 | 0 /0

Jet flavour response 0/0 -0.00812 / 0.00812 0/0 0/0 -0.000307 / 0.000307 | 0.000184 / -0.000184 | -0.0201 / 0.0201 0/0 -0.00385 / 0.00385 | 0/0

MET soft track ResoPara 0/0 Te-07 / Te-07 124606 / 1.24¢-06 | -2.39¢-07 / 239-07 | -9.4¢-07 / 9.4e-07 | -0.000191 / 0.000191 | -6.47¢-06 / 6.47¢-06 /0000267 | 0/0
MET soft track ResoPerp 0/0 0/0 07 / Te-07 124606 / 124006 | -2.39e-07 / 239¢:07 | -9.4¢-07 / 9.4-07 | 0.000191 / 0.000191 | -6.47e-06 / 6.47¢-06 | -0.000267 / 0.000267 | 0 /0
MET soft track scale 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

Muon ID track 0/0 -0.0107 / 0.0107 0/0 0.00227 / 0.00227 | 0.00316 / -0.00316 |  0.0177 / -0.0177 0.0245 / -0.0245 0/0 0.00375 / -0.00375 | 0/0

Muon MS track 0/0 000245 ] -0.00215 0/0 -0.00288 / 0.00288 | -0.000976 / 0.000976 |  0.0179 / -0.0179 0/0 0/0 0.00311 / -0.00311 | 0/0

Muon Sagitta resolution bias 0/0 0/0 0/0 0/0 8.980-05 / -8.980-05 0/0 0/0 0/0 00049 / 00049 | 0/0
Muon sagitta rho 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

Tuon scale 0/0 0/0 0/0 -0.00033 / 0.00033 | 0.000438 / -0.000438 |  -0.0179 / 0.0179 00245 / 0.0245 0/0 0.00311 / -0.00311 | 0/0

JET_JER DataVsMC_MC16 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

3 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

JET_JER EffectiveNP_4 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

JET_JER BffectiveXP_5 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

tiveNP_Trest Term 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

Jet cta intercalibration non-closure 2018 data 0/0 -0.00123 / 0.00123 0/0 0/0 -6.49¢-06 / 6.49¢-06 0/0 0/0 0/0 0.00217 /-0.00217 | 0/0
 non-closure high E 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

al  non-closure eta. | 0 0/0 0/0 0/0 0/0 111605 / 1.11e-05 0/0 0/0 0/0 0/0 0/0

Jet eta intercalibration non-closure eta ;0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Total Theory uncertainty diboson 0/0 0/0 0/0 0/0 0/0 0/0 0109 / -0.103 0/0 0/0 0/0
Total Theory uncertainty Wtaugg 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0.264 / -0.18 0/0 0/0

Figure E.6: VR1_lowMET pre-fit: Relative effect of each systematic on the yields.
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ke 77 7y X7 T diboson Wiy WH WH

J-Take photon SF error 0216/ -0.218 070 070 070 070 070 070 070 070 070

. 0/0 0158 / -0.157 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

Luminosity 0/0 0.0169 / -0.0169 0.0169 / -0.0169 0, om / o 0169 00169 / 0.0169 0.0169 / -0.0169 0.0169 / -0.0169 0.0169 / -0.0169 0.0169 /-0.0169 | 0/0

Electron identification eff. 0/0 0.00403 / -0.00403 0013 /0,013 0/0 0/0 0/0 0/0 0/0 0/0
Electron isolation eff. 0/0 0.000719 /-0.000719 | 0.00105 / -0.00105 n/ n 0/0 0/0 0/0 0/0 0/0 0/0
Electron reconstruction eff. 0/0 0.000654 / -0.000654 | 0.00194 / -0.00194 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Electron Trigger eff. 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

Photon identification eff. 0/0 0.0325 / -0.0325 0.0239 / -0.0239 0.0293 / -0.0293 0.0247 / -0.0247 0.0242 /-0.0 0.0241 / -0.0241 0.0304 / -0.0304 0.0177 / -0.0177 0/0
Photon isolation eff. 0/0 0.0321 /-0.0321 0.0254 / -0.0254 0.0321 / -0.0321 0.0256 / -0.0256 0.0252 / -0.0252 0.0199 / -0.0199 0.0294 / -0.0294 0.0204 / -0.0204 0/0

Photon Trigger eff. 0/0 0.00428 / -0.00428 0.000217 / -0.000217 0.00442 / -0.00442 0.00684 / -0.00684 0.00606 / -0.00606 0.0073 / -0.0073 0o/o 0.00524 / -0.00524 0/0

lation eff. stat 0/0 0.000265 / -0.000265 | 0.000304 / -0.000304 | 0.000281 / -0.000281 0.00043 / -0.00043 0.000492 / -0.000492 | 0.000489 / -0.000489 0o/o0 0.000455 / -0.000455 0/0

it 0/0 0.00229 / -0.00229 | 3.89e-05 / -3.89e-05 | 0.00435 / -0.00435 | 0.00416 /-0.00416 | 0.00492 /-0.00492 | 0.00109 /-0.00109 0/0 0.00199 / -0. nnuw 0/0

Muon reconstruction eff. stat 0/0 0.000241 /-0.000241 | 1.37e-05 / -1.37e-05 | 0.000163 / -0.000163 | 0.000236 / -0.000236 | 0.00027 /-0.00027 | 0.000154 / -0.000154 0/0 0.000192 / -0.000192 0/0
Muon reconstruction eff. low-pT stat. 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Muon reconstruction eff. syst 0/0 0.000664 / -0.000664 | 0.00018 /-0.00018 | 0.000361 / -0.000361 | 0.00082 / -0.00082 | 0.000525 / -0.000525 | 0.000525 / -0.000525 0/0 0.000795 / -0.000795 | 0 /0
Muon reconstruction eff. low-pT syst 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Muon TTVA eff. stat 0/0 8.860-05 / -886¢-05 | 1.47¢:05 / -147e-05 | 74205 / -7.42¢:05 | 0.000124 / -0.000124 | 0.000111 /-0.000111 | 0.00015 / -0.00015 0/0 0.000131 /-0.000131 | 0/0

Muon TTVA eff. syst 0/0 0.000111 /-0.000111 | 6.33¢-05 / -6.33:05 | 6.31e-05 / 6.31e-05 | 0.000187 / -0.000187 | 7.88¢-05 / -7.88¢-05 | 0.000356 / -0.000556 0/ 0.000181 / -0.000181 | 0/0

Muon trigger off. stat 0/0 0.00134 / -0.00134 | 5.39-05 / -5.39¢-05 |  0.0011 /00011 | 0.00166 /-0.00166 | 0.00164 /-0.00164 | 0.0014 / -0.0014 0/0 0.00128 /-0.00128 | 0 /0

Muon trigger eff. syst, 0/0 0.00981 / -0.00981 | 0.000107 / -0.000107 | 0.00608 / -0.00608 | 0.0106 / 0.0106 0.011 /-0.011 0.00483 / -0.00483 0/0 0.0116 /-0.0116 | 0/0

Jet JVT eff 0/0 0.00352 / -0.00352 | 0.00377 /-0.0377 | 0.00371 /-0.00371 | 0.00367 / 0.00367 | 0.00608 /-0.00608 | 0.00689 /-0.00689 | 0.00364 /-0.00364 | 0.0022/-0.0022 | 0/0

Flavour Tagging eff. B0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging eff, B1 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging cff, B2 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging eff. B3 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging eff. B4 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
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Flavour Tagging of. Light0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging cff. Light1 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging eff. Light2 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging eff. Light3 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Flavour Tagging eff. extrapolation 0/0 0/0 0/0 0/0 0/0 0/0 0/ 0/0 0/0
Flavour Tagging eff. extrapolation from charm 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
EG_RESOLUTION_AF2 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
EG_RESOLUTION_MATERIALCALO 0/0 0/0 0/0 0/0 -0.000961 / 0.000961 0/0 -0.00173 / 0.00173 | 0 /0
EG_RESOLUTION MATERIALCRYO 0/0 0/0 444006 / 444006 | 1.950-07 / -1.95¢-07 | -0.000953 / 0.000953 | 0.000167 / -0.000167 0/0 000174 / 0.00174 | 0/0
EG_RESOLUTION.MATERIALGAP 0/0 0/0 0/0 1.940-07 / -1.94e-07 | -0.00297 / 0.00297 | 0.000119 / -0.000119 0/0 15305 / 1.53¢-05 | 0/0
EG_RESOLUTION_MATERIALIBL 0/0 00197 / 0.0197 0/0 0.00188 / -0.00188 | 0.000404 / -0.000404 | -0.000668 / 0.000668 13 0/0 -0.00606 / 0.00606 | 0 /0
EG_RESOLUTION MATERIALID 0/0 0.0153 / 0.00247 / -0.00247 4! 0077 / 0.0077 0.00401 / -0.00401 -0.000501 / 0.000501 0.0951 / -0.0952 0/0 -0.0144 / 0.0144 0/0
EG_RESOLUTION_MATERIALPPO 0/0 0.000244 / 0.00245 / -0.00245 L1 5 / -1.15e-05 1336 1336 0.016 / -0.016 0.00124 / -0.00124 o/o -0.00283 / 0.00283 0/0
EG_SCALEAF2 0/0 0/ 0/ 0/0 0/0 0/0 0/0 0/0
CALE_E4SCINTI ' 0/0 0/0 0/0 0/0 0/0 0o/0 0/0 0/0
EG_SCALE_E- 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
EG_SCALE_E: 0/0 0/0 0/0 0/0 ﬂ / 0 0/0 ~1.48e-05 / 1.48e-05 0/0
EGSCALE.G4 0/0 0/0 0/0 / 0/0 0/0 1.34e-05 / -1.34e-05 0/0
EGSCALE_LIGAIN 0/0 “0.00267 / 000267 | -4.440-06 / 444006 | 5.56¢-06 / -5.560-06 0/0 153605 / 1 53605 0/0 0.00217 /-0.00217 | 0/0
JALE_L2GAIN 0/0 0.0457 / -0.0457 0.0399 /00399 | 0 mmds / -0 00039 515 / - -0.000119'/ 0.000119 | 0.0694 / -0.0695 0/0 -0.00263 / 0.00263 | 0 /0

1.5C ALIB_ETABINO 0/0 -0.0309 / 0.0309 | -4.44¢-06 / 4.44¢-06 -0.00104'/ 000104 0/0 -0.0696 / 0.0695 0/0 000169 /-0.00169 | 0/0

GSCALE LARCALIB_ETABINI 0/0 0/0 4.4de- 06/-4 Ae06 | -5.Te os/ 5.7¢-06 0.000119 / -0.000119 0/0 0/ 121605 / 121605 | 0/0
FG_SCALELARELECCALIB 0/0 0/0 /0 /o 6 0/0 0/0 0/0 0/0 0/0
EG_SCALE_LARELECUNCONV_ETABINO 0/0 0.00389 / -0.00389 | -4. 44&00 / 4406 | 392006 / 392006 | 000520 / 000529 0/0 0/0 0/0 0.000141 /-0.000141 | 0/0
EG_SCALE_LARELECUNCONV_ETABINI 0/0 0 44406 / -4.440-06 /19407 | 0000421 /-0.000421 | 0.000119 /-0.000119 | -0.00124 / 0.00124 0/0 ~0.000755 / 0.000755 | 0 /0
EG_SCALE_LARUNCONVCALIB_ETABINO 0/0 ~0.00301 / 0.00301 | 4.44¢-06 / -4.44c-06 0/0 0/0 0/0 000169 / 0.00169 | 0/0
EG_SCALE_LARUNCONVCALIB_ETABIN1 0/0 /0 0/0 -0.000119 / 0.000119 0/0 0/0 9.92:06 / -9.9206 | 0/0
EG_SCALE_MATCALO_ETABINO 0/0 0/0 0/0 0/0 0/0 6.650-06 / -6.65¢-06 | 0 /0
EG_SCALE_MATCALO_ETABIN1 0/0 0/0 0/0 0/0 0/0 0/0 -3.66e-05 / 3.66e-05 | 0/0
EG_SCALE_.MATCALO_ETABIN10 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
EG_SCALEMATCALO_ETABIN11 0/0 0/0 0/0 / 0/0 0/0 0/0 0/0 0/0
EG_SCALE_MATCALO_ETABIN2 0/0 0/0 0/0 0/0 0000983 / 0.000983 0/0 0/0 0/0 -1.026-06 / 402606 | 0 /0
0/0 0/0 4.47e-06 / -4.47e-06 0/0 0/0 0/0 0/0 0/0 0/ 2.32e-16 0/0

0/0 0/0 0/0 0/0 0/0 0/0 0/0 0o/0 0/0 0/0

TCA 0/0 0/0 0/0 0/0 1.15¢-05 / -1.15¢-05 0/0 0/0 0/0 -0.00169 / 0.00160 | 0 /0
'ALE_MATCALO__ETABING 0/0 -0.00391 / 0.00391 0/0 0/0 8.7¢-06 / -8.7e-06 0/0 0/0 0/0 5.95e-06 / -5.95¢-06 0/0
CALE_MATCALO_ETABINT 0/0 0/0 0/0 0/0 6.49e-06 / -6.49¢-06 0/0 0/0 0/0 e-06 / -9.99e-06 0/0
CALEMATCALO_ETABINS 0/0 0/0 0/0 -1.95e-07 / 1.95¢-07 | -0.00166 / 0.00166 | -0.000119 / 0.000119 0/0 0/0 0/0 0/0
CALE_MATCALO_ETABIN9 0/0 0/0 0/0 0/0 0/0 / 0/0 0/0 / 0/0
EG_SCALE.MATCRYO_ETABINO 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 6.65¢-06 / -6.65¢-06 | 0/0
EG_SCALEMATCRYO_ETABINI 0/0 0/0 0/0 0/0 2.67e-08 / -2.67e-08 0/0 0/0 0/0 -3.63e-05 / 36305 | 0/0
EG_SCALEMATCRYO_ETABIN10 0/0 0/0 0/0 0/0 8.616-06 / -8.61¢-06 0/0 0/0 0/0 0/0 0/0
EG_SCALEMATCRYO_ETABIN11 0/0 0/0 0/0 0/0 0/0 0/0 0/ 0/0
EG_SCALE_MATCRYO_ETABIN2 0/0 0/0 0/0 0/0 0000983 / -0.000983 0/0 0/0 0/0 40206 / 402606 | 0/0
EG_SCALEMATCRYO_ETABIN3 0/0 0/0 444606 / -4.44¢-06 0/0 0/0 0/0 0/0 0/0 0/ 23216 0/0
EG_SCALE_MATCRYO_ETABIN4 0/0 0/0 0/0 0/0 0.00144 / -0.00144 0/0 0/0 0/0 -1.07e-05 / 1.07e05 | 0/0
EG_SCALE_MATCRYO_ETABIN5 0/0 0/0 0/0 0/0 1.15¢-05 / -1.150-05 0/0 0/0 0/0 000169 / 0.00169 | 0/0
EG_SCALE_MATCRYO_ETABING 0/0 -0.00391 / 0.00391 0/0 0/0 1.02¢-05 / -1.02e-05 0/0 o/0 0/0 5.95e-06 / -5.95e-06 0/0
EG_SCALE_MATCRYO_ETABINT 0/0 0/0 0/0 0/0 0.00127 / -0.00127 0/0 0.00124 / -0.00124 0/0 9.92e-06 / -9.92e-06 0/0
EG_SCALEMATCRYO_ETABINS 0/0 0/0 0/0 0/0 -0.00194 / 0.00194 | -0.000119 / 0.000119 0/0 0/0 -0.00208 / 0.00208 | 0/0
EG_SCALE MATCRYO_ETABINg 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
EG_SCALE_MATID_ETABINO 0/0 0/0 0/0 0/0 086-05 0/0 0/0 0/0 0.0017 / 0.0017 | 0 /0
EG_SCALE_MATID_ETABINT 0/0 2.926-06 / -2.926-06 0/0 0/0 -6.49¢-07 / 6.49e-07 0/0 0/0 0/0 -2.43e-06 / 2.43e-06 | 0/0
EG.SCALE_MATID_ETABIN2 0/0 0/0 0/0 1.95¢- 0.00165 / -0.001 -0.000119 / 0.000119 0/0 0/0 -0.000623 / 0.000623 0/0
EG.SCALE_MATID_ETABIN3 0/0 0/0 0/0 l) /0 0/0 0/0 0/0 0/0 0/0
EG_SCALE_MATPP0_ETABINO 0/0 0/0 0/0 0/0 3.48¢-06 / -3.48e-06 0/0
0/0 0/0 4.4 oc. / 4 Ae-06 g <07 | -0.000251 / 0.000251 | -0.000119 / 0.000119 0/ 0/0 -0.00261 / 0.00264 | 0 /0

AL 0/0 5607 / -195¢:07 | 0000245 / -0.000245 0/0 0/0 0/0 -3.48¢-06 / 3.48¢:06 | 0/0

EG_SCALE_PS BARRELB12 0/0 0.00391 / -0.00391 | -4.4de- 06 / 4 606 | -3.41¢-06 / 3.41e-06 | -0.000998 / 0.000998 0/0 0/0 0/0 -0.000584 / 0.000584 | 0 /0
EG_SCALE_PS_ETABINO 0/0 0/0 0/0 -1 6e-06 / 1.60-06 0/0 0/0 0/ 28005 / 28¢:05 | 0/0
EG_SCALE_PS_ETABINI 0/0 0/0 0 / 0 0/0 8 / 2.69¢-08 0/0 0/0 0/0 3.066-07 / -3.06e-07 | 0/0
EG_SCALE_PS_ETABIN2 0/0 0/0 0/0 0/0 ro uouosa /0 000953 0/0 0/0 0/0 4.02e:06 / 402606 | 0/0
EG_SCALE_PS_ETABIN3 0/0 0/0 444606 / 4.44¢-06 0/0 0/0 0/0 0/0 0/0 0/0
EG_SCALE_PS_ETABIN4 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
EG_SCALE_PS_ETABING 0/0 0/0 0/0 / 0/0 0/0 0/0 0.00169 /-0.00169 | 0 /0
EG_SCALE_PS_ETABING 0/0 0.00374 / 0.00374 0/0 117605 / 1.17e-05 514605 / 5.14¢-05 | -0.000461 / 0.000461 0/0 000351 / 0.00351 | 0/0
EG_SCALE_PS_ETABINT 0/0 0/0 0/0 / 0/0 0/0 / 0/0
EG_SCALE_PS_ETABINS 0/0 0/0 0/0 195007 / -1.95¢-07 0.000119 / -0.000119 0/0 0/0 L4805 / 1.48¢-05 | 0 /0
EG_SCALE_S12_ETABINO 0/0 -0.0348 / 0.0348 0/0 0/0 0/0 -0.0696 / 0.0696 0/0 1.25-05 / -1.25e-05 0/0
EG.SCALES12_ETABIN1 0/0 0.00391 / -0.00391 -4.44e-06 / 4.44e-06 0/0 0/0 0/0 o/o0 0.00169 / -0.00169 0/0
EG_SCALE_S12_ETABIN2 0/0 0/0 0 0/0 0/0 0/0 0/0 0/0 0/0
L(‘S(’AL]‘_ S12_ETAI Dl‘l’i 0/0 0/0 4.44e-06 / -4.44e-06 | -5.37e-06 / 5.37e-06 0.000119 /-0.000119 0/0 0o/o0 -0.00211 / 0.00211 0/0
_ETABIN 0/0 0/0 0/0 / 0/0 0/0 0/0 0/0

LE.TOPOCI LU‘-T!:R THR]:S 0/0 0/0 0/0 -1.9: 7/ 1.95e-07 8.7e-06 / -8.7e-06 0/0 0/0 0/0 0/ 2.32-16 0/0
EG.SCALE_WTOTS1 0/0 0.000974 / -0.000974 0/0 3.61e-06 / -3.61e-06 0. 00291‘ / -0.00226 | -0.000119 / 0.000119 0.00124 / -0.00124 0/0 0.00258 / -0.00258 0/0
EG_SCAL lFFSTAT 0/0 0/0 0/0 0/0 /0 0/0 0/0 0/0 0/0 0/0

0/0 -0.00301 / 0.00391 | -1.26-07 / 1.26e-07 | -1.94e-07 / 1.94e-07 o nomm /-0.000193 | 6.17¢-05 / -6.176-05 0/0 0/0 -0.00336 / 0.00336 | 0/ 0

JES GroupedNP - NP 1 0/0 0.00805 / -0.00805 0/0 0.000252 / -0.000252 6.79¢-05 | -0.000222 / 0.000222 | 0.0527 / -0.0528 0/0 0.00737 / -0.00737 | 0/0

JES GroupedNP - NP 2 0/0 0.00805 / -0.00805 0/0 174005 / 1.74e-05 o oo /-0.000107 | -4.39¢-05 / 43905 |  0.0527 / 0.0528 0/0 0.00582 / -0.00582 | 0 /0

JES GroupedNP - NP 3 0/0 -0.00122 / 0.00122 0/0 3.350-05 / 3.35¢-05 0/0 0/0 0/0 000216 / -0.00216 | 0/0

Jet flavour response 0/0 -0.00807 / 0.00807 0/0 ro 000303 / 0.000305 | 0.000183 / -0.000183 0,02/ 0.02 0/0 000383 / 0.00383 | 0/0

MET soft track ResoPara 0/0 707 / Te-07 -1.24e- 7/ 23907 | -9.4¢-07 / 9.4¢-07 | -0.000191 / 0.000191 | -6.47¢-06 / 6.47e-06 | -0.000267 / 0.000267 | 0 /0
MET soft track ResoPerp 0/0 0/0 TeOT [ Te0T | 1.240:06 / 124606 72 sx 07/ 2.39¢-07 | -94¢-07 / 9.4e-07 | 0.000191 / 0.000191 | -6.47e-06 / 6.47¢-06 | -0.000267 / 0.000267 | 0/ 0
MET soft track scale 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

Muon ID track 0/0 -0.0106 / 0.0106 0/0 000226 / 0.00226 | 0.00314 / -0.00314 |  0.0175 / -0.0175 0.0244 / 0.0214 0/0 000372 / 0.00372 | 0/0

Muon MS track 0/0 0.00243 / -0.00243 0/0 -0.00287 / 0.00287 | -0.000969 / 0.000969 |  0.0178 / -0.0178 0/0 0/0 0.00300 /-0.00309 | 0 /0

Muon Sagitta resolution bias 0/0 0/0 0/0 0/0 8.980-05 / -8.98¢-05 0/0 0/0 0/0 -0.0049 / 0.0049 0/0
Muon sagitta rho 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

Muon scale 0/0 0/0 0/0 -0.000328 / 0.000328 | 0.000435 / -0.000435 |  -0.0178 / 0.0178 -0.0244 / 0.0244 0/0 0.00300 /-0.00300 | 0 /0

JET_JER DataVsMC_MC16 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
JET_JER EffectiveNP_1 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
JET_JER EffectiveNP_2 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
JET_JER EffectiveNP_3 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
JET_JER EffectiveNP_4 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
JET_JER EffectiveNP_5 0/0 0/0 0/0 0/0 0/0 0/0 0/ 0/0 0/0 0/0
JET_JER EffectiveNP_6 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
JET_JER EffectiveNP_7restTerm 0/0 0/0 0/0 0/0 / 0/0 0/0 0/0 / 0/0
Jet et intercalibration non-closure 2018 data 0/0 -0.00123 / 0.00123 0/0 0/0 -6.49¢-06 / 6.49¢-06 0/0 0/0 0/ 000217 / 0.00217 | 0 /0
Jet eta intercalibration non-closure high E 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/ 0/0
Jet eta intercalibration non-closure eta j 0 0/0 0/0 0/0 0/0 111605 / 111605 0/0 0/0 0/0 0/0 0/0
Jet eta intercalibration non-closure eta ;0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
ttbarSF 0/0 0/0 0/0 0/0 0152 / 0.152 0152 / 0.152 0/0 0/0 0/0

Total Theory uncertainty diboson 0/0 0/0 0/0 0/0 0/0 0/0 0.108 / -0.103 0/0 0/0 0/0
Total Theory uncertainty Waugg 0/0 0/0 0/0 0/0 0/0 0/0 0.262 / -0.179 0/0 0/0

Figure E.7: VR1_1owMET post-fit: Relative effect of each systematic on the yields.
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E.1 Propagating theory uncertainties in 2D template

The 2D template method used to estimate the fake photons from jets uses both data and
MC simulations. The simulated samples are used to remove backgrounds other than fake
photons from the control regions used both to compute the templates and to compute the
final fit. Uncertainties on the MC modelling could therefore affect the 2D template results.

This effect was measured and judged negligible.

A variation of £30% was imposed on the background subtraction. It corresponds to the
maximum theory uncertainty measured for the simulated samples. The variation in the
2D template results is of less than 1% for the signal and jj background estimation and of
2% for the 7j and jy backgrounds. The full propagation of the theoretical uncertainties

was therefore judged unnecessary.

MC -30% Nominal MC+ 30%
vy | 0.70 £ 0.04 0.70 £0.12 0.70 £ 0.08
7 | 0.13+£0.01 0.12 + 0.06 0.11 & 0.05
jv | 0.14£0.02 0.15 £+ 0.06 0.16 + 0.05
ji |0.025=+0.001 | 0.027 £ 0.002 | 0.030 = 0.002

Table E.1: Effect of simulated background subtraction variation on the 2D template re-

sults.

E.2 Comparison between MadGraph and SHERPA

The nominal SHERPA signal Monte Carlo was compared to the MadGraph generated Wy
sample. Both generator show good agreement in terms of distribution shapes in all vari-
ables of interest. Comparisons are shown for the signal region (Figure E.8) and for base-
line events (Figure E.8). A slight normalisation difference was observed. The difference

between the two samples was added as a signal modelling uncertainty (see Section 7.3).
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Figure E.8: comparison between MadGraph SHERPA in the Signal Region. The theoreti-

cally calculated cross-sections are osyprpa = 388 fb and onadcrapn = 433 fb.
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Figure E.9: comparison between MadGraph Sherpa for baseline events. The theoretically

calculated cross-sections are osyrrpa = 2360 fb and onadcrapn = 2404 fb
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