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Abstract 

Waveform Relaxation methods are very efficient and reliable methods. They have 

been widely used in severa! fields, including circuit theory, for solving large systems 

of ordinary differentiai equations and solving partial differentiai equations. A new 

approach called optimized waveform relaxation algorithms was recently introduced 

which greatly improved convergence by using new transmission conditions. These 

conditions are responsible for the exchange of information between subsystems. In 

this thesis, we demonstrate that the transmission conditions have a tremendous influ­

ence on the convergence of the waveform relaxation algorithms for circuit simulations. 

We first derive new waveform relaxation methods for a general circuit and its associ­

atcd system of ordinary differentiai equations, and give transmission conditions with 

optimal performance. These optimal transmission conditions are however not con­

venient to use and thus we introduce approximations for them. We then determine 

numerically the approxima te transmission conditions with the best performance of the 

new waveform relaxation algorithms for two model problems, and we show how much 

the convergence can be improved compared to the classical waveform relaxation algo­

rithm. We then start a detailed study of optimized waveform relaxation algorithms 

for RC type circuits. We first analyze RC circuits of any finite size, and give optimal 

transmission conditions. We again propose approximations for the optimal transmis­

sion conditions which are optimized based on numerical insight. Then we choose a 

very small RC circuit which has only one cell and a small RC circuit which has three 
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cells to further study the quality of the approximations. For the very small RC circuit 

we show that the optimal transmission conditions are indeed local operators in time, 

they are first degree time derivatives which are convenient to use. However, we also 

propose a constant approximation of the optimal transmission conditions which is 

simpler to use and we prove the optimality of this approximation. For the small RC 

circuit we also prove the optimality of the proposed constant approximation, and find 

asymptotically an optimized first order approximation. We then study an infinitely 

large RC circuit to demonstrate that the size of the circuit does not have a major 

impact on the convergence of the optimized waveform relaxation methods. We re­

cali the optimality proof for the constant approximation given in [1], and we give an 

asymptotic result for an optimized first order approximation. We show that results 

found for the infinitely large RC circuit are indeed limits of those found for the finite 

size RC circuit as the size of the circuit goes to infinity. We next start a detailed study 

of optimized waveform relaxation algorithms for transmission line type circuits. We 

give optimal transmission conditions which we approximate by constants. We ana­

lyze very small and small transmission line circuits, which have one cell and two cells 

respectively, and we find asymptotically optimized constant transmission conditions 

for both. We consider also an infinitely large transmission line circuit, and we give 

an optimized constant approximation based on an asymptotic analysis. We finally 

show that the systems representing the circuits considered are semi-discretizations of 

particular partial differentiai equations, and in addition, we show that the new trans­

mission conditions introduced for the circuit problems imply the ones associated with 

the partial differentiai equations at the continuons lcvel. We also show that the con­

vergence factors and the solutions obtained by applying the new waveform relaxation 

algorithms to the partial differentiai equations converge to those obtained by apply­

ing the algorithms to the circuit systems. In order to demonstrate the practicality 

and the efficiency of the optimized waveform relaxation methods, we give numerical 
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experiments that show the drastically improved convergence behavior. 
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Résumé 

Les méthodes de relaxation d'ondes sont très efficaces et fiables. Elles sont utilisées 

avec succès dans plusieurs domaines (par exemple en théorie des circuits) pour résoudre 

des systèmes d'équations ordinaires ou aux dérivées partielles de grandes dimen­

sions. Une nouvelle approche, appelée méthode de relaxation d'ondes optimisée, a 

été récemment introduite, elle améliore de façon remarquable la convergence en intro­

duisant des nouvelles conditions de transmission. Ces conditions sont responsables de 

l'échange d'information entre les sous-systèmes. Dans cette thèse, nous démontrons 

que les conditions de transmission ont une influence énorme sur la convergence des 

algorithmes de relaxation d'ondes pour des circuit simulés. Nous développons d'abord 

les nouvelles méthodes de relaxation d'ondes pour un circuit général et son système 

d'équations différentielles ordinaires associé, et nous donnons les conditions de trans­

mission de performance optimale. Cependant, ces conditions de transmission opti­

males ne sont pas commodes à utiliser et c'est ainsi que nous introduisons des ap­

proximations. Nous approximons alors numériquement les conditions de transmission 

à l'aide des nouveaux algorithmes de relaxation d'ondes ayant une meilleure perfor­

mance, et ce pour deux problèmes types. ~ous montrons de combien la convergence 

peut être améliorée en comparaison avec celle de l'algorithme classique de relaxation 

d'ondes. Nous commençons alors une étude détaillée des algorithmes optimisés de 

relaxation d'ondes pour des circuits RC. Nous analysons d'abord des circuits RC de 

n'importe quelle taille finie, et nous donnons des conditions de transmission optimales. 
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Sur la base de perspicacité numérique, nous proposons aussi des approximations opti­

misées des conditions de transmission optimales. Nous choisissons ensuite un circuit 

RC très petit qui a seulement une cellule et un autre petit circuit RC qui a trois 

cellules, et nous étudions d'avantage la qualité des approximations. Pour le circuit 

RC très petit, nous montrons que les conditions de transmission optimales sont en 

fait des opérateurs locaux en temps. Elles sont les premières dérivées par rapport 

au temps, qui sont très commodes à utiliser. Cependant, nous proposons également 

une approximation constante des conditions de transmission optimales qui est plus 

simple à utiliser et nous prouvons l'optimalité de cette approximation. Pour le petit 

circuit RC, nous prouvons également l'optimalité de l'approximation constante pro­

posée, et trouvons asymptotiquement une approximation optimisée de premier ordre. 

Nous étudions alors un circuit RC infiniment grand pour démontrer que la taille du 

circuit n'a pas une influence importante sur la convergence des méthodes optimisées 

de relaxation d'ondes. Nous rappelons la preuve d'optimalité pour l'approximation 

constante donnée dans [1], et nous donnons un résultat asymptotique pour une ap­

proximation optimisée de premier ordre. Nous prouvons que les résultats trouvés 

pour le circuit RC infiniment grand sont les résultats limites de ceux trouvés pour le 

circuit RC fini lorsque la taille du circuit tend vers l'infini. Ensuite, nous commençons 

une étude détaille des algorithmes de relaxation d'ondes optimisés pour des circuits 

de lignes de transmission. Dans ce cas, nous donnons aussi les conditions de trans­

mission optimales que nous approximons par des constantes. Comme précédemment, 

nous analysons deux circuits de lignes de transmission, un petit ayant deux cellules et 

un très petit n'en ayant qu'une. Pour chacun de ces circuits, nous trouvons asympto­

tiquement des constantes de conditions de transmissions optimisées. Nous considérons 

également un circuit de lignes de transmission infiniment grandes, et par une approx­

imation basée sur une analyse asymptotique, nous donnons une constante optimisée. 

Nous prouvons finalement que les systèmes représentant les circuits considérés sont la 
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semi-discrétisation d'équations différentielles partielles particulières. Nous prouvons 

en outre que les nouvelles conditions de transmission présentées pour les problèmes de 

circuit impliquent celles liées aux équations différentielles partielles continues. Nous 

prouvons également que les facteurs de convergence et les solutions obtenues en ap­

pliquant les nouveaux algorithmes de relaxation d'ondes aux équations différentielles 

partielles convergent vers ceux obtenus en appliquant les algorithmes aux systèmes 

de circuit. Afin de démontrer le caractère pratique et l'efficacité des méthodes opti­

misées de relaxation d'ondes, nous exhibons des expériences numériques qui mettent 

en évidence l'amélioration de la convergence. 
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Chapter 1 

Introduction 

Traditional methods for solving systems of ordinary differentiai equations (ODEs) 

can become inefficient for very large systems of equations where different state vari­

ables are varying at different time rates. This is due to the fact that in applying the 

standard methods directly, the same method and timestep are used for every differ­

entiai equation in the system. This identical discretization must be fine enough to 

represent all components accurately, including bath the rapidly and slowly changing 

state variables in the system. 

In the circuit domain, whcrc wc obtain large stiff systems of ODEs, many circuit 

solver methods have been introduced [2, 3] but the circuit simulation using these meth­

ods takes too much CPU time and too much storage to analyze a circuit. In the quest 

for improving the efficiency of the numerical techniques, by speeding up the solution 

of these large systems, and overcoming those drawbacks mentioned above, various ap­

proaches have been proposed based on partitioning and multirate techniques which 

are numerical methods that use different timesteps for different differentiai equations 

in the system. Indeed, by choosing for each set of differentiai equations in the system 

a maximum timestep t hat accurately refl.ects the behavior of their associated state 

variables, and if possible, applying a parallel process, the efficiency and performance 



2 

of these methods will be greatly improved. 

The idea here is to decompose the large system into smaller subsystems. Then one 

tries to solve each subsystem independently, with its own largest timestep. Different 

methods for each subsystem can be used and a full multirate integration then can 

be achieved. One of the most challenging problems is to know how to partition 

the system representing the circuit such that the natural coupling between blocks of 

components of the circuit is preserved, since otherwise the convergence of the iterates 

is likely to be very slow. 

One approach for decomposing large systems is the waveform relaxation (WR) 

algorithms, which we are considering in this thesis. Waveform relaxation methods 

are iterative methods but to call them waveform relaxation is natural when the ap­

plication area is electronics. The word relaxation arises because we use a relaxation 

similar to the fixed point iterative relaxation methods used to solve algebraic equa­

tions, and waveform arises since the solution sought is a function over a time interval, 

t E [t0 , T]. The basic idea in these methods is to apply a relaxation such as the Gauss­

Seide! and the Jacobi relaxations [4] directly to the system of nonlinear differentiai 

equations describing the circuit. As a consequence, the system is decomposed into 

decoupled subsystems of differentiai equations corresponding to decoupled dynamical 

sub-circuits. Each decoupled sub-circuit is then analyzed independently, for the entire 

simulation time interval by integration methods, like the backward Euler method, to 

obtain subsystems of nonlinear algebraic equations and Newton-Raphson iterations 

to linearize the subsystems of the nonlinear algebraic equations. The solutions to the 

sub-circuits are used to update the solutions of neighbor sub-circuits in an iterative 

fashion. 

If we consider the initial value problem (IVP) 

{ 

iJ(t) = f(t, y(t)), tE [t0 , Tj, 

y(to) = Yo, 
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where f : IR x IRm ~ IRm, y : IR ~ IRm, y 0 E IRm, then the simplest example of this 

approach is the Picard method which takes the form 

y~+1 (t) = fi(t,yt(t), ... ,yf_l(t),yf(t),y~l(t), ... ,y~_Jt)), 

y~+ 1 (to) = Yo,i, 

i = 1, 2, ... , m, t E [t0 , T], k = 0, 1, ... 

The continuous-time waveform relaxation iteration using the Jacobi relaxation, JWR, 

lS 

y~+l ( t) = fi ( t, Yt( t), ... , yf_ 1 ( t), y~+I ( t), yf+1 ( t), ... , y~ ( t)), 

y~+ 1 (to) = Yo,i, 

i = 1, 2, ... , m, l E [ t0 , T] , k = 0, 1, ... 

and the continuous-time waveform relaxation iteration using the Gauss-Seidel relax­

ation, GWR, is 

y~+ 1 (t) = fi(t,y~+l(t), ... ,y~!/(t),y~+l(t),yf+I(t), ... ,y~(t)), 

y~+ 1 (to) = Yo,i, 

i = 1, 2, ... , m, t E [ t0 , T] , k = 0, 1, ... 

with an initial approximation y 0 (t), that must satisfy the initial condition y(t0 ). 

Table 1.1 from [5] compares the simulation time for several circuits using the circuit 

simulator Relax2 [6] with direct methods and Relax2 using the WR algorithm. One 

Table 1.1: Simulation time for WR algorithm versus direct methods. 
CPU Time for Direct Methnds vs. \VR for Sew~ral Industrial Circuits. 

Circuit Deviees Di red ------·-·---·· 
uP Control 232 oos• 
CMOS 1\femory 621 995s' 
4-bit Counter 259 54 0s· 
Inverter Claain 250 98s•• 
Digital Filter 1082 lSOOs' 
E ne ode-Det·odc 3295 5000s' 

·on VAXlliï80 rurming Unix usin~ Shichmw-llodges Mn.<fet mode). 
• • On VAX Il l'iRQ running VMS using Y ang-Ghnttcrjœ Mosfet mode!. 

WH. 

45s' 
30Rs' 
299s' 

520s' 
1500s* 
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can see that less simulation time required using the WR algorithm compared to direct 

methods. 

In fact, iterative methods for IVPs were given a firm theoretical basis in the works 

of Picard and Lindelof more than one century ago. To call them Picard-Lindelof, or 

Block Picard-Lindelof iterations is therefore historically motivated. Picard [7] dis­

cussed iteration methods to study IVPs for systems of ordinary differentiai equations 

in 1893. Lindelof showed in a paper that was published in 1894, [8], the super-linear 

convergence on all finite time intervals of the iteration methods that were discussed 

by Picard. 

The WR methods were first introduced for time-domain analysis of nonlinear dy­

namical systems, in particular, very large-scale integrated (VLSI) circuits by Lelaras­

mee [9] and Lelarasmee et al. [10]. In simulating VLSI circuits, very large stiff 

systems are involved, but the equations fall into natural subsystems corresponding 

to components of the circuit. In [11] Carlin and Vochoux noted that any strong 

coupling between components of the circuit occurs over short time intervals. Renee, 

the interactions between the subsystems or sub-circuits are usually fairly brief, and 

in addition, they are often unidirectional. Therefore, the splitting is guided by the 

physicality of the problem, which allows tightly coupled nodes to be placed together 

in one subsystem. 

As a consequence, the WR algorithms can be very efficient for problems aris­

ing from electrical network modelling. Indeed, WR techniques show the promise of 

becoming one of the most useful approaches for the transient analysis for VLSI MOS­

FET circuits and other types of circuits, due to their favorable numerical properties 

and their potential speed and accuracy. Due to this fact, many circuit solvers and 

experimental solvers have been built based on the WR techniques, e.g. [6, 12]. 

There are two potential advantages of the WR algorithms: The first is that each 

subsystem can be solved with its optimal timestep, or even with a different method 
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independently. The second is that a massive parallelism can be obtained with the 

WR algorithms, since each decoupled subsystem can be solved in parallel. The JWR 

algorithm given above is a parallel process, since each subsystem can be solved inde­

pendently in parallel. The GWR algorithm is not a parallel process, it is inherently 

sequential, sincey'::} can not be calculated until yf+1 has been calculated. This can 

however be remedied by using an appropriate coloring strategy for realistic problems 

from VLSI design. 

A good study and survey of these algorithms with emphasis on simulation of VLSI 

circuits as written by White et al. [5], and by White and Sangiovanni-Vincentelli [13]. 

The convergence theory of the linear WR methods was put on a mathematical ba­

sis by Miekkala and Nevanlinna [14, 15], and Nevanlinna [16, 17, 18]. They considered 

the linear problem 

x(t) + Ax(t) = J(t), x(O) = Xo, (1.1) 

and th us for an ( M, N) split ting of the m x m complex matrix A, A = M - N, a 

general WR algorithm is given by the iteration scheme 

(1.2) 

Miekkala and Nevanlinna wrote the sequence of iterates x1(t),x2 (t), .. . , of (1.2) in a 

fixed-point iterative form as 

where the convolution iteration operator K and the kernel function r are given by 

Ku(t) := 1t r(t- s)u(s) ds, r(t) := e-tM N, 

and g is given by 
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If x(t) is the solution of (1.1) and xk(t) is the solution of (1.2), and if 

th en 

Miekkala and Nevanlinna showed that the convolution operator JC and its resolvent 

are bounded, 

for all À =f. 0 and sorne constant C, and thus the spectral radius of JC, 

p(JC) := lim IIKkll* 
k--->oo 

satisfies p(IC) = 0 in the space of uniform convergence on a bounded time interval 

[0, T]. In order to cope with large values for T, and to see the dependence on the 

splitting, since p(JC) = 0 on [0, T] and no information about the effect of the splitting 

on the actual convergence rate would be obtained, they introduced an exponentially 

weighted norm of the form 

llxllr := sup lle-atx(t)ll, a 2 0 
[O,Tj 

in which JC would become a contraction, where 11·11 is any fixed norm in cm. Assuming 

llr(t)ii :S Ce-at, and 0 :S t :S T :S oo, Nevanlinna [16] showed that for a> 0 

where 

II !Ckll < (C)k far(k) 
T - Œ f(k) ' 

f -y(.S) = 1"1 e-T Ts-l dT 

is the incomplete f-function. If ç_ < 1, then the iteration converges uniformly, since 
(} 

f-y(s)-----+ r(s) as!-----+ 00. 



7 

Convergence of the nonlinear WR methods was first analyzed in [9, 10], and then 

extended in [5, 13]. Studies in [9, 10] used the most general formulation of a system 

of nonlinear differentiai equations. They considered the dynamical system 

F(y, y, u) = 0, 

E(y(O) - Yo) = 0, 

where y( t) E l.Rm is the vector of unknowns at time t E [0, T], u : IR ~ l.Rr are the 

input waveforms to the system, piecewise continuous functions, y0 E IRm is the initial 

value of y, F: IRm x IRm x IRr ~ l.Rm is a continuous function, andE E l.Rnxm, n ~ m 

is a matrix of rank n such that Ey(t) is the state of the system at time t. The less 

general form that was considered in [5, 13], in which many practical problems, m 

particular circuit simulation can be described, is 

c(y(l), u(t))y(t) = f(y(t), u(t)), y(O) = Yo, tE [0, T], (1.3) 

where y E l.Rm represents the circuit waveforms, and 'U E l.Rr are again the input 

waveforms, which are piecewise continuous. The inverse c(y, u)- 1 is assumed to exist 

and uniformly bounded with respect to y and u. The function J is assumed to be 

Lipschitz continuous with respect to y for all u E IRr, where Lipschitz continuous is 

defined by 

Definition 1.1. The function J (x, y), where J : Rn x l.Rm ~ IRm is called Lipschitz 

continuous or is said to satisfy a Lipschitz condition with respect to y if there exists 

a constant L > 0 such that 

ll.f(.r,, Y)- .f(.r,, z)ll ~LilY- zll, \:/.1: E lRn, \:/y, z E l.Rm. 

The smallest such L is called the Lipschitz constant. 

These conditions guarantee a unique solution to (1.3). 
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It was proved in [9, 10] that the waveform iteration based on either Gauss-Seidel 

or Jacobi splitting applied to (1.3) will converge in the continuous-time domain from 

an arbitrary initial guess, if c(y, u) is diagonally dominant and independent of y. The 

result was generalized by White et aL [5] in the following theorem. 

Theorem 1.2. If in addition to the assumptions associated with (1.3}, c(y, u) is 

strictly diagonally dominant for all y( t) and for all u( t) and is Lipschitz continu­

ous with respect to y for all u, then the sequence of waveforms {yk} generated by 

the Gauss-Seidel or Jacobi waveform relaxation algorithm converges uniformly on all 

bounded time intervals [0, T]. 

Proof. See [5]. 0 

The following theorem is a general convergence theorem for WR algorithms, in the 

sense that more general splitting functions, not only Gauss-Seidel or Jacobi splittings 

as in Theorem 1.2, can be used. It also gives bounds on the growth of errors in terms 

of the initial error. 

Theorem 1.3. Consider the general differentiai equation 

y(t) = f(y(t)), f: JR.m--+ JR.m, tE [0, T], 

y(O) = Yo, 

and assume there is a splitting characterized by the function F(y, z) where F satisfies 

where F is Lipschitz continuous with respect to bath arguments. Then the WR scheme 

converges uniformly on all finite intervals [0, T] with 
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where L 1 and L2 are the Lipschitz constants associated with the first and the second 

argument ofF, respective/y. 

Proof. See [19]. D 

One of the classical approaches in solving partial differentiai equations (PD Es) in 

parallel is to discretize the equations in space and then applying a WR algorithm to 

the large system of ODEs obtained from the spatial discretization, see [20] for a for­

mulation using discretized subdomains. Abandoning the idea of subsystems, efficient 

WR algorithms of multigrid type have been introduced, see [21, 22, 23, 24]. The WR 

algorithms have been extended to time dependent PDEs in [25] and independently in 

[26] directly at the continuous level without discretization. It was shown that the cou­

pling between subdomains in physical space using Dirichlet transmission conditions 

at the artificial subdomain interfaces corresponds to using a classical WR algorithm. 

Recent work in PDEs shows that the classical transmission conditions are far from 

optimal [27]. Much better performance can be obtained if additional information is 

exchanged in the transmission conditions. Severa! attempts have been made before to 

improve the subsystem transmission conditions for WR with different types of circuit 

overlap schemes, e.g. [28, 29, 30] to improve the transmission of information across 

the interface. 

Gander and Ruehli [31] introduced a new class of methods which improves the 

performance over the classical WR algorithms with little computational overhead. 

These methods are called optimized WR algorithms since they include an optimization 

process. The optimization concerns the transmission conditions which are responsible 

for the exchange of the information between the neighboring subsystems. The new 

transmission conditions proposed in [31], which transmit a combination of voltages 

and currents between the subsystems, greatly enhance the performance of the method 

and lead to a faster and much more uniform overall convergence in few iterations, as 
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Figure 1.1: A small RC circuit. 

it has been demonstrated for diffusive circuits in [31], and for a small transmission 

line circuit in [32]. 

In [31] Gander and Ruehli considered the small RC circuit given in Figure 1.1, 

which we choose here to introduce general concepts and discuss the notation that we 

will be using. 

Circuit equations are usually specified in terms of the modified nodal analysis 

equations (MNA) [3], in the form Cx(t) + Gx(t) = Bu(t), where C contains the 

reactive elements, G the other elements, while B is the input selector matrix, and 

u(t) are the forcing functions. For the madel problems we are analyzing we can 

rewrite the MNA circuit equations in tridiagonal form 

bl cl 

al bz Cz 

X= az b3 c3 x+f, (1.4) 

a3 b4 

and the solution is sought for a given initial condition x(O) = x 0 . The values ai, bi, 

and ci for 'i = 1, 2, ... are given by the circuit. Note that, in general, the system (1.4) 

is not tridiagonal, but for the RC and transmission line type circuits we are studying 

in what follows, we have tridiagonal systems. 

To find the entries ai, bi, and ci we use Ohm's law which says that the relation 

between the current I and the voltage v through a resistance R is given by I = "*. 
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The current through a capacitor C is given by I = C~~, where ~~ is the derivative 

of the voltage with respect to the time t. The voltage across an inductor L is given 

by v = L ~~, where ~~ is the derivative of the current with respect to the time t. 

Kirchhoff's current law is used as well, which says that at each node in the circuit 

the algebraic sum of all currents equals zero, which is equivalent to saying that the 

sum of all entering currents equals the sum of all leaving currents. The voltage is 

measured in volts, the current in amperes, the capacitance in farads, the resistance 

in ohms, the inductance in henrys, and the time in seconds [33]. 

Let us consider now the RC circuit in Figure 1.1. To derive the circuit equations, 

we use the laws we have explained above. For instance, at the node .T1 we have 

and after simplifying we get 

At the second node .T2 we have 

which implies 

.i:2 = - (_!_ + _!_) 
0
1 

.T2 + _!_c .T1 + _!_c .T3. 
R 1 R2 2 R 1 2 R2 2 

The other equations at the other nades can be found similarly. Thus, the circuit 

equations are of the form 

bl cl 

al b2 c2 
x+f, x= (1.5) 

a2 b3 c3 

a3 b4 
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where the entries in the tridiagonal matrix are given by 

1 
( 1 1 ) 1 

- Rs + R1 C1' 

-(-1- + _!_)_!_ 
Ri-1 Ri Ci 1 

i = 1 

i = 2,3, 

1 --- 'i=4 

Here the resistor values Ri and Rs and the capacitors Ci are strictly positive constants. 

The source term on the right hand side is given by f(t) = (Is(t)jC1 , 0, 0, Of for 

sorne source function Is(t), and we are also given the initial voltage values x(O) 

(v~, vg, vg, v2)Y at the time t =O. 

Wc arc analyzing two types of partitioning: The first one is what we call par­

titioning without overlap and the second one we call partitioning with overlap. To 

illustrate this concept, we consider the system of differentiai equations given in (1.5). 

We partition the system into two subsystems, and we call the unknowns in the first 

subsystem u and in the second subsystem w. The partitioning without overlap is 

illustrated by 

ul bl cl ul il 

u2 al b2 c2 u2 wo 
+ 

h 
wl a2 b3 c3 u3 wl h 
w2 a3 b4 w2 !4 

where the solid lines indicate the two subsystems we will obtain and the unknowns 

for each subsystem. Note that, without overlap here is in the matrix sense not in the 

reallife. This will be however shawn in Chapter 5. For the partitioning with overlap, 

we have 

bl cl ul Wo h 

(:) al b2 c2 112 W1 h 
+ 

a2 b3 c3 u3 w2 h 
a3 b4 W3 !4 



13 

where the solid lines indicate again the two subsystems we will obtain and the un­

knowns for each subsystem. Note that one could also split differently. The splitting 

without overlap leads to the two subsystems 

( ::) 
( ::) 

bl cl 

al bz 

b3 c3 

a3 b4 

and with overlap we obtain the two subsystems 

Now using for (1.6) the classical transmission conditions 

U k+l _ wk wk+l _ uk 
3 - ll 0 - z, 

we get from (1.6) the classical WR algorithm 

with corresponding initial conditions uk+1(0) 

(1.6) 

(1.7) 

(1.8) 

(1.9) 

which was analyzed in [31]. To start the WR iteration, we need to specify two initial 
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waveforms ug(t) and w~(t) fort E [0, T]. For (1.7) we get 

ûk+l bl 
Cj J kl e~ ) ( 0 ) b2 u + + h + c2w~ al 

b2 c2 h k alu2 (1.10) 

wk+l a2 b3 C3 wk+l + h + 0 

a3 b4 !4 0 

The new transmission conditions that were introduced in [31] are given by 

(1.11) 

By comparing the new transmission conditions with (1.8), we also exchange the volt­

ages u3 and w0 . However, they are multiplied with a weighting factor a while the 

difference between the voltages ( u3 - u2 ) insures that the currents are also taken 

into account, since the currents could be written as a- 1 (u3 - u2), where a can be 

considered as a resistor. 

The new WR algorithm using the new transmission conditions (1.11) and consid­

ering the case without overlap (1.6), is given in [31] as 

a1 b2 + o:~l 
b3 - rt!:.l c3 

a3 b4 

(1.12) 

where the values u~ and w~ are determined by the transmission conditions (1.11). 

Our analysis of the above WR algorithms is based on the Fourier and Laplace 

transforms [34]. Using the Laplace transform allows us to easily obtain explicit for­

mulas for the solutions, since we are studying linear IVPs, and the coefficients of the 

equations are constants. 
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Let h be a complex-valued function defined on the real line such that !hl is (at 

least improperly) integrable on every finite interval, and 

1: lh(l)l dt < 00. 

The integral 

h,(w) := F(h(t)) = 1: h(t)e-iwt dt 

then exists for all real w. The function h is called the Fourier transform of h. 

The Laplace transform for a function h is denoted by 

h(s) := .C(h(t)) = 100 

h(t)e-st dt, sEC. 

If the function h is piccewise continuons on every finite interval in the range l 2': 0, 

and satisfies 1 h( t) 1 :::; M e7 t for all t 2': 0 and for sorne constants 1 and M, th en the 

Laplace transform of h(t) exists for all ~(s) > f. 

Now consider the function g which is defined for all real t and identically zero for 

t < 0, where gE L1 (IR). Since g(t) = 0 fort< 0, we have 

g(w) = F(g(t)) =loo g(t)e-iwt dt= foo g(t)e-iwt dt= .C(g(t))ls=iw = g(s)is=iw, 
-oo Jo 

and moreover, we have for all Tl 2': 0, 

and hence, 1: ie-'''g(t)i dt:::; 1: lg(t)l dt< oo. 

Therefore, for G(t) := e-TJtg(t), Tl 2': 0, we have GE L1 (IR), and its Fourier transform 

is given by 

Ô(w) :=F(G(t)) = 1: e-TJtg(t)e-iwt dt. 

Ifs= Tl+ iw, Tl~ 0, then the Laplace transform g = .C(g) may be written as 

.êJ('T! + iw) = 1: e-TJtq(t)e-iwt dt= 1: g(t)e-st dt, 
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and th us as a function of w may be considered as the Fourier transform of the function 

G(t) whose integral over ( -oo, oo) converges absolutely. Therefore, Laplace trans­

forms are also Fourier transforms and this connects the Fourier analysis to Laplace 

transform theory. 

Parseval's formula [34], 

! 00 1 ! 00 

-oc jh(tW dt= 27T -oo jh(wW dw, 

holds in the space L2 (IR) of functions h satisfying 

J: ih(tW dt< oo, 

where the integral is a Lebesgue integral. Therefore, assuming g E L2 (IR), we have 

GE L2 (IR), and by Parseval's formula, we have 

1 A 1 
1ie-1)tg(t)i12 = /ëLIIG(w)ll2 = !ëLII9C'7 + iw)ll2· 

y 27T y 27T 

In the analysis of the convergence, it also suffices to consider the homogeneous 

problem where the initial conditions and the source terms are zero, x(O) = 0 and 

f(t) =O. This is due to the fact that in the kth iteration, the difference between the 

exact solution x(t) and the iterates xk(t), which we call the error êk(t) = x(t) -xk(t), 

satisfies a homogeneous linear system of differentiai equations with homogeneous 

initial conditions. 

It was shown in [31] that applying the Laplace transform to the homogeneous case 

of (1.9) implies 'Û~k = (Pcla)k üg, and 'WÎk = (Pcla)k 'ÛJ~, with the convergence factor Pela 

given by 

.s = r]+ iw. (1.13) 

Moreover, it was shown that the convergence factor for the new WR algorithm (1.12) 

is 

Popt(s,a,b,c,a,{3) = c2 (s-bl)(/3-1 )+(s-bl )(s-b2)-a1 C) 

( ( s -b3) ( s-b4 )-a3c3) ({3-1 )+a2 ( s-b4) 

-a2 ( s-b4) (a+ 1 )+( s-b3) ( s-b4) -a3c3 
((s-b1)(s-b2)-a1q)(a+1)+c2(h -s)' 

(1.14) 
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and as before û~k = (Popt)k ûg, and wik = (Papt)k w~. If we now consider the relation 

û~k(.s) = (p(.s)l ûg, where .s = TJ+'iw, 77;:::: 0 from above, and p(.s) is sorne convergence 

factor, th en we have 

f~oo lqk(TJ + iw)i2dw = f~oo 1Pk(7J + iw)ûg(TJ + iw)l 2dw 

:S ( max IP(TJ + iw)1)
2

k J~ lûg(TJ + iw)l 2dw. 
wER~~O oo 

Now, by Parseval's formula we get 

which implies with the weighted norm Il · 11 77 := lle- 77t · ll2 

(1.15) 

Therefore, the convergence in the frequency domain w implies the convergence in the 

time domain t, and by using Laplace transform we will be able to analyze convergence 

in the exponentially weighted norm for 77 > 0, or in the L2 norm if 77 = O. Note that, 

for convergence for all time, we need lp(.s)l < 1. 

The optimal values of a and (3 in the new transmission conditions can be derived 

from the convergence factor (1.14), and are given by 

.sEC, (1.16) 

where the new WR algorithm converges in two iterations for this choice of parameters, 

independently of the initial guess for the waveforms [31]. 

ln [1] the optimal choice (1.16) which corresponds to a nonlocal operator intime 

because of the .s- 1 behavior, was used to get an optimal WR algorithm, where a 

transformation was used to make the optimal symbols a and f3 local operators in 

time. The transmission conditions were multiplied by ( s- b4 ) and ( s-b1) respectively. 

This led to second degree polynomials in s E C, which correspond to second degree 
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derivatives in the transmission conditions. This required implementations of second 

degree time derivatives which only require local information. 

However, Gander and Ruehli proposed a constant approximation of the optimal 

choice for a and (3 in [31], since in general the optimal symbols can not be transformed 

to local operators in time as in [1]. In addition, the constant approximation leads to 

a very practical algorithm. 

Assuming a and (3 are constants, for fast convergence we want IPoptl « 1, and 

this leads to the min-max problem 

min (max IPopt(s, a, b, c, a, fJ)I) , 
o.,/3 R(s);::::o 

(1.17) 

which we need to solve. 

The first step in the optimization is to ensure that the convergence factor Popt is 

an analytic function in the right half of the complex plane, s = 'Tl+ iw, 'Tl > 0, which 

was proved in [31] using the following theorem. 

Theorem 1.4. If f, g : C ---+ C are analytic on U C C, then the quotient f / g is 

analytic on the open subset of z E U such that g(z) =f.O. 

Proof. See [35]. 0 

Next, since the convergence factor Popt is analytic in the right half of the complex 

plane, the maximum of the modulus of Popt is attained on the boundary, by the 

maximum principle for complex analytic functions which is stated in the following 

theorem. 

Theorem 1.5. Let R be the region consisting of a simple closed curve C and its in­

terior, and let f ( s) be analytic and not identically constant in R. Th en the maximum 

value of lf(s)l in R occurs on the boundary C. If f(s) has no zero in R, then lf(s)l 

also attains its minimum in R on the boundary C. 
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Prooj. See [36]. D 

Indeed, Theorems 1.4 and 1.5 will be used throughout the analysis in this thesis 

in arder to solve optimization problems of the form (1.17). 

Gander and Ruehli [31] showed that the maximum of the modulus of the conver­

gence factor Popt is attained on the boundary at 'Tl = 0, and in addition, they showed 

that IPoptl fors= iw depends on w2 only, and thus it suffices to optimize for nonneg­

ative frequencies, w ~ O. They then chose /3 = -a to keep the optimization simpler, 

and they showed numerically that the solution of the min-max problem occurs when 

the convergence factor at w = 0 and at w = Wmax are balanced, and they used the 

equation 

IPopt(a*,O)I = IPopt(a*,wmax)l 

to determine the optimized parameter a*. In the numerical example they gave, where 

they chose Wmax = oo, they found a* = 1, and from the similarity assumption above 

they obtained /3* = -1, which leads to the result given in Figure 1.2, where the error 

is plotted as a function of the iterations. 

In this thesis, we analyze and prove the optimality of the constant approximation 

proposed by Gander and Ruehli in [31]. 

In [1] a time scaling was used to simplify the optimization process which we will 

need in the analysis, and it is defined as follows: assume we have the system 

dx 
dt 

a b a 

a b a 
x. 

If we replace the pair :rand t with :r: and T, where T := rYf for a positive real number 

a, then ~~ = ~ dd~, hence if we take a :=a, and substitute for dd~ from above, we get 
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Figure 1.2: Convergence behavior of classical (solid line) versus optimized (dashed) 

WR methods. 

the system 

dx 
dT 

a b 

a 

a 
x, 

b a 

where /; = ~' â = 1 and if a > 0, /; < 0, and lbl ~ 2a, then b = -2c2 for c ~ 1. 

Furthermore, the Laplace transform of h( at) is given by -± h( ~), so with this scaling 

the Laplace transform parameter s = TJ + iw becomes s = ~ + i~ = ij + iw. 

This thesis is organized as follows. In Chapter 2, we analyze a general circuit and 

its system of ODEs, where we use an algebraic approach to find optimal transmission 

conditions which lead to optimal WR methods. We propose approximations for the 

optimal transmission conditions, and we give numerical experiments to show the fea­

sibility of the optimized WR algorithms and the better convergence over the classical 

WR algorithm. Chapter 3 contains the analysis and results for the convergence of 
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the classical and the new WR methods for RC type circuits using the partitioning 

without overlap to get subsystems of the same size. We start by analyzing the finite 

size circuit given in Figure 3.1, where we give results for any RC circuit of finite 

size n. We then consider the very small and small RC circuits given in Figures 3. 7 

and 1.1 respectively, and we find more general results for these two particular finite 

size RC circuits, and we compare them with those found for the RC circuit of size 

n. We also show that results found for the finite size RC circuit converge to those 

found for the infinitely large RC circuit in Figure 3.19 as n goes to infinity. Ap­

proximations by local operators in time for the optimal parameters are introduced in 

this chapter. We propose approximations of order zero, which means approximations 

with constants independent of s, and approximations of order one, which means ap­

proximations that are linear in s which lead to better convergence than the constant 

approximations. A simple choice is to use low frequency approximations based on 

Taylor expansions about s = O. To get better approximations, optimization problems 

of the type (1.17) are formulated and analyzed. The optimality is formally proved 

for sorne cases, whereas we use asymptotic analysis for other cases which leads to ap­

proximate solutions of the optimization problems. Each section ends with numerical 

experiments. In Chapter 4, we study very small, small, and infinitely large transmis­

sion line circuits as given in Figures 4.1, 4.8 and 4.17 respectively. We also analyze 

the convergence of the classical and the new WR methods, where we use first the 

partitioning without overlap and then we introduce the partitioning with overlap to 

get subsystems of the same size, and we focus on the optimized transmission condi­

tions by solving min-max problems. We propose here approximations of order zero, 

and we use asymptotic analysis to obtain approximate solutions for the optimization 

problems. At the end of each section we give numerical experiments. In Chapter 

5, we discuss the connections between circuit problems and semi-discretized PDEs. 

Finally, we give the conclusions. 
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Chapter 2 

Analysis for a General Circuit 

In this chapter we analyze the classical WR algorithm and we introduce an optimal 

WR algorithm for a general circuit and its corresponding linear system of ODEs, 

ù=Au+f. (2.1) 

The algebraic approach of Schur complements [37] is used to obtain the optimal trans­

mission conditions. Note that a realistic circuit does not have every node connected 

to every other node; its graph is in general significantly less dense, and such circuits 

can be partitioned into block tridiagonal subsystems by partitioning the circuit verti­

cally into subcircuits S1 , S2 , ... , SN as shown in Figure 2.1, where the information is 

exchanged only between neighboring subsystems. We considera Jacobi type iteration 

here, but the Gauss-Seidel case is similar. 

Sn ----

Figure 2.1: Decomposition of the circuit into vertical strips. 
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2.1 The WR Algorithms with Overlap 

To determine the WR algorithms with overlap, we consider a partition of (2.1) into 

two blacks with a common interface, 

Uri A ri C\ Uri !li 
ur B2 Ar Br ur + fr (2.2) 

ù2i c2 A2i U2i /2i 

where the matrices A1i and A2i correspond to the interior unknowns, and Ar to the 

interface unknowns. We also need an initial condition u(O) = u 0 . Note that partitions 

into multiple subsystems are also possible. 

Splitting (2.2) into two separate subsystems with a common interface leads to 

( uli ) 
A ri Cr uri 

ull' B2 Ar' ull' 

( U,r) ~ Ar Br U2r 

U2i c2 A2i U2i 

Using the classical transmission conditions 

the classical WR algorithm is given by 

( u;," ) A ri Cr uk+r 
li 

. k+r B2 Ar uk+r uli' li' 

( u~t' ) ~ Ar Br uk+r 
2r 

. k+r c2 A2i uk+I u2i 2i 

+ 

+ 

+ 

+ 

!li 

fr + Br ull'+r 

fr+ B2u2r-1 

/2i 

f li 
fr+ Bru~i 

fr+ B2u~i 

f 2i 

(2.3) 

(2.4) 

(2.5) 

The Laplace transform applied to (2.2) and (2.3) for s E C with the initial condition 

u(O) = (uriO, uro, U2iof implies after simplifying 

si- Ari -C1 U1i !li U1i0 

-B2 si- Ar -Br ur fr + uro (2.6) 

-C2 si- A2i Û2i f2i U2iO 
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and 

si- Ali -C1 uli !li 
+ 

-B2 si- Ar uir Îr + B1û1r+1 

si- Ar -B1 U2r Îr + B2û2r-1 

-C2 si- A2i u2i Î2i 
+ 

(2.7) 

Therefore, the classical WR algorithm (2.5) in the frequency domain is given by 

si- Ali -G\ A k+l 1 li uli 

-B2 si- Ar A k+l A k 
U1r fr+ B1û2i 

si- Ar -B1 A k+l A k 
u2r fr+ B2û1i 

-C2 si- A2i A k+l 
12i u2i 

+ 
(2.8) 

+ 

At convergence, eliminating the unknowns û 2i in the first subsystem in (2.8) gives 

sl ~Ar~ R~~~ ~ A 2,)-1G2 ] [ ::; ] 

[ .fr+ B, (si ~ ~::)- 1 (Î 2i + U2;o) ] + 

and f 2i can be expressed in terms of the unknowns in the second subsystem, 

Similarly we eliminate the unknowns ûli in the second subsystem, and we obtain the 
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iterations 

(2.9) 

We show next that the new WR algorithm (2.9) converges in two iterations. By 

linearity, it suffices to analyze the homogeneous problem where f(t) = 0 and u(O) = 

O. 

Proposition 2.1. The new WR algorithm (2.9) converges in two iterations indepen­

dently of the initial waveforms. 

Proof. From the first equation in the first subsystem and the second equation in the 

second subsystem in (2.9) we obtain, respectively, 

Now, in the first iteration we have 

(2.10) 

From the first and second subsystems in (2.9), in the second iteration we get after 

sorne algebra 

(si- Ar- BI (si- A2i)-IC2- B2(si- Aii)- 1CI)ûÎr =BI û~i- BI(si- A2i)- 1 C2û~r' 

(si -Ar-B2(si- Aii)-ICI-BI(si- A2itiC2)û~r =B2û~i-B2(si -Aii)- 1 Ciû~r· 
(2.11) 
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Now substituting û~i and û~i from (2.10) into the first and second equations in (2.11) 

respectively, implies 

(si -Ar-BI(si- A2it1C2-B2(si- Ali)-1Cl)ûÎr = 0, 

(si -Ar-B2(si- Ali)-1Cl-Bl(si- A2i)_ 1 C2)û~r =O. 

Therefore, ûÎr and Û~r are identically zero, independently of the guess for the initial 

waveforms. 0 

This convergence is optimal, since the resulting waveforms in each subsystem de­

pend in general also on the source term fj in the other subsystem. Therefore, the 

minimum number of iterations needed for convergence for any WR algorithm with 

two subsystems is two: a first iteration where each subsystem incorporates the infor­

mation of its source term f j into its waveforms and then transmits this information 

to the neighboring subsystem, and a second iteration to incorporate this transmit­

ted information about f j from the neighboring subsystem into its own waveforms. 

Therefore, the optimal transmission conditions with overlap are given by 

(2.12) 

To find the iteration matrix of the classical WR algorithm, we consider the two 

subsystems in (2.8), and by linearity, we again consider the homogeneous problem 

where f(L) = 0 and u(O) =O. From the equations at the interface we obtain 

We then substitute from (2.8) for ûli and û 2i above to get after simplifying, 

û~f1 =(si- Ar- B2(si- A1i)-1C1)-1 B1(si- A2i)- 1 C2û~r, 

û~f 1 =(si- Ar- B1(si- A2i)-1C2t1B2(si- A1it 1 C1û~r· 
(2.13) 
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Inserting the second equation into the first one m (2.13) at iteration k leads to a 

relation over two steps of the classical WR algorithm, 

and inserting the first one into the second one at iteration k implies 

where 

X1 = (si- Ar- B2(si- A1it1C1)-1 B1 (si- A2i)-1C2, 

X2 =(si- Ar- B1(si- A2it1C2)-1 B2(si- A1i)-1C1. 

By induction we obtain ûÎ~ = (X1X2 )kû~r and û;~ = (X2Xl)kû~r- Therefore, the 

iteration matrix is given by 

0 ) (2.14) 

The spectral radius p( Gela) of the iteration matrix Gela, which is defined by 

where Àj are the eigenvalues of Gela, is a fixed function of the system or circuit 

elements in the classical WR algorithm as is evident from (2.14). Thus the algorithm 

does not have any adjustable parameters like the new WR algorithm below. 

Using the new transmission conditions 

k+l c k+l k c k uli'+l +a 2u 1r = u 2i +a 2u2r, 

k+l ac k+l k ac k U2r-1+t..J 1U2r =uli+tJ 1u1r, 
(2.15) 

where we introduced the weighting factors a and f3 which are square matrices or 

possibly linear operators in time, the new WR algorithm is 

(k+') Ali c1 uk+l !li ul. li 
. k~l. + 

B2 Ar- B1aC2 uk+l fr+ B1u~i + B1aC2u~r ulr 1r (2.16) ( u;t') Ar - B2f3C1 B1 uk+l fr + B2u~i + B2f3C1 u~r 2r 
+ . k+l c2 A2i uk+l f2i u2i 2i 



2.1 The WR Algorithms with Overlap 28 

We will next look for the iteration matrix of the new WR algorithm (2.16). We 

consider again the homogenous problem. Applying the Laplace transform to (2.16) 

implies 

-Bz si- Ar+ B1nCz 

si - Ar + Bzf3Cl - B1 

si- Azi 

A k+l 
uli 

A k+l 
u1r 

A k+l 
Uzr 

A k+l 
Uzi 

The equations at the interface are given by 

0 

B Ak B c Ak 1Uzi + 1n zUzr 

Bzû~i + Bzf3Cl Û~r 

0 

B A k+l ( I A B c) A k+l B A k B c A k - zUli + s - r+ 1n 2 U1r = 1Uzi+ 1n zUzr, 

-B1û~i 1 +(si- Ar+ Bz/3C1)û~·p = Bzû~i + Bzf3Clû~r· 

Substituting above from (2.17) for û 1i and û 2i implies after simplifying, 

(2.17) 

Û~f1 = (si- Ar+ B1nCz- Bz(si- Ali)-1CI)-1(BI (si -Azi)-1Cz+ BicxCz)û~r, 

Û~f1 =(si -Ar+Bzf3CI-BI(si- Azi)-1Cz)-1(Bz(si -Ali)-1Cl +Bzf3CI)û~r· 
(2.18) 

Now, inserting the second equation into the first one in (2.18) at iteration k implies 

a relation over two iteration steps, 

Similarly, inserting the first equation into the second one at iteration k we get 

A k+l x- x- A k-1 
Uzr = 2 1Uzr , 

and by induction we find, as before, ûÎ~ = (X1X2)kû~r and û~~ = (X2 XI)kûgr· 

Therefore, the iteration matrix for the new WR algorithm is given by 

(2.19) 
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- -
where X 1 and X2 are 

X1 :=(si -Ar+BlaCz-Bz(si- Aii)- 1G\)-1(Bl(si -Azi)- 1Cz+BiaCz), 

Xz :=(si -Ar+BzJ3G\ -BI(si- Azi)- 1Cz)-1(Bz(si -Aii)-1G\ +BzJ3G\). 

From the iteration matrix (2.19) one can derive the optimal values of the parameters 

a and ..6 as given in the following theorem. 

Theorem 2.1 (Optimal Convergence). The new WR algorithm (2.16) converges 

in two iterations if 

(2.20) 

independently of the initial waveforms Û~r and Ûgr. 

Proof. The iteration matrix vanishes if we insert (2.20) into Gapt given by (2.19). 

Renee, ûÎr and Û~r are identically zero, independently of Û~r and Ûgr· D 

This result shows that the optimal values of the parameters a and ..6 m the 

transmission conditions (2.15) lead to the optimal transmission conditions shown 

earlier in (2.12). We observe that the optimal values in (2.20) are not just parameters, 

but the Laplace transform of operators intime since they dependons, and moreover, 

they have a matrix inverse, and thus they are expensive to implement. Therefore, an 

approximation of the best possible transmission conditions will be proposed, which 

willlead to a very practical algorithm. We next introduce the WR algorithms without 

overlap. 

2.2 The WR Algorithms without Overlap 

To determine the WR algorithms without overlap, we now consider a partition of 

(2.1) into two blocks without a common interface 

( 
~11 ) [ A1 B ] [ un ] + [ f 11 

] 

Uzz C Az Uzz /22 

(2.21) 



2.2 The WR Algorithms without Overlap 

with an initial condition u(O) = (u110 , u22of-

A general partition into two blocks is given by 

Ü11 = A1u11 + Bu12 + /11, 

ü22 = A2u22 + Cu21 + / 22 . 

Using the classical transmission conditions 

the classical WR algorithm is 

u~i 1 = A1u~i 1 + Bu~2 + /11, 

u~t 1 = A2u~t 1 + Cu11 + f 22· 

The Laplace transform applied to (2.21) and (2.22) implies after simplifying 

and 

[ 
si- A1 - B l [ ~11 l [ ~ 11 l + [ U11o l 

-C si- A2 U22 f 22 u220 

(si- AI)û11 = Bû12 + f 11 + U11o, 

(si- A2)û22 = Cû21 + f 22 + u220· 

The classical WR algorithm in the frequency domain is now given by 

(si- A1)û~i 1 = Bû;2 + f11 + U11o, 

(si- A2)û~t1 = Cû~1 + f 22 + u220-

30 

(2.22) 

(2.23) 

(2.24) 

(2.25) 

(2.26) 

Similar to the WR algorithms with overlap, at convergence, eliminating the unknowns 

û 22 in the first subsystem in (2.26) gives 

and f 22 can be expressed in terms of the unknowns in the second subsystem, 
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Similarly also eliminating the unknowns û 11 in the second subsystem we obtain the 

iterations 

(si- A1- B(si- A2)- 1 C)û~{ 1 =fu+ Bû~2 - B(si- A2)- 1 Cû~1 + uuo, 

(si- A2- C(si- A1t
1 B)û~i 1 = }22 + Cû~1 - C(si- A1)-

1 Bû~2 + u22o· 
(2.27) 

We next show that the new WR algorithm (2.27) converges in two iterations. There­

fore, the optimal transmission conditions without overlap are 

(2.28) 
UAk+1 (si A )-IBuAk+I uAk (si A )-1BuAk 21 - - 1 22 = 11 - - 1 12• 

Note that the optimal transmission conditions without overlap are similar to those 

with overlap, they have however different matrices. We again consider below the 

homogeneous problem. 

Proposition 2.2. The new WR algorithm (2.27) converges in two iterations inde­

pendently of the initial waveforms. 

Proof. In the first iteration we have 

(si- A1 - B(si- A2t 1 C)û~ 1 = Bûg2 - B(si- A2)-
1Cûg1 , 

(si- A2- C(si- A1)-
1 B)û~2 = Cû~1 - C(si- A1)-

1 Bû~2 . 

From the first equation above together with the first transmission condition in (2.28) 

we get 

(2.29) 

Similarly, from the second equation together with the second transmission condition 

in (2.28) we obtain 

Al ( 1 A )-lc'Al 
U22 = s - 2 U21 · (2.30) 

Now substituting from (2.29) and (2.30) into the subsystems in (2.27) in the second 

iteration implies 

(si- A1 - B(si- A2t
1C)ûÎ1 = 0, 

(si- A2- C(si- A1)-
1 B)û~2 =O. 
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Hence, ûÎ1 and û~2 are identically zero, independently of the guess for the initial 

waveforms. 0 

To find the iteration matrix of the classical WR algorithm we consider the homo­

geneous problem of (2.26). From the first and second equations in (2.26) we obtain 

A k+ 1 ( I A ) -1 B A k u 11 = s - 1 u 22 , 

A k+ 1 ( I A ) -1 c A k u 22 = s - 2 u 11 . 

lnscrtinp; the second equation into the first one above wc gct a relation over two 

iteration steps of the classical WR algorithm, 

and inserting the first one into the second one implies 

Ak+l ( I A )-le( I A )-lnAk-l u22 = s - 2 / s - 1 u22 . 

By induction we obtain 

ûÎ~ =((si- Al)-1B(si- A2)- 1 C)kû~1 , 

û~~ = ((si- A2)-1C(si- A1)-1 B)kû~2 . 

Therefore, the iteration matrix is given by 

Using the new transmission conditions 

the new WR algorithm is 

u~i1 + nCu~i1 = u~2 + nCu~1 , 

u~i 1 + ,6Bu~i1 = u~1 + ,6Bu~2 , 

u~i1 = (A1- BaC)u~i 1 + Bu~2 + BaCu~1 + / 11 , 

u~i1 = (A2- C,BB)u~i1 + Cu~1 + C,6Bu~2 + !22· 

(2.31) 

(2.32) 

(2.33) 
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The Laplace transform applied to the homogeneous problem of (2.33) implies 

(si- A1 + Bo:C)û~i1 = Bû~2 + Bo:Cû~1 , 

(si- A2 + C{3B)û~t 1 = Cû~1 + C{3Bû~2 -

33 

(2.34) 

From the first equation in (2.34) and the first transmission condition in (2.32) we get 

B Ak+l ( I A )Ak+l u 12 = s - 1 u 11 . 

Now, substituting from above at iteration k into the second equation in (2.34), we 

obtain after simplifying, 

(2.35) 

Similarly, from the second equation in (2.34) and the second transmission condition 

in (2.32) we get 

and substituting at iteration k into the first equation in (2.34), we ob tain after sim­

plifying, 

(2.36) 

By inserting (2.35) into (2.36) at iteration k we obtain a relation over two iteration 

steps, 

Similarly, by inserting (2.36) into (2.35) at iteration k we get 

A 2k - - k A 0 d A 2k - - k 0 and by induction we find, as before, u 11 = (X 1X 2) u 11 an u 22 = (X 2X 1) û 22 . 

Therefore, the iteration matrix for the new WR algorithm is given by 

(2.37) 
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where X 1 and X 2 are 

X 1 := (si- A1 + Bac)- 1 B(I + a(sl- A2 )), 

X 2 := (si- A2 + C{3B)- 1C(I + {3(sl- A 1)). 

34 

The optimal values of the parameters a and {3 are given in the following theorem. 

Theorem 2.2 (Optimal Convergence). The new WR algorithm (2.33) converges 

in two iterations if 

(2.38) 

independently of the initial waveforms û~1 and ûg2 . 

Proof. The proof is similar to the proof of Theorem 2.1. 0 

This result shows again that the optimal values of the parameters a and {3 in 

the transmission conditions (2.32) lead to the optimal transmission conditions shown 

earlier in (2.28). Note that the optimal choice found here is similar to the one found 

for the case with overlap, where we see that it is not just a parameter, but the Laplace 

transform of an operator intime since it depends ons, and in addition, it has a matrix 

mverse. 

2.3 Optimization Process of the New WR Algo-

rit hm 

We consider here the WR algorithm without overlap, the case with overlap can be 

treated similarly. The optimal values in (2.38) can be approximated by constant 

matrices a and {3 to get a practical optimized WR algorithm. The simplest constant 

matrix approximation is obtained by using a Taylor expansion about s = 0, which 

leads to 

A-l 
ay = 2 ' 
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This low frequency approximation was motivated by the concrete case of RC circuits 

we analyze in detail in Chapter 3, where high frequencies converge fast, and low 

frequencies converge slowly. In addition, choosing another expansion point would lead 

to complex matrices, and hence the algorithm would then need to be implemented in 

complex arithmetic, a significant drawback. There are however better choices than 

the ones based on expansions, as we will show in the next paragraph. Note that 

this low frequency approximation exists whenever the matrices A1 and A2 are non­

singular matrices. In case that one of the matrices A1 and A2 is singular one might 

decompose the system at a different row to get different matrices, which might lead 

to non-singular matrices A1 and A2 , and thus obtain a low frequency approximation. 

Another possibility is to choose the approximation by just constants a E IR. and 

f3 E IR. for the optimal choice in (2.38). An optimization process then allows us to 

reduce the spectral radius of the iteration matrix in order to obtain faster convergence. 

Mathematically, we want p(Gopt) « 1, which leads to the min-max problem 

min (max IÀj(Gopt(s, a, ,6))1), s = rJ + iw, 
cx,{3 J 

(2.39) 

where Àj(Gopt) are the eigenvalues of the iteration matrix Gopt· To find the solution 

of the min-max problem (2.39) in its full generality, we need to resort to numerical 

methods. We use a multidimensional unconstrained nonlinear routine (Nelder-Mead). 

We will however analyze concrete cases in Chapters 3 and 4. 

2.4 Multiple Subsystems 

In the previous sections we analyzed WR algorithms by splitting the linear system 

into two subsystems. However, in realistic applications the circuit needs to be par­

titioned into multiple subsystems. We partition here the circuit into N subsystems 

without overlap, with corresponding solutions Unn, n = 1, 2, ... , N. We analyze the 
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homogeneous problem because of the linearity as before, and we consider the system 

of ODEs 

U= u. 

CN-2 AN-l BN-l 

CN-l AN 

Using the new transmission conditions 

u~;H + a1C1u~i1 = u~2 + a1C1u~1 , 

U~~~l + f3n-l Bn-l U~~l = U~-ln-l + f3n-l Bn-l U~-ln' n = 2, 3, ... , N- 1, 
(2.40) 

k+l (3 B k+l k (3 B k 
UNN-l + N-l N-lUNN = UN-lN-l + N-l N-lUN-lN' 

the new WR algorithm with N subsystems without overlap is given by 

u~~ 1 = (An- Cn-1f3n-l Bn-1 - BnanCn)u~~ 1 

+Cn-1U~-1n-1 + Cn-lf3n-1Bn-1U~-ln + Bnu~+ln+l + BnanCnu~+1n' 

n = 2,3, ... ,N -1, 

u~+J. = (AN- CN-1f3N-1BN-1)u~+~ + CN-1u7v-1N-1 + CN-1f3N-1BN-1u7v-1Nl 

(2.41) 

where n represents the subsystem number. Note that we are studying here the algo­

rithm without overlap, the one with overlap can be treated similarly. 

Theorem 2.3 (Optimal Convergence for N Subsystems). The new WR algo-
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rithm with N S1tbsystems (2.41} converges inN iterations if 

{3 1 = -(si- A1)~ 1 , 

f3n = -(si- An+ Cn~If3n~l Bn~I)~ 1 , n = 2, 3, ... , N- 1, 
(2.42) 

and 

(2.43) 

independently of the initial waveforms, assuming that the matrices are invertible. 

Proof. We apply first the Laplace transform to each subsystem. Now in the first 

iteration, we have 

and from the first transmission condition in (2.40), we obtain 

Assuming the matrix (si- A1) is invertible leads to 

(2.44) 

In the second iteration from the second subsystem, we have 

Substituting above from (2.44) for û~ 1 , and using the third transmission condition in 

(2.40) for n = 2, together with {3 1 = -(si- A1 )~ 1 , we find 

and assuming the matrix (si- A 2 + C1(31 B1) is invertible we get 

(2.45) 
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Now in the third iteration from the third subsystem we have 

We substitute above from (2.45) for û~2 , then using the third transmission condition 

in (2.40) for n = 3, together with (2.42) for n = 2, we get 

Assuming the matrix (si- A3 + C2{32 B2 ) is invertible implies 

(2.46) 

By induction we obtain 

(2.47) 

where 

/31 =-(si- A1 )~1, 

!3n = -(si- An+ Cn~lf3n~l Bn~lt 1 , n = 2, 3, ... , N- 1. 

Thus in the iteration N- 1, form the subsystem N- 1 we have 

AN~l ( I A c f3 B )~lB AN~l UN~lN~l = S - N~l + N~2 N~2 N~2 N~lUN~lN· (2.48) 

Now in the Nth iteration, from the Nth subsystem we get 

Substituting above from (2.48) for û~::::~N~l' and using (2.42) for n = N- 1, we get 

Assuming (si- AN+ CN~lf3N~l BN~l) is invertible we have 
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Now we apply a similar argument in the other direction. In the first iteration, we 

obtain from the Nth subsystem 

Using the last transmission condition in (2.40) implies 

(2.49) 

Now in the second iteration, from the subsystem N- 1 we get 

(si- AN-1 + CN-2f3N_2BN-2 + BN-1aN-1cN-1)û~-1N-I = 

CN-2(û~-2N-2 + f3N-2BN-2Û~-2N-1) + BN-IÛ~N + BN-ICXN-ICN-IÛ~N-1· 

Substituting above from (2.49) for û~N' together with aN-I = -(si- AN }-1 implies 

(si- AN-1 + CN-2f3N_2BN-2 + BN-1aN-1CN_I)û~_ 1N-I = 

CN-2(û~-2N-2 + f3N-2BN-2Û~-2N-1). 

Now using the second transmission condition in (2.40) for n = N- 1, we obtain 

Assuming the matrix (si- AN_1 + BN_ 1aN-ICN-d is invertible we get 

By induction we have 

A N-n+1 ( I A B C )- 1c A N-n+1 N 1 N 2 2 
Unn = S - n + nCXn n n-IUnn-1 ' n = - ' - '· · ·' ' (2.50) 

where 
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ln the Nth iteration, from the first subsystem we get 

Now substituting above from (2.50) for û~-l, together with a 1 from (2.43) we get 

and assuming the matrix (si- A1 + B1a 1 C1) is invertible we obtain 

Therefore, we have shown that ûi; and û~ N are identically zero independently of the 

guess for the initial waveforms. 

Now, from (2.47) and (2.50) we get 

for n = 2, 3, ... , N -1, which means we are propagating zero transmission conditions 

from both sides, and thus the unknowns in the middle are also zero. D 

This convergence result is again optimal, since the solution of the last subsystem 

depends on the source terms in the first subsystem and vice versa. If information is 

exchanged only between neighboring subsystems, as in the classical JWR, then it can 

propagate by one subsystem at most for each iteration. Renee, there are at least N 

iterations required to transmit the information across N sequential subsystems. 

2.5 Numerical Experiments 

We now show three examples for which we find numerically the optimized parameters, 

and we use them to illustrate the remarkable improvement in convergence of the 
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optimized WR algorithm over the classical one. We choose here the WR algorithms 

without overlap and with two subsystems. 

We start by a random example to show that the optimized WR algorithm works 

well with an arbitrary linear system of differentiai equations, whereas the classical 

WR algorithm has difficulties to converge. The system of ODEs we consider is given 

by 

x= Ax+f, 

where the matrix A is given by 

-31.7460 -1.5873 0 -2 0 

202.0202 -0.1010 -202.0202 0 0 

A= 0 1.5873 0 -1.5873 1 

1 0 202.0202 -0.1010 -202.0202 

0 -2 0 1.5873 -31.7460 

The source term is given by f(t) = Us(t)/C, 0, 0, 0, of, where Is(t) = lOt for 0 < 

t < 0.1 and Is(t) = 1 for t ~ 0.1, and C = 0.63. We choose a zero initial condition 

and random initial waveforms. The analysis time interval is [0, T], with T = 1. We 

use for the numerical computations the backward Euler method, with a time step of 

fll = 1/100. Wc first givc an cxample of p(Gc~a) as a function of w and r7 on the top 

of Figure 2.2. In Figure 2.2, we also give p(Gapt) as a function of w and 'T], at the 

bottom using the numerically optimized parameters o:* = -0.0389 and {3* = -0.0445 

on the left hand side, and on the right hand side, using the Taylor approximation 

ar = A2 1 and f3r = A;- 1
. One can observe that p( Gapt) with the numerically 

optimized parameters is more uniform than p( Gapt) with the Taylor approximation, 

and th an p( G ct a) which takes values bigger th an one. To illustra te the difference in 

convergence between the two WR algorithms, we show the error as a function of the 

iterations in Figure 2.3. The better convergence of the optimized WR algorithm over 
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Figure 2.2: Top: classical spectral radius p(Gc~a(w)). Bottom: optimized spectral 

radius p(Gopt(w,a*,/3*)) on the left, and on the right p(Gopt(w,a.r,f3r)). 
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Figure 2.3: Convergence behavior of the classical versus optimized WR algorithms. 
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cr-
Figure 2.4: A general realistic circuit. 

the classical one is evident from this comparison where the classical WR algorithm 

is not even converging. We also observe that the optimized WR algorithm with the 

optimized constant approximation has a better convergence than the one with the 

Taylor approximation. 

We give as a second example the circuit given in Figure 2.4. The equations of the 

circuit, where we choose M = 4, are given by 

x= x+f, (2.51) 

with the vector of unknown waveforms x= (v1 , v2 , v3 , i 1 , v4 , i 2 , v5 , i 3 , v6 , i 4 , v7 , i 5 , v8 )r, 

where vj corresponds to a nodal capacitive voltage and ij corresponds to an inductance 

current. The entries in the matrix are given by 
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al = _1_ a2 - 1 a - 1 a - _1_ 1 - 1 
RACB' - RsCc+D' 3 - LA' 4 - CE+l' a.5 = L1' a6- C2' 

1 1 1 _ 1 _ 1 a __ 1_ 
a7 = L2 ' as = C3 ' ag = L3 ' aw - C4 ' an - L4 ' 12 - c5+L ' 

bl - - ( _1_ + _1 ) _1 b2 - - ( _1 + _1 ) _1 b3 - - 1 
- Rs RA CA' - RA Rs Cs' - RsCc+D' 

{ 

R(i/2)-2 
L . i = 6, 8, 10, 12, 

b4 = 0, bs = 0, bi = (i/Z)-z ' 

0, i = 7, 9, 11, 13, 

where Cc+D = Cc+ Cn, and similarly for the other capacitors. The source on the 

right hand side is the 13 x 1 vector f(t) = Us(t)/CA, 0, 0, ... , Of. For the input 

current source we use an input step function with an amplitude of l 8 (t) = 33.33 mA 

and arise time of 0.05 ns. The circuit parameters that we use are 

Rs = 0.03 kOhms, CA= CB =Cc= 0.08 pF, RA= RB= 0.012 kOhms, 

Cn =Ce= 0.25 pF, LA = 0.001 f1H, CL= 0.25 pF, C5 = 0.25 pF. 

The part from Ll to LM and cl to cM represent a transmission li ne which we choose 

to be of 1 cm length and 4 sections. The total capacitance is C = 2 pF /cm, the total 

inductance is L = 0.0005 11Hjcm, and the total resistance is R = 0.0001 kOhmsjcm. 

Since the total resistance for resistors connected in series is obtained by adding their 

values, and the same holds for inductors connected in series, we have R1 = R2 = R3 = 

R4 = 0.0001/4 kOhms, and L1 = L2 = L 3 = L 4 = 0.0005/4 fJ,H. In addition, the total 

capacitance of capacitors connected in parallel is obtained by adding their values, 

and thus we have C1 = C2 = C3 = C4 = 2/4 pF. We choose a zero initial condition 

and random initial waveforms. The analysis time interval is [0, T], with T = 5. We 

use again for the numerical computations the backward Euler method, with a time 

step of D..t = 1/20. In Figure 2.5 on the top, we give p( Gela) as a function of w and 
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Figure 2.5: Top: classical spectral radius p(Gc~a(w)). Bottom: optimized spectral 

radius p(Gopt(w, n*,(J*)) on the left, and on the right p(Gopt(W 1 ar,/3r)). 
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Figure 2.6: Convergence behavior of the classical versus optimized WR algorithms. 

TJ· At the bottom we give p(Gapt) as a function of w and TJ, using the numerically 

optimized parameters a* = -0.0141 and (3* = -0.0158 on the left hand side, and 

on the right hand side, using the Taylor approximation ar = A2 1 and f3r = A1 1
. 

We observe here as well that p(Gapt) with the optimized constant approximation is 

more uniform than p(Gapt) with the Taylor approximation, and than p(Gcta) which 

takes values bigger than one. To illustrate the difference in convergence between the 

two WR algorithms we again show the error as a function of the iterations in Figure 

2.6. The optimized WR algorithm shows a better convergence than the classical one 

which has difficulties to converge. 

In order to show that the new algorithm works well for a full matrix we analyze 

the circuit given in Figure 2. 7. The equations of the circuit are given by 

bl c12 C13 c14 

a12 b2 c23 c24 
x+f, (2.52) X= 

a13 a23. b3 c34 

a14 a24 a34 b4 
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Figure 2. 7: Circuit with full matrix. 

where the entries in the matrix are 

b3- -(-1 + _1_ + _1 )....!.... b4- -(-1 + _1_ + _1 )....!.... 
- R13 R23 R34 C3 ' - R14 R24 R34 C4 ' 

c - _1_ c - _1_ c - _1_ c - _1_ c - _1_ c = _1_ 12 - R12C1 ' 13 - R13C1 ' 14 - R14C1 ' 23 - R23C2' 24 - R24C2' 34 R34C3. 

The source on the right hand side is given by f(t) = (Js(t)/C1 , 0, 0, Of, and for the 

input current source we use here an input step function with an amplitude of Is(t) = 1 

mA and a rise time of 1 ns. The circuit parameters that we use are 

We choose a zero initial condition and random initial waveforms. The analysis time 

interval is [0, 10]. We use again for the numerical computations the backward Euler 

method, with a time step of 6.t = 1/10. In Figure 2.8 we again give p(Gc~a) as a 

function of w and Tl on the top. At the bot tom we give p( G opt) as a function of w 

and 'T/, using the numerically optimized parameters o:* = -0.0928 and (3* = -0.0945 

on the left hand side, and on the right hand side, using the Taylor approximation 

O'.r = A2 1 and f3r = A-[ 1
. In Figure 2.9 we again plot the error as a function of 

the iterations which shows that the new algorithm works well and better than the 

classical one for full matrices as well. 
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Figure 2.8: Top: classical spectral radius p( Gc~a(w) ). Bottom: optimized spectral 

radius p(Gapt(w,cx.*,{3*)) on the left, and on the right p(Gapt(w,arJ3r)). 
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Figure 2.9: Convergence behavior of the classical versus optimized WR algorithms. 
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Chapter 3 

RC Type Circuits 

In this chapter, we analyze the classical WR algorithm, an optimal WR algorithm, 

and optimized WR algorithms for RC type circuits. The circuit equations are derived 

as in the introduction, see (1.4). The results we obtain for this type of RC circuits 

will be of a great interest when we have a general circuit which consists of many 

complicated parts that are connected to each other by such type of circuits. Indeed, 

we can decompose this general circuit into smaller and simpler subcircuits by applying 

a partitioning at the RC circuits. In other words, we look for RC type circuits in the 

general circuit which might have nonlinear components, and we partition there since 

we know how to do the partitioning for the RC circuit with an excellent performance 

using the results from this chapter. We start with finite size RC type circuits, and 

then we study an infinitely large circuit. In both cases, we investigate and analyze the 

convergence of the WR algorithms. We are analyzing a Jacobi type iteration here, 

but the Gauss-Seidel case could be analyzed similarly. 
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3.1 Any finite size RC Type Circuit 

In this section, we consider any finite size RC type circuit as shown in Figure 3.1. 

The system we obtain from this circuit is of size n x n, where n is the number of 

nodal capacitive voltages in the circuit. We assume that n is an even number for the 

analysis below, n = 2j, j = 1, 2, .... This means that there is an even number of 

capacitors in the circuit given in Figure 3.1, where at each one we have a nodal voltage 

as an unknown. By decomposing the system representing the finite size circuit in the 

middle at row j into two subsystems, we get two subsystems of the same size. The 

odd case can be analyzed similarly. The equations for the RC circuit of size n are 

given by 

X= x+f, (3.1) 

where the entries in the tridiagonal matrix are 

{ 

ai = R;l:i+l ' 

Ci = Ri~i, 'l = 1, 2, ... n - 1, 

( 1 + 1)1 i=1 
- Rs R1 C1' 

-(RL~ + ~Jl:i, i = 2,3, ... n-1, 
1 z = n - R;-lCi' 

and the resistor values Ri and Rs, and the capacitors Ci are strictly positive con­

stants. The source term on the right hand side is given by the n x 1 vector f = 

(Is(t)jC1, 0, 0, 0, ... , Of, for sorne source function Is(t), and we are also given the 

initial voltage values x(O) =(v~, vg, vR, v2, ... , v~f at the time t =O. 
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Figure 3.1: A finite size RC circuit. 

We partition the system (3.1) at row j into two subsystems, 

where we call the unknown voltages in subsystem one u(t), and in subsystem two 

w(t). The classical WR algorithm applied to (3.1), using the classical transmission 

conditions 

(3.3) 

is given by 

bl cl k+l 
ul 0 JI 

al b2 c2 

ùk+l= 
u2 0 h .+ + 

aj-2 bj-1 Cj-1 
C·Wk jj 

bj 

'Uj J 1 
aj-1 
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bj+l Cj+l 

a1+1 b1+2 cJ+2 

a2j-2 b2j-l C2j-1 

a2j-l b2j 

k+l 
WI 

w2 

+ 

Wj 

53 

k ajuj fJ+l 

0 
+ 

fJ+2 
(3.4) 

0 hj 

with initial voltage values u(O) =(v~, vg, ... , vJf, and w(O) = (vJ+1, vJ+2 , ... , vgj)T. 

To start the WR algorithm, we need to specify two initial waveforms uJ(t) and w~(t), 

fortE [0, T]. 

In [31] Gander and Ruehli proposed new transmission conditions, which are given 

for any finite RC circuit by 

(uk+l _ uk+l) + auk+l = (wk _ wk) + awk 
J+l J J+l 1 0 ll 

(w~+l- w~+ 1 ) + (3w~+l = (uj+l- uj) + f3uj. 
(3.5) 

The new transmission conditions (3.5), comparing with (3.3), also exchange the volt­

ages 'UJ+l and w0 , but they are multiplied with weighting factors a and (3, respectively. 

The voltage differences between the nodal voltages ( Uj+l - Uj) and ( w1 - w0 ) insure 

that the currents are also taken into account in the transmission conditions since we 

could write the currents as a- 1 (uJ+1 - u1) and (3- 1 (w1 - w 0 ) where a and (3 can be 

viewed as resistors. Therefore, the new transmission conditions attempt to transmit 

voltages as well as currents at the interfaces between the subsystems during the itera­

tion, instead of only voltage values like the classical transmission conditions. Gander 

and Ruehli proved in [31] that the converged solution of the new WR algorithm with 

transmission conditions (3.5) is identical to the converged solution of the classical 

WR algorithm with transmission conditions (3.3), if (a+ 1)(,8- 1) + 1 =J O. Using 
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the new transmission conditions, the new WR algorithm is given by 

bl cl k+l 

ul 0 fi 
ai b2 c2 

ùk+l= 
u2 0 h 

+ + 

aJ~2 bj~l Cj~l k Cj k 
fJ c· 

Uj CjWI - o+l Wo 
aj~I bj + a:l 

a· 

bj+l- {)~l Cj+l k+l 
k aj k 

fJ+I WI aJuJ + /3~l uJ+I 
aJ+I bj+2 Cj+2 

0 iJ+2 wk+l= 
w2 

+ + 

a21~2 b2J~l c2j~l 
0 hj Wj 

a2j~I b2j 

(3.6) 

where we start with initial waveforms uJ(t), uJ+1(t), w~(t), and w8(t), fortE [0, T], 

which must satisfy the initial conditions, and for the next iterations, the values uj+1 , 

and w~ are determined by the transmission conditions (3.5). 

In or der to keep the analysis and the optimization pro cess we are solving simpler, 

we consider here the simplifying assumptions 

ci= ai= a1 =a, for i = 1, 2, ... , n- 1, bi= b1 = b, for i = 1, 2, ... , n. (3.7) 

Indeed, this is a justified choice since we have circuits where the subsystems or sub­

circuits have very similar electrical properties on both sides of the partitioning bound­

ary as we can observe in Figure 3.1. For the infinitely large circuit in Section 3.4, 

the circuit element values are given to be the same for all internai circuit elements to 

simplify the computations as well. 

As stated in the introduction, we analyze the homogeneous problem, and we use 

the Laplace transform for the convergence study of the linear circuits considered here. 

The Laplace transform for s E CC of (3.2), with the simplifying assumptions (3.7), is 
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given by 

b a 
ul 0 

a b a 
û2 0 

su= + 

a b a 

a b 
'Uj a'Uj+l 

(3.8) 
b a 

w1 awo 
a b a 

Wz 0 
sw= + 

a b a 

a b 
w· 0 J 

The following lemmas are needed to find the convergence factors of the classical and 

optimal WR algorithms in closed form. 

Lemma 3.1. Let S1 , S2 , and S3 be given by 

lk!2J 
sl :=(s-b) 2::= ( -1Y+l(k~:il)(s- b)k-2r+2a2r-2, 

r=l 
l k!l J 

s 2 := -az 2::= ( _ 1 y+l e:::~) ( 8 _ b )k-2r+Ia2r-2, 
r=l 

lk!3J 
s3 := 2::= ( -1 y+l (k~:i2) ( s - b )k-2r+3a2r-2' 

r=l 

where k is any integer greater than or equal to 1, and for any real number t, we have 

denoted above l t J = l, where l is the unique integer su ch th at l :::; t < l + 1. Th en 

Proof. If k is even, then k = 2/!, /! = 1, 2, ... , and l k~3 J = t + 1, l k~2 J = € + 1, and 
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l k~l J = R, and we write 5 1, 52, and 53 as 

t'+l 
51 := (s _ b)k+l + 2:::(-1y+l(k~:il)(s _ b)k-2r+3a2r-2, 

r=2 
l 

52 :=_ 2:::(-1y+l(;=~)(s _ b)k-2r+la2r, (3.9) 
r=l 

l+l 
53 := (s _ b)k+l + 2::":(-1y+l(k~:i2)(s _ b)k-2r+3a2r-2_ 

r=2 

For any r = j, where 1 < j ::; R + 1, the summands in 5 1 and 53 are, respectively, 

( _ 1 )Hl (k_?il) ( 5 _ b )k-2j+3a2j-2, 

( _ 1 )Hl (kj~i2) ( 5 _ b )k-2H3a2j-2, 

and for any r = j- 1, 1 < j ::; R + 1, the summand in 5 2 is 

Therefore, we have the same powers, and we only need to show that the sum of the 

coefficients in the summands in 52 for r = j - 1, and in 5 1 for r = j, 1 < j ::; R + 1, 

is equal to the coefficient in the summand in 53 for r = j. This is true due to the 

binomial coefficients property 

(
n+ 1) 
k + 1 ' 

which implies 

(k ~ j + 1) + (k ~ j + 1) = (k ~ j + 2) ' 
y-1 y-2 y-1 

for 1 < j ::; R + 1. The summand in 5 2 for r = 1, or j = 2, is already considered 

ab ove, sin ce for 52, we considered r = j - 1, and 1 < j ::; t + 1, so for r = 1, we 

only have the summand in 5 1 and in 53 . From (3.9), for r = 1, the summand in 5 1 

is ( s - b )k+l, and it is the same expression we obtain from the summand in 53 for 

r = 1, and this finish es the proof for k even. 
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Now, if k is odd, then k = 2fi- 1, f = 1, 2, ... , and l k!a J =fi+ 1, l k!2 J = f, and 

l k!l J = fi, and we write S1 , S2, and Sa as 

e 
sl := (s- b)k+l + 2:::(-1y+l(k~:il)(s- bt~2r+3a2r~2, 

r=2 
f~l 

S2 := _ 2:::(-1y+l(;:=~)(s _ b)k~2r+la2r + (-1)H2a2f, (3.10) 
r=l 

e 
Sa := ( s _ b )k+l + 2:::: ( -1 y+l (k~:i2) ( s _ b )k~2r+aa2r~2 + ( -1 )H2a2f. 

r=2 

Showing that S1 + S2 = Sa is similar to the case where k is even, but here, we have 

1 < j < f + 1, instead of 1 < j ::::; fi+ 1, since the last value for r in sl is r = fi, 

whereas it was t + 1 for k even. Therefore, we only need to show equality between 

the summands in Sa for r = j =fi+ 1, and in S2 for r = j -1 =fi. As is evident from 

(3.10), the summand in Sa for r = t + 1 is equal to the summand in 82 for r· =P. D 

Lemma 3.2. For the systems in (3.8}, for any 1 :'Sm :'S j, j = 1, 2, ... , Ûm is given 

by 
l mil J 

a 2:::: ( -1 y+l c;~;) ( s - b )m~2r+la2r~2 
r=l 

71m = -lm_i_2_J-------------nm+l, 

2:::: (-1)r+l(m;~{"l)(s _ b)m~2r+2a2r~2 

(3.11) 

r=l 

and Wj~m+l is given by 

l mil J 
a 2:::: (-1y+l(';~;)(s _ b)m~2r+la2r~2 

r=l 
Wj~m+l = l mi2 J Wj~m, 

2:::: ( -1 )r+l (m;~{"l) ( S _ b )m~2r+2a2r-2 

(3.12) 

r=l 

where l-J is the integer defined in Lemma 3.1. 

Proof. The proof is by induction. For m = 1, from the first subsystcm in (3.8), wc 

have 
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which is the same as we obtain by using (3:11) for m = 1, so relation (3.11) holds for 

m = 1. We thus assume that (3.11) holds for m = k, i.e. 

l ktl J 
a 2::: (-1Y+l(;.:.:~)(s-b)k-2r+la2r-2 

r=l 
nk = -lk_t_2_J-------------Uk+l· 

2::: ( -1 )r+l (k~:~l) ( 5 _ b )k-2r+2a2r-2 
r=l 

Now we need to show that (3.11) also holds for m = k+l. The equation for m = k+1 

from the first subsystem in (3.8) is 

which implies, after substituting ûk from (3.11) for m = k, and simplifying, 

where 
l kt2 J 

X:= (s _ b) 2::: (-1Y+l(k~:~l)(s _ b)k-2r+2a2r-2 
r=l 
l ktl J 

-a2 2::: (-1Y+l{;.:_:~)(s-b)k-2r+la2r-2 1 
r=l 

lkt2J 
y:= a 2::: (-1Y+l(k~:~l)(s _ b)k-2r+2a2r-2_ 

r=l 

Renee, Ûk+l = tûk+2· The numerator of the expression in (3.11) for m = k + 1 is 

equal toY, so we only need to show that the denominator of (3.11) for m = k + 1 

is equal to X, and this is proved in Lemma 3.1. Therefore, relation (3.11) holds for 

m = k + 1, and the proof by induction is complete. The proof of relation (3.12) is 

similar. 0 

We analyze now the convergence factor of the classical WR algorithm (3.4), with 

the simplifying assumptions (3.7). 
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Theorem 3.1. The convergence factor Pcla(j) of the classical WR algorithm {3.4), 

with n = 2j, j = 1, 2, ... , and the simplifying assumptions (3. 7) is given by 

( \1].)
2 

Pcla(j)(s, a, b) = "' 

Lj+2 J t (- 1y+I(l~=il)(s _ b)j-2r+2a2r-2 
r=l Àj = ~~-------------------------

Li.:}! J . 
a 2::: (-1Y+IC=~)(s _ b)j-2r+Ia2r-2 

(3.13) 

r=l 

Proof. The proof is by induction. The last equation in the first subsystem in (3.4), 

after taking Laplace transform and considering the homogeneous problem, for j = 1, 

is given by 

which implies 

where 
s-b 

Àl = --, 
a 

(3.14) 

which is Àj in (3.13) for j = 1. Similarly, we find for the second subsystem from the 

first equation, 

(3.15) 

Inserting (3.15) at step k into (3.14) implies 

with convergence factor Pcla(l) of the classical WR algorithm given by 

Pcla(l)(s,a,b) = (:
1

)

2

, 

where À1 is given in (3.13) for j = 1. Now for j > 1, the last equation in the first 

subsystem is given by 



3.1 Any finite size RC Type Circuit 60 

Using Lemma 3.2 to substitute for ûj~i, and simplifying, we get 

(3.16) 

where Àj = ~1 , and Nj, Dj are given by 
J 

l ~ J . l~J . 
Nj=(s-b) 2::: (-1Y+le::::~)(s-b)j-2r+la2r-2 _ a22.:(- 1y+1(1~~~1)(s-b)j-2ra2r-2, 

r=l r=l 
l~J . 

Dj=a 2:.: (-1Y+le::::~)(s _ b)j-2r+la2r-2, 
r=l 

and using Lemma 3.1, we obtain 

À·= Nj 
J D· 

J 

l j~2 J . 
2:.: (- 1 y+I(1~~il)(s _ b)j-2r+2a2r-2 
r=l 
lj~l J . 

a 2:.: (-1)r+le::::~)(s _ b)j-2r+la2r-2 
r=l 

as g1ven m (3.13). Note also that Nj = (s - b)Nj-l -aDj-!, and Dj 

Similarly, we find for the second subsystem from the first equation, 

Ak+l 1 Ak 
w1 = -uj. 

Àj 

Inserting (3.17) at step k into (3.16), we get 

with convergence factor Pcta(j) of the classical WR algorithm given by 

(3.17) 

where Àj is given in (3.13). The same result holds for w~+l, and by induction we find 

0 

For convergence as is given in (1.15), we need that IPcta(j)(s, a, b)l < 1 for R(s) > 

0, and for fast convergence, the modulus of Pcta(j) should be much smaller than 1, 
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Figure 3.2: Convergence factor IPcla(j) 1 for different values of j on the left, and on the 

right, a zoom around the maximum of IPcla(oo)l· 

IPcla(j)l « 1. However, the convergence factor IPcla(j)l is a fixed function of the circuit 

parameters in the classical WR algorithm, and thus the algorithm does not have any 

adjustable parameters like the new WR algorithm we discuss below. We can only 

analyze for the classical WR algorithm if the convergence test IPcla(j) 1 < 1 is satisfied. 

It is shown in Sections 3.2 and 3.3 for the very small, j = 1, and small, j = 2, RC 

circuits that this convergence test is satisfied. For the infinitely large RC circuit, 

j = oo, in Section 3.4, it is shown that IPcla(j)l < 1 for all w and lbl > 2a, IPcla(j)l < 1 

for w ::/= 0 and lbl = 2a, and for the case w = 0 and lbl = 2a, the maximum of IPcla(j)l is 

one, and the convergence test IPcla(j) 1 < 1 is not satisfied. An examplc of the classical 

convergence factor as a function of w for different values of j, with 1 bi = 2a, is given 

in Figure 3.2. We observe from Figure 3.2 that the modulus of the convergence factor 

for finite j is less than one, and it becomes bigger and bigger around w = 0 as we 

increase the size of the circuit, and as noted above, for the infinitely large circuit the 

convergence factor is one at w = O. 

Let us now consider the new WR algorithm (3.6), and look for the convergence 

factor with the simplifying assumptions (3.7). 
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Theorem 3.2. The convergence factor of the new WR algorithm (3.6), with n = 

2j, j = 1, 2, ... , and the simplifying assumptions (3. 7) is given by 

(a + 1) - Àj ({3 - 1) + Àj 
Popt(j)(s, a, b, a, {3) = (a+ 1),\j- 1 . ({3- 1),\J + 1' (3.18) 

where ÀJ is given in (3.13). 

Proof. The proof is similar to the proof of Theorem 3.1. For j = 1, from the last 

equation in the first subsystem in (3.6), after taking the Laplace transformas we did 

in the classical case, and considering the homogeneous problem, after sorne algebra, 

we obtain 
a 

F1 = -,---..,....,..-----,---
(s- b)(a + 1)- a' 

(3.19) 

and similarly from the first equation of the second subsystem, we get 

a 
F2 = ...,.---..,....,....,------,---

( s - b) ({3 - 1) + a 
(3.20) 

Next, we want to obtain the convergence factor for the optimal WR algorithm in closed 

form. We need to find a relation between û~+1 and w} from (3.19), and similarly a 

relation between w~+1 and û} from (3.20). Using the second transmission condition 

in (3.5), for j = 1, we find, together with (3.20), 

A k+1 ( 1 1 ) A k+1 
Wo = ({3 - 1) F2 - {3 - 1 w1 ' 

and using this result at step k in (3.19), we find for the first subsystem 

(3.21) 

With a similar manipulation for the second subsystem, we find 

A k+ 1 "(;' ( 1 1 {3 ) A k 
w1 =r2 (a+1)F1 + a+1 + -1 u1. (3.22) 

Finally, by inserting (3.22) at iteration k into (3.21), we get a relation over two 

iteration steps, 

Ak+1 ( b {3) Ak-1 u 1 = Popt(1) s, a, , a, u 1 , 
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with convergence factor of the optimal WR algorithm given by 

(a + 1) - )11 ((3 - 1) + )q 

Popt(I)(s, a, b, a, (3) = (a+ 1)ÀI- 1 . ((3- 1)À1 + 1' 

where À1 is given in (3.13) for j = 1. Now for j > 1, the last equation in the first 

subsystem in (3.8) is given by 

and using Lemmas 3.2 and 3.1, we get 

l~J . L (- 1y+I(1~:il)(s _ b)j-2r+2a2r-2 
r=l A A 

li±!J Uj = auj+I· 
2 . L (- 1)r+IC=~)(s _ b)j-2r+Ia2r-2 

(3.23) 

r=l 

Now inserting the iterations, and substituting ûJ:t from the first transmission condi­

tion in (3.5) into (3.23), which is basically the last equation in the first subsystem in 

(3.6) after taking Laplace transform and considering the homogeneous problem, we 

get 

(x- _a_) ûk+l = _a_(,ûl- ûl +mil) 
a+1 1 a+1 1 0 1 ' 

where 
l~J . L (- 1 y+I(Y~:il)(s _ b)j-2r+2a2r-2 

X := ~r-=~1--------~----------------
l jtl J . 
L (-1)r+IC=:~)(s _ b)j-2r+Ia2r-2 
r=l 

and af"ter simplifying, we get 

ûJ+I = FI(w~- w~ +mû~), F ·- aXI 1 .- (a+1)X2-aX1' 
(3.24) 

where 
l 1t 1 

J . 
XI:= L (-1Y+1C=:~)(s -IJ)j-2r+la2r-2, 

r=l 
l~J . 

x2 := 2::: (-1y+le~:il)(s- b)j-2r+2a2r-2_ 
r=l 
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Similarly, from the second subsystem, we obtain 

(3.25) 

where X 1 and X 2 are as given above. Again, we need to derive a relation between 

ûj+l and w~ from (3.24), and similarly a relation between w~+l and ûj from (3.25) 

to obtain the convergence factor for the optimal WR algorithm in closed form. 

Using the second transmission condition in (3.5), together with (3.25), we find 

Ak+l- ( 1 -_1_) Ak+l 

wo - ({3- 1)F2 {3- 1 wl ' 

and using this result at step k in (3.24) we find for the first subsystem 

(3.26) 

With a similar manipulation for the second subsystem, we obtain 

(3.27) 

Finally, by inserting (3.27) at iteration k into (3.26), we get a relation over two 

iteration steps of the optimal WR algorithm, 

and after simplifying, 

Ak+l ( b {3) Ak-1 u1 = Popt(j) s, a, , a, u1 , 

where the convergence factor Popt(j) is given by 

(a+ 1) - >..1 ({3- 1) + >..1 
Popt(j)(s, a, b, a, {3) = (a+ 1))..j _ 1 · ({3 _ 1))..j + 1 , 

and >..1 is given in (3.13). The same result also holds for the second subsystem and 

b o d t o fi d b f A 2k ( ) k A 0 d A 2k ( ) k A 0 y m uc wn we n , as e ore, u1 = Popt(j) u1 , an w 1 = Popt(j) w 1 . D 
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From the convergence factor (3.18) we can derive the optimal values of the pa­

rameters a and f3 as in the following theorem. 

Theorem 3.3 (Optimal Convergence). The new WR algorithm (3.6) converges 

in two iterations, independently of the initial waveforms ûJ and ÛJ~, if 

a := aapt(j) = Àj - 1, /3 := /3opt(j) = 1- Àj, j = 1, 2, ... , (3.28) 

and hence /3opt(j) = -aapt(j). 

Proof. The convergence factor vanishes if we insert (3.28) into Popt(j) given by (3.18). 

Renee, ÙJ and 'WÎ are identically zero, independently of ûJ and 'ÛJ~. D 

We observe that the optimal choice (3.28) is not just a parameter, but the Laplace 

transform of a linear operator intime, since it depends on s. Since we have a rational 

function in s, the optimal transmission conditions correspond to nonlocal operators 

in time. They require integral operators which can not be avoided in general and are 

expensive to use, since they would require convolutions in the transmission conditions. 

This is true for more general circuits as weil, therefore, approximations of the best 

transmission conditions are proposed. In Figure 3.3, we show the modulus of the 

optimal choice of a and f3 (3.28) as a function of TJ and w for the cases j = 1 and 

j = 2, where we choose a= 2
6°3° and b = -2a from typical RC circuit parameters. 

To further analyze the convergence factor (3.18), we assume for simplicity that 

f3 = -a motivated by the optimal choice (3.28) with the simplifying assumptions 

(3.7), where we have f3opt(j) = -uapt(j), and that the circuits considered here behave 

identical on both sides of the eut. This leads to the convergence factor 

( 
(a+ 1)- >..1 ) 

2 

Popt(j)(s, a, b, u) = (a+ 1)Àj _ 1 , 

and >..1 is given in (3.13). 

(3.29) 



~ 
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Figure 3.3: 1 Œapt(j) 1 and 1 ,Bopt(j) 1 for j = 1 and j = 2. 

We now study Àj in (3.13) in more detail. As we have seen in the proof of Theorem 

3.1, À1 = s~b' and for j > 1, Ni= (s- b)Nj_1 - aDj-b and Di= aNj-b and 

Àj = Ni = (s- b)Ni_1 - aDi_1 

Di aNi-1 

s-b Di-1 
-----

s-b 1 

Renee, we get the recurrence relation 

À =s-b 
1 a ' (3.30) 

In the following Theorem we prove convergence of the sequence (3.30). 

Theorem 3.4. Fors in the right half of the complex plane, s =Tf+ iw, Tf > 0, and 

lbl ~ 2a, the sequence 
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converges to the limit 
s-b+ J(s- b)2- 4a2 

À+= . 
2a · 

as j goes to infinity. 

Proof. Let À· = Yj(>.l) Then 
J Zj(Àl)" 

and hence, we have 

Zj+l(Àl) = Yj(Àl), 

Yi+l(ÀI) = ÀlYj(ÀI)- Zj(Àl) = ÀlYj(Àl)- Y)-l(Àl)-

Now, we write the above equations in the system 

( 

À1 -1 ) j ( Y1 ) . 

1 0 Yo 

The eigenvalues of the matrix 

in the system above are given by 

s-b 
Àl = --, 

a 

s-b± v(s- b) 2 - 4a2 
À± = ___ .:.......:_ _ __:_ __ _ 

2a 

67 

(3.31) 

(3.32) 

where 1 À+ 1 > 1 and 1 À_l < 1 in the right half of the complex plane, s = 'Tl + iw, 

'Tl > 0, for lbl :2: 2a, see [31]. Therefore, we have two distinct eigenvalues, and hence 

the matrix in (3.32) is diagonalizable, and can be written as 

( 
Àl -1 ) = p ( À+ 0 ) p-l, 
1 0 0 À_ 
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where P is an invertible matrix, which has the corresponding eigenvectors as its 

column vectors. By forming the matrix P, and using y1 = s-b and y0 =a, we can 

find a 1 and a 2 by direct calculations, such that 

Hence, 
j+l j+l 

Àj+l = Y]+l = Y]+l = a1À+. + a2À-:- , 

Zj+l Y1 a1À~ + a2À:._ 

and since 1>-+1 > 1 and 1>--1 < 1, we have, as j goes to infinity, 

Note that the exact values for a 1 and a 2 are not really needed for the result above. D 

In fact, we will see later in Section 3.4, that the limit À+ which is found here is the 

same À+ which is found in the circuit of infinite size, and hence we have proved that 

>.1 for any fini te size circuit, n = 2j, j = 1, 2, ... , converges to À+ for the infini tel y 

large circuit as j goes to infinity. 

For the case j = 1, we get the very small RC circuit case which will be discussed in 

Section 3.2, and for j = 2, we get the small RC circuit case which will be discussed in 

Section 3.3. Assuming that the optimal choice for a given in (3.28) is approximated 

by a constant Œ(j)' the simplest way to obtain a constant approximation is to use a 

Taylor expansion about s = 0, which corresponds to a low frequency approximation. 

Note that for low frequencies the classical convergence factor behaves worst as one can 

observe from Figure 3.2. The low frequency constant approximation for the optimal 

choice given in (3.28) is 

L~J . 
2: ( -ly+l e~:il) ( -b)j-2r+2a,2r-2 
r=l 

Œ(j)T = --------------- 1, 
L 1..:}! J . 

a L (-1)r+lC=~)(-b)1-2r+la2r-2 

/3(j)T = -O:(j)T· (3.33) 

r=l 
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As an example, for j = 1, j = 2, j = 3, and j = 4 we get 

To find a better constant approximation, assuming f3u) = -Œ(j), we need to solve the 

min-max problem 

min (max IPopt(j)(s, a, b, Œ(j))l) , 
a(j) ~(s)2:0 

(3.34) 

where Œ(j) is the only optimization parameter left. In Sections 3.2 and 3.3 for the 

very small, j = 1, small, j = 2, RC circuits respectively, we prove that the solution 

of the min-max problem (3.34), with constant approximation of the optimal choice of 

Œ occurs when the convergence factor at w = 0 and at w = Wmax -+ oo are balanced. 

Therefore, we use the equation 

to determine the optimized parameter a(j). Similar thing is shawn for the infinitely 

large RC circuit in Section 3.4, where we use the equation 

(3.35) 

and Wmin is a minimal frequency relevant to the problem, to determine the optimized 

parameter a(j), since the limit of the maximum of the convergence factor is one as 

w -+ 0 if lbl = 2a which often holds for RC type circuits. For any finite j > 2, we 

have to rely on numerical calculations only due to the complexity of the polynomials 

and the min-max problems we obtain. On the left hand side of Figure 3.4 we show 

the function IPopt(j)(w, a)l for j = 3 on the top, and for j = 4 at the bottom, where 

we choose a= 26°~ and b = -2a form typical RC circuit parameters. We observe that 

the solution of the min-max problem occurs when the convergence factor at w = 0 

and at w = Wmax are balanced. In this example, for j = 3 we obtain a(3) = 1.215, 

and for j = 4 we obtain a(4) = 1, which leads to the convergence factors shawn on 
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Figure 3.4: Top, left: convergence factor IPapt(3)(w, o:)l, and right: optimized con­

vergence factor IPapt(3)(w, o:(3))1- Bottom, left: convergence factor IPapt(4)(w, o:)l, and 

right: optimized convergence factor IPapt(4)(w, o:(4))1-
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Figure 3.5: Optimized a(1) versus Œ(j)T· 

the right hand side of Figure 3.4. In Figure 3.5 we compare the optimized a(1) with 

the Taylor approximation Œ(j)T, where we plot them as functions of j. 

We state the following result as a suggestion for applications for finite j > 2 

based on the numerical experiments we have done. If we approximate the optimal 

parameter a by a constant, and assume that the value of >.1 , j = 1, 2, ... in (3.13), 

with s = iw, w ~ 0, at w = 0, is denoted by >.10 , which is a real value since w = 0, 

then as for the cases j = 1 and j = 2 in Sections 3.2 and 3.3 respectively, we have 

Now, since the numerator in >.1 is of a degree higher than the denominator by one, 

we have 

llim Popt(j)(iw, Œ(j))l = ( 1 )2 := Rjoo· 
w->oo Œ(j) + 1 

By solving the equation R10 = R100 , we will get the solutions Œ(j) = 0, -2, >.10 ± 

J À Jo- 1 - 1. The solution which gives the right optimized constant approximation 
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Figure 3.6: Optimized constant approximation a(j) for different j on the left, and a 

zoom on the right. 

lS 

(3.36) 

This result is formally proved for the cases j = 1 and j = 2 in Subsections 3.2.3, 

3.3.3 rcspcctivcly. For the infinitcly large circuit with lbl ~ 2a and w = Wmin a similar 

result is found as we will see in Subsection 3.4.3. We show in Figure 3.6 the optimized 

constant approximation a(j) given in (3.36) for different j as a function of the circuit 

parameter c = /if, where -b ~ 2a for RC type circuits, and -b = 2a often holds. 

We observe that the values become doser and doser as c becomes bigger and bigger. 

Note that a(j) is equal to zero for j = oo and c = 1 i.e. -b = 2a, as one can see from 

(3.36) since Àj = À+ = 1 for j = oo, w = 0, and c = 1. However, as noted earlier, the 

limit of the maximum of the convergence factor is one as w ----+ 0 if lbl = 2a, and we 

use equation (3.35) to find a(j) for j = oo, where we take w = Wmin· Note also that 

Popt(oo) is the same as PoptL from Section 3.4. For Wmin = 2~ and Wmax = 207r, we find 

the value a(oo) = 0.7346, which will be shown in Subsection 3.4.3 for the infinitely 

large circuit case. 
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Figure 3.7: A very small RC circuit. 

3.2 A Very Small RC Type Circuit Model 

A very simple RC type circuit, which we call the extra small RC circuit, is given in 

Figure 3.7. We confirm here the results we found in Section 3.1 for j = 1, and we also 

prove our practical suggestion given in (3.36) for this case. Indeed, this extra small 

problem could easily be solved, but interest is in the large scale case, and by studying 

the simple case we will gain insight for the larger ones. In addition, we are studying 

this really simple circuit, because it will be of interest in a case where we have two 

large circuits which are joined or connected with just a simple circuit like this one. 

The circuit equations are specified in the form of ( 1.4) as 

(3.37) 

where the entries in the tridiagonal matrix are given by 

{ 

-(Rl + Rl )cl ' i = 1, 
bi= s 1 1 

1 . 2 
- R1C2' Z = ' 

The source term on the right hand side is given by f = Us(t)/01 , o?, for sorne source 

function Is(t), and we are also given the initial voltage values x(O) =(v~, vg)r at the 

time t =O. 
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3.2.1 The Classical WR Algorithm 

We analyze here the classical WR algorithm for the extra small circuit shown in Figure 

3.7, which has only two nodes. We keep the entries in the system representing the 

circuit without the simplifying assumptions given in (3.7), to get more general results 

for the case j = 1. We partition the circuit into two sub-circuits, which contain only 

one equation each for this case. We call the unknown voltage in equation one u1 ( t) 

and in equation two w 1(t). The classical WR algorithm applied to (3.37) is given by 

Ù~+1 = hu~+1 + C(W~ +fi, 

w~+ 1 = b2w~+1 + a1u~ + h, 

where we used the classical transmission conditions 

U
k+1 _ wk wk+1 _ uk 
2 - 11 0 - 1• 

(3.38) 

(3.39) 

The corresponding initial conditions are u~+1 (0) =v~ and w~+1 (0) =v~. To start the 

WR iteration, we need to specify two initial waveforms u~(t) and w~(t) fortE [0, T], 

where T is the end of the transient analysis interval. The Laplace transform for s E C 

of the homogeneous problem of (3.38) is given by 

S'UAk+1 - b 'UAk+1 + C 'WAk 
1 - 1 1 1 1: 

sw~+ 1 = b2w~+ 1 + a1û~. 
(3.40) 

Solving the first equation in (3.40) for û~+I, and the second one for w~+ 1 we find 

which implies, by inserting the second one at iteration k into the first one, 

with the convergence factor Pela of the classical WR algorithm given by 

(3.41) 
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Figure 3.8: Convergence factor for the classical WR algorithm, IPc~a(w)l. 
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The same result holds for tÎJ:+I, and by induction we find ûîk = (Pcla)kit~, and û;Îk = 

(PcLa)k'ÛJ~. Note that, with the simplifying assumptions (3.7), the convergence factor 

Pela given by (3.41) is the same as the one given by (3.13) for the case j = 1. Equation 

(3.41) has two poles, but they are both negative, since b1, b2 < O. Therefore, by 

Theorem 1.4, the convergence factor Pela is an analytic function in the right half of 

the complex plane, s = 'rJ + iw, 'rJ > O. Furthermore, the limit of Pela for s := reiO, 

where - ~ < e < ~, as r ---t oo is zero, so we have one limit in all directions. Therefore, 

by the maximum principle for complex analytic functions, Theorem 1.5, the modulus 

IPelal takes its maximum on the boundary at 'rJ =O. Direct computation shows that 

IPc~a(w, a1 , c1 , b)l has its maximum at w = 0, and that the maximum is less than 

one. Renee, the low frequency components in the signal, w close to zero, will cause 

diffi.culties for the algorithm, and slow convergence. An example for the convergence 

factor as a function of w is given in Figure 3.8. 
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3.2.2 An Optimal WR Algorithm 

The new transmission conditions that are proposed by Gander and Ruehli in [31], the 

equivalent to (3.5) with j = 1, are given by 

(3.42) 

The new WR algorithm with the new transmission conditions for the extra small 

circuit is gi ven by 

ii+1 = (b + __9___)uk+l + (c wk - __9___wk) + f 
1 1 o+l 1 1 1 o+l 0 1' 

· k+l _ (b . a 1 ) k+l + ( k + a1 k) + J wl - 2- (1-1 wl alul /J-lu2 2, 

(3.43) 

where we start with initial waveforms 11.~, ng, w~, and wg, which must satisfy the 

initial conditions, and for the next iterations, the values u~ and w~ are determined 

by the transmission conditions (3.42). Using the Laplace transformas we did in the 

classical case, we find from the first circuit equation, after sorne algebra, 

~k+l F ( ~k( 1) ~k) F c1 
n 1 = 1 w1 a + - w 0 , 1 = ( b ) ( ) ' s- 1 a+ 1 - c1 

(3.44) 

and similarly from the second circuit equation, 

~k+l v (~k((J 1) ~k) v a1 
wl = F2 ul - + u2 ' F2 = (s- b2)(f3- 1) +al 

(3.45) 

Now, we want to obtain the convergence factor for the optimal WR algorithm in 

closed form, similar to the result in (3.41) for the classical WR algorithm for the 

extra small circuit. We need to find a relation between û~+l and tû~ from (3.44), 

and similarly a relation between tû~+l and û} from (3.45). Using the transmission 

condition 

( w~+l - w~+l) + (Jw~+l = ( u~ - u~) + (Ju~, 

we find, together with (3.45), 

ÛJ~+l = ( 1 1 ) tûk+l 
((3 - 1) F2 - (3 - 1 1 

' 
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and using this result at step kin (3.44) we find for the first sub-circuit 

(3.46) 

Similarly, for the second equation we find 

Ak+l F ( 1 1 f3 1) Ak 
WI = 2 (a+1)F

1
+a+1+- UI. 

(3.47) 

Finally, by inserting (3.47) at iteration k into (3.46), we get a relation over two 

iteration steps of the optimal WR algorithm, 

where the convergence factor of the new algorithm is given by 

(a+ 1)ai- (s- b2) (/3- 1)ci + (s- bi) 
Popt(s, ai, cl, b, a, {3) = (a+ 1)(s- bi)- cl . (/3- 1)(s- b2) +ai. (3.48) 

The same result also holds for the second sub-circuit and by induction we find, as 

before, ûik = (Popt)kû~, and wik = (Popt)kw~. Note that the convergence factor found 

above is the same as the one given by (3.18) with the simplifying assumptions (3.7) 

for the case j = 1. The optimal values of the parameters a and /3 are given in the 

following theorem. 

Theorem 3.5 (Optimal Convergence). The new WR algorithm (3.43) converges 

in two iterations, independently of the initial waveforms ù~ and w~, if 

s- b2 
a:=-- -1, 

ai 

s- bi 
f3 := --- +1. 

cl 

Proof. The proof is similar to the proof of Theorem 3.3. 

(3.49) 

D 

Now if we consider the simplifying assumptions (3.7), then the optimal choice 

(3.49) is the same as the one given by (3.28) for j = 1. We observe that the optimal 

choicc (3.49) is a first degree polynomial in s E C, which corresponds to first degree 
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time derivatives in the transmission conditions, since a multiplication with s in the 

frequency domain corresponds to a derivative in the time domain. Time derivatives 

can be implemented at a similar cost as simple voltage values in the transmission 

conditions, since derivatives require local information. 

3.2.3 An Optimized WR Algorithm with Constant Trans-

mission Conditions 

As we have seen in Subsection 3.2.2, one canuse the optimal values of the parameters 

a and (3 in (3.49) which are first degree polynomials in s to obtain optimal conver­

gence, but one needs to implement the first order time derivatives in the transmission 

conditions. However, it is not the case for the larger RC circuits analyzed later, since 

the optimal transmission conditions there correspond to nonlocal operators in time, 

and we thus propose constant as well as first order approximations for the optimal 

choices. In this subsection, we introduce a constant approximation for the best possi­

ble transmission conditions (3.49), which leads to a very practical algorithm. The low 

frequency constant approximations for the optimal parameters in (3.49), are given by 

From Figure 3.9, we observe that the convergence factor Popt with the Taylor constant 

approximation takes smaller values than the classical convergence factor Pela for low 

frequencies, whereas Pela is better for high frequencies. To find a better constant 

approximation, we solve an optimization problem which allows us to reduce the large 

Pela ( w) of the classical WR for w small in Figure 3.9 and make it more uniform, which 

will then lead to faster overall convergence of the WR algorithm. Mathematically, we 

want !Popt! « 1, which leads to the min-max problem 

(3.50) 
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Figure 3.9: Convergence factor IPc~a(w)l (solid line) versus IPopt(w,ar)l with Taylor 

approximation (dashed line). 

If Popt is analytic, then the maximum of its modulus is attained on the boundary, by 

the maximum principle, Theorem 1.5. Therefore, the first step in the optimization is 

to ensure that the convergence factor Popt does not have any poles in the right half of 

the complex plane. The conditions for analyticity are given in the following lemma. 

-cl 
a>--- -1 :=a bl _, 

al -
(3 < b2 + 1 := (3, (3.51) 

then the convergence factor Popt in (3.48) is an analytic function in the right half of 

the complex plane. 

Proof. By Theorem 1.4, we have to show that the denominators have no zeros in the 

right half of the complex plane. We only show the proof for the first quotient in Popt 

given in (3.48) and a, since the proof for the second quotient and (3 is similar. The 

only zero of the first denominator in Popt is given by s = C<C:.l + b1 • This pole is in the 



3.2 A Very Small RC Type Circuit Model 

left half plane, because the condition on a in (3.51) implies that 

-cl 
(a+ 1)bl + c1 =-(a+ 1)lbll + c1 < -lbd(-) + c1 =O. 

bl 
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D 

Since Popt is analytic, we can apply again the maximum principle for complex 

analytic functions, Theorem 1.5. The limit of Popt for s := rei0
, where - ~ < e < ~, 

as r ---t oo is Ca+l)l~J-1)), so we have one limit in all directions. Therefore, the 

maximum of Popt for s = 7] + iw, 7] > 0, is attained on the boundary at 7] = O. The 

above analysis simplifies the optimization problem to 

min_ (max IPopt(iw,al,b,cl,a,;3)1). 
a>g_./3<!3 lwl<= 

(3.52) 

One can see from (3.48) that the modulus of Popt for s = iw depends on w2 only, since 

l((o: + 1)a1 + b2)- iwl depends only on w2
, and similarly for the other terms. Renee, 

it suffices to optimize for nonncgativc frequencies, w ~ O. As we have seen in Section 

3.1, we assume c1 = a1 , and b2 = b1 , which leads to {3 = -a for the optimal a and 

;3 given in (3.49). In the analysis, we denote a 1 by a, and b1 by b, and we choose 

f3 =-a. 

Note that with the simplifying assumptions we made, we have ar > Q, f3r < 73, 
and f3r = -ar, for b < 0, a > 0, and lbl >a. In addition, ar and f3r are the same as 

the values in (3.33) with j = 1. Now we will investigate if there exists a better choice 

for a such that the overall convergence factor is smaller than with the value from 

the low frequency approximation. The convergence factor (3.48) with the simplifying 

assumptions we made becomes 

PoptO ('iw, a, b, a) = ( )

2 a+1-À 
(a+ 1),\- 1 ' 

where À = s-b = -b + '=!.i w > o. 
a a a ' -



3.2 A Very Small RC Type Circuit Model 81 

We defi ne a new parameter 1 by 1 = a+ 1 > Q+ 1 = -ba. We also define w = ~ ~ 0, 

and b = -b > 1. Hence, >. = b + iw. Taking the modulus of the convergence factor 
a 

PoptO we obtain 
- - ÎJ2 - 2')'b + ')'2 + c.;2 

Ra(w, b, !') = _ _ . 
b2')'2 - 2')'b + 1 + ')'20.J2 

(3.53) 

Hence, the min-max problem (3.52) becomes 

min (II_J.ax Ra(w, b, !')) . -r>t w;:::a 
(3.54) 

To solve the min-max problem (3.54), the following two lemmas are needed. 

Lemma 3.4. The function w f--+ Ra(w, b, !') defined in (3.53) has a unique local 

maximum at w = 0 if l' > b + Vb2 - 1. If 1 < l' < b + Vb2 - 1, th en Ra has a unique 

local minimum at w = 0, and if l' = b + Vb2 - 1, th en Ro is a constant for all w, and 

is given by 

Ra(w,b,b+ Vb2 -1) = _ -~ . 
262 + 2b b2 - 1 - 1 

Proof. A partial derivative of Ro(w, b, l') with respect to w gives 

à Ra 2w(1- 21 b + 21
3b- 1

4
) 

aw (ÎJ21 2 _ 21'b + 1 + 1 20.;2)2' 

and therefore, Ra(w, b, l') has only one extremum, at w = O. This extremum is a 

maximum if (1- 2')'b + 2')'3b- 1 4
) < 0, and is a minimum if (1- 2')'b + 2')'3b- 1 4

) > O. 

The equation 1 - 2')'b + 2')'3b- ')'4 = 0 has the four solutions l' = -1, 1, b ± Vb2 - 1. 

The values -1 and b - Vb2 - 1 are negative and can be neglected since 1 > i > 0, 

and l' = 1 can be also neglected since l' = 1 implies a = O. So we have only the value 

b + Vb2 - 1. Sin cc the coefficient of the highest power, ')'4 , in ( 1 - 2')'b + 213 b - 1 4 ) is 

less than zero, we have (1- 2')'b + 2')'3b- 1 4 ) < 0, for l' > b + Vb2 - 1, and Ra has a 

maximum at w = 0, and for 1 <l' < b + Vb2 - 1, we have (1- 21b + 2')'3b -14
) > 0, 

and Ra has a minimum at w =O. At b + Vb2 - 1, we have~= 0, and the function 

Ra(w, b, b + Vb2 - 1) = _ -~ , is a constant for all w. D 
2b2+2b bL 1-1 
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Lemma 3.5. For fixed w ;?:: 0, and 1 > *' we have aRo;~,b,!) (r- r+) > 0, where 

( 
_) _ b2+w2+l+V(b2+w2+1-2Ï>2)(b2+w2+1+2b2) 

r+ w - 2i> . 

Proof. A partial derivative of Ro with respect to 1 gives 

3R0 ( -w2b + b- b3)12 + (2w2b2
- 1 + b4 + w4 )T- w2b + b- b3 

-- = -2 - - ' fh (1 + (b2 + w2)12 - 21 b)2 

which has two roots in/, given by 

Since the coefficient of 1 2 in °tr0 is positive for w ;?:: 0, and b > 1, the larger of the 

two roots is a minimum. Note that 1+ > *' whereas 1- < i' so 1- can be neglected. 

For 1 > 1+, atro is positive and hence R0 (w, b, 1) increases when 1 increases, whereas 

for 1 < 1+, atro is negative and hence R0 (w, b, 1) decreases when 1 increases. Hence, 

aRo(w,b,!) ( _ ) > 0 0 a
1 

1 r+ _ . 

Theorem 3.6 (Optimized Constant Transmission Conditions). The best per­

formance of the optimized waveform relaxation algorithm (3.43} with constant trans-

mission conditions is obtained for a = a*, where a* = 1*- 1, and 1*, the solution of 

the min-max problem (3.54), is given by 

_ _ -b F-b)2 

1* = b + ~ = -;;: + y \-;;:) - 1. (3.55) 

Proof. By Lemma 3.5, the optimal{* must lie in the interval [b, oo), since with 1 

outside this interval Ro can be uniformly decreased for all 0 ::; w < oo by moving 1 

towards the interval [b, oo), which is obtained using the fact that l+(w = 0) = b, and 

Jim r+(w) = oo. Furthermore, the partial derivative with respect to w shows that R0 
W-HXl 

has no interior maxima, Lemma 3.4. Now, for 1 = b, we have R0 (0, b, b) = 0, and so 

increasing 1 increases R0 (0, b, 1) monotonically, by Lemma 3.5. On the other hand, for 

1 = b, we have Ro(w00 , b, b) = ~ > 0, and increasing 1 decreases R0 (W00 , b, 1) = ~2 
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Figure 3.10: !Pc~a(w)! versus !Popt(w, o:*)l with optimized constant, and !Papt(w, o:r)! 

with Taylor approximation. 

to lim (-\) = O. Therefore, by increasing ry we reach R0 (0, b, ry) 
,_,co ' 

Solving the equation for ry implies the solution in (3.55), and other three solutions, 

ry = -1, 1, b- Vb2 - 1. Those three solutions can be discarded, since ry > i, and 

ry = 1 implies o: = O. D 

Note that this value of ry, i.e. ry*, is the same value that makes ~~o = 0 for all 

w, and the function R0 is equal to a constant. Figure 3.10 shows the modulus of the 

classical convergence factor Pela, and the optimized convergence factor Popt with the 

Taylor and optimized constant approximations, with the values of a and b from the 

numerical experiment in Subsection 3.2.4. One can see the better performance of the 

optimized constant approximation over the Taylor transmission conditions, and the 

classical one. 
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3.2.4 Numerical Experiments 

We give here a numerical example to illustrate the improvements in the convergence 

of the optimized WR algorithm over the classical one. We use the typical values of 

RC circuit parameters 

for the circuit in Figure 3. 7. We choose for all the numerical computations the 

backward Euler method, and our transient analysis time is t E [0, 10], with a time 

step of tlt = 1/10. We start with random initial waveforms and use an input step 

function with an amplitude of ! 8 = 1 and a rise time of 1 time unit. In Figure 

3.11 we show the error as a function of the iterations. One can see the remarkable 

improvement of the optimized WR algorithm over the classical one. On the left hand 

si de of Figure 3.11 we choose b2 = b1 , which is used to compute the optimized constant 

a* = 2. 732 and (3* = -a*. We also use b2 = b1 to find ar = 1 and f3r = -1. We can 

see that the optimized WR algorithm with the optimized constant approximation is 

better than the one with the Taylor approximation. On the right hand side of Figure 

3.11 we use the circuit elements without simplifying assumptions. We use b2 = ~ to 

compute ar= 0 and f3r = -1, and to compute the numerically optimized a*= 1.618 

and (3* = -1.618, which are used in the optimized WR algorithm, and we also use 

here in the WR algorithm the optimized constant a* = 2. 732 with (3* = -a*. Note 

that for b2 = ~ in this circuit case, we numerically obtain optimized values for a 

and f3 that satisfy a* = -(3*, which are in general need not to be the same. One 

can see from the right hand side of Figure 3.11 that the best performance is obtained 

by using the numerically optimized constant approximation, and that the optimized 

approximation obtained analytically by assuming b2 = b1 is better than the Taylor 

approximation. 
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Figure 3.11: Convergence behavior of classical versus optimized WR algorithms for 

the extra small RC circuit. 

3.3 A Small RC Type Circuit 

A small RC circuit that has four nades is given in Figure 1.1. It is twice as big as the 

extra small circuit in Section 3.2, and was analyzed in [31, 1]. The equations for the 

circuit are given in (1.5) in the introduction by the system of ODEs 

bi cl 

ai b2 c2 
X= 

a,2 b3 C3 

a3 b4 

and the entries in the tridiagonal matrix are 

b· = 1. 

( 1 f) 1 
- Rs + R1 C1' 

-(-1- + .1..).1.. 
Ri-1 Ri Ci' 

1 
-Ri-ICi' 

x+f, (3.56) 

i = 1 

i = 2, 3, 

i=4 

The source term on the right hand side is given by f = (I..,(t)/C1 , 0, 0, O)r, for 

sorne source function ls(t), and we are also given the initial voltage values x(O) 

(v?, vg, vR, v~f at the time t =O. 
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3.3.1 The Classical WR Algorithm 

The analysis of the classical WR algorithm for the small circuit, with the classical 

transmission conditions 

(3.57) 

was discussed in [31]. The classical WR algorithm applied to (3.56), with a partition 

into two sub-circuits, using the classical transmission conditions (3.57), is 

bl cl 

al b2 

b3 C3 

a3 b4 

with corresponding initial conditions uk+1(0) 

(3.58) 

To start the WR iteration, we need to specify two initial waveforms 'Ug(t) and w~(t) 

fortE [0, T]. 

The Laplace transform was also used for the convergence study in [31, 1]. It was 

shown that û~k = (Pela)k ûg, and wik = (Pelal w~, with the convergence factor Pela, 

which is given by 

s = ry+iw. (3.59) 

In [31], it is shown that the convergence factor Pela is an analytic function in the right 

half of the complex plane, s =Tl+ iw, Tl > O. Furthermore, similar to the extra small 

circuit, the limit of Pela fors:= rei0
, where -~ < e < ~'as r ----t oo is zero. Therefore, 

Theorem 1.5 implies that the modulus IPc~al takes its maximum on the boundary at 

Tl= O. It is shown in [31] as well, that Pela takes its maximum at w = O. Renee, the 

low frequency components in the signal, w close to zero, will cause difficulties for the 

algorithm, and converge slowly. An example for the convergence factor as a function 

of w is given in Figure 3.12 . 
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Figure 3.12: Convergence factor for the classical WR algorithm, IPc~a(w)l. 

3.3.2 An Optimal WR Algorithm 

The new transmission conditions which are given for this case by 

(3.60) 

were proposed in [31] by Gander and Ruehli. The new WR algorithm, using the new 

transmission conditions (3.60), is given by 

bl CJ 

uk+l +(t') ( 0 ) + 
ai b2 + o:~l h k cz k 

C21JJI - o:+I Wo 
(3.61) 

b3- ~ c3 
wk+I + ( ~:) + ( a,ul +08~1 vl) ,6-1 

a3 b4 

where the values u~ and w~ are determined by the transmission conditions (3.60). It 

was shown in [31], that û~k = (Popt)k ûg, and wîk = (Popt)k w~, where the convergence 
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factor Popt is given by 

Popt(S, a, b, c, Œ, {3) c2 (s-b1 )(,13-1 )+(s-b! )(s-b2) -al CJ 

( ( s-b3) ( s-b4) -a3c3) (,13 -1 )+a2 ( s -b4) 

-a2 ( s-b4) ( o+ 1 )+( s-b3) ( s-b4) -a3c3 
((s-bJ)(s-bz)-aJq)(a+1)+cz(bJ-s) · 
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(3.62) 

The best values of the parameters a and {3 in the transmission conditions (3.60) are 

sEC, (3.63) 

where the optimal WR algorithm (3.61) converges in two iterations for this choice of 

parameters, independently of the guess for the initial waveforms [31]. 

Gander and Ruehli [31] proposed an approximation of the best possible transmis­

sion conditions (3.63). An approximation by a constant was chosen in [31], which 

leads to a very practical algorithm with remarkable improvement over the classical 

WR algorithm. 

In the next subsection we will prove the optimality of the constant approximation 

proposed by Gander and Ruehli [31]. 

3.3.3 An Optimized WR Algorithm with Constant 'frans-

mission Conditions 

The simplest constant approximations of the optimal parameters (3.63) in the trans­

mission conditions are again the low frequency approximations, which are given by 

From Figure 3.13, we again observe that the convergence factor Popt with the Taylor 

constant approximation is smaller than the classical convergence factor Pela for low 

frequencies, whereas Pela is smaller for high frequencies. 

As in subsection 3.2.3, the optimization process for the WR algorithm allows us to 

reduce the large Pcla(w) of the classical WR in Figure 3.13 and make it more uniform 
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Figure 3.13: Convergence factor IPcta(w)l (solid line) versus IPopt(w,o:r)i with the 

Taylor approximation ( dashed line). 

which will lead to faster convergence of the new WR algorithm. The analyticity of 

Popt given in (3.62) is proved in the following lemma. 

Then the convergence factor Popt in (3. 62} is an analytic function in the right half of 

the complex plane. 

Proof. See [31]. D 

Therefore, the maximum of Popt fors= Tl+'iw, Tl> 0, is attained on the boundary. 

Since, the limit of Popt fors:= rei8
, where -% < e <%,as r-+ 00 is Ca+l)(~-1))' 

one limit in all directions, we have that the maximum is attained at Tl = O. The above 
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analysis simplifies the optimization problem to 

min~ (max IPopt(iw, a, b, c, ex, ,8)1). 
a:>!o!J3<(3 lwl<oo 

90 

(3.64) 

One can see from (3.62) that the modulus of Popt fors = iw depends on w2 only, since 

lc2(iw- b1)(,8- 1) + (iw- b1 )(iw- b2)- a 1c11 depends only on w2
, and similarly for 

the other terms. Renee, it suffices to optimize for nonnegative frequencies, w 2:: O. 

Now we will investigate if there exists a better choice for ex and ,8 such that the 

overall convergence with this new choice is better than the one with the low frequency 

approximation. We again use here the simplifying assumptions and the similarity of 

the subsystems, as we did in Subsection 3.2.3 for the extra small circuit case. So we 

choose (3 = -ex, and hence, ex is the only optimization parameter left, and we also 

assume ci= ai= a1 , for i = 1, 2, 3, and bi= b1 , for i = 1, 2, 3, 4. We denote a 1 by a, 

and b1 by b. 

Note that, as in the extra small circuit case, with the simplifying assumptions we 

made, we have ar > Q, ,Br < /3, and ,Br = -ar, for b < 0, a > 0, and lbl > a. In 

addition, ar and ,Br are the same as the values in (3.33) with j = 2. 

The convergence factor (3.62), in terms of a, b, and ex becomes after simplification, 

. cx+1-.À. 
( )

2 

Popw(zw, a, b, a)= (ex+ 1).\ _ 1 , (3.65) 

h \ (s~b) 2 ~a2 
_ ~b + .! s(s~b)~a2 

_ · > 0 
W ere A = a(s~b) - a a s~b 1 S - ZW 1 W _ . 

To further analyze the convergence factor, we use the fact that 1 bi 2:: 2a for RC 

type circuits, where lbl = 2a often holds, as we will also see in Section 3.4 for the 

infinitely large RC circuit. Now since Q := b2a~l2 - 1 is positive for lbl > 1+
2
v'5a, and 

in our case we have lbl 2:: 2a > 1+2v'5 a, we consider ex > 0, and PoptO is still analytic in 

the right half of the complex plane. In order to show that this is true, we need the 

following lemma. 
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d b If \ (s-b)2-a2 . th th Lemma 3.7. Let b < 0, a> 0, an - 2': 2a. "'= a(s-b) , s = TJ+zw, en e 

modulus of,\ is bigger than one in the right half of the complex plane. 

Proof. The modulus of,\ is given by 

i(s- b)2 - a2! !(s + lbl)2 - a2! 
l-XI= ia(s- b)l = ia(s +lb!)! ' 

and using the scaling we defined in the introduction, i.e. taking a = 1, b = -2c2
, and 

c ;::=: 1, we have 

l-XI= 
(TJ2+ 1 +w2+ 47]c2+ 27] + 4c2+ 4c4XTJ2+ 1 + w2+ 47]c2- 27]- 4c2+ 4c4) 

T/2 + 4TJc2 + 4c4 + w2 

This shows that the modulus !-Xl is bigger than one, since the first factor in the 

numerator of the argument un der the square root is bigger than the denominator, 

and the second factor is bigger than one for c 2': 1 and r1 > O. Renee, l-XI > 1 in the 

right half of the complex plane. D 

Now to show that the convergence factor PoptO is still analytic in the right half of 

the complex plane for Cl' > 0, we use the following contradiction. vVe take Cl' > 0, 

and we assume that PoptO has a pole in the right half of the complex plane, then 

(Œ + 1),\- 1 = 0 implies 
1 

À=--
0'+1' 

and hence l-XI = 1 ,~ 1 1 < 1 for Cl' > 0, but l-XI > 1 for s = TJ + iw, TJ > 0, and lb! 2': 2a, 

by Lemma 3. 7, which is a contradiction. So, there is no such pole, and PoptO is analytic 

in the right half of the complex plane for Cl' > O. In addition, the optimized value of 

Cl', as we will see later, is bigger than g_. 

We also introduce a change of variables based on the real part of z := s(s~~b-a
2

, 

:; = iw, w 2: 0, which appears in À. We write z as 

• 113 (s(s- b)- a
2

) 0.< (s(s- b)- a
2

) . 
z := .T + 1.y = ~ + ::s b z, 

s-b s-
(3.66) 
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and hence we have 

The real part x is given by 

-b 1 
À=-+ -(x+ iy). 

a a 

ba2 

x:=X(w)= b2+w2' 

and the imaginary part y is given by 

w(b2 + w2 + a2) 
y:=Y(w)= . 

b2 +w2 

92 

(3.67) 

The range in which x can vary can be found by taking the value of X(w) at w = 0, 

and the limit as w goes to infinity, 

a2 
X(w = 0) = b' lim X(w) = 0, 

W-><Xl 

and hence xE [a:, 0), (note that b < 0). 

Solving x= X(w) for w gives 

J -xb(xb- a 2 ) 
w(x) = ± . 

x 

Since w 2: 0, and we have x E [ab
2

, 0), we consider 

J -xb(xb- a2 ) 
w(x) =- , 

x 
(3.68) 

and the other root can be discarded since it implies the same result since IPoptl depends 

on w2
. Inserting the value of w from (3.68) into Y(w) implies after simplification 

J -xb(xb- a2 )(b +x) 
y=- . 

xb 
(3.69) 

By inserting y from equation (3.69) into (3.67), and the result into (3.65), the con­

vergence factor (3.65) is a function of the new variable x. 

The optimal value of a in (3.63) can be written in terms of À as a= À- 1, where 

À is given in (3.67). Moreover, if p is a free parameter corresponding to a constant 

approximation of x+iy in (3.67), then a constant approximation of ais a= ~b -1+~. 
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In the new variable x, and the new parameter p for the constant approximation, 

the convergence factor (3.65) in modulus becomes 

IPapw(x, a, b, p)j 
_ -a2 ((2b2 +2bp-a2 )x2 +( -2ba2+b3-bp2)x-b2a2) 
- ( ( -4b4 -4b2p2 +8b3 p+3b2a2 +a2p2 -4bpa2)x2 +(2a2p2b+a4 b-2b2pa2)x+b4 a2 -2b3 pa2+p2b2a2) · 

Factorizing a6 from the denominator and numerator, implies 

1 ( ) 1 

Q1(x,a,b,p) 
{Jopta·T,a,b,p :=Q( b )' 

2 x, a, ,p 

where 

Ql :=- (( 2 (~) 2 
+2 (~) (~) - 1) (~/ + ( -2 (~) + (~) 3 - (~) (~) 2) (~)- (~) 2)) 

Q2 := ( -4 (~)4- 4 (~)2 (~)2 + 8 (~)3 (~) + 3 (~)2 + (~)2- 4 (~) (~)) (~)2 

+ (2 (~)2 (~) + (~)- 2 (~)2 (~)) (~) + (~)4- 2 (~)3 (~) + (~)2 (~)2. 

We set p = ~, and in addition, we set ~ = - 2c2
, c ~ 1, sin ce 1 bj ~ 2a, to elimina te 

one parameter, and assume x=~' where xE [b}a,O) = [- 2~2,0). 
Sin ce we have o: > 0, the new parameter p should satisfy p > 1- 2c2

. Furthermore, 

the modulus of the convergence factor (3.65) is now given by 

Ro(.i:, c, p) = 

(3.70) 

where xE [- 2~2 , 0), and the min-max problem (3.64) becomes 

_ min ( max R0 (i, c, p)) , c ~ 1. 
p>(l-2c2 ) ~~x<O 

(3.71) 

To analyze the min-max problem (3.71), we need the following lemmas: 

Lemma 3.8. For p > 1- 2c2
, and c ~ 1, the polynomial L defined by 

(3. 72) 
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has a unique real root at 

- -2c2 + v48c4 + 1024cl2 - 512c8 - 1 
P+ = 16c4 - 1 

(3. 73) 

Moreover, P+ > 0, and L(c,p) > 0 for p > P+, and L(c,p) < 0 for 1- 2c2 < p < P+· 

Proof. The polynomial L has two real roots P±, which are given by 

- -2c2 ± v48c4 + 1024cl2 - 512c8 - 1 
P± = 16c4 - 1 

The first root P+ satisfies P+ > 0 > 1 - 2c2
, since 

P+ > 0 {::::=? -2c2 + V48c4 + 1024cl2 - 512c8 - 1 > 0 

{::::=? 48c4 + 1024c12 
- 512c8 

- 1 > 4c4 

{::::=? 44c4 + 1024c12 
- 512c8 

- 1 > 0, 

(3.74) 

and the last inequality is true for c 2:: 1, since the coefficient of the term c12 is the 

dominant one. For the second root p_, we have P- < 1 - 2c2 since 

P- < 1- 2c2 
{::::=? -2c2 - v48c4 + 1ü24c12 - 512c8 - 1 < (1- 2c2)(16c4

- 1) 

{::::=? 32c6 
- 16c4 

- 4c2 + 1 < v 48c4 + 1024cl2 - 512c8 - 1 

(both sides are positive, so square and simplify) 

{::::=? -1024c10 + 192c6 
- 64c4 

- 8c2 + 2 + 512c8 < 0, 

and the last inequality is true for c 2:: 1. Renee, fi- can be discarded. 

Since L( c, p) is positive for large p, because of the sign of the coefficient of p2 which 

is positive, we have L( c, p) > 0 for p > P+, and for 1 - 2c2 < p < P+ the polynomial 

L(c,p) <O. 

Lemma 3.9. For p > 1- 2c2 , and c 2:: 1, the polynomial d given by 

d(c p) = (1- 16c4 )p4
- 4c2p3 + (128c8

- 32c4 + 2)p2 

+(80c6 - 4c2)p + 240c8 - 32c4 - 256c12 + 1, 

D 

(3.75) 

has only two real roots, say p1 and p2 , and p1 < p2 , which are bath bigger than zero, 

and has no roots in the interval (1 - 2c2 , 0]. Furthermore, d satisfies the following: 
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The case c=1 
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Figure 3.14: The polynomial d for the case c = 1. 

Proof. The polynomial d( c, p) is negative for large p, because of the sign of the co­

efficient of p4 which is negative. Moreover, d takes positive values, e.g. at p = 2c2 , 

d(c, 2c2 ) = (16c4
- 1)2 > 0, hence, it must have by continuity and the Intermediate 

Value Theorem at least one real root p2 (c) > 2c2 > 1- 2c2
, d(c,p2 ) =O. An example 

of d with c = 1 and p > 1 - 2c2 is given in Figure 3.14. To show that d has exactly 

two roots bigger than 1- 2c2
, say p1 and p2 , and p2 > p1 > 0, we use the derivative 

of d( c, p) with respect to p. The derivative 

has two real roots, say r 1 , r 2 > 1 - 2c2 , and a third real root, say r 3 , less than 1 - 2c2 , 
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sm ce 

d~(d(c,p)) 1ii=-2c2 = 4c2(32c4 - 3) > 0, 

d~(d(c,p)) lp=l-2c2 = -8(4c4
- 2c2 - 1)(4c2 - 1)2 < 0, 

d~(d(c,p)) lii=O = 4c2(20c4 -1) > 0, 

d~(d(c,p)) 1ii=2c2 = -4c2(16c4 - 1) <O. 
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Therefore, by the Intermediate Value Theorem, we have r 3 E ( -2c2
, 1- 2c2

), which 

can be discarded, r 2 E (1 - 2c2, 0) which is a minimum, and r 1 E (0, 2c2) which is a 

maximum. 

Now, we have d(c, 1-2c2) = -4(4c4-2c2-1)(4c2-1)2 < 0, and then d decreases to 

more negative values until d reaches its minimum at r 2 , after that d starts increasing to 

its maximum at r 1 E (0, 2c2
), which is a positive value since d(c, 2c2) = (16c4 -1)2 > 0, 

and r 1 , where the maximum is attained, is less than 2c2 , so here d( c, p) has a real 

root which is p1 > 1 - 2c2, and more than that, we have p1 > 0 since at p = 0, d( c, p) 

is negative. After d reaches its maximum at r 1 , it starts decreasing again to minus 

infinity, so here d has its second root p2 > p1 > 0, and there are no more roots, since 

d decreases to minus infinity. 

Therefore, d( c, p) has only two roots, p2 > p 1 > 0, for p > 1 - 2c2, and c ~ 1, and 

no roots in the interval ( 1 - 2c2
, 0]. Moreover, d falls un der one of the following two 

cases: 

i) d(c,p) < 0 for p E (1- 2c2,pl)U(P2,oo), 

ii) d(c, p) ~ 0 for p E [PI, P2l-

0 

Lemma 3.10. For c ~ 1, the root P+ gwen m {3. 73} lies in the interval [p1,p2], 

where p1 and p2 are the two real roots of d which are characterized by Lem ma 3. 9. 

Proof. By Lemma 3.8, we have P+ > 0 for c ~ 1. Now, since d(c,p+) > 0, P+ must 

lie in the interval [p1 , p2], by Lemma 3.9. 0 
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Lemma 3.11. For p E [p1 , p2], and c?: 1, the polynomial P2 defined by 

is always negative. 

Proof. Using the Intermediate Value Theorem, one can show that the two roots of P2 

are r _ E (-2c2
, 1 - 2c2

) and r + E ( 0, 2c2
). By fin ding the precise r +, and substituting 

it into d in (3. 75), we have d( c, r +) < 0, and sin ce d( c, p) ?: 0 for p E [f51, p2], Lemma 

3.9, and r + < 2c2
, we haver_ < r + < p1 , and the two zeros r ± are not in [p1 , p2]. In 

addition, the coefficient of p2 is negative, which implies that the sign of P2 is positive 

only for p E (r _, r +), and is negative everywhere else. Hence, the polynomial P2 is 

al ways negative for p E [f51, p2]. D 

Lemma 3.12. For p > 1- 2c2
, and c?: 1, the polynomial P4 defined by 

where L is given in (3. 72), has only two real roots, P+ given in (3. 73) and another real 

root, say p, and 1- 2c2 < p1 < p < P+, where Pl is the real root of d in Lemma 3.9. 

M oreover, ?4 is negative for p E ( 1 - 2c2
, p) U (P+, oo), and positive for p E (p, P+). 

Proof. For p = P+, p_ given in (3.74), the roots of L, we have P4 (p) = 0, which means 

P+ > 0, P- < 1- 2c2 are roots for P4 (p). One can also find the othcr two roots from 

(1-16c8 -16c4 )p2
- (4c2 +32c6 )p+64c12 -16c8 + 1-28c4 = 0, which implies two roots, 

one is less than 1 - 2c2
, and hence, it can be discarded, and another root p > 1 - 2c2 , 

where p < P+, since L(c,p) < 0, and L(c,p) is negative for all p E (1- 2c2 ,p+), by 

Lemma 3.8. 

Therefore, P4 (p) has exactly two roots bigger than 1 - 2c2
, which are P+ and 

p. Furthermore, d( c,f5) > 0, which means fh < p, sin ce 1 - 2c2 < p, and d( c, p) is 

positive in (p1 ,p2 ), by Lemma 3.9. Therefore, from the sign of P4 , the polynomial P4 

is negative for p E (1- 2c2 ,p) UCP+, oo), and positive for p E (P,P+)· D 
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Lemma 3.13. For p > 1- 2c2 , and c ;::=: 1, let x 1(c,p) be given by 

where L and d are given in (3. 72} and (3. 75} respectively. Then x 1 is not defined for 

p = P+, and is complex for p E ( 1 - 2c2, PI) U(P2, oo). Furthermore, x1 < ;~ for 

[PI,P+), and .r1 > 0 for (P+,P2]· 

Proof. By Lemma 3.8, the denominator of x1 is zero at p = P+, and by Lemma 3.9, 

d( c, p) < 0 for j) E ( 1 - 2c2, f51) U(iJ2, oo). Renee, x1 is not defined for p = P+, and is 

complex for p E (1- 2c2 ,p1) U(p2 , oo). For p E (p+,p2], we have x1 > 0, since it is 

a fraction of two positive quantities, Lemmas 3.8 and 3.9. Consider now the interval 

{:::=:} (8pc2 + 16c4 + 2Vd)c2 > ~c~ 

(L is negative in the interval considered) 

{:::=:} 4c4 Vd > - L - 16pc6 - 32c8 

{:::=:} 4c4Vd > (1- 16c4 )f52 
- 4c2 (1 + 4c4)jJ + 32c8

- 28c4 + 1. 

Now, since in the interval considered, the left hand side is positive, Lemma 3.9, and 

the right hand side is negative, Lemma 3.11, the last inequality is true and we have 

D 

Lemma 3.14. For p > 1 - 2c2 , and c ;::=: 1, let x2 ( c, j7) be given by 

where L and d are given in (3. 72} and (3. 75) respectively. Then x 2 is not defined for 

p = P+, and is complex for p E (1- 2c2,f5I) U(P2, oo). Furthermore, x2 2: ._;-c; for p E 

[13, P+) U(P+, P2], and x2 < ;~ for [f51, p). In addition, x2 < 0 for p E [Pl, P+) U(P+, p), 

and X2 :::: 0 for u~, P2L where p = v 4c4 
- 1' and P+ < p < P2. 
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Proof. The proof is similar to the proof of Lemma 3.13. By Lemma 3.8, the denomina­

tor of x2 is zero at p = P+, and by Lemma 3.9, d(c,p) < 0 for p E (1-2c2,p1) U(f52, oo). 

Renee, x2 is not defined for p = P+, and is complex for p E (1- 2c2,p1)U(fJ2,oo). 

For p E [fJ1,fJ+), we have 

~ (8pc2 + 16c4 
- 2Vd)c2 < ~c~ 

(L is negative in the interval considered) 

~ 4c4 Vd > L + 16pc6 + 32c8 

~ 4c4 Vd > -((1- 16c4 )p2 - 4c2(1 + 4c4 )p + 32c8 - 28c4 + 1) 

(R.H.S is minus the polynomial P2 studied in Lemma 3.11), 

(bath sides are positive, so square and simplify) 

~ 

L( c, p) ( ( -16c8 + 1-16c4 )p2 + ( -4c2- 32c6)fJ+ 64c12 -16c8 + 1- 28c4 ) > O. 

The left hand side is the polynomial P4 studied in Lemma 3.12. Therefore, by Lemma 

3.12, we have x2 < ;J for p E [Ph p), and for p E [P, P+), we have x2 ~ ;; . Consider 

now the interval (fJ+, p2], in which we have 

~ (8pc2 + 16c4
- 2Vd)c2 > ~c~ 

(L is positive in the interval considered) 

~ 4c4 Vd < L + 16pc6 + 32c8 

~ 4c4 Vd < -((1- 16c4 )p2 - 4c2(1 + 4c4 )p + 32c8
- 28c4 + 1) 

(has been seen earlier), 

(both sides are positive, so square and simplify) 

~ 

L(c, fJ)(( -16c8 + 1-16c4 )f52+ ( -4c2 -32c6)f5+64c12 -16c8 + 1-28c4
) < O. 

The left hand side is again the polynomial P4 studied in Lemma 3.12, and thus, 

x2 > ;; for p E (P+, P2l· Therefore, x2 ~ ;; for p E [P, P+) U(P+, fJ2J, and x2 < ;; 
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for [p1 , p). For p E [p1 , P+), we also have 

~ 4pc2 + 8c4 
- Vd > 0 

(L is negative in the interval considered) 

~(fi- p)(fJ + f})(fJ- P+)(fJ- fi_) > o, 

where p = J4c4 - 1, and P+, P- are given in (3.74). Therefore, the only two roots of 

the left hand si de in the last inequality above, which are bigger than 1 - 2c2
, are P+ 

and p. Moreover, since L(c,p) is positive for p = p > 1- 2c2 , we have P+ < p, by 

Lemma 3.8. Also, since d(c, p) at p =pis positive, and p > P+, we have p E (Pb p2 ), 

by Lemma 3.9. By studying the sign of the left hand side expression in the last 

inequality, [(p- p)(p + p)(p- P+HP- p_)], we see that .1:2 < 0 for p E [PllP+)· 

Consider now the interval (P+, p2], in which we have 

~ 4pc2 + 8c4 
- Vd < 0 

(L is positive in the interval considered) 

~ (fJ- p)(p + p)(fJ- P+)(fi- fi-) < o, 

which implies that, x 2 < 0 for p E (P+, p), and x 2 ;:::: 0 for p E [P, f52]. Therefore, 

x2 < 0 for p E [Pl,P+) U(fi+,f}), and x2;:::: 0 for [f},p2]. D 

Lemma 3.15. The function x ~---+ R0 (x, c, p) defined in (3. 70} has a unique local 

minimum at 

_ _ (16c4 +8c2p-2Jd(c,p))c2 

z;_( c, P) = (16c4 _ 1)p2 + 4c2p _ 64c8 _ 1 + 28cA, d(c, p) given in (3.75), (3.76) 

in [;:,~,0), ifp E [p,p+)U(fi+,P) for c;:::: 1, where P+, p and pare determined by 

Lemmas 3.8, 3.12, and 3.14 respectively. For any other value of p > 1 - 2c2 , Ro has 

no extrema in x E [;:,~, 0). 
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Proof. A partial derivative of Ra(x, c, p) with respect tox shows that the roots of the 

polynomial 

where P(.i) is given by 

P(x) = -2c2 (16c4f52 -f52 +4c2f5+28c4 -64c8 -1 )x2 +2c2 (16c4f5+32c6)x 

-2c2
( 4c4f52 +4c4 -16c8

), 

(3.77) 

determine the extrema of Ra. Since (p- 1 + 2c2)(jj + 1 + 2c2) > 0 for c 2: 1 and 

p > 1 - 2c2
, we have Q(x) = 0 {::=:::} P(i) = 0, with the same coefficient signs. The 

polynomial P(x) has two roots x and i_ given by 

-::=-( _) _ (16é+8c2ji+2~)c2 
X C, P - (16c4-l)ji2+4c2ji-64c8-1+28c4 ' 

- _ _ (16c4 +8c2ji-2~)c2 

;ç_( C, P) - (16c4 -l)ji2+4c2ji-64c8 -1+28c4 ' 

and d(c, p) is given in (3.75). Note that, x and i_ are the same x1 and x2 which are 

given in Lemmas 3.13 and 3.14, respectively. By Lemmas 3.13 and 3.14, x and i_ are 

not dcfincd for p = P+, and are complex for p E (1- 2c2 ,f51) U(f52 , oo). Therefore, we 

analyze for the intervals [f51 , P+) and (p+, f52]. Now, by Lemmas 3.13 and 3.14, Ra has 

only one extremum in [;;, 0) at x= i_ if p E [P,p+) U(fJ+,j)). By studying the sign 

of Q(x), it is a minimum. For any other value of p > 1 - 2c2
, Ra has no extrema in 

x, because either the extrema are not defined or are not in [;;, 0), Lemmas 3.13 and 

3.14. D 

Note that if p = P+, which is the zero of the denominator of x and i_ that makes 

them not defincd, thcn the polynomial P(:l:) given in (3.77) is reduced to a polynomial 

of degree one, given by 

(3.78) 

and has only one zero, given by 

f52 + 1- 4c4 x ·= _+_:__ __ _ 
r · 4f5+ + 8c2 
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and ir E [~;, 0). Since the reduced polynomial Pr(i) in (3.78) is just aline, and the 

coefficient of i is positive, ir is a minimum. This case is not however of our interest, 

since if we take p = P+, then we already have the value of the parameter p which we 

want to optimize, and no more optimization process. 

Lemma 3.16. For fixed i E [- 2!2 , 0), and p > 1-2c2, we have oRo~~,c,p) (p-i!_( x, c)) ~ 

0, where i!_(.i:, c) is given by 

_ _ 6c2i- 4c4 - 16ic6 - i 2 + 8i2c4 - J d(i, c) 
E(x, c) = 2( 4c4i + 2c2x2) ' (3.79) 

and d(i, c) is given by 

d(:l:, c) = ((16c4- 4c2 -1):1:2 + (6c2 -8c4)i- 4é)((16c4+4c2 -1)i2+ (8é+6c2)x-4c4) . 

(3.80) 

Proof. A partial derivative of R 0 (i, c, p) with respect top shows that the roots of the 

polynomial 

where P(p) is given by 

P(p) = -(4c2.i:2 + 8c4.i:)p2 - (32.i:c6 - 16.i:2c4 - 12c2.i: + 8c4 + 2.i:2)p 

-32ic8 + 48i2c6 - 16c6 + 16c4i - 8c2x2, 

determine the extrema of R0 . 

(3.81) 

For xE [- 2!2 , 0) with c ~ 1, we have -((16c4 -l)x2 + 2c2x- 4c4) > O. Therefore, 

Q(p) = 0 ~ P(p) = 0, and they have the same coefficient signs. The polynomial 

P(p) has two roots p and P. given by 
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and d(x, c) is given by (3.80). One can show, using the first derivative with respect 

to x, where x E [;,~, 0), c ~ 1, and finding the minimum that the two factors of d 

are negative for x E [;J, 0), c ~ 1, i.e. 

(16c4 
- 4c2 

- l)x2 + (6c2 
- 8c4).r- 4c4 < 0, 

(16rA + 4c2
- 1).7:2 + (6c2 + 8c4)x- 4c4 < 0, 

and henée, d > 0 for xE [;J, 0). 

(3.82) 

N ow, we want to show that p < 1 - 2c2
, and hence p can be discarded, and 

p > 1- 2c2 . For p, we have 

p < 1- 2c2 
{:::=:} (8c4

- 1)x2 + (6c2
- 16c6)x- 4c4 + Vd > 4c2x(x + 2c2 )(1- 2c2

) 

(since x(x + 2c2
) < 0) 

{:::=:} Vd > -((16c4
- 4c2

- 1)x2 +(6c2 - 8c4 )x- 4c4
) 

(both sides are positive by (3.82), square both sides and simplify) 

{:::=:} 8c2x(x + 2c2
) ((16c4

- 4c2
- 1)x2 + (6c2

- 8c4 )x- 4c4
) >O. 

The last inequality holds since (16c4 
- 4c2 

- l)x2 + (6c2 - 8c4 )x - 4c4 < 0, and 

8c2x(x + 2c2
) < 0 for xE [;,;, 0). Renee, p < 1- 2c2

. For p_, we have 

p > 1 - 2c2 , ( after simplifying like before) 

{:::=:} 

Vd > (16c4
- 42- 1).1:2 + (6c2

- 8c4 )x- 4c4
. 

The last inequality holds since the right hand side is negative, and the left hand side 

is positive for x E [;,~, 0). Renee, fj_ > 1 - 2c2
• 

The coefficient of iF in the polynomial P(p) is positive for x E [-
2
!2 , 0) with 

c ~ 1, and hence, the larger of the two roots fj_ and p is a minimum. Therefore, for 

1 - 2c2 < p < f!., increasing p decreases Ro, whereas for p > f!., the opposite holds, i.e. 

increasing p increases R0 . 0 
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Theorem 3.7 (Optimized Constant Transmission Conditions). The best per­

formance of the optimized waveform relaxation algorithm (3.61} with constant trans-

mission conditions is obtained for a = a*, where 

a* = 2c2 
- 1 + f/, 

and p*, the solution of the min-max problem {3. 11), is given by 

-1 + )1 + 16c,s- 12c4 

2c2 

d ~ 1 F h * albi 1 -an c = y ~ ;::: . urt ermore, a > b2_a2 - - Q. 

(3.83) 

(3.84) 

Proof. By Lemma 3.16, the optimal p* must lie in the interval [;-c;, oo ), since with p 

outside this interval, Ra can be uniformly decreased for all ;; :S: .7: < 0 by moving 

p towards this interval. The left endpoint of this interval is f!..(.r = ;-c; ), and the 

right endpoint is p(x = o-) := lim (p(i)). Now, by Lemma 3.15, the maximum of 
- x_,a- -

the min-max problem can only be attained on the boundaries, at i = ;; and at 

i = o-, since Ra has no interior maxima. By the notation i = o- we mean that 

i approaches 0 from the left, since we have i E [;-c;, 0), open from the right. Now, 

for p = f!..( i = ;; ) = ;L we have Ra ( ;; , c, ;; ) = 0, and so increasing p increases 

Ra(;;, c,p) monotonically, by Lemma 3.16. On the other hand, for p = ;L we have 

Ra(o-, c, ;; ) = l+l 6~cLsc4 > 0, c ;::: 1, and increasing p decreases Ro(o-, c, p) = (2c2 ~ii) 2 
to Jim ( (2 2~ -) 2 ) = O. Therefore, by increasing p we reach Ra( ;-L c, p) = Ra(o-, c, p). 

p-->00 c p c 

Solving the equation for p gives the solution in (3.84), and three other solutions, 

P- = 1- 2c2 -1- 2c2 -l-v'l+l6c
8

-
12c

4 Those three solutions can be discarded since 
1 ' 2c2 · 1 

p > 1- 2c2. Therefore, we haven* = 2c2 - 1 + P: = 2c2 - 1 + p*, c = #.;::: 1, 

h -* · . . (3 84) d * albi 1 ·- 0 w ere p 1s g1ven m . , an a > b2_a2 - .- Q. 

In Figure 3.15, we show the modulus of the convergence factor for the optimized 

WR algorithm with the optimized constant approximation, Papw(w, a*), and with the 
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Figure 3.15: Classical convergence factor !Pcla(w)j, versus !Papw(w, o:*)j and 

!Papta(w, Œr )j. 

Taylor approximation, Papw(w, o:r ), as well as the modulus of the classical convergence 

factor Pela, for c = 1 from the numerical experiment in Subsection 3.3.5. One can see 

the remarkable improvement in magnitude and uniformity for the convergence factor 

with the optimized constant approximation over the classical one and the one with 

the Taylor approximation. 

3.3.4 An Optimized WR Algorithm with First Order Trans-

mission Conditions 

We now approximate the symbols o: and (3 = -o: from (3.63) corresponding to the 

optimal transmission conditions by a first arder polynomial in s, 

(3.85) 

where we have two free parameters o:0 and o:1 that we can choose to obtain a new 

optimized waveform relaxation algorithm. We assume that o:1 # 0, since otherwise we 
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will get the constant approximation case. The Laplace transform of the transmission 

conditions in (3.60), with f3 = -a, using the first order expansion (3.85) for a, implies 

(û~+l- û~+1 ) + a0û~+l + o: 1 sû~+ 1 = (w~- wg) + aow~ + a1sw~, 
(w~+l- w~+1 )- a0w~+ 1 - a1 sw~+1 = (û~- û~)- aoû~- a1sû~. 

(3.86) 

A multiplication by sin the frequency domain corresponds to a time derivative. Now, 

by substituting 

w~ = b3w~ + c3w; + a2wg + }3, 

û~ = a1u~ + b2'U~ + c2u~ + h, 

from (3.2) for j = 2, into (3.86), assuming a 1 =/= 0, we obtain 

(3.87) 

These ordinary differentia! equations found from the transmission conditions imply 

the following two decoupled subsystems, 

and 

·k+l 
ul 

·k+l u2 

ùk+l 
3 

·k+l 
Wo 

·k+l wl 

·k+l 
'W2 

+ 

+ 

bl c1 

al b2 c2 

1 -(ao+l) 
Œ! Œ! 

-(ao+l) 1 
Œ! Œ! 

0 

0 

uk+l 
1 

uk+l 
2 

u~+l 

JI 
+ h 

h 
(3.88) 

(3.89) 
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with the initial conditions uk+1(0) = (v0 v0 v0 )T and wk+1(0) = (v0 v0 v0 )T where 1' 2l 3 2l 3l 4 ' 

now the transmission conditions are already implemented in the algorithm. To start 

the WR iteration, sorne initial waveforms u 0 (t) and w 0 (t) are used. The subsystems 

are now bigger than those we obtained using the constant approximation in Subsection 

3.3.3. However, the first order approximation leads to better convergence as we will 

see. 

The Laplace transform of (3.88) and (3.89) yields in the s E C domain 

bl cl 

al b2 c2 

1 -(ao-tl) 
Œl Œl 

-(aa+l) 1 
Œl "'1 

a2 b3 c3 

a3 b4 

(3.90) 

A straightforward computation for the first subsystem in (3.90) implies 

Ak+l c2(s - b1) Ak+l 
u2 = u3 (s- b1)(s- b2)- a1c1 

(3.91) 

From the first equation in (3.86) we obtain 

k 1 1 A k+ 1 A k A k A k 
ù3+ = ( )(u2 +w1 -w0 +(o:0 +o:1s)w1). 

o:o + o:1s + 1 
(3.92) 

Substituting (3.92) into (3.91), we get after sorne algebra, 

(3.93) 

where F1 is given by 

Similarly, from the second subsystem, we obtain 

(3.94) 
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where F2 is given by 

As before, we need to find a relation between û~+ 1 and wr, and similarly a relation 

between w~+l and û~. Using the second transmission condition in (3.86), we find, 

together with (3.94), 

Ak+l ( 1 1 ) Ak+l 

Wo = ao + a1s + 1 - (o:o + a1s + 1)F2 w1 
' 

and using this result at step kin (3.93), we find for the first sub-drcuit 

(3.95) 

With a similar manipulation for the second subsystem, wc find 

(3.96) 

Finally, by inserting (3.96) at iteration k into (3.95), we get a relation over two 

iteration steps of the optimized WR algorithm, 

~k+l- (· b )~k-l u2 - Poptl s, a, c, , ao, a 1 u2 , 

where the convergence factor of the new algorithm is given by 

Poptl (s, a, b, c, (l'o, n:l) = cz ( s -b1) ( ao +a1 s+ 1)-( ( s-b1 )( s-bz) -a1 q) 
( ( s -b3) ( s -b4) -a3c3) ( ao+a1 s+ 1) -az ( s-b4) 

az( s -b4) ( ao +a1 s+ 1)- ( (s-b3) ( s-b4) -a3 C3) 
((s-h)(s-bz)-alq)(ao+al +l)-cz(s-b!) · 

Using the simplifying assumptions as in Subsection 3.3.3, i.e. ci = ai = a 1 = a, for 

i = 1,2,3, and bi= b1 = b, for i = 1,2,3,4, we obtain 

(
a(s- b)(ao + a1s + 1)- ((s- b)2- a 2

) )
2 

Papn(s,a,b,ao,al)= (( )2 2)( ) ( ) s-b -a a 0 + o:1s + 1 -a s-b 
(3.97) 
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Figure 3.16: Left: optimized convergence factor with the Taylor approximation 

IPoptl (w, o:0r, o:1r) 1 ( dashed line) versus classical convergence factor IPc~a(w) 1 (solid 

line). Right: zoom of IPopn(w,o:or,o:Ir)l. 

The same result also holds for the second sub-circuit and by induction we find, as 

before, ·il~k = (Popt1 )kùg and ·wîk = (Poptl)k'ÛJ~. The convergence factor Poptl in (3.97) 

can be expressed in terms of À, 

(3.98) 

where À = (s-b)2-a2 = -b + 1_ s(s-b)-a2 
a(s-b) a a s-b 

The simplest first order approximation of the optimal o: is the low frequency 

approximation by using a Taylor expansion about s = 0, which is given by 

-b a b2 + a2 

o:or =-- 1 +- > 0, o:1r = >O. 
a b ab2 

In Figure 3.16 on the left, we compare the classical convergence factor with the 

optimized convergence factor with the Taylor approximation, and we observe the 

better convergence of the optimized convergence factor with the Taylor approximation 

over the classical one. 

Similar to the optimized WR algorithm with constant transmission conditions in 
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Subsection 3.3.3, we use an optimization process to get the best performance of the 

new WR algorithm. We again want IPaptll « 1. 

Lemma 3.17. If the circuit parameters satisfy the inequalities 

a > 0, b < 0, lbl ~ 2a., 
(3.99) 

then the convergence factor Popti in (3.98} is an analytic function in the right half of 

the complex plane, s = rJ + 'tW, ''7 > O. 

Proof. By Theorem 1.4, we need to show that the denominator does not have zeros 

in the right half of the complex plane. We show this by contradiction: Assume 

there is a zero, -\(1 + a 0 + a 1s) - 1 = 0, then we have ,\ = 1+ 
1+ , which implies ao a1s 

l-\1 = (1+ + 1 
)2 + 2 2 < 1, with the condition (3.99) on a 0 and a 1 . On the other 

ao 0<177 w al 

hand, we have, l-\1 = I(Î~(~~~)l
2

1, and by Lemma 3.7 the modulus l-\1 is bigger than 

one in the right half of the complex plane, and thus we have a contradiction. Renee, 

poles are excluded and the denominator has no zeros in the right half of the complex 

plane. D 

Since Popti is analytic, we can apply the maximum principle, Theorem 1.5, and 

therefore, the maximum of IPaptll is attained on the boundary. Now, since fors = rei(), 

-~ < () < ~' the limit of Popti is zero as r goes to infinity, i.e. the same limit in all 

directions, the maximum of IPaptll is attained at TJ = O. As in Subsection 3.3.3, 

the modulus of Popti for s = iw depends on w2 only, and it suffices to optimize for 

nonnegative frequencies, w ~O. Therefore, we need to solve the min-max problem 

min (maxiPapti(iw,a,b,ao,ai)I). 
ao:O::O,a1>0 w:O::O 

(3.100) 

The optimal value of a is given by a = À - 1, and a first order approximation is 

-b p q 
a= a 0 + n 1s = - - 1 +- + -s, 

a a a 
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where p, q are new parameters. Considering this first arder approximation, and using 

in addition the change of variables (3.66) for the convergence factor, the modulus of 

the convergence factor Poptl in (3.98), after factorizing a7 from the denominator and 

numerator to elimina te one parameter, is given by 

1 ( b )l Q1(x,a,b,p,q) 
Poptl x, a, , p, q := Q ( b ) , 

2 x, a, ,p, q 

where 

Letting p = ~' ~ = -2c2
, where c ~ 1, and x = ~' as for the constant approx­

imation in Subsection 3.3.3, the modulus of the convergence factor Poptl in (3.98) 

becomes 

where 

R ( - - ) pl (x' c, p, q) 
,1 x,c,p,q := (- _ )' P2 x,c,p,q 

(3.101) 

P1 := -(((8qc4
- 8c4 + 1 + 4c2p)x2 + ( -16qc6

- 2c2p2
- 4c2 + 4qc2 + 8c6 + 8c6q2 )x 

+4c4
- 8qc4 + 4c4q2)x), 

P2 := ( 4c4q2 
- 8c2p + 16c4p2 + 8qc4 

- 64c8q2 + 64c6p- p2 
- 12c4 + 64c8)x3 

+(2c2q2 + 4qc2 + 8c4p + 2c2 + 4c2p2 
- 16qc6 

- 48c6q2 )i:2 

+( -16c8 - 8qc4 + 16c8q2
- 8c4q2 - 4c4p2 - 16c6p)x + 8c6q2 . 
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The optimized parameters are given by o:0 = ~b - 1 + ~ = 2c2 
- 1 + p, and o:1 = ~, 

and since for analyticity in the right half of the complex plane we need o:0 2: 0, and 

o:1 > 0, we require p 2: 1 - 2c2
, and q > O. The min-max problem (3.100) then 

becomes 

min ( max R1(i:,c,p,q)) = max Rl(i:,c,p*,q*), c 2:1. 
zi:?l-2c2 ,q>O ~:Sx<O ~:Sx<O 

(3.102) 

Since it is hard to solve the optimization problem (3.102) we use asymptotics, and 

since for RC type circuits or diffusion type equations lbl = 2a, which corresponds to 

c going to 1, often holds, we take c = Jf+E, and forE small we have the following 

result. 

Theorem 3.8 (Optimized First Order Transmission Conditions). If in the 

optimized WR algorithm with first arder transmission conditions (3.88}, (3.89} the 

free parameters are chas en to be o:0 = a~ = 2c2 
- 1 + p*, and o:1 = o:~ = ~ , where 

c = ~ = Jf+E 2: 1 and a, b are the entries of the matrices in (3.88}, (3.89}, and 

p* and q* are defined by the system of equations 

a R (-= -* *) o oq 1 x, c, P , q = , (3.103) 

where x0 = ;L R 1(x,c,p,q) is given in (3.101}, and x is given by the root of the 

polynomial P(x) given in (A.1} in Appendix A, giving the maximum of R 1, then forE 

small, Rl(x,c,p*,q*) S R1(x0 ,c,p*,q*) := R01 for all xE [x0 ,0). Moreover, we have 

the asymptotic result 

f;* ;::::; -0.4655, q* ;::::; 1.1378, R01 ~ o.ooo7. 

Proof. A partial derivative of R 1 with respect tox shows that the roots of the poly­

nomial P(x) given in (A.l) determine the extrema of R 1 . First, to see that there is 

indeed a solution as stated in (3.103) forE small, we substitute c = Jl+E, and we use 

the ansatz p = CpE"~1 , q = CqE"~2 , and x= C1é, and determine the leading asymptotic 
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terms as E goes to zero of the root of the polynomial P(x), and the equations (3.103). 

Note that the second equation in (3.103) holds if and only if Q(x, c, p*, q*) = 0 holds, 

where the polynomial Q(x, c, p, q) is given in (A.2) in Appendix A. The leading 

asymptotic terms as E goes to zero are 

P(x) = PExpan: 

Q(x) = QExpan' 

R1 (xo) = RlxoExpam 

RI(x) = RlxExpan' 

(3.104) 

which are given in Appendix A. Equating the exponents in these three equations 

leads to 11 = 12 = 8 = 0, which implies the same equations as for the case c = 1. 

Since the constants need to match as well, we obtain Cp = -0.4655, Cq = 1.1378, 

and C1 = -0.2617, by solving the resulting equations. Since c = {if= .Jl+E, we 

have E = ~: - 1, and using these results we get 

P-.·- c (-b- 1)"~1 - c - -0 4655 .- "P 2a - /P- · ' 
(3.105) 

Now, to see that there is indeed only one interim maximum, which we denote by x, 
we take c = .Jl+E, and we substitute p*, q* from (3.105) into P(x). The leading 

terms of the polynomial P(x) as E goes to zero are 

P(x) = 7.1756762x4 -2.0577882x3 -10.88760728x2 -5.58470978x-o. 78638698+0( E), 

which is a polynomial of degree 4 in x plus higher order terms. As E goes to 0, finding 

the roots of this 4th degree polynomial implies the four roots -0.5737, -0.4610, 

-0.2617, and 1.5832. Only two roots lie in the interval [-~,0), which are one 

maximum given by x = -0.2617 and one minimum. Therefore, as E goes to zero, 

R1 (x, p*, q*) has only one interim maximum at x, where p* and q* are given in (3.105). 

Since R1 has only one interim maximum for xE [2c~, 0), c = .Jl+E, andE small, and 
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no other interior maximum as we have shown above, and since in addition, R 1 -----> 0 

as i -----> 0, the maximum of R 1 can be attained either on the boundary at i = i 0 

or at the maximum i. Balancing the value of R1 at the two locations as stated in 

(3.103) guarantees then that R1 is uniformly bounded by R1 at i 0 for E small. Now, 

expanding ROI for E small, we get 

_ 1 + 4Cp + 4c; 
ROI ~ -24_C __ +_9_C--:2,-+--'-1-6' 

p p 

and substituting from (3.105) we obtain the asymptotic result 

ROI~ 0.0007. 

Finally, a~ and ai are given by 

* 2 p* 2 -* * q* R 
a 0 = 2c - 1 + -;; = 2c - 1 + p , a 1 = -;;, c = y ~ 2: 1, 

and p*, q* are given in (3.105). 0 

In Figure 3.17 on the left, we observe the better convergence we get by using the 

first order approximation over the classical convergence and the convergence using 

the optimized constant approximation. We show in Figure 3.17 on the right the 

result of the optimization with respect to a 0 and a 1 using the circuit elements from 

the numerical experiment in Subsection 3.3.5. The solution of the min-max problem 

occurs when the convergence factor at w = 0 and at w = w are balanced, where w > 0 

is the interior maximum of the modulus of the convergence factor. We also show in 

Figure 3.17 on the right the better convergence we obtain using the optimized values 

o:~ and o:i over the one using the low frequency first ordcr approximation o:or and 

3.3.5 Numerical Experiments 

We give now a numerical example to illustrate the improvements in the convergence 

of the optimized WR algorithm over the classical one as we did for the extra small 
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Figure 3.17: On the left: classical convergence factor IPc~a(w)l versus IPopw(w,a*)l, 

IPopn(w,aor,alr)l, and IPopn(w,aô,ai)l. On the right: convergence factor with the 

optimized first order approximation IPapn(w,aô,anl versus IPapn(w,aor,alr)l. 

circuit case. We use again typical values of the RC circuit parameters, 

for the circuit in Figure 1.1. We choose also the backward Euler method to integrate in 

time, and the transient analysis time is t E [0, 10], with a timc step of flt = 1/10. We 

start with random initial waveforms and use an input step function with an amplitude 

of ls = 1 and a rise time of 1 time unit. In Figure 3.18 we show the error as a 

function of the iterations. One can see the remarkable improvement of the optimized 

WR algorithm over the classical one. Furthermore, the optimized WR algorithm 

with first order transmission conditions converges faster than the one with constant 

transmission conditions. We use b4 = b1 , which is a simplifying assumption we used 

to compute the optimized constant and first order approximations with f3 = -a, and 

show the result on the left hand side of Figure 3.18. We use the optimized value 

a* = 1.618 as well as the Taylor approximation ar = 0.5 in the optimized WR 

algorithm with constant transmission conditions. The optimized values aô = 0.5345, 
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Figure 3.18: Convergence behavior of classical versus optimized WR algorithms for 

the small circuit. 

o:r = 0.3585, and the Taylor approximations o:0r = 0.5, o:1r = 0.3937 are also used in 

the optimized WR algorithm with first order transmission conditions. On the right 

hand side of Figure 3.18, we use b4 = %, and we find the Taylor approximation Œr = 0 

and (3 = -0.5, and the numerically optimized constant approximation o:* = 2.3002 

and (3* = -0.6953, which we use in the constant optimized WR algorithm. The 

optimized constant approximation o:* = 1.618 with (3* = -o:* computed using the 

simplifying assumptions is also used in the constant optimized WR algorithm. We 

also use b4 = % to compute the first ordcr Taylor approximation o:0r = 0, cY 1r = 0.63, 

and the numerically optimized first order approximation o:0 = 0.5031, o:r = 0.390, 

and we choose (3* = -o:*. The optimized first order approximation used here for this 

case is again o:0 = 0.5345, o:i = 0.3585 with (3* = -o:*. 

3.4 An Infinitely Large RC type Circuit 

We analyze in this section an infinitely large RC circuit and its infinite size system of 

equations, as is indicated in Figure 3.19. The equations for the infinitcly large circuit 
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R R R R 

Figure 3.19: An infinitely large RC circuit chain. 

are 

a b c 
x= 

a b c 

The entries in the tridiagonal matrix are given by 

1 
a= RC; 

x+f. 

1 
c=--=a 

RC ' 
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(3.106) 

where the circuit elements R and C are assumed to be strictly positive and con­

stant. The source term on the right hand side is given by the vector of func­

tions f(t) = ( ... , f-1(t), f 0 (t), h(t), ... f, and we need an initial condition x(O) = 

( ... , v~ 1 , vg, v~, ... f. Since the circuit is infinitely large, we have to assume th at all 

voltage values stay bounded as we move toward the infinite ends of the circuit to have 

a well posed problem. 

3.4.1 The Classical WR Algorithm 

The Classical WR algorithm was discussed in [31, 1]. Therefore, I will briefly sum­

marize the results. The algorithm is given by 

a b a 

a b 

uk+l + ( J_1 + ( ~ 
.fo aw~ 



~· 
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b a 

a b a + (3.107) 

with the initial conditions uk+1(0) = ( ... , v~ 1 , v8f and wk+1(0) =(v~, vg, .. . f. To 

start the classical WR iteration, we use sorne initial waveforms u 0 (t) and w 0 (t) for 

tE [0, Tj. 

Similar to the analysis for the finite size RC circuits, the Laplace transform is used 

for the convergence study, and the homogeneous problem is sufficient. It was shown 

in [31] that 

where the convergence factor PclaL is given by 

a2 

PclaL(s, a, b) = (aX;:l + b- s)(aÀ_ + b- s) 

and À+ is given by 
s-b+ y'(s- b) 2 - 4a2 

À+ = ------~----------
2a 

(3.108) 

(3.109) 

Furthermore, IÀ+I > 1, for s := rJ + iw, rJ > 0, and lbl ::=:: 2a, see [31]. Note that this 

À+ is the same as the limit for Àj given in (3.13) for the finite size RC circuit of size 

n = 2j, and thus Pcla(j) converges to PclaL as j goes to infinity. 

The convergence factor, as before, depends ons E C, the parameter in the Laplace 

transform. The classical WR, as is evident from (3.108), always converges for a large 

number of iterations since IÀ+I > 1, but convergence might be very slow. Also, the 

convergence factor is analytic fors = rJ + iw, rJ > 0, under the condition lbl ::=:: 2a, and 

in addition, if we let s = reie, -% < (} < %, then the limit as r goes to infinity is zero, 

and therefore, using the maximum principle for analytic functions, Theorem 1.5, the 

maximum of PclaL is attained on the boundary of the right half of the complex plane, 
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Figure 3.20: Convergence factor for the classical WR algorithm, IPclaL(w)l on the left, 

and zoom on the right showing IPclaL(w)l for w around zero. 

at Tl = O. Taking the limit on the boundary as w goes to zero implies 

1. j (,- b)j - lbl-v'bL4a2 f jbj 2 w~ PclaL tw, a, - lbl+~ = 1, i = a, 

< 1, if jbj > 2a, 

where jbj = 2a is often the case for RC type circuits, or diffusion type problems. 

Therefore, the convergence will be very slow for low frequencies w and the mode w = 0 

will not converge. Usually in a realistic transient analysis, estimates for the maximum 

and minimum frequencies are considered [31]. The estimate for the lowest frequency 

occurring in the transient analysis depends on the length of the time interval [0, T]. 

As in [31], we expand the signal in a sine series sin(k;t), for k = 1, 2, .... This leads 

to the estimate Wmin = fJ; for the lowest relevant frequency. The maximum frequency 

Wmax depends on the time discretization and we use Wmax = );.t, which is the highest 

possible oscillation on a grid with spacing /lt. An example for the convergence factor 

as a function of w is given in Figure 3.20, which shows a similar convergence to the one 

for the extra small, and small systems, i.e. low frequencies converge slowly, whereas 

high frequencies converge vary fast, but now w = 0 does not converge. 
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3.4.2 An Optimal WR Algorithm 

The analysis of the optimal WR algorithm was discussed in [31, 1] as well, but in the 

following subsections we will extend the analysis and prove new results. In [31], new 

transmission conditions were introduced, which are given by 

(u~+I- u~+l) + au~+I = (wt- w~) + awt, 

( w~+l - w~+I) + (3w~+I = (ut - u~) + (3u~, 

and the new WR algorithm is 

a b a uk+I + 
f-1 + 

a b + a~l fo 

b - ____'!:___ 
;3-1 a h 

a b a wk+I + fz + 

(3.110) 

0 

(3.111) 

together with the transmission conditions (3.110), which definc the values ut and w~. 

It was shown in [31] that 

where the convergence factor PaptL is given by 

(a+ 1)- À+ 
PoptL(s,a,b,a,(3) = ( ) a+ 1 À+- 1 

((3 -1) +À+ 

((3-1)À++1" 
(3.112) 

The new WR algorithm (3.111) converges in two iterations for the choice of parameters 

(3.113) 

independently of the guess for the initial waveforms, which is proved in [31]. In the 

next subsections, the optimal parameters in (3.113) will be approximated by constant 

and first order approximations in a similar way to the small RC circuits in Subsections 

3.2.3, 3.3.3, and 3.3.4. 
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3.4.3 An Optimized WR Algorithm with Constant Trans-

mission Conditions 

In this subsection, we assume that the parameters are just constants. By using a 

Taylor expansion about s = 0, we get a simple constant approximation of the optimal 

parameters a and (3 given in (3.113). The low frequency constant approximation is 

given by 
-b + Jb2 - 4a2 

ar= -1, 
2a 

-b + Jb2 - 4a2 

f3r = 1 - -----
2a 

Therefore, for the case -b = 2a, there is no low frequency constant approximation 

since with -b = 2a, we have ar= f3r = 0, but for the case -b > 2a, we have ar > 0 

and f3r < 0 as a low frequency constant approximation, and f3r =-ar. 

A better approximation is obtained, as before, by solving a min-max problem. 

The analyticity of PoptL in the right half of the complex plane was shown in [31] for 

a > 0, b < 0, lbl 2': 2a, and a > 0, (3 < O. By Theorem 1.5, the maximum of PoptL 

for s = 77 + iw, 77 > 0, is attained on the boundary. As for the extra small and small 

circuits, the limit of PoptL for s = reie, - ~ < () < ~, as r goes to infinity is one limit 

in all directions, which is equal to ( (a+llfl3-l)), and therefore, the maximum of PoptL 

is attained at 77 = O. 

We again use the similarity of the subsystems, which are behaving identically on 

both sides of the partition, so we take (3 = -a, and hence the convergence factor 

PaptL in (3.112) with constant approximation is 

. a+ 1- À+ 

( )

2 

PoptLo(zw, a, b, a)= (a+ 1)À+ _ 1 
(3.114) 

Let us now consider À+ in (3.109) with s = iw, w =/= 0, and assume that À+ := x+iy = 

R(À+) + i'J(À+)· Then the real part x is given by 

-b 
x:= X(w) =- + 1/;(w), 

. 2a 
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where 

and the imaginary part y is given by 

w 2wb 
y:= Y(w) =-- -

1 

-

1

<p(w), 
2a 2bw 

where 

For any w > 0, we have Y(w) = ~ + <p(w), and for w < 0, we have Y(w) 

-t;- <p(w) = -(t; + <p(w)) since b < 0, and hence, (Y(Iwl))2 = (Y(-Iwl))2
, since 

<p(w) depends only on w2
. 

To summarize, the modulus IPoptLo(w)l satisfies IPoptLo(lwl)l = IPoptLo(-lwl)l, since 

the real part x := X(w) depends only on w2
, and the imaginary part y := Y(w), 

using the fact that b < 0, satisfies (Y(Iwl))2 = (Y(-Iwl))2
. Therefore, it suffices to 

optimize for positive frequencies, w > O. Furthermore, for any w =J 0, we have x > 1, 

since lbl 2: 2a, and ;! is added to a positive quantity, and hence 1>-+1 > 1. Now if 

w = 0, then we get >.+=x= ;! + ~' so 1>-+1 > 1 for the case when -b > 2a, 

and >.+ = 1 if and only if -b = 2a. 

Note also that the modulus of PoptLo in (3.114) satisfics 

IPoptLol :S 1 ~ la+ 1- >.+1 :S l(a + 1)>.+- li ~ 

la+ 1- x- iyl :S l(a + l)x- 1 + i(a + l)yl ~ 

(a+ 1- x?+ y2
::::; ((a+ l)x- 1)2 +(a+ 1)2y2 ~ 

(a+ 1)2 + x2 + y2
::::; (a+ 1)2x2 + 1 +(a+ 1)2y2 ~ 

(a+ 1)2
- 1 ::; ((a+ 1)2

- l)x2 +((a+ 1)2
- l)y2 ~ 

1 ::::; x2 + y2 ~ 1 ::::; 1 ).+ 1-
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The above analysis simplifies the optimization process to 

min ( max IPaptLo('iw, a, b, o:)l) , -b ~ 2a, 
a>O O<wmin.'S:w<oo 

(3.115) 

where we truncated the frequency range by a minimal frequency relevant for our 

probkm. 

For finding a better constant approximation o:, a change of variables based on 

the real part of À+ was introduced in [1], and a time scaling (introduced in the 

introduction) was used as well, where a and b were scaled to ii= 1 and b = ~ = -2c2
, 

where c = #, ~ 1, and then everywhere in the analysis, a was replaced by 1, and 

b by - 2c2
. As shown in [1], the real part x of À+ is now given by 

1 
x:= X(w, c) = c2 + 4" 2v'w4 + 8w2c4 + 8w2 + 16c8 - 32c4 + 16- 2w2 + 8c4 - 8, 

(3.116) 

and xE [xmin, X 00 ), where 

- 2 v0. v IV - 2 4 4 4 - 1" X( ) - 2 ~1 Xmin- C + 4 y X- Wmin + C - > Xo- lill W, C - C + yC- 1 1 
W->Ü 

- 4 8- 2 4 8- 2 16 8 32 4 16 x= wmin + wminc + wmin + c - c + ' 

X 00 = lim X(w, c) = 2c2 , 
W->00 

(3.117) 

and Wmin = Wmin, where Wmin is the truncation threshold of the low frequencies. The 
a 

modulus of PaptLO is given by 

R ( ) 
_ l l _ 2(o: + 1)2c2

- (o: + 1)2x- 4(o: + 1)xc2 + 2(o: + 1)x2 +x 
0 X, C, 0: - PoptLO - 4( 1) .2 2( 1) 2 2 2 ( 1)2 ' - a+ .re+ a+ x+ c -.r+ a+ .T 

(3.118) 

where 0: > 0 and c ~ 1. A gain, the limi t of Ra as x goes to Xoo is equal to c~ l) 2. 

Theorem 3.9 (Optimized Constant Transmission Conditions). The best per­

formance of the optimized WR algorithm (3.111) with constant transmission condi­

tions is obtained for a = o:*, where a* is the solution of the equation 

Ro(Xmin 1 C, o:*) = Ro(xmax, c, o:*), 
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Figure 3.21: Convergence factor for the optimized WR algorithm IPaptLo(w, a*)l versus 

the classical convergence factor 1 PclaL ( w) 1-

and is given, for .Tmax ~ X 00 , by 

a*= .Tmin + J.T~in- 1- 1, 

where Xmin and .T00 are given in {3.117), R0 is given in (3.118), and r; = #. 2: 1. 

Proof. See [1]. D 

In Figure 3.21 we show the convergence factor of the optimized WR algorithm 

with the constant approximation a* and compare it to the classical one. 

3.4.4 An Optimized WR Algorithm with First Order Trans-

mission Conditions 

In this subsection, we introducc a first orcier approximation for the optimal parameter 

Cl' given in (3.113), as for the small circuits, where we take again {3 = -a. Therefore, 



/-
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a will be approximated by 

for sorne constants o:0 and o:1 -=1- 0, since otherwise we get the constant approximation. 

The optimizcd WR algorithm with the first order transmission conditions as given in 

[1], is 

ùk+1 a b a 'Uk+1 f-1 -1 -1 + ·k+1 a b a uk+1 fo uo 0 

·k+1 1 -(ao+1) uk+1 fi u1 Ü:l Ü:l 1 (3.119) 
0 

+ 
0 

(a1a-1) wk + (1+ao+a1b) wk + awk 
Œl 0 Ül 1 2 

and 

·k+1 -(ao+1) 1 wk+I fo Wo Ü:l cq 0 

·k+I a b a wk+I fi wi 1 + ·k+I a b a wk+I h w2 2 

k + (I+uo+o:1b) k + (a1a-l) k 
(3.120) 

au_l al Uo -a-r-ul 

0 
+ 

0 

· h h · · · l d"t" k+1(0) _ ( o o O)T d k+1(0) _ ( o o o )T wlt t emitia con 110nsu - ... ,v_1,v0,v1 an w - v0,v1,v2, ... , 

respectively, where now the transmission conditions are already implemented in the 

algorithm. To start the WR iteration, some initial waveforms u 0 (t) and w 0 (t) are 

used. 
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The analysis of the optimized WR algorithm with first arder transmission condi­

tions is discussed in [1]. The convergence factor PovtLl is given by 

(3.121) 

where À+ is given in (3.109). 

As shawn in [1], the convergence factor PovtLl is an analytic function in the right 

half of the complex plane, s = Tf+ iw, Tf > 0, under the conditions b < 0, a > 0, 

lbl 2': 2a, a 0 2': 0, and a 1 > O. Therefore, using the maximum principle, Theorem 

1.5, the maximum of IPoptLll is attained on the boundary. Now, since fors = rei9
, 

- ~ < B < ~, the limit of PovtLl equals zero as r goes to infinity, the maximum of 

IPovtLll is attained at Tf = O. 

The simplest first arder approximation is again the low frequency approximation 

which is given by 

-b + y'b2 - 4a2 1 + ~ 
Œor = 2a - 1' ŒIT = 2a 

Therefore, for the case -b = 2a, there is no low frequency first arder approximation, 

since with -b = 2a, we have a 0r = 0, but a 1r is not defined, because of the v'b2 - 2a 

term in the denominator. For the case -b > 2a, we have a0r > 0, and a 1r > 0 as a 

low frequency first order approximation. 

Wc will again look for a bctter choice of the first ordcr approximation of a. As in 

Subsection 3.4.3, it suffices to optimize for positive frequencies, w > 0, since IPoptLll 

depends only on w2
, because we have the same À+ as in ( 3.109). This yields the 

optimization problem 

min ( max IPoptLl(iw,a,b,ao,al)i), lbl2: 2a. 
o:o 2:0,0:1 >0 Wmin ::;w<oo 

(3.122) 

We solve here a min-max problem similar to the one in Subsection 3.4.3 but now with 

two parameters, a 0 2': 0 and a 1 > O. 
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To further analyze the convergence factor, we introduce a new change of variables, 

different from the one that is used in Subsection 3.4.3 and was first introduced in [1]. 

This new change of variables simplifies the computations for finding the solution of 

the min-max problem (3.122), and it is based on the real part of 

z := s + J(s- b)2- 4a
2 =x+ iy, s = iw, w 2: Wmin > 0, 

which appears in À+, where we have now 

The real part x of z is given by 

-b z 
À+=-+-. 

2a 2a 

and the imaginary part y is given by 

(3.123) 

The range in which x can vary can again be found by taking the value of X(w) at 

w = Wmin > 0, and the limit as w goes to infinity, 

4 2b2 2 8 2 2 b4 8b2 2 16 4 x= wmin + wmin + a wmin + - a + a ' 

x== lim X(w) = v1Ji = lbl, 
w-+CXJ 

(3.124) 

and hence, xE [xmin, lbl). Solving x= X(w) for w leads to 

and inserting this into Y ( w) implies after simplifications, 

y= 
.7:2 - b2 + 4a2 ( ) 

b2 2 x-b. -x 
(3.125) 
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By inserting y from equation (3.125) into (3.123), and then inserting the result into 

(3.121), the convergence factor (3.121) is a function of the new variable x. 

The optimal parameter o: in (3.113) is given by o: := À+ - 1, and hence a first 

order approximation is 

-b p q 
o: = o:o + o:1s = -- 1 +- + -s, 

2a 2a 2a 
(3.126) 

where p and q are new parameters. 

In the new variable x, and using the first order approximation (3.126), the con­

vergence factor PoptLl in modulus becomes, after factorizing a5 from the denominator 

and numerator to elimina te one parameter, 

1 ( ) 1 

Ql(x,a,b,p,q) 
PoptLl X, a, b, p, q := Q ( b ) , 

2 x,a, ,p,q 

where 

QI(x, a, b,p, q) = (( -2q + q2
) (~) 4 + (2~- 2~ + 2~q) (~) 3 

+ (- (~)2 q2 + 2q (~)2- 8q + 4q2 + (~)2- (~)2 + 4) (~)2 

+ ( -8~ + 2 (~) 3 - 2 (~) 3 
q + 8~q- 2 (~) 2 ~) ~ 

+ (~)2 (~)2- (~)4 + 4 (~)2) (~ + ~)) 

Ch(:r, a, b,p, q) = (2q- q2
) (~) 5 + ((P~ + 2~- 2~) (~) 4 

+ ( -2~~- 4 + 8q + (~)2 + (~)2 q2- 4q2- 4q (~)2 + (~)2) (~)3 

+ ( -~ (~)2- 2 (~)2 ~- (~)3 q2 + 3 (~)3- 4~ + 4~q2) (~)2 

+ (- (~)4 + 2 (~)3 ~ + 2q (~)4- 8q (~)2- (~)2 (~)2 + 4 (~)2) ~ 

+ (~)2 (~)3- (~)5 + 4 (~)3. 

By setting p =~'and as before, ~ = -2c2
, c ~ 1, and x=~' the modulus of the 

convergence factor PoptLl is 

(
- _ ) PI(x,c,p,q) 

R1 x,c,p,q := 1> (- _ )' 
r- 2 x,c,p,q 

(3.127) 



3.4 An Infinitely Large RC type Circuit 129 

where 

P1 (x, c, p, q) = ( ( -2q + q2 )x4 + (2p + 4c2
- 4c2q)x3 

+( -4q2c4 + 8qc4
- 8q + 4q2 + 4c4

- p2 + 4)x2 

+(16c2
- 16c6 + 16c6q- 16c2q- 8pc4 )x + 4c4p2

- 16c8 + 16c4)(x- 2c2
), 

P2 (x, c, p, q) = ( (2q- q2 )x5 + ( 42 - 2q2 c2 + 2p)x4 

+( 4c2p- 4 + 8q + 4c4 + 4q2c4 
- 4q2 

- 16qc4 + p2 )x3 

+(8c2 - 8pc4 + 2c2p2 + 8q2c6 
- 24c6 - 8q2 c2 )x2 

+(-16c8 -16c6p + 32qc8 - 32qc4
- 4c4p2 + 16c4)x 

-8p2c6 + 32c10
- 32c6 ), 

and x E [xmin, 2c2 ), where Xmin = x":,in in (3.124) is given in terms of Wmin = w":,in 

and c, and goes to Xo = xao = 2~, as Wmin goes to zero. 

The optimized parameters are given by a 0 = ;! -1 + Ja = c2 -1 +~'and a 1 = 2~, 
where p and q will be determined using R1 in (3.127). Since for analyticity in the 

right half of the complex plane, we need a 0 ;:::: 0, and a 1 > 0, we require p ;:::: 2(1- c2
), 

and q >O. 

The new min-max problem which we need to solve is in the new variables given 

by 

Theorem 3.10 (Optimized First Order Transmission Conditions). If in the 

optimized WR algorithm with first arder transmission conditions (3.119}, (3.120} the 

free parameters are chosen to be 

Œo = 0'~ = c
2

- 1 + ~* and a1 = 0'~ = ~:, 

where c= yfii 2::1, and a, b are the entries of the matrices in (3.119}, (3.120}, and 

p* and q* are defined by the systems of nonlinear equations 

(3.129) 
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and 

where R1(x, c,p, q) is given in (3.127), and x1 , x2 are given by the positive roots 

of the polynomial P(x) given in (A.3) in Appendix A, giving the maxima of R1 , 

thenforthe casee= 1 andwmin > 0, R1(x,c,f5*,q*):::; Rl(Xmin,c,p*,q*) =:ROI, 

for all xE [xmin,2c2
), and for the case c > 1 andwmin = 0, Rl(x,c,p*,q*):::; 

Rl(xo,c,p*,q*) =:ROI, for all xE [xo,2c2
). Fore= 1, Wmin = Ew > 0, Ew small, we 

have the asymptotic result 

-. 2.?.(- ).i. p = 5 Wmin 10' 
* 2" (- ) -2 q = 5 Wmin 10' (3.131) 

and for Wmin = 0, c = ~~ Ec small, we have the asymptotic result 

fJ* = 2(Û)(c2
- 1)to, 2 2 -2 

q* = 2 5 ( c - 1) 10 ' ROI~ 1- 4(2fo)(c2
- 1)fo. 

(3.132) 

Proof. A partial derivative of R1 with respect to i: shows that the roots of P(.i) 

given in (A.3) determine the extrema of R1 . Since P(i:) is a bi-quartic in i: with real 

coefficients, it has at most four real positive roots, and hence, for Xmin :::; x < 2c2 

with c = 1, Wmin > 0, and for x0 :=:; x < 2c2 with c > 1, Wmin = 0, R1 can have at 

most two interior maxima. Since R1 goes to zero as x goes to 2c2
, which is the limit 

as w ----+ oo, the maximum in the min-max problem (3.128) can be attained either 

on the boundary, for the case c = 1 and Wmin > 0 at x = Xmin and for the case c > 1 

and wmin = 0 at i: = x0 , or at either of the two maxima, which we denote by x1 

and x2 . Balancing the value of R1 at all these three locations as stated in (3.129) for 

the first case and in (3.130) for the second one, guarantees then that R1 is uniformly 

bounded by R1 at Xmin for the case c = 1 and Wmin > 0, and at Xo for the case c > 1 

and Wmin =O. To see that there is indeed such a solution for (3.129) where we have 
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c = 1' for Wmin = Ew small, we use the ansatz p = CpE31
' q = Cqt32

' xl = cl E~' and 

x2 = C2t~2 , and determine the leading asymptotic terms as Ew goes to zero of the two 

roots of the polynomial P(x), which leads to 

P(xl) = 512CfCpE31+281 
- 256C{CqE32 +481 + o o o, 

P(x2 ) = 32C~Cgt~"~2+682 
- 4C~Cit~"~2+882 + 0 0 0 0 

Similarly, expanding the equations (30129) for Ew small, we find the leading terms 

Equating the exponents in these four equations leads to /1 = 1~, /2 = - 1
2
0 , 61 = 1

3
0 , 

and <52 = 1
1
0 , and since the constants need to match as well, we obtain 

Now using these results in R1 and expanding R01 = R 1 (xmin, c, p*, q*) for wmin = Ew 

small, we find the asymptotic results (30131)0 

Similarly for the second case, to see that there is a solution for (3.130) where we 

now have Wmin = 0, for c = ~' Ec small, we use the ansatz p = CPtJ1
, q = CqtP, 

xl = cl E~1 ' and X2 = C2E~2 ' and determine the leading asymptotic terms as Ec goes 

to zero of the two roots of the polynomial P(x), which leads to 

P(xi) = 512CfCptJ1 +281 
- 256C{CqtJ2 +461 + 0 0 0, 

P(x2) = 32C~Cgt~"~2 +682 
- 4C~C:t~"~2 +882 + 0 0 0 0 

The leading terms we find by expanding the equations (30130) for Ec small are 
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Figure 3.22: Convergence factor of the optimized WR algorithm with the optimized 

first arder approximation IPoptL1(w,o:~,o:i)l versus the one with the asymptotically 

optimized values. 

Equating the exponents in these four equations leads to 11 = 1~, 12 = - 1
2
0 , 01 = 1

3
0 , 

and 62 = 1
1
0 , and sin ce the constants need to match as well, we obtain 

Now using these results in R1 and expanding R01 = R 1 (x0 ,c,j5*,q*) for Ec small, we 

find the asymptotic results (3.132). Note that the expansions we obtain for the two 

cases have the samc cxponcnts, they are only different by a constant. 

Since o:0 = c2
- 1 + ~' and o:1 = 2~, we have 

* 2 1 fj* o:=c- +-o 2 ' 
* q* 

0:1 = -. 
2a 

D 

We show in Figure 3.22 the result of the optimization with respect to o:0 and o: 1 

with values of a and b from the numerical experiment in Subsection 3.4.5, and we use 
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wmin = 0.00001. The solution of the min-max problem occurs when the convergence 

factor at W = Wmin 1 W = W1, and W = W2 are balanced, where W1, W2 > Û are 

the interior maxima of the modulus of the convergence factor. We observe that the 

convergence factor with the optimized values aô and ar is close to the one with the 

asymptotically optimized values. 

We use now Wmin = ;
0 

to compute the numerically and the asymptotically opti­

mized a0 and a;' as well as the optimized constant a*, using the circuit parameters 

in Subsection 3.4.5, and we show the convergence factors as a function of w in Figure 

3.23. On the left of Figure 3.23, we observe the better convergence factor we get by 

using the first order approximation over the constant approximation, and compared 

to the classical convergence factor. On the right, we show the convergence factor of 

the optimized WR algorithm with the first order approximation using the numerically 

optimized a0 and a;', and using the asymptotically optimized values. Note that the 

minimal frequency we choose, Wmin = ;
0

, is not small enough to be smaller than the 

two maxima which we assure their existence for small Wmin, and thus we hàve only 

one maximum for PoptLl using the numerically optimized values, whichis bigger than 

Wmin and the other one is smaller, and for the one with the asymptotically optimized 

values there are no interior maxima in this case. Note also that PoptLl with the asymp­

totically optimized values is better than PoptLl with the numerically optimized values 

for high frequencies. 

Table 3.1 gives a comparison of the optimized a0 and ai from (3.129) with the 

asymptotic approximation (3.131) using the circuit parameters in Subsection 3.4.5, 

and a comparison of the optimized a 0 and ai from (3.130) with the asymptotic 

approximation (3.132). One can see from the first part that the asymptotic result for 

a0 and ai is close to the optimized a0 and ai for small Wmin' and from the second, one 

can see that the values are close for c close to one. Furthermore, for larger values of 

wmin and c, the asymptotic approximation can be used as a good initial guess for the 
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Figure 3.23: On the left: classical convergence factor IPclaL(w)j versus convergence 

factor of the optimized WR algorithm with the optimized constant approximation 

IPoptLo(w, a*) j, and the one with the first order approximation IPoptLI (w, a~, ani using 

the numerically and asymptotically optimized values. On the right: IPoptLI (w, a~, an 1 

using the numerically optimized values versus the one using the asymptotically opti­

mized values. 
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Table 3.1: Comparison of the optimized a~, a~ from Theorem 3.10 and their asymp­

totic approximation. 

Wmin 0.01 0.001 0.0001 0.00001 0.000001 

opt.a~, ai 0.049,1.095 0.021,1.558 0.009,2.338 0.0038,3.600 0.0016,5.6134 

asy.a~, ai 0.066,0.868 0.026,1.375 0.010,2.180 0.0042,3.455 0.0017,5.4757 

c2 1.01 1.001 1.0001 1.00001 1.000001 

opt.o:~, ai 0.209,0.549 0.076,0.841 0.0294,1.319 0.0116,2.083 0.0046,3.297 

asy.a~, ai 0.192,0.522 0.07 4,0.827 0.0290,1.311 0.0115,2.078 0.0046,3.294 

nonlinear equation solver to find the optimized a~ and ai from (3.129) and (3.130) 

respecti v el y. 

3.4.5 Numerical Experiments 

We solve here a model RC circuit with 100 nodes with the same typical parameters 

we used for the extra small and small circuits, 

Rs =Ri = ~ Ohms, i = 1, ... , 99, Ci = 
1

6

0

3

0 
pF, i = 1, ... , 100. 

We again use the backward Euler method, and our transient analysis time now is 

t E [0, 20], with a time step of D..t = 1/20. We start with random initial waveforms and 

use an input step function with an amplitude of ls = 1 and arise time of 1 time unit. 

We consider wmin = ~, and we use the optimized value a* = O. 7346 in the optimized 

WR algorithm with constant transmission conditions, and the numerically optimized 

values a~ = 0.1756, ai = 0.6556, as well as the asymptotic values a~ = 0.1982, 

ai = 0.5003 in the optimized WR algorithm with first order transmission conditions. 

In Figure 3.24 we show the error as a function of the WR iterations. One can see 

the remarkable improvement of the optimized WR algorithm over the classical one. 

Furthermore, the optimized WR algorithm with first order transmission conditions 
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Figure 3.24: Convergence behavior of classical versus optimized WR algorithms for 

large RC circuit. 

converges faster than the one with constant transmission conditions. Note that the 

optimized WR algorithm with the asymptotic values o:~ and o:;' from Theorem 3.10 

converges even a bit faster than the one with the numerically optimized values o:~ and 

o:i for Wmin = ;0 . In fact, we have already seen on the right hand side of Figure 3.23 

that the convergence factor with the asymptotic values is better than the one with 

the numerically optimized values for high frequencies which is the case here. On the 

left hand side of Figure 3.24, we use b100 = b1 , and on the right hand side, we choose 

b100 = %, and show the results. 
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Chapter 4 

Transmission Line Type Circuits 

In this chapter we analyze the classical, an optimal, and optimized WR algorithms 

for transmission line type circuits. As for the RC type circuits in Chapter 3, the 

results we obtain for the transmission line circuits we are analyzing here will be of 

great interest in decomposing a general circuit which has transmission line circuits 

connecting its parts which might include nonlinear components. So we also look here 

for transmission line circuits in the general circuit and we partition there since we 

know how to do the partitioning for the transmission line circuit with an excellent 

performance using the results from this chapter. Note that we consider here a single 

transmission line and we analyze a longitudinal decoupling of this transmission line, a 

problem which does not converge for a reasonable number of iterations using classical 

WR algorithms. See [38] for solving multiple coupled transmission lines using WR 

methods. We start with finite size transmission line type circuits, and then we study 

an infinitely large transmission line circuit for which we investigate and analyze the 

convergence of the WR algorithms. We are analyzing a Jacobi type iteration here, 

but the Gauss-Seidel case is similar. 
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• 
Figure 4.1: A very small transmission line circuit. 

4.1 A Very Small Transmission Line Type Circuit 

We start with the simple transmission line circuit given in Figure 4.1. The circuit 

equations are of the form 

b1 c1 

x= a1 b2 c2 x+ f, 

a2 b3 

( 4.1) 

with vector of unknown waveforms x = (v1 , i 1 , v2f, which consists of two nodal 

capacitive voltages alternating with an inductance current in the transmission line 

circuit. The entries in the tridiagonal matrix are given by 

1 i = 1 

{ 1 i = 1 { 1 i = 1 
R.,CI' 

----

ai= L(i+I)/2' ci= c(i+IJ/2' bi= Ri/2 i=2 
1 i=2 1 i = 2 

- L;;2' 

c(i/2J+I' L;;2' 1 i=3 RLC2' 

(4.2) 

where the resistor values R5 , R1 , and RL, the inductor L1, and the capacitors C1 and 

C2 are strictly positive constants. The source term on the right hand side is given 

by f(t) = Us(t)/Cl, 0, Of, for sorne source function l 5 (t), and we are also given the 

initial values x(O) =(v~, i~, vg)r at the time t =O. We use three different ways here to 

decompose the system into two subsystems. In the first one, we partition the system 

at an even row without overlap, which corresponds to a eut at the inductance current 
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in the system, and in the second one, we partition at an odd row without overlap 

as well, which corresponds to a eut at a nodal capacitive voltage, and we obtain two 

subsystems of different size. In the third way, we partition the system in the middle, 

where we use an overlap to get two subsystems of the same size. 

4.1.1 Analysis of the Classical WR Algorithm Without Over­

lap 

We partition the system first at an even row into two subsystems or sub-circuits, and 

we call the values in su bsystem one u ( t) and in su bsystem two w 1 ( t). The classical 

WR algorithm a pp lied to ( 4.1) with two sub-circuits is given by 

(4.3) 

where we used the classical transmission conditions 

Uk+I _ wk wk+I _ uk 
3 - 1' 0 - 2• (4.4) 

The corresponding initial conditions are uk+1(0) = (v~, i~f and w~+ 1 (0) = vg. To 

start the WR iteration, we need to specify initial waveforms u 0(t) = (u~(t), ug(t))T 

and w~(t) fortE [0, T]. 

Similar to the analysis in the previous chapter, we use the Laplace transform 

and we consider the homogeneous problem. The Laplace transform with Laplace 

parameter s E <C of ( 4.3) is given by 

(4.5) 
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Solving the first equation in ( 4.5) for û~+I, we find 

Ak+l c2(s- b1) Ak 

u2 = (s- b1)(s- b2)- a1c1 w1 ' 
(4.6) 

and similarly solving the second equation in ( 4.5) for w~+l, we get 

(4.7) 

Inserting (4.7) at iteration k into (4.6), we find a relation over two iteration steps of 

the WR algorithm, 

where the convergence factor Pela of the classical WR algorithm is given by 

a2c2( s - b1) 
Pela(s, a, b, c) = ( )(( )( ) ) . s - b3 s - b1 s - b2 - a1 c1 

The same result holds for w~+I, and by induction we obtain û~k 

A 2k ( )k A 0 
Wl = Pela Wl. 

(4.8) 

We consider now the classical WR algorithm applied to (4.1) with a partition at 

an odd row, 

(4.9) 

with corresponding initial conditions u~+ 1 (0) = v~ and wk+ 1(0) = (i?, vg)T. The 

Laplace transform of ( 4.9) is given by 

S "UAk+l - b 'UAk+l + C 'WAk 
1 - 1 1 1 }l (4.10) 

In a way similar to the one used for the eut at an even row, we ob tain the convergence 

factor Pela of the classical WR algorithm with a eut at an odd row, 

(4.11) 
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The same result holds for w}+1
, and by induction we obtain ûik = (Pela)k û~ and 

wîk = (Pela)k w~. One can see that the convergence factor Pela with a partition at 

an even row is the same as the convergence factor Pela with a partition at an odd 

row whenever the elements of the vectors a, b, and c satisfy the relations c2 = -a1 , 

c1 = -a2 , and b3 = b1 , which is the case we consider for the infinitely large circuit 

system, as we will see la ter. Therefore, we will only study the convergence factor in 

(4.11). The two convergence factors are also the same when a 1 = a2 , c1 = c2 , and 

b1 = b3 . However, this is not the case for the transmission line circuits as one can see 

from the circuit parameters given in ( 4.2). 

Note that we can only analyze for the classical WR algorithm if the convergence 

test IPelal < 1 is satisfied, since Pela is a fixed function of the circuit parameters in the 

classical WR algorithm, as is evident from (4.11). 

Now, for ~(s) > 0 the denominator in (4.11) does not vanish, because ai > 0, 

c; < 0, and b; < 0 for the circuit we consider. Renee, by Theorem 1.4, the convergence 

factor is an analytic function in the right half of the complex plane. The limit of Pela 

fors = rei0
, -Jr /2 < e < 1r /2, as r---+ oo is zero, therefore, by the maximum principle 

for complex analytic functions, Theorem 1.5, the modulus IPelal takes its maximum 

on the boundary at rJ = O. The modulus of Pela for s = iw, with the simplifying 

The modulus of the classical convergence factor depends on w2 only as one can see 

from (4.12). Furthermore, !Pelai might take values bigger than one as we show in the 

following lemma. 

Lemma 4.1. Let a 1 , a 2 > 0, b1 , b2 <O. If A:= aw > 0, and b := ~ > 0 are in the 
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region n := {(A,b): A;::: Ah+, b > 0}, where 

A = 1 + b + 2Vb(l b) 
h+ 2 + ' 

th en the re exists w > 0 su ch th at 1 Pela ( w) 1 ;::: 1. 

Proof. The modulus of the classical convergence factor squared is 

Factorizing out b~ and letting A= ab1 ~2 , b = ?-,and :r: = wb:, the polynomial p becomes 
2 2 2 

p(x, A, b, b2 ) = b~ ( -x2 + (2A- (b2 + l))x- (b2 + 2bA)), 

and we consider the function f which is given by 

.f(.r, A, b) = ( -x2 + (2A- (b2 + l)).r- (b2 + 2bA)), (4.13) 

where A > 0, b > 0, and .r ;::: O. For .r ;::: 0, the sign of .f will indicate where P1 > P2 

and where P1 < P2. 

The maximum value of .f is attained at x* = 2A-~
2

+l). We treat two cases: 

1. If x* ;::: 0, i.e. A ;::: b
2i 1

, then we consider the fui).ction 

2. If x* < 0, then the maximum is attained at x = 0, and we consider the function 

f(x = 0, A, b) = -(b2 + 2bA) . 
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For the first case, if we let h( A, b) := A2 
- ( b + 1 )2 A + ~ ( b2 

- 1 )2
, th en the equation 

h(A, b) = 0 has two roots in terms of b, 

A ' _ 1 + b ± 2Yb ( b) 
h±- 2 1 + . 

Now, since Ah+ > l~b
2

, and Ah- < 1 ~b
2

, and using the sign of h, we get h(A, b) < 0 

for l~b
2 s A < Ah+, and h(A, b) ~ 0 for A ~ Ah+· For the second case, we have 

-(2bA + b2
) < 0 on the entire region, where 0 <A < l~b

2

, b >O. 

Hence, the function f given in (4.13) is less than zero for 0 < A < Ah+, b > 0, 

and thus !Pelai < 1, whereas f(x, A, b) takes values greater than or equal zero in the 

region n ={(A, b): A~ Ah+, b > 0}, and since Ah+> 1 ~b
2

, and x=~~, there exists 
2 

w > 0 at which !Pelai takes values greater than or equal one. 0 

4.1.2 Analysis of the Classical WR Algorithm With Overlap 

In this subsection we study the classical WR algorithm with overlap, which leads to 

two subsystems of the same size. A partition of the system in ( 4.1) with overlap is 

given by 

bl cl 

(;:) + ( ~:,)' u u+ 
al b2 

(4.14) 
b2 c2 C:) + ( a1:o) w w+ 
a2 b3 

Now, using the classical transmission conditions 

U k+l _ wk wk+l _ uk 
3 - 21 0 - 11 (4.15) 

the classical WR algorithm is 

(4.16) 
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with corresponding initial conditions uk+1(0) =(v~, i~)T and wk+1(0) = (i~, vg?. To 

start the WR iteration, we need to specify initial waveforms u 0 (t) = (u~(t), ug(t)? 

and w 0 (t) = (w~(t),wg(t)? fortE [0, T]. 

The Laplace transform applied to the homogeneous problem of (4.16) implies 

bi cl 
û'+' + ( 

0
_, ) , 

a1 b2 c2w2 
( 4.17) 

b2 c2 _ k+I ( a,1îi ) w + . 
a2 b3 0 

Solving the first system of equations in ( 4.17) for ü~+I, and using w~ = s~t3 û1~ from 

the second subsystcm of equations, we find 

(4.18) 

Similarly, solving the second equation in (4.17) for w~+I, and using û~ = s~11 û~ from 

the first subsystem of equations, we get 

(4.19) 

Inserting (4.19) at iteration k into (4.18), we find a relation over two iteration 

steps of the classical WR algorithm, 

where the convergence factor Pela of the classical WR algorithm with overlap is given 

by 

( 4.20) 

The same result holds for w~+l, and by induction we obtain û~k = (Pcta)k ûg and 

A 2k ( )k A 0 
Wl = Pela Wl. 

By Theorem 1.4, the convergence factor Pela in ( 4.20) is an analytic function of 

s = TJ + iw in the right half of the complex plane, TJ > 0, since the denominator 
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m ( 4.20) does not vanish, because ai > 0, ci < 0, and bi < 0 for the circuit we 

consider. In addition, the limit of Pela for s = rei8
, -1r /2 < e < 1r /2, as r --+ oo is 

zero. Therefore, by Theorem 1.5, the maximum of !Pelai is attained on the boundary 

at Tf = O. With the simplifying assumptions c1 = -a2 , c2 = -a1, and b3 = b1 , the 

classical convergence factor Pela in ( 4.20) with overlap is given by 

and it is equal to Pela in (4.11) without overlap squared. Note that (s - b3 ) in 

the numerator is cancelled with ( s - b1) in the denominator in Pela in ( 4.11) after 

the simplifying assumptions. Therefore, Lemma 4.1 holds for Pela with overlap, and 

hence, the classical WR algorithm with overlap still might not converge. An example 

of the convergence factor as a function of w for a typical set of transmission line circuit 

parameters is given in Figure 4.2 on the left hand side, where Rs = 0.05. On the 

right hand side of Figure 4.2 we give another example, where we now take Rs = 0.5, 

and we keep the other circuit elements the same as before. From the graph on the 

left, we see that the low frequency components in the signal, w close to zero, will 

cause difficulties for the algorithm, and slow convergence. On the right, there are 

even values greater than one, and the classical WR algorithm is not convergent. 

4.1.3 An Optimal WR Algorithm without Overlap 

Recall that the classical transmission conditions with a eut at an even row were 

From this we see that in the first sub-circuit the voltage u3 is directly replaced in 

( 4.3) by a voltage source, whereas in the second sub-circuit the current w0 is directly 

replaced by a current source. Hence, sub-circuit one passes only current information 

to sub-circuit two, while sub-circuit two passes only voltage information to sub-circuit 

• 
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Figure 4.2: Convergence factor for the classical WR algorithm, IPcta(w)l. 

one. At convergence we obtain with the classical transmission con~itions 

ur;' = w~, w~ = u~. (4.21) 

Under these conditions, the nodes at the subsystem boundaries assume the converged 

voltage and current respectively, as expected. For the optimal WR algorithm, with 

a partition at an even row, we propose transmission conditions which exchange both 

current and voltage information in both directions, 

( 4.22) 

By comparing (4.4) with the new transmission conditions (4.22), we now exchange a 

combination of voltage and current in both directions, and we introduced weighting 

factors o: and {3 which can be used to optimize the performance of the new WR 

algorithm. Note that the new transmission conditions lead to the correct solution 

of the underlying TEM circuit equations if the new WR algorithm converges and if 

ai= /3, because then at convergence we have from (4.22) 

(u3- wf) + a (uf- wg") 0, 

(u3- wf) + f3 (uf- wg") 0, 



_,......_ 
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and the determinant of this system is different from zero if a =!= f3, and hence the old 

transmission conditions ( 4.4) are implied by the new ones. The new WR algorithm 

is 

(4.23) 

where the values u~ and w~ are determined by the transmission conditions ( 4.22). 

Taking the Laplace transform as we did before, we find from the circuit equation for 

the first subsystem after sorne algebra, 

(4.24) 

and similarly from the circuit equation for the second subsystem 

( 4.25) 

Using the transmission condition 

together with (4.25), we find 

,Ak+l- (-1-- 2_) ,Ak+l 
Wo - f3F2 f3 wl ' 

and using this resultat step kin (4.24), we find for the first subsystem 

( 4.26) 

Similarly we find for the second subsystem 

( 4.27) 
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Finally, by inserting (4.27) at iteration k into (4.26), we get a relation over two 

iteration steps of the new WR algorithm, 

Ak+l ( b {3) Ak-1 u 2 = Popt s, a, , c, a, u 2 , 

where the convergence factor of the new WR algorithm is given by 

( 4.28) 

and we introduced the functions 

L1 ·- s- b3, 

c1 ·- a2, 

L2 ·- c2(s- bi), 

c2 ·- s2 - (b1 + b2)s- a1c1 + b1b2, 

in or der to better show the structure of the convergence factor. The same result 

also holds for subsystem two, and by induction we obtain as before û~k = (Popt)k ûg 

and Ûlfk = (Popt)k ÛJ~. From the convergence factor (4.28), the optimal values of the 

parameters a and {3 can be derived. 

Theorem 4.1 (Optimal Convergence). The new WR algorithm (4.23} converges 

in two iterations, independently of the initial waveforms û 0 and w0
, if 

Ô:even = a(s) 

/Jeven = fJ(s) 

a2 
- s-b3' 

s 2 -(br +b2)s+br b2-arcr 
c2(s-bl) 

( 4.29) 

Proof. The convergence factor vanishes if we insert (4.29) into Popt given by (4.28). 

Renee, û~ and Ûlf are identically zero, independently of ûg and ÛJ~. 0 

For the case with a partition at an odd row, similar results hold. However in this 

case, sub-circuit one passes only voltage information to sub-circuit two, while sub­

circuit two passes only current information to sub-circuit one. The new transmission 
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conditions which exchange both current and voltage information in both directions 

are 

( 4.30) 

and the new WR algori thm is 

( 4.31) 

where the values u~ and w~ are determined by the transmission conditions ( 4.30). 

Using similar computations as those used with the eut at an even row, the convergence 

factor of the new WR algorithm is given by 

where 

L2 ·- s2 - (b3 + b2)s + b2b3 - c2a2, 

c2 ·- al (s- b3)· 

The optimal values of o: and (3 are given in the following theorem. 

( 4.32) 

Theorem 4.2 (Optimal Convergence). The new WR algorithm (4.31} converges 

in two iterations, independently of the initial waveforms û 0 and w0
, if 

âodd = o:(s) 

~odd = f3(s) 

Proof The proof is similar to the proof of Theorem 4.1. 

( 4.33) 

D 
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Remark 4.1. Theorems 4.1 and 4.2 imply a relation between the optimal param­

eters obtained with a eut at an even row and those obtained with a eut at an odd 

row. Assuming that the elements in the vectors a, b, and c satisfy the simplifying 

assumptions c2 = -a1 , c1 = -a2 , and b3 = b1 , the optimal parameters satisfy 

-1 
Üeven = -,-, 

f3odd 

A -1 
f3even == -A-· 

Üodd 

4.1.4 An Optimal WR algorithm with Overlap 

We now analyze an optimal WR algorithm with overlap at the second row. Using the 

new transmission conditions 

( 4.34) 

the new WR algorithm with overlap is 

(4.35) 

where the values u~ and w~ are determined by the transmission conditions ( 4.34). 

The Laplace transform applied to the homogeneous problem of ( 4.35) implies 

A k+l su 

From the circuit equation for the first suhsystem, after sorne algebra, we find 

( 4.36) 

( 4.37) 
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and similarly from the circuit equation for the second subsystem, we have 

a1(s-b3) 
Fz = ~~~~~~~----~----~--~ 

;3((s- bz)(s- b3)- azcz) + a1(s- b3) 
( 4.38) 

Using the second transmission condition in (4.34), together with (4.38), we find 

Ak+l- (-1-- .!.) Ak+l 
Wo - fJFz {3 wl . 

Furthermore, using the equation at the interface in the second subsystem in (4.14) at 

step k, we get w~ in terms of wf and w§, which is given by 

Now substituting at step k from above into ( 4.37), we find for the first subsystem 

û~+1 = F1 (s- bz _ a1 (--1- _ .!.) +a) w~. 
Cz c2 f3Fz j3 

( 4.39) 

Similarly we find for the second subsystem 

( 4.40) 

Finally, by inserting (4.40) at iteration k into (4.39), we get a relation over two 

iteration steps of the new WR algorithm, 

where the convergence factor is given by 

Popt(s, a, b, c, a, ;3) 

= Fl Fz ( 
8 ~:2 

- ~~ c,~2 - i) +a) ( 1 + ! ( s - bz) - {~(~2 (A -a)) (4.41) 

a1 a2+aa1 (s-b3) ,l)q c2+c2(s-b1) 
- (s-bl)(s-b2+ac2)-a1C! (s-b3)(,6(s-b2)+al)-,6a2c2 · 

Alternatively, one can just substitute w~ = s~t3 wf from the second equation in the 

second subsystem in ( 4.36) into ( 4.37), and û~ = s~t1 û~ from the first equation in the 

first subsystem in ( 4.36) into (4.38), to obtain 

ûk+l = F (~ + a)wk 
2 1 b 1' s- 3 
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and then by substituting the second equation into the first one above at step k, we 

get 

where the convergence factor is given by 

and after simplifying we get the same convergence factor as in ( 4.41). 

Theorem 4.3 (Optimal Convergence). The new WR algorithm (4.35) converges 

in two iterations, independently of the initial waveforms û 0 and w0
, if 

à= o{s) 

E=fJ(s) 

a2 
- s-b3' 

_s-b1 

Cl 

Proof. The proof is similar to the proof of Theorem 4.1. 

( 4.42) 

D 

In the next subsection, we will choose the approximation by a constant for the 

optimal transmission conditions from Theorem 4.3 in order to obtain a practical WR 

algorithm. 

4.1.5 An Optimized WR algorithm with Overlap and Con­

stant Approximation 

We approximate the optimal parameters ( 4.42) in the transmission conditions by 

constants. The low frequency constant approximation using a Taylor expansion about 

s = 0 is gi ven by 
(12 

ar= b3, 

Next, we show that Papt in (4.41) is analytic in the right half of the complex plane, 

and thus the maximum of its modulus is attained on the boundary, by the maximum 

principle, Theorem 1.5. We will need 
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Theorem 4.4 (Vieta's formulas). Let the nth degree polynomial P(x) be given by 

Assuming P(x) has n roots c1 , c2 , ... , en, where we allow the possibility of multiple 

roofs, we obtain the following e.1:pressions for the coefficients ai in terms of the roots 

ak = ( -1 )k 2:: Ci 1 Ci2 ••• cik, 
il <i2< ... <ik 

an= ( -1)nc1c2 ... Cn-

lf the leading coefficient is a0 -/= 1, then the same formulas give expressions for the 

ratios ai. 
ao 

Proof. See [39]. 

Now we give the conditions for analyticity of Popt in the following lemma. 

Lemma 4.2. If ai > 0, ci < 0, and bi < 0, and 

a< 0, (3 > 0, 

0 

( 4.43) 

then the convergence factor Popt in (4-41) is an analytic function in the right half of 

the complex plane, s ='Tl+ iw, 'Tl > O. 

Proof. By Theorem 1.4, we need to show that the denominators have no zeros in 

the right half of the complex plane. We show the proof only for one quotient, the 

proof for the other one is similar. We consider the quotient with (3 in ( 4.41), whose 

denominator is 

By Vieta's formulas, Theorem 4.4, the product of the zeros satisfies s 1 s2 = b2 b3 -

c2a2 - a1b3 / (3 > 0, and the sum satisfies s 1 + s2 = b3 + b2 - ad (3 < 0, if (3 > O. Renee, 
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Figure 4.3: Convergence factor 1 Pela ( w) 1 ( solid line) versus optimized convergence 

factor 1 Popt ( w, aT) 1 ( dashed line). 

if both zeros are real, then they must be negative. If they are complex conjugate, 

then their real part is identical and hence must be negative as well by the inequality 

on their sum. Thus there is no pole in the right half of the complex plane. 0 

Note that with the simplifying assumptions c1 = -a2 , c2 = -a1 , and b3 = b1 , we 

obtain PT= - o:~, and for bi, ci < 0, and ai > 0, we get aT < 0, and PT > O. 

In Figure 4.3 we show the modulus of the convergence factor of the classical WR 

algorithm and the modulus of the optimized convergence factor using the Taylor 

approximation. We observe the better convergence we obtain from the optimized 

convergence factor with the Taylor approximation over the classical one. 

Taking s = rë1
, -1r /2 < e < 1r /2, the limit of Popt in all directions, as r ---+ oo is 

zero. Since Popt is analytic in the right half of the complex plane, we can apply the 

maximum principle for analytic functions, Theorem 1.5, and since we have the same 

limit at infinity in all directions, the maximum of IPopt(s)l fors = 7] + iw, 7] > 0, is 
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attained on the boundary at rJ = O. Furthermore, the modulus of the convergence 

factor ( 4.41) for s = iw depends on w2 only, since from the first quotient we have that 

la1a2 +aa1 (s- b3)l and l(s- b1)( (s- b2) +ac2)- a1c1l both depend on w2 only, and the 

same holds for the second quotient. Therefore, it suffices to optimize for nonnegative 

frequencies, w ;:: O. 

From the optimal choice ( 4.42) with overlap, and the simplifying assumptions 

c1 = -a2, c2 = -a1, and b3 = b1, we have f3opt = --1-, which motivates us to assume 
O. apt 

(3 = - ~ in arder to simplify the optimization process. Note that the optimal choices 

( 4.29) and ( 4.33) which are obtained using the partitioning without overlap do not 

imply such a simple relation, even with the same simplifying assumptions. They 

imply relations which are operators in s. 

Remark 4.2. With the simplifying assumptions c1 = -a2, c2 = -a1, and b3 = b1, 

the optimal convergence factor without overlap with a eut at an even row (4.28) and 

with the choice of parameters (3 = -a + s-b2
, which is motivated by the fact that 

Uj 

the optimal values (4.29) satisfy this relation, is equal ta the optimal convergence 

factor with overlap {4.41), where the overlap is at an even row, and with the choice 

of parameters (3 = - ~. 

We now introduce an optimization process for the new WR algorithm with overlap 

( 4.35) to get a better constant approximation, which will lead to much faster overall 

convergence. Moreover, it allows us to convert a divergent WR algorithm into a 

convergent one. For the rest of this subsection, we will look for a solution to the 

min-max problem 

min (max IPopt(w, a, b, c, a, (3)1) . 
a<O,(j>O w2':0 

(4.44) 

To further analyze the convergence factor (4.41), we assume c1 = -a2 , c2 = -a1 , and 

b3 = b1 , and we choose (3 = - ~. This will simplify the optimization pro cess. 

Now, we investigate the best choice for a. With the simplifying assumptions, the 
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Figure 4.4: Left: convergence factor !Popt(w, o:)!. Right: optimized convergence factor 

IPopt(w,o:*)l. 

convergence factor ( 4.41) becomes 

( 4.45) 

We show on the left hand side of Figure 4.4 the function !Popt(w, o:)l for the numer­

ical example in Subsection 4.1.6. One can observe the solution of the optimization 

problem, which is the minimum with respect to a of the maximum with respect to w 

of IPoptl· In this example, the numerically optimized ais equal to a* = -0.0381, and 

this leads to the convergence factor shown on the right hand side of Figure 4.4. 

To obtain an explicit formula for the constant approximation of the optimal pa­

rameter we use asymptotics: we notice that a 1 is much bigger than b1 , which is in 

turn much bigger than a2 and b2 in a typical transmission line circuit. The typi­

cal transmission line circuit parameters per unit length are: L = 4.95e- 3 tJHfcm, 

C = 0.63 pF /cm, and R = 0.5e- 3 kOhms/cm. In addition, we haveRs = RL = 0.05 

kOhms. The total resistance for resistors connected in series is obtained by adding 
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their values, and the same holds for inductors connected in series. For capacitors 

it is different, where now the total capacitance of capacitors connected in parallel is 

obtained by adding their values. Therefore, assuming we have n sections in a 1 cm 

transmission line circuit, each section has 4 · 9~-3 f-lH of inductance, 0 · 5~-3 kOhms of 

resistance, and 0
·
63 pF of capacitance, and thus we have 
n 

1 1 1 b
2 

= _ 0.5e - 3 
u 1 = n 4.95e- 3' b1 = -n 0.0315' a2 = n 0.63' 4.95e - 3 ( 4.46) 

Note that n is a small number for the finite size circuit case we are analyzing and can 

not be very large. We therefore use a two scale expansion, for E small 

o 1 = 0 (~), b1 = 0 (~), a2 = 0(1), b2 = 0(1). ( 4.47) 

The modulus of the convergence factor Popt in ( 4.45) is given by 

where 

P ·- 2( 2 2 b 2b2 2 2) 1 .- a 1 a2 - a2o: 1 + o: 1 + o: w , 

2 b b b2b2 2b2 2 2 2 2 2 b b2 2 + a1a2 2 1 + 2 1 + w 1 + a1 o: w + w o:a1 2 + 2w . 

- -
Now, we assume a 1 = nêh, a2 = nâ2 , b1 = nb1 , b2 = nb2 , and w = nw, where from the 

typical values in ( 4.46) we have the typical values 

1 a- __ 1_ b- _ _ 1 - 0.5e - 3 1 
a1 = 4.95e- 3' 2

- 0.63' 1
- 0.0315' b2 =- 4.95e- 3 n ( 4.48) 

Note that n which appears in b2 is again the number of sections which is assumed 

to be a fixed numbcr and docs not depend onE. Moreover, w ~ 0 is a new variable. 

Then, after factorizing n4 from the numerator and denominator of R0 , the modulus 

of the convergence factor R0 becomes 

- ( - - ) P1(w, ii1, ii2, "h1, "h2, a) 
Ro w,âl,â2,bl,b2,Œ = - - - ' 

P2(w, â1, ii2, b1, b2, o:) 
( 4.49) 
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where 

pl := aî(a~- 2a2abl + a 2 bî + a 2w2), 

P2 := w4
- 2w2a1a2 + aîa2 bî + 2aîa2ab1 + 2aa1bÎb2 +ai a~ 

+2a1a2b2b1 + b~bî + w2bî + aîa2w2 + 2w2aa1b2 + b~w2 . 

158 

Numerical experiments show that the solution of the min-max problem (4.44) with 

the choice (3 = - ~, is characterized by the system of equations 

( 4.50) 

where R0 1s given in (4.49), and w is the interior maximum of R0 . Note that by 

assuming w to be an interior maximum of R0 , where 88~ (w, a1, a2, b1, b2, a)= 0, the 

min-max problem becomes 

and thus 

implies 
oRo -=- _ _ - -oa (w, al, a2, bi, b2, a)= 0, 

which gives the extrema of Ro(w, a1, a2, b1, b2, a) in a. 

A partial derivative of R0 with respect to w shows that the roots of the polynomial 

P(w,a) = w(-2â,îa2w4 +2rii(4ii2abl- 2a2bî- 2àDw2 

+2aî(2a2abr + 4a3aià2bl - 2a~aa1b2- a~b~- 4a~ablal + 2a2ab1b~ 

+2a2bîala2- a 2 bi + 2à~â,l - a~bî + 6a2?ha2b2bl) 
(4.51) 

give the extrema of R0 m w. Since P(w, a) is a product of w and a bi-quadratic 

polynomial in w with real coefficients, it has at most two positive roots, in addition 

to the root w = O. Renee, for w > 0, R0 can have at most one interior maximum 
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which is denoted by w. A partial derivative of Ra with respect to a shows that the 

roots of the polynomial 

Q(n,,w-) = 2- 2( 2- b-3- 2 2- -b - 2- 2 -b4- -b - 4- -b 2-b2_2_ -b) 2 '-' - a1 - a2 1a1 - a2 1a1w - 1a1 2- w a1 2- 1w a1 2 a 

2-2( -b4-b2 -b4-2 -4-b2 -6 2- b-3- -b 2-b2-b2-2 2- -b -2- b-- a1 - 1 2 - 1 w - w 2 - w - a2 1 a1 2 - 1 2w - a2 1w a1 2 

-2biw4 + 2biw2a1a2 + 2w4a1a2)a 

-2ai(a2h1w4 - 2a~b1w2a1 + a2b1b~w2 + 3a~bialb2 + 2a~b1ai 

+a2brb~ + a2brw2 + a1a~w2b2) 
( 4.52) 

give the extrema of Ra in a. To see that there is indeed a solution for the system in 

( 4.50) for E small, we use the ansatz a = Ca{Yl, and w = Ct:/'~2 • Then, we substitute 

a1 by ~ and h1 by ~ in Ra, and determine the leading asymptotic terms as E goes to 

zero of the equations in (4.50). This leads to 

P(w, a*)= -~(C2C~E2'YI+5'Yz+5/2 + 2c~a2E3'Yz+5/2 _ 4c~a C CE3')'z+2+'Yl 
E9/2 Ct W W 2 W 2 Ct 

-2a3 E'"'~2 +3/2 + 4a2C ÔE'"'~1 +'Yz+l - 2a- C C-3 E'"'~1 +'Yz+l 2 2Ct 2n 

-4C~a2ÔE'Y2+3'Yl + 2C2C;ê2E3'Yz+3/2+21'I) + ... ' 

Q(a*,w) = --2-(2a3êE- 2a ê3C2 E2 '"'~ 1 - Cf!C E6'"'~2 +'YI+7/2 +a C3C~E21'2 +2 
Ell/2 2 2 Ct W Ct 2 W 

+2Caa2ê2C2E2')'2+'Yl +3/2 - Caê4C2E2-yz+'Yl +3/2 + a2êC1E4')'z+3 

-2a2C-C~E2'"'~2 +2 + 2C~C a- c'"'~ 1 +41'2 +5/2 - 2a- C-C2 C~c21' 1 +21'2 + 1 
'2 ...1 ...1 w / w / Q '2 '2 / / 0' / w l~ 

-2CaG'2C1E'"'~I+4')'z+5/2) + .... 

Equating the exponents in these two equations leads to 11 = ~ and 12 = - ~. The 

constants need to mach as well, and thus we obtain Ca and Cw by solving the resulting 

equations, and they will both depend on ê, which is given by ê := ~- The resulting val 

leading terms in Q( a*, w) form a polynomial of degree two in Ca, so by solving 
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Q(o:*,w) = 0 for Cm we have C:x in terms of a2 , (),and C,;;, 

c± ._ X±VY 
n .- 2(2ii2CC~+2ii2C3 )' 

X := 2c~a2 - C4Cl - cg + 2C2Cia2 - 2C2C~, 

Y ·= 16a2
4C4 - 12C4C?a2- 4C6C~a2- 12Cêè2a2 + C!2 + C8C~ + 6C4Cê 

• w w w w w w 

( 4.53) 

Now substituting Cet into the leading terms in P(w, o:*) and solving the resulting 

equation for C,;;, the desired solution for C,;; is given by the square root of the zero of 

a polynomial of degree four which depends on a2 and C, and is given by 

Assuming that Z(a2 , C) is a zero of the polynomial P4 above, we approximate the 

zero by a Taylor expansion about the point (x0 , y0), where x0 and y0 are the typical 

values of a2 and è from ( 4.48) respectively, and thus we obtain 

- az az -
Z(a2, C) = Z(xo, Yo) +a- (xo, Yo)(a2- xo) + -- (xo, Yo)(C- Yo) + .... 

a2 ac 

Now, P4(Z(a2, C), a2, C) = 0 implies 

aP4 . az + ffi = 0 az aa2 aa2 ' 
aP4 . a~ + aP_4 = 0 az ac ac · 

(~) (iiP4) 
H az 8"2 d az - ~ U · th 1 f d f th en ce, aa2 = - ( ?f!) an ac - - ( o:t) . smg e va ues o x0 an y0 rom e 

typical transmission line circuit, and in addition using Z0 := Z(x0 , y0 ), which is the 

numerical solution of P4 (Z) = 0 after substituting x 0 and y0 into P4 and is given by 

Zo = 2.1736, we find g~(x0 ,y0 ) and ~~(x0 ,y0). Thus the Taylor approximation of 

the zero is 

Z(a2, è) = -0.0343 + 1.3478a2- o.o3o7è, 
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and hence, we find 

Ce; := j -0.0343 + 1.3478à2- 0.0307C. 

Substituting the approximated Ce; into c; in (4.53), we obtain c; in terms of à2 

and è only. Finally, we find a Taylor approximation of c; about the point (à2 , C) = 

(x 0 , y0) from the typical transmission line circuit, to get the simple result 

Ca= c: = -0.4503- 0.2837à2- 0.1604C, 

which is used together with a = CaE"~1 to obtain a*, 

* ( - bl ) 1 a = -0.4503- 0.2837a2 - 0.1604 ~ ~· 
va1 v a1 

( 4.54) 

- -
Note that b2 does not appear in the asymptotic result for a*, b2 only appears in higher 

arder terms in the asymptotic expansion. 

We choose Rs = 0.05 kOhms and R = 0.5e- 3 kOhms from the typical trans-

mission line circuit elements, and we vary the circuit elements L1 and C1 to plot the 

optimized a* from ( 4.50) and the asymptotic result ( 4.54) on the left hand si de of 

Figure 4.5. In addition, on the right hand side of Figure 4.5, we plot the maximum 

of the convergence factor as a function of the circuit elements L1 and C1 using the 

optimized a* from ( 4.50) and the asymptotic result ( 4.54). One can see that the two 

surfaces of the convergence factors are close. 

An example of the convergence factor as a function of the frequency w is given in 

Figure 4.6 using the typical transmission line circuit elements from Subsection 4.1.6. 

On the left hand side of Figure 4.6, we compare the optimized convergence factor with 

the classical one. On the right hand side, we plot the optimized convergence factor 

with the numerically optimized value a* = -0.0381, the asymptotic value a~sy = 

-0.0382 from the result in (4.54), and the low frequency approximation ar= -0.05. 

All are mu ch better than the classical convergence factor, and one can see that the 

numerically optimized and asymptotic results are very close. 
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right, convergence factor for the optimized WR algorithm applied to the extra small 

circuit. 
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Figure 4.7: Convergence behavior of the classical versus the optimized WR algorithms 

for extra small transmission line circuit. 

4.1.6 Numerical Experiments 

We give nowa numerical experiment for the extra small transmission line circuit given 

in Figure 4.1. We use the typical transmission line circuit elements Rs = RL = 0.05 

kühms, R1 = 0.5e- 3 kühms, C1 = C2 = 0.63 pF, and L1 = 4.95e- 3 J-LH, with 

source ! 8 = lOt for 0 < t < 0.1 and Is = 1 mA for t ~ 0.1, and the analysis time 

interval is [0, T], with T = 1 ns. The solution is computed using the backward Euler 

method, with 6..t = 1
1
0

, and zero initial waveforms. The parameters we use are the 

numerically optimized value a* = -0.0381, the asymptotic value a~sy = -0.0382 

from the result in (4.54), and the Taylor approximation ar= -0.05. We also choose 

(3* = -~. ln Figure 4.7, we show the error as a function of the iterations. One can 
n 

see the remarkable improvement of the optimized WR algorithm over the classical 

one. 
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Figure 4.8: A small transmission line with transport behavior. 

4.2 A Small Transmission Line Circuit 

In this section we analyze the classical, an optimal, and optimized WR algorithms for 

the small TEM mode lumped circuit in Figure 4.8. The circuit equations are given 

by 

bl cl 

al b2 c2 

X= a2 b3 c3 x+f, ( 4.55) 

a3 b4 C4 

a4 bs 

with the vector ofunknown waveforms x= (v1 ,,i1 ,v2 ,'i2 ,v3f, which consists of nodal 

capacitive voltages alternating with inductance currents in the transmission line cir­

cuit. The entries of the matrix are given by 

1 i = 1 
RsCl' 

a;~ { 

1 i odd 
r, ~ { 

1 i odd _ R;;2 --- I even 
L(i+l)/2' c(i+l)/2' bi= L;;2' 

' ' 1 i even 1 
I even 0, i > 1 odd --

c(i/2)+1' L;;2' 

1 i=5 
RLC3' 

and the source on the right hand side is given by f(t) = (Is(t)/C1 , 0, 0, 0, Of. We 

also need the initial values x(O) =(v~, i~, vg, ig, v~)T to start the transient simulation. 
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4.2.1 Analysis of the Classical WR Algorithm without Over­

lap 

We partition the circuit at an even and at an odd row into two sub-circuits or sub­

systems as we have done for the extra small transmission line circuit case, and obtain 

the classical WR algorithms 

bl 
c, J k+l el ) ( 0 ) 

a1 b2 u + h + c2w~ ' 

b3 c3 h k 
a2u2 ( 4.56) 

a3 b4 c4 wk+l + .f4 + 0 

a4 bs fs 0 

and 

bl cl JI 0 

ük+l 
a1 b2 c2 uk+l + h + 0 

a2 b3 h k 
C3Wl ( 4.57) 

wk+l = b4 c, ] C:) + (a~,;) wk+l + 
a4 bs 

Similar computations to those for the extra small transmission line circuit show that 

the convergence factor of the classical WR algorithm with a eut at an even row is 

given by 

( 4.58) 

and the convergence factor with a eut at an odd row is given by 

( 4.59) 

Note also that the convergence factor Pela with a partition at an even row is the same as 

the convergence factor Pela with a partition at an odd row, assuming that the elements 



,'.----. 
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of the vectors a, b, and c satisfy the simplifying assumptions a3 = -c2 = -c4 = a1, 

a4 = -c1 = -c3 = az, b5 = b1, b3 = 0, and b4 = bz. Now for ~(s) > 0 the denominator 

in ( 4.59) does not vanish, because ai > 0, ci < 0 and bi S: 0 for the TEM circuit we 

consider. Hence the convergence factor is an analytic function of s = TJ + iw whenever 

TJ > O. The limit of Pela for s = rei!1, -1r /2 < e < 1r /2, as r ---+ oo is zero, therefore, 

by the maximum principle for complex analytic functions, Theorem 1.5, the modulus 

IPelal takes its maximum on the boundary at TJ =O. The modulus of Pela for s = iw 

is given by 

where we assume the elements of the vectors a, b, and c to satisfy the simplifying 

assumptions a3 = -cz = -c4 = a1, a4 =-cl= -c3 = az, b3 = 0, b5 = b1, and b4 = bz. The 

modulus of the classical convergence factor IPelal depends on w2 only, as one can see 

from ( 4.60). Furthermore, IPc~al might take values bigger than one as is evident from 

the following Lemma. Note first that, for w = 0, we have IPc~a(O, a 1 , a2 , b1 , b2)l = 1, 

and hence the classical WR algorithm is not convergent for w =O. 

Lemma 4.3. Let a 1 , az > 0, b1 , b2 <O. If A:= aw > 0, and b := ~ > 0 are in the 

region D+ defined by 

D+ := {(A,b): Ah+ S: A,O < b S: 3}U{(A,b): b
2t 1 <AS: Ah_,c S: b < 3} 

U{(A, b): b2:1 < A,3 < b}, 

where c is the only real root of the polynomiall(b) = 5b4 - 8b3 - 14b2 - 8b- 3 in the 

interval (0, 3] as is given in Figure 4.9, and 

A = z±yl4-(b-1)2 (b 1) 
h± 2 + ' 

then there exists w > 0 such that IPelal given in (4.60) takes values greater than or 

equal one. 
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Figure 4.9: The zero of the polynomiall(b) in the interval (0, 3]. 

Proof The modulus of the classical convergence factor squared is 

where 

P1 := aîa~(bî + w2
), 

P2 := w6 + ( -4ala2 +bi+ b~)w4 + (4aîa~ + bîb~ + 2a1a2b1b2- 2a1a2bÎ)w2 

+ 2 2b2 al a2 11 
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Factorizing out b~ and letting A = a~~2 , b = ~21 , and x = ~~ > 0, the polynomial p 
2 2 

becomes 

b~ ( -x3 + (4A- (b2 + l))x2 + (2Ab2 - 3A2 - b2
- 2Ab)x) 

b~x ( -x2 + (4A- (b2 + l))x + (2Ab2 - 3A2 - b2 - 2Ab)), 

--- -----------
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where A > 0, b > 0, and x > O. We now define the function f by. 

f(x, A, b) = -x2 + (4A- (b2 + 1))x + (2Ab2
- 3A2

- b2
- 2Ab), (4.61) 

with x > O. Since x > 0, the sign off indicates where the polynomial p is negative 

and where it is positive, which will show where P1 > P2 and where P1 < P2 . The 

maximum value of f is attained at x* = 4A-~2

+l). We treat two cases: 

1. If x* > 0, i.e. A > b
2t 1

, then we consider the function 

f(x =x*, A, b) = A2
- 2(b + 1)A + ~(b2 - 1)2

. 

2. If x* :::::; 0, then the maximum is attained at x = 0, which implies w = 0, and 

hence, IPc~al is equal to one as noted earlier. 

Therefore, we will study the first case only. Now, if h(A, b) = A2 -2(b+1)A+~(b2 -1)2 , 

then the equation h(A, b) = 0 has two roots in terms of b, 

A 
2±)4-(b-1)2

( ) 
h± = 2 b + 1 ) ( 4.62) 

where we assume 4 - ( b - 1 )2 ~ 0, which implies -1 :::=:; b :::::; 3, but we know b > 0, so 

we get 0 < b:::::; 3. Note that, for b > 3, the polynomial h(A, b) is positive everywhere 

and there are no roots. Since h(A, b) is a quadratic polynomial in A, and the sign 

of the coefficient of A2 is positive, h(A, b) < 0 for A E (Ah_, Ah+), and h(A, b) ~ 0 

otherwise. The root Ah+(b) > b
2t 1

, since 

2+V4
;(b-l)

2 

(b + 1) > b
2

:
1 {::} 2(2 + )4- (b- 1)2)(b + 1) > b2 + 1 

{::} 4(b + 1) + 2(b + 1))4- (b- 1)2 > b2 + 1 

{::} 4b - b2 + 3 > -2 ( b + 1) J 4 - ( b - 1 )2. 

The last inequality is true, because for 0 < b:::::; 3, we have 4b-b2 +3 > 2b-b2 +3 ~ 0 ~ 

-2(b + 1))4- (b- 1)2. Now we will look for solutions of the equation Ah- = b
2t 1 
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for 0 < b::;; 3: 

2-V4
;(b-l)

2 

(b + 1) = b
2

:
1 -R 2(2- J4- (b- 1)2)(b + 1) = b2 + 1 

-R 4(b + 1)- 2(b + 1)J4- (b- 1)2 = b2 + 1 

-R 4b - b2 + 3 = 2 ( b + 1) J 4 - ( b - 1 )2. 

Since both sides are positive for 0 < b ::;; 3, we square both sides, and obtain after 

simplifications the equation 

l(b) := 5b4
- 8b3

- 14b2
- Sb- 3 = 0, (4.63) 

where l(b) is shown in Figure 4.9. Since l is a polynomial of b, it is continuous, and 

differentiable everywhere. As is evident in Figure 4.9, equation ( 4.63) has only one 

root, say c, in the interval (0, 3]. Therefore, Ah- < b
2t 1 in the interval (0, c), and 

Ah- :2: b
2t 1 in the interval [c, 3], where c is the solution of equation ( 4.63), c ;:::= 2.821. 

To summarize, we have h(A, b) < 0 in the region n_ = {(A, b) : b
2t 1 < A < 

Ah+, 0 < b S c} U{(A, b) : Jlh- < A < Ah+, c < b :S: 3}, and h(Jl, b) :2: 0 in the 

region n+ = {(A,b): Ah+::;; A,O < b:::; 3}U{(A,b): b
2t 1 <As Ah_,c::;; b < 

3}U{(A,b): b
2t 1 < A,3 < b}. The regions are shawn in Figure 4.10. Therefore, the 

function J given in (4.61) satisfies J(x, A, b) < 0 in n_, and f(x, A, b) takes values 

great er th an or equal zero in n+. The function J equals zero on the boundary of n+, 

where the maximum value of f is zero. Hence, for a1 , a2 , b1 , and b2 in the region n+, 

there exists w > 0 such that the modulus of the classical convergence factor satisfies 

0 
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4.2.2 Analysis of the Classical WR Algorithm with Overlap 

We now analyze the classical WR algorithm with overlap at the odd row in the middle, 

which leads to two subsystems of the same size, 

bl cl ]I 0 

al b2 c2 uk+l + h + 0 

a2 b3 h 
b3 c3 h 

k 
C31JJ2 

( 4.64) 
k 

a2u2 

a3 b4 c4 wk+l + f4 + 0 

a4 bs fs 0 

Using a similar analysis to the one introduced in Subsection 4.1.2, we find the con­

vergence factor of the classical WR algorithm with overlap, 

( 4.65) 
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By Theorem 1.4, the convergence factor Pela in ( 4.65) is an analytic function of s in 

the right half of the complex plane, since the denominator in ( 4.65) does not vanish, 

because ai > 0, ci < 0, and bi :::; 0 for the circuit we consider. Furthermore, the limit 

of Pela for s = reie, -1f /2 < e < 1f /2, as r --+ oo is zero, therefore, by Theorem 1.5, 

the maximum of IPelal is attained on the boundary at TJ =O. Note also that, with the 

simplifying assumptions c1 = c3 = -a4 = -a2, c2 = c4 = -a3 =-al, b3 = 0, b4 = b2, 

and b5 = b1 , the classical convergence factor Pela in (4.65) with overlap is given by 

( b) _ ( a1a2(s- bi) )
2 

Pela 
8

' a, - s((s- b1)(s- b2) + a1a2) + a1a2(s- b1) ' 

and it is equal to Pela in ( 4.59) without overlap squared. Therefore, Lemma 4.3 holds 

for Pela with overlap, and hence, the classical WR algorithm with overlap still might 

not converge. An example for the convergence factor as a function of w is given in 

Figure 4.11 for a typical set of TEM circuit parameters. One can see why TEM type 

circuits are hard to solve with classical waveform relaxation: only high frequency 

components in the signal converge, a large band of frequencies around w = 0, in the 

example w E [-27, 27], has a convergence factor bigger than one and hence will cause 

difficulties for the algorithm. 

4.2.3 An Optimal WR Algorithm without Overlap 

The new WR algorithm without overlap and with a eut at an even row is given by 

b3 - c;J c3 h c;J (;3u~ + u~) ( 4.66) 

wk+l a3 b4 c4 wk+l + !4 + 0 

a4 b5 !5 0 

where we used the new transmission conditions 

( 4.67) 
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Figure 4.11: Convergence factor as a function of the frequency parameter w for the 

classical WR algorithm applied to the small TEM circuit. 

Similar to the very small circuit, Subsection 4.1.3, the key improvement in the new 

WR algorithms is better transmission conditions than the ones used for the classical 

WR algorithm. Similar calculations to those in Subsection 4.1.3 with a eut at an even 

row lead to the convergence factor 

( 4.68) 

where 

cl:= 82 - (bl + b2)8 + blb2- alcl, 

L2 := 83 - (b3 + b4 + bs)82 + (b3b5 + b3b4 + b4b5 - a4c4 - a3c3)8 

-b3b4b5 + a3c3b5 + a4c4b3, 

c2 := a28 2
- (a2b5 + a2b4)8 + b4bsa2- a2a4c4. 
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Theorem 4.5 (Optimal Convergence). The new WR algorithm {4.66) converges 

in two iterations, independently of the initial waveforms û 0 and w0
, if 

Ô:even = a(s) 

/Jeven = (3( S) 

s 3 - (b3 +b4 +b5 )s2 +(b3b5 +b3b4 +b4b5 -a4C4 -a3c3 )s-b3b4b5 +a3qb5 +a4qb3 ' 

s 2-(b1 +b2)s+b1b2-a1q 

(4.69) 

Proof. The proof is similar to the proof of Theorem 4.1. 0 

Now for the eut at an odd row, the new WR algorithm using the new transmission 

conditions 

is given by 

bl cl .h 0 

ùk+l al bz Cz uk+I + .fz + 0 

az b3- C3Œ h c3(w~ + aw~) 
b4- a3 

c l ( ~: ) + ( 8 (#n~ + ui) ) wk+l {3 4 wk+I + 
a4 bs 

The convergence factor of the new WR algorithm with a eut at an odd row is 

where 

L1 := c3s2 - (b2c3 + b1c3 )s + b1b2c3 - a 1c1c3, 

cl := s3 - (b3 + b2 + bl)s2 + (b2b3 + blb3 + blb2- alcl- a2c2)s 

-b1b2 b3 + a 1c1b3 + a2c2b1 , 

L2 := s2 - (bs + b4)s + b4b5 - c4a4, 

c2 := a3s- a3b5. 

'x T l bt . b j' A 2k ( ) k A 0 d A 2k ( ) k A 0 vve a so o a1n as e1ore u3 = Popt u3 an w1 = Popt w 1 . 

(4.70) 

( 4. 71) 

(4.72) 
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Theorem 4.6 (Optimal Convergence). The new WR algorithm (4. 11} converges 

in two iterations, independently of the initial waveforms û 0 and w0
, if 

Ô:odd = a(s) 

Ôodd = f3(s) 

s 2-(b5+b4)s+b4b5-qa4' 

s3 -(b3+b2+b1 )s2+(b2b3+b1 b3+b1 b2 -al CJ -a2c2)s-b1b2b3+a1CJ b3 +a2c2b1 
C3S2 -(b2c3+b1 C3)s+b1 ~C3 -al Cj C3 

Proof. The proof is similar to the proof of Theorem 4.1. 

(4.73) 

D 

Remark 4.3. Theorems 4.5 and 4.6 imply a relation between the optimal parameters 

obtained with a eut at an even row and those obtained with a eut at an odd row. 

Assuming that the elements in the vectors a, b, and c satisfy the simplifying assump-

parameters satisfy 
-1 

O'even = -A-, 
f3odd 

A -1 
f3even == -A-. 

O'odd 

4.2.4 An Optimal WR Algorithrn with Overlap 

We now analyze an optimal WR algorithm with overlap at the third row. Using the 

new transmission conditions 

(4.74) 

the new WR algorithm is 

bl Cl fi 0 

a1 b2 c2 uk+l + h + 0 

a2 b3- C30' h c3 (w~ + aw}) 
(4.75) 

+( 
1 ( 11~ + (3u~) b a2 c3 h 3- 73 

(1,3 b4 C4 
wk+l + ./4 0 

a4 bs fs 0 
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The analysis is similar to the one used before, where we use the Laplace transform, 

and we consider the homogeneous system. The convergence factor of the new WR 

algorithm with overlap, obtained after sorne computations, is 

{Jopt(s, a, b, c, Cl', {J) 

= FlF2 (s-b3 - a2 (-1 - l) +a) (1 + _@_ (s- b3)- f3c3 (_l-a)) 
c3 c3 f3F2 (3 a2 a2 F1 

a2a3 (s-b5)+aa2 ( (s-b4)(s-b5)-a4q) . f3c2c3(s-b1 )+c3 ( (s-b1 )(s-b2)-a1 CJ) 
- (s-b3 +c3a)( (s-b1 )(s-b2)-a1CJ )-a2c2(s-b1) (fJ(s-b3)+a2 )( (s-b4 )(s-b5) -a4q)-(1a3c3(s-b5) · 

( 4. 76) 

Theorem 4.7 (Optimal Convergence). The new WR algorithm (4. 75} converges 

in two iterations, independently of the initial waveforms û 0 and w0
, if 

ô: = a(s) 

~=f3(s) 
(s-b4)(s-b5)-a4q ' 

(s-bl)(s-b2)-a1CJ 
c2(s-bl) 

Proof. The proof is similar to the proof of Theorem 4.1. 

( 4. 77) 

0 

Similar to the extra small transmission line circuit case, we choose an approxima­

tion by a constant of the optimal parameters in the next subsection. 

4.2.5 An Optimized WR Algorithm with Overlap and Con-

stant approximation 

The low frequency approximation of the optimal parameters ( 4. 77) in the transmission 

conditions is 

The conditions for analyticity with the corresponding parameters range are given 

in the following lemma. 

Lemma 4.4. If bi :::; 0, ai > 0, and ci < 0, and 

Cl' < 0, {3 > 0, (4.78) 
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then the convergence factor Popt in {4. 76} i8 an analytic function in the right half of 

the complex plane, 8 = rJ + iw, rJ >O. 

Proof. By Theorem 1.4, we have to show that the denominators have no zeros in the 

right half of the complex plane. We will show the proof for one quotient, and the proof 

for the other one is similar. The denominator of the first factor of the convergence 

factor ( 4. 76) is 

83 + (c3o:- b1 - b3 - b2)82 + (b1b2 + b2b3 + b1b3- a1c1 - a2c2 + ( -bzc3- b1c3)o:)5 

+( -a1c1c3 + b1b2c3)o: + a2c2b1 - b1b2b3 + a1c1b3. 

Now, by Vieta's formulas, Theorem 4.4, the product of the roots satisfies 818283 = 

-(( -a1c1c3 + b1b2c3)o: + a2c2b1 - b1b2b3 + a1c1b3) < 0, and the sum 81 + 82 + 83 = 

b1 + b3 + b2 - c3o: < 0 with a < O. Furthermore, the pairwise products summed 

satisfy 8152 + 8153 + 8253 = -a1c1 + b1b2 + b2b3 + b1b3- a2c2 + ( -b2c3- b1c3)a > 0, 

with a < O. Renee, if one zero is real and the other two are complex conjugate, say 

81 E IR, 82 =x+ iy and 53= x- iy, then we have 5132 + 5183 + 8283 = 251x + x2 + y2, 

51+ 82 +53 = 51+ 2x, and 518253 = 5I(x2 + y2). So, if 81 > 0 and x> 0, then we 

get a contradiction with the inequality on their product and their sum. If 8 1 > 0 and 

x < 0, then we get a contradiction with the inequality on their product. If 8 1 < 0 

and .T > 0, then we have, using the equality on the sum, 5 1 = b1 + b3 + b2 - c3a- 2.r, 

and using the equality on the pairwise products summed, 251x + x2 + y2 = -a1c1 + 

b1b2 + b2b3 + b1b3 - a2c2 + ( -b2c3 - b1c3)o:. Multiplying the second equality by 51, we 

get 
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2six = (2b1c3a+2b2c3a+2a1c1-2b3b2-2b1b3+2a2c2- 2b1b2)x+b1b~+bib2+bib3 

+b1b~ + b3b~ + b2b~ + c3a2c2a- 2b1b2c3a- 2b3b2c3a- 2b3b1c3a + c~b2a2 

+c~b1a2 - bic3a- b~c3a- b2a1c1 - b2a2c2- b1a1c1 + 2b1b2b3- b3a2c2, 

and hence, 2.si.r < 0 for b1, b2, b3 , c1, c2, c3 and o: negative, and a1 and a2 positive, 

which contradicts the fact that 2.six > 0 for x > 0, which means .s1 and x must be 

negative. Now if the three zeros are real, they must be negative, since if the three are 

positive, then we have a contradiction with the inequality on the sum, if any two are 

negative and the third is positive, then we have a contradiction with the inequality on 

the product. The last possible case is the case when one zero is negative and the other 

two are positive, say .s1 > 0, s2 > 0 and .s3 < O. Then we have, using the inequality 

on the pairwise products summed, s1s2 -ls3l(s1 + .s2) > 0, which implies ls31 < 81+82 
• 

81 82 

However, s1 + s2 - ls3l > s1 + s2 - 81+82 = sî+s1 s 2 +s~ > 0, which contradicts the 
Sl 82 Sl +s2 

inequality on the sum. Thus there is no pole in the right half of the complex plane 

from the second factor. D 

As in the extra small case, if we take a3 = -c2 = -c4 = a1, a4 = -c1 = -c3 = a2, 

b3 = 0, b5 =b1, and b4 = b2, we obtain f3r = _ _L. For bi< 0, ci< 0, and ai> 0, we 
O:T 

have nr < 0 and (Jr > O. 

We show in Figure 4.12 the classical convergence factor and the optimized one with 

the Taylor approximation. We observe the remarkable improvement of the optimized 

convergence over the classical one. 

Taking s = reiiJ, -1r /2 < e < 1r /2, the limit of Popt as r goes to infinity is zero. 

Sin ce Popt is analytic in the right half of the complex plane, we can apply the maximum 

principle for analytic functions, Theorem 1.5, and since we have the same limit at 

infinity in all directions, the maximum of IPopt(s)i fors= TJ + iw, TJ > 0, is attained 

on the boundary at TJ = O. For s = iw, from the first quotient of the convergence 
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Figure 4.12: Classical convergence factor (solid line) versus the optimized convergence 

factor with the Taylor approximation ( dashed line). 

factor Popt in ( 4. 76), we have 

a2a3(s- bs) + aa2((s- b4)(s- bs)- a4c4) = 

a2(a(b4b5- a4c4)- a3b5- aw2 + i(a3- a(b4 + bs))w), 

and 

(s- b3 + c3a)((s- bi)(s- b2)- a1c1)- a2c2(s- b1) = 

ac3(b1b2- a1c1)- b1b2b3 + a1c1b3 + a2c2b1 +(bi+ b2 + b3- ac3)w2 

-i((bi + b2)ac3- b1b2- b1b3- b2b3 + a1c1 + a2c2 + w2)w, 

which implies that la2a3(s- b5) +aa2((s- b4)(s- bs)- a4c4)!, and !(s- b3 + c3a)((s­

bi)(s- b2) - a1c1) - a2c2(s- b1)1 bath depend on w2 only. The same holds for the 

second quotient. Therefore, the modulus of Popt for s = iw depends on w2 only, and 

hence, it suffices to optimize for nonnegative frequencies, w :2 O. We consider here 

again the WR algorithm with one overlap at an odd row, for the same reasons as in 

Subsection 4.1.5 for the extra small circuit case. From the optimal choice ( 4. 77) with 
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overlap, and the simplifying assumptions c1 = c3 = -a4 = -a2, c2 = c4 = -a3 = -a1, 

b3 = 0, b.5 = b1, and b4 = b2, we have f3opt = --1-. The other optimal choices without 
CXopt 

overlap lead to relations which are operators in s. 

Remark 4.4. With the simplifying assumptions c1 = c3 = -a4 = -a2 , c2 = c4 = 

-a3 = -a1, b3 = 0, bs = b1, and b4 = b2, the optimal convergence factor without 

overlap, with a eut at an odd row (4. 72}, and with the choice of parameters {3 = -o: + 
..!!_, motivated by the optimal choice, is equal to the optimal convergence factor with 
a2 

overlap (4. 76}, where the overlap is at an odd row, and with the choice of parameters 

{3 = _l. 
(> 

To further analyze the convergence factor (4.76), we assume c2 = c4 = -a3 = -a1 , 

c1 = c3 = -a4 = -a2, b3 = 0, b5 = b1, and b4 = b2, and we choose {3 = _l. This will 
(> 

simplify the optimization process. 

N ow we look for a better choice for o: su ch that the overall convergence is fas ter. 

With the simplifying assumptions, the convergence factor becomes 

and we look for solutions of the min-max problem 

( 4.80) 

On the left hand side of Figure 4.13, we show the function IPopt(w, o:)l for the numer­

ical example in Subsection 4.2.6. In this example, we find the numerically optimized 

o:, which is o:* = -12.9733, and leads to the convergence factor shown on the right 

hand side of Figure 4.13. To solve the min-max problem (4.80) approximately we 

again use the two scale expansion introduced in Subsection 4.1.5, where we have 

a1 = 4.9;e-3 = 0 ( ~) ' h = - 0.0~15 = 0 ( }e) ' 
a2 = 0~3 = 0(1), b2 = - 4°;;e-=_33 = 0(1), 

(4.81) 
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Figure 4.13: Left: convergence factor IPopt(w, a)l. Right: optimized convergence 

factor IPopt(w, a*)l. 

and n is again the number of sections in 1 cm of circuit length. The modulus of the 

convergence factor Popt in (4.79) is given by 

where 

P1 := a~(aibi- 2bib2aa1 - 2aia2ab1 + bîb~a2 + 2b1b2a 2a 1a2 + aia~a2 + aiw2 

-2w2b2aa1 + w2b~a2 + w2bîa2 - 2w2a 2a1a2 + w4a 2), 

P2 := a~w4a2 + 4a~aîw2 + a~aibî + 2a~bÎb2aa1 + 2a~b1b2a2a1 + 2a~w2 b2aa1 

+aiaia2 + a~w2b~a2 - 4w4ala2 + bîb~w2 + a~w2 bîa2 + a~bîb~a2 + 2a~aîab1 
-2a~w2a2 a1 - 2w2bîa2al + w4b~ + w6 + 2w2b2a2a1b1 + w4bî. 

Again, assuming a1 = nêh, a2 = nii2, b1 = nb1, b2 = nb2, and w = nw, where from 

the typical values in ( 4.81) we have the typical values 

_ 1 _ 1 - 1 - 0.5e - 3 1 
a1 = 4.95e- 3' a 2 = 0.63' b1 =- 0.0315' b2 =- 4.95e- 3. ;' ( 4.82) 
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and w :2: 0 is a new variable, and factorizing n6 from the numerator and denominator 

of R0 , the modulus of the convergence factor R0 becomes 

where 

P1 := a~(aibi- 2bib2aa1 - 2aia2ab1 + bib~a2 + 2b1b2a2a1a2 + aia~a2 + aic~J2 

-2w2b2aal + w2b~a2 + w2bia2- 2w2a2ala2 + w4a2), 

( 4.83) 

P2 := a~w4a2 + 4a~aiw2 + a~aibi + 2a~bib2aa1 + 2a~b1 b2a2a1 + 2a~w2b2aa1 

+a~aia2 + a~w2 b~a2 - 4w4ala2 + bib~w2 + a~w2bia2 + a~bib~a2 + 2a~aiabl 

-2a~w2a2 a1 - 2w2bia2a1 + w4b~ + w6 + 2w2b2a2a1b1 + w4bi. 

Numerical experiments show again that the solution of the min-max problem ( 4.80) 

with the choice (3 = - ~ is characterized by the system of equations 

(4.84) 

where R0 is given in (4.83), and w is the interior maximum of R0 . 

To see that there is indeed a solution for the system in (4.84) forE small, we use 

the ansatz a= Cat.'1 , and w = Cc;;t.'2 • Then, we substitute ii1 by ~' and b1 by ~ in 

R0 , and determine the leading asymptotic terms as E goes to zero of the equations 

in ( 4.84). The analysis and the ideas are the same here. However, the polynomials 

are more complicated, because we have a more complicated convergence factor. The 

polynomial P(w, a), the equivalent to P(w, a) in (4.51), will now be a product of 

w and a bi-quartic polynomial of w with real coefficients. The polynomial Q(a, w), 

the equivalent to Q(a,w) in (4.52), is still a quadratic polynomial in a, but is more 
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complicated. The leading asymptotic terms as E goes to zero are given by 

P(w a*)= 2â~c"' (-C~C4C2é,2+7/2+211 + 2C2a3C2t:'2+2,1+3/2 _ C2C§t:2,1+9,2+11/2 
' fll/2 w a a 2 a w 

+6C1a2CnCt:512 +3+11 + 8ClC~a~Ct:312 +3+311 + 10a~CaCt:11 +12+ 1 

+ 8C3C2ii3t:3,2+5/2+2'1 _ 2C~C2C2t:712+9/2+211 _ 8C~ii2C2t:5,2+7/2+211 wa2 w a w2a 

+4C~C;a2 t:712+9/2+211 _ 3ii~C2t:12+112 _ 4ctC2t:512+5/2 + 2c4a2t:'2+1/2 

-2Cla~c2c;t:31'2+5/2+2,1 + 4Ctc2c;a2t:5,2+7/2+2')'1 - 16Cla~caët:31'2+2+a 

-2ClC4t:31'2+3/2 + 4Cla2CaC3t:31'2+2+1'1 - 8C~a~Ct:î'2+3')'1 +2 + 8ClC2a2t:31'2+3/2 

+ 4c3c3a3Eî'2+31'1+2 _ 2c~E712+7/2 _ 4a2c C3t:"~2+11+1 
a 2 w 2 a 

+ 4cta2él2+5/2 _ 3a~c;E12+211 +3/2) + ... , 

Q(n,* w::::-) = _ 2â~ (a- C-3C~t:412+2_C C-4C~t:6,2+11+7/2+2a-3C-3-3n-4C C3t:ll+21'2+3/2 
l,f, ' Ell/2 '2 --' --'w _.~a: _/ --'w- '2 --' '2 __/0::' _;w 

-12a2C C~c612+11+7/2- 4a2ê:'C~t:412+2- 2a2C-'3C3t:212+1_2a5ê:'C2t:2"~1+1 2aw 2 w 2 w 2 a 

+ 10a~CaC1t:"~l +412+5/2 +5ii~CClt:2,2+1 - 2CaC2C~t:s,2+/l +9/2 + a2CC~t:6,2+3 

+2CaC4C1a2t:'l +412+5/2 +4ii~CC1C;t:2,2+211 +2- 2ii~C3ClC;t:2"~2+2'1 +2 

-2a~cctc;é,2+211+3 + 8CaC2C~a2t:6,2+11+7/2- 8ii~CaC1C2t:'l+412+5/2 

+6C~Caa2 t:s12+11 +9/2 _ CaClot:"~l +1D12+ll/2 + 2ii~CaClC2t:'l +212+3/2) + .... 

Equating the exponents in these two equations leads to 1 1 = 1 2 = - ~. The con­

stants need to mach as well, and thus, we obtain Ca and Cc;; by solving the resulting 

equations, and they will both depend on C, which again is given by C := ~- The va1 

resulting leading terms in Q( a*, w) form a polynomial of degree two in Ca, so by 

solving Q(a*, w) = 0 for Ca, we have Ca in terms of ii2 , C, and Cc;;, 

c± ·- x±v'Y 
a .- 2(2â~ë3 C3+2â~ëCt+2â~ë-4âiëC.?,)' 

X·= -2C2C§-12a22C~ + 8C2C~a2-CC~-8a22C~C2 -C!0 +2a32C3C2 +6C§a2 . w w w w w w w w 

+396C2Cl0a~- 332C2C2a~- 304a~C~C2 + 158C4C~a~ + 48C6Cl0a~ 

-4C8 Cl0a2 - I08a~c~c4 + 2ooa~c~c2 
- 124a~ctc2 + 4C8C~a~ 

+ 16a~C6Cl - 48a~C4Cl + 40a~C2Cl + 9a~C1 - 60a~C~ + 16a~C4 + Cl0 
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( 4.85) 

Now substituting again C,t into the leading terms in P(w, a*) and solving the resulting 

equation for Cc;;, the desired solution for Cc;; is given by the square root of the zero of 

a polynomial of degree eight which depends on êh and C, and is given by 

P8 (Z) = 5Z8 + (18C2 
- 34az)Z7 + (24C4 

- 103C2a2 + 89a~)Z6 + (216a~è2 + 14C6 

-116a~- 106C4az)Z5 + (79a~- 206a~C2 + 3C8
- 41a2C6 + 15la~C4)Z4 

+( -76a~è4 + 28a~è6 
- 26a~ + 56a~è2 

- 4a2C8 )Z3 + (3a~ + 53a~è2 

-2a~è6 - 19a~è4)Z2 + (30a~è4 - 6a~è6 - 30a~è2)Z 

-6a~è4 + 2a~è6 + 4a&è2
. 

A Taylor expansion about the point (a2 , C) = (x0 , y0 ) from the typical transmission 

line circuit elements in ( 4.82) is also used here in a similar way to the one in Subsection 

4.1.5 to approximate the zero of the polynomial P8 , and we find 

Cw := V 0.6638 + 2.33212iz + 0.5944C. 

Then substituting the approximated Cc;; into C,t in (4.85), we obtain C,t in terms of a2 

and C. Again, we find a Taylor approximation of c,; about the point (ii2 , C) = (.r0 , y0 ) 

to get the simple result 

Co.= c,t = -1.2500 + 0.3769êi2 + 0.1220G', 

which is used together with a = Co.t"'~1 to obtain a*, 

o:* = ( -1.2500 + 0.3769êi2 + 0.1220 %-hl~. 
va1 

( 4.86) 

- -
Note that here also bz does not appear in the asymptotic result for a*, b2 only appears 

in higher order terms in the asymptotic expansion. However, a* given in ( 4.86) for the 
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Figure 4.14: Left: optimized a* from (4.84) versus asymptotic result (4.86). Right: 

maximum of IPopt(w, o:*)l versus maximum of IPopt(w 1 o:~sy)l as functions of the circuit 

elements L1 and C1. 

small circuit case, where we have the overlap at an odd row, is completely different 

from o:* given in ( 4.54) for the extra small circuit case, where we have the overlap at 

an even row. 

In Figure 4.14, we choose Rs = RL = 0.05 kOhms and R1 = R2 = 0.5e - 3 

kOhms from Subsection 4.2.6, and we vary the circuit elements L1 and C1 to plot 

the optimized o:* from ( 4.84) and the asymptotic result ( 4.86) on the left hand si de. 

In addition, on the right hand side of Figure 4.14, we plot the maximum of the 

convergence factor as a function of the circuit elements L1 and C1 using the optimized 

a* from ( 4.84) and the asymptotic result ( 4.86). One can see that the two surfaces 

of the convergence factors are close. 

An example for the optimized convergence factor as a function of the frequency 

w is given in Figure 4.15, using the typical transmission line circuit elements from 

Subsection 4.2.6. On the left hand side of Figure 4.15, we compare the classical con­

vergence factor with the optimized one, where we observe the better behavior of the 

optimized convergence factor over the classical one. On the right hand side of Figure 
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Figure 4.15: Left: convergence factor IPc~a(w)l versus IPapt(w,ar)l and IPapt(w,a*)l. 

Right: optimized convergence factors IPapt(w, ar )1 with the Taylor approximation, 

IPapt(w, o:*)l with the numerically optimized value, and IPapt(w, a~sy)l with the asymp­

totically optimized value. 

4.15, we plot the optimized convergence factor with the numerically optimized value 

o:* = -12.9733, the asymptotic value o:~sy = -13.1346, and the Taylor approximation 

o:r = -19.8020, and one can see again that the numerically optimized and asymptotic 

results are very close. In addition, one can observe that the Taylor approximation 

works well. Note that for the case when the overlap is at an even row which was 

the case for the very small circuit, we have a small value for a*, and it is given by 

a* = -0.0381, whereas for the overlap at an odd row which is the case here for the 

small circuit, o:* is a bigger value, and is given by a* = -12.9733. Moreover, from 

Figures 4.6 and 4.15 we observe that the modulus of the convergence factor for the 

small transmission line circuit case takes bigger values than those for the extra small 

circuit case, and thus as we increase the size of the circuit the convergence factor 

becomes bigger and bigger. 
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Figure 4.16: Convergence behavior of the classical versus the optimized WR algo­

rithms for a small transmission line circuit. 

4.2.6 Numerical Experiments 

We give here a numerical experiment for the small transmission line given in Figure 

4.8. We use the typical transmission line circuit elements Rs = RL = 0.05 kOhms, 

R1 = R2 = 0.5e- 3 kOhms, C1 = C2 = C3 = 0.63 pF, and L1 = L2 = 4.95e- 3 J-LH, 

with source ! 8 = lût for 0 < t < 0.1 and ! 8 = 1 mA fort 2: 0.1, and the analysis time 

interval is [0, T], with T = 1 ns. The solution is computed using the backward Euler 

method, with D..t = /
0

, and zero initial waveforms. The parameters we use are the 

numerically optimized value a* = -12.9733, the asymptotic value a:sy = -13.1346 

from the result in (4.86), and the Taylor approximation ar = -19.8020. We also 

choose (3* = -~. In Figure 4.16 we show the error as a function of the iterations. 
0 

One can see how much the convergence has improved by using the optimized WR 

algorithm over the classical one. One can also compare the error decay for the small 

circuit case with the one for the extra small circuit case in Figure 4.7, which shows 

the similar behavior of convergence for the WR algorithms. 
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Figure 4.17: An infinitely long transmission line circuit. 

4.3 An Infinitely Large Transmission Line Circuit 

In the previous sections we analyzed relatively small circuits. In this section we 

present an analysis for the infinitely large circuit shown in Figure 4.17, to investigate 

the impact of the circuit size on the performance of the optimized WR algorithm. 

The equations of the large circuit are 

a b -a 

x 
-c 0 c 

x + f, (4.87) 
a b -a 

-c 0 c 

where the vector of unknown waveforms is 

The odd indices represent the nodal voltages, and the even indices represent the 

inductance currents in the transmission line circuit. The entries of the matrix are 

given by 
1 1 

a= L' c =- C' ( 4.88) 

The source term on the right hand side, and an initial condition are given by 
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Since the circuit is infinitely large, we assume that ali voltages and currents values 

stay bounded as we approach the infinite ends of the circuit to have a weil posed 

problem. 

4.3.1 Analysis of the Classical WR Algorithm without Over­

lap 

We partition the circuit at an even row into two sub-circuits or subsystems, and we 

cali the unknown values in the first subsystem u(t) and in the second subsystem w(t). 

The classical WR algorithm applied to ( 4.87) with two semi-infinite sub-circuits is 

given by 

uk+l -c 0 c uk+l + 
f-1 + 0 

a b Jo -awk 1 
( 4.89) 

0 c il -cuk 
0 

wk+l a b -a wk+l + h + 0 

with corresponding initial conditions uk+1(0) ( ·O 0 ·O)T d k+l (0) ... , ~_ 1 , v_ 1 , ~ 0 an w 

(vg, i~, v~, ... f, and sorne initial waveforms u 0 (t) and w 0 (t). The Laplace transform 

of the homogeneous problem yields in thes E C domain 

sûk+l -c 0 c ûk+l + 0 

a b -a'lii 1 
( 4.90) 

Ak 0 c -C1lo 

swk+l a b -a itl+l + 0 
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Solving the first system of equations for û;+l corresponds to solving the recurrence 

relations 

aûk+l + (b- s)ûk+l- aûk+l 
J-l J J+l = 0, j = 0, -2,-4 ... ' 

-cûk+l + (0 - s )ûk+l + cûk+l 
J-1 J J+l = 0, j = -1,-3,-5, ... , 

or 
~k+l (b rk+l Ak+l =0, au2j-l + - s u2j - au2j+l 

(4.91) 
~k+l Ak+l ~k+l -cu2j_2 - su2j-l + c11.2j =0, j = 0, -1, -2, .... 

Solving the second equation in (4.91) for the odd indices, with s =Tl+ iw, Tl> 0, we 

get û~j!1 = ~(û~t- û~j!2 ), and substituting this result into the other equation, we 

find the recurrence relation 

j = 0, -1, -2, ... ' 

and using the fact that a> 0, b < 0, and c < 0 from (4.88), we get 

ajcj ~k+l (2a.jcj (j l )) Ak+l ajcj ~k+l _ 
-u2 ._2 - -- + b + s u 2 . + -u2 .+2 - 0, 

s J s J s J 
j=0,-1,-2, .... ( 4.92) 

The general solution of ( 4.92) is 

( 4.93) 

where >.i are the roots of the characteristic polynomial of the recurrence relation, 

( 4.94) 

and Ak+l, Bk+l are sorne constants. We now study >.i in (4.94) in more detail. 

Lemma 4.5. The roots >.i given in equation (4.94) satisfy fors= Tl+ iw, Tl~ 0, 

•1>.!1 > lfor·{(·rJ,w): -y'2ulcl+lblrJ+'tj2 < w::::; y'2ulcl+lbl·q+.,J2 , ·rJ::::: 

0}\{(0,0)}, 
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• IÀ~I > 1 for {(7J,w): w :S: -y'2alcl + lbi7J+7]2, or w > y'2alcl + lbi7J+7]2, 

7] ~ 0}, 

Proof. Let ë = aicl to eliminate one parameter, and z 

. C' lbl d C' 1 Th , 2 . . b s = ''7 + 1.w, ... 1 = ë, an ... 2 = ~- en ./\± 1s giVen y 

2 z ± Jz2 - 4 
À±=-----

2 ' 

where z = x + iy with 

The real parts of À! and À~ are given by 

~(À!)= ~x+ ~V2Jx4 + 2x2y2 - 8x2 + y4 + 8y2 + 16 + 2x2 - 2y2 - 8, 

~(À~)= ~x- ~V2Jx4 + 2x2y2 - 8x2 + y4 + 8y2 + 16 + 2x2 - 2y2 - 8. 

Now, we will treat several cases separately. 

( 4.95) 

( 4.96) 

1. We start by assuming that y =/: 0 and x =/: O. In this case, the imaginary parts 

of À! and À~ are given by 

CS(,\!)= ~y+~ ~~~; 1 )2Jx4 + 2x2y2 - 8x2 + y4 + 8y2 + 16- 2x2 + 2y2 + 8, 

CS(,\~)= ~y-~~~~~~ )2Jx4 + 2x2y2 - 8x2 + y4 + 8y2 + 16- 2x2 + 2y2 + 8. 

By the definition ( 4.96) of .r, and with the assumption :r: > 0, we obtain 

which implies 
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For x > 0 and any y =J 0, we have 

(SS(À~))2 = ( ~jyj + ~V2Jx4 + 2x2 y2
- 8x2 + y4 + 8y2 + 16- 2x2 + 2y2 + 8) 

2
, 

(SS(À~)) 2 = ( ~jyj- ~V2Jx4 + 2x2 y2
- 8x2 + y4 + 8y2 + 16- 2x2 + 2y2 + 8) 2 

Since UR(À~))2 > (R(À=_))2 and (SS(À~))2 > (SS(À~))2, we have 

and by Vieta's formulas, Theorem 4.4, we have jÀ~jjÀ:_j = 1, and hence, we get 

jÀ~j > 1 and jÀ~j < 1. Now x< 0 implies 

w<- w> 

and for any y =J 0, we have 

OR(À~)) 2 = ( ~jxj- iV2Jx4 + 2x2y2
- 8x2 + y4 + 8y2 + 16 + 2x2 - 2y2- 8) 2, 

(R(À~))2 = ( ~jxj + ~V2Jx4 + 2x2 y2
- 8x2 + y4 + 8y2 + 16 + 2x2 - 2y2- 8) 2 

and 

(SS(À~)) 2 = ( ~jyj- iV2Jx4 + 2x2 y2
- 8x2 + y4 + 8y2 + 16- 2x2 + 2y2 + 8) 2 , 

(SS(À~)) 2 = ( ~jyj + ~V2Jx4 + 2x2 y2
- 8x2 + y4 + 8y2 + 16- 2x2 + 2y2 + 8) 

2 

Since now (~(À~)) 2 < (R(À~))2 and (SS(À~)) 2 < (SS(À~)) 2 , we have 

Therefore, 1 À~ 1 < 1 and 1 À~ 1 > 1. 

2. If x= 0, then w = ± 2+C1gc2
'
12

, y=± 2
+C1;j;c2

'
12 (C1 + 2C2TJ), and z = iy, 

where y can not be zero, since C1 and C2 are positive, and rJ ~ O. ln this case, 

À~ can be simplified to 
2 1 ~ 

À± = -(y± v y2 + 4)'i. 
2 
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Renee, IÀ~I 2 = Y; + ~Jy2 + 4 + 1 and IÀ:_I2 = Y2
2 

- ~Jy2 + 4 + 1. So if 

y < 0, then IÀ~I < IÀ:_I, which implies IÀ~I < 1 and IÀ:_I > 1. If y > 0, then 

IÀ~I > IÀ:_I, which gives IÀ~I > 1 and IÀ:_I < 1. 

3. In this case we consider y = O. We have y = 0 if and only if w = 0 since C1 

and C2 are positive, and rt :2: 0, which also implies that x i= O. The roots À~ 

are now given by 

2 2 + C1rt + C2rt2 ± J(2 + C1rt + C2rt2)2- 4 
À±= 2 . 

For rt = 0, we get À~ = À:_ = 1. The only other solution for À~ = À:_ = 1 is 

when T/ = - g~, which is excluded since TJ :2: O. For ''l > 0, we have À~ > À:_, 

which implies 1 À~ 1 > 1 À:_ 1, and hence 1 À~ 1 > 1 and 1 À:_ 1 < 1. 

4. For the last part of the proof, we consider À~ in ( 4.95), and for À:_ we have 

À2 = z-v"Z2=4 = 1 {::} z - 2 = . 1 z2 - 4 
- 2 v 

9 (z- 2) 2 = z2 
- 4 

{::} z = 2, 

and therefore, z = 2 + C1s + C2s2 = 2 if and only ifs = 0, or s = - g~. The 

two roots are real, which means w = 0, and they both satisfy the equation 

z-~ = 1, so we did not add roots by squaring both sides of the equation. 

The root rt = - g~ is less than zero, so it can be discarded. 

A similar argument follows for À~. Renee we have only one root that satisfies 

the equation z±~ = 1, which is s = 0, or equivalently rt = 0 and w =O. 

We have shown that for rt :2: 0 and -

at the point (ry,w) = (0,0), we have IÀ~I > 1 and IÀ:_I < 1, and for rt :2: 0 and 

w:::;-

back cl and c2 into the original parameters a, b, and c we get the required results. 

Finally, for rt = 0 and w = 0, À~= À:_= 1 and thus IÀ~I = IÀ:_I = 1. 0 
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To determine the constants Ak+1 and Bk+l for the general solution ( 4.93), we need 

to use the transmission conditions at the subsystems interface and the boundedness 

condition at infinity. Let us consider first the case when l..\~1 > 1, and since l..\~ll..\~1 = 

1, we have l..\~1 < 1, and by the boundedness assumption on the solution, we obtain 

Bk+l =O. Renee, û~t = Ak+l.À~ and û~f!1 = ~Ak+l.À~-2 (..\~- 1). To determine 

Ak+l, we use the last equation of the first subsystem at the interface 

which leads to 
Ak 

Ak+l = aswl 

ac(1- Xj::2
) + s(b- s)' 

and by Vieta's formulas, Theorem 4.4, .À~+ .À~ = s(~~s) + 2, and thus we can simplify 

Ak+l to 
Ak 

Ak+l = S'Wl 
c(.À~- 1) · 

Renee the general solutions for û~t and û~f!1 are given by 

j = 0, -1, -2, .... 

Similarly, solving the second subsystem for w~t and w;f!1 , we obtain 

( 4.97) 

To Determine Bk+1 , wc now use the first equation of the second subsystcm at the 

interface 

and we find 
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and hence the general solutions for w~t and w~j_!1 are given by 

A k+1 Ak \ 2j 
w2j = Uo/\-' 

A k+ 1 c(>.:_ -1)û~ \ 2j -2 
w2j-1 = s /\_ ' 

( 4.98) 
j = 1,2,3, .... 

Inserting this resultat iteration k into (4.97), wc finù over two iteration steps of the 

WR algorithm the mapping 

Ak+1- ( b )Ak-1 u0 -Pela s,a, ,c u0 , 

where the convergence factor Pela is given by 

À2 -1 
Pela(s, a, b, c) = À~_ 

1 
=-À~, 

+ 
( 4.99) 

where we used À~À:_ = 1 to obtain the last equality on the right. The second case is 

when \À:_\ > 1, and for this case, we obtain with a similar calculations 

À~- 1 2 
Pela(s, a, b, c) = À:_ _ 

1 
= -À+. (4.100) 

The case where Ài = 1, implies that s = 0, i.e. rt = w = O. Note that the limit of 

Pela as s --7 0 is one and the algorithm is not convergent. To summarize, we have for 

rt>O 

Pcla(s,a,b,c) = { 
-À:.., \À~\> 1, 

-À~, \À~\ < 1. 
( 4.101) 

The same convergence factor Pela is also found if we partition the circuit at an odd 

row. To see this, we consider the classical WR algorithm applied to (4.87), partitioned 

at an odd row with two sub-circuits, 

uk+l a b -a uk+I + f-2 + 0 

-c 0 f-1 cwk 
0 (4.102) 

b -a Jo auk -1 

wk+1 -c 0 c wk+I + ii + 0 
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with corresponding initial conditions uk+1(0) = ( ... , i~ 2 , v~ 2 , i~ 1 )T and wk+1(0) = 

(v~ 1 ,ig,vg, ... f. The Laplace transform of the homogeneous problem yields in the 

sEC domain 

sûk+l a b -a ûk+l + 0 

-c 0 Ak 
CWo 

( 4.103) 
Ak b -a au_ 1 

swk+l -c 0 c wk+l + 0 

The same type solution is found since we have the same recurrence relations and the 

boundedness condition. Again, we consider the case when J).~J > 1, and from the last 

equation of the first subsystem at the interface 

we get 

Bence, the general solutions are 

Ak+l A k \ 2j 
u 2i = Wo"+, 

UA k+l = ~WA k \ 2j ( \2 - 1) . 1 2 
21+1 s o"+ "+ ' J = - '- '· · · · 

( 4.104) 

Similarly for the second subsystem, the first equation at the interface is 

which leads to 

Bk+l = as ûk 1 = s Ak 
ac().:_ - 1) + s(s- b) - c(1- ).~) u_ 1 . 
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Hence the general solutions for w;t and w;j}1 are given by 

~k+l _ s>.:! ~k 
w2j - c(l->.~) u_l' 

~k+l À2j+2~k 
w2j+l = - u_l' j = 0, 1, 2, .... 

Inserting this result at iteration k into ( 4.104) we find 

where the convergence factor Pela is given by 

Pela(s, a, b, c) =-À~. 

For the case wh en 1 À:_ 1 > 1, we similarly find 

Pela(s, a, b, c) =-À!. 
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( 4.105) 

Therefore, we get the same convergence factor Pela whether we eut at an even row 

or at an odd row. This will be different for the new WR algorithm as we will see 

later. Since the same result holds for w~+l, we find by induction ù6k = (Pelatù8 and 

wik = (Pela)kw~. 

Next, we will show that the convergence factor (4.101) is an analytic function for 

Tl > 0, which allows us then to apply the maximum principle for complex analytic 

functions. We will need 

Theorem 4.8. Let D1 and D2 be two disjoint connected open regions, whose bound­

aries share a common contour r. Let f(z) be analytic in D 1 and continuous in D 1 Ur 

and g(z) be analytic in D2 and continuous in D2 Ur, and let f(z) = g(z) on r. Then 

the function 

f(z), z E D1, 

H(z) f(z) = g(z), z E f, 

g(z), z E D2, 

is analytic in D = D1 Ur U D2. We say that g(z) is the analytic continuation of 

f(z). 
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Figure 4.18: Regions in (4.106). 

Proof. See [40]. D 

Lemma 4.6. If J±(z) = ±y'z, then for z = -x+ iy, x > 0, we have 

lim f + ( z) = lim f _ ( z). 
ylO yiO 

J -x+Jx2+Y2 J x+Jx2+Y2 
Proof. Since f± =±yi-x+ iy = ±( v'2 + i 1 ~ 1 v'2 ), we obtain 

lim f+(z) = +(0 + iv'x) = iy'x, 
y lü 

and 

li rn f _ ( z) = - ( 0 - i v'x) = i v'x. 
yiO 

Therefore, lim f+(z) = lim f _(z). 
ylO yiO 

D 

We now define the following subregions of the complex plane, as shawn in Figure 

4.18, 

.~ 
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D1 = {sEC: w > w*, TJ > 0}, 

D2 = {sEC: -w* < w < w*, TJ > 0}, 

D3 = {sEC: w < -w*, TJ > 0}, 

f 1 = { s E C : w = w*, TJ > 0}, 

f 2 = { s E C : w = -w*, TJ > 0}, 

198 

(4.106) 

where w* = J2alcl + lblrJ + TJ2. Further, we define the functions 91, 92, and 93 by 

{ 

-À~, 
91(s,a,b,c) = . 

2 hm (-À+), 
w!w* 

{ 

-À2 
g2(s,a,b,c) = _, 

lim (-À:_), 
wl-w* 

The convergence factor for the classical WR algorithm Pela in (4.101) is now given by 

91(s,a,b,c), sE n1, 
92(s, a, b, c), sE r1, 

Pcla(s, a, b, c) 92(s, a, b, c), sE n2, (4.107) 

93(s, a, b, c), sE r2, 
93(s, a, b, c), sE n3. 

Theorem 4.9. If a. > 0, b < 0, and c < 0, then the convergence factor Pela of the 

classical WR in (4.101} is an analytic function of s in the right half of the complex 

plane. 

?roof. The Ài givcn in ( 4. 95) are analytic functions in D1 , D2 , and D3 separately, 

since the argument under the square root avoids the negative real axis under the 

condition w =f. ±w*, since only for w = ±w*, we have 8'(z2 - 4) = 0 and R(z2
- 4) < 0, 

which is the branch eut that we may take, and the values w = ±w* are excluded in 

D1 , D2 , and D3 . By Lemma 4.6, lim À:_= lim À~, and similarly lim À:_= lim À~. 
wjw* w!w* wj-w* wl-w* 



4.3 An Infinitely Large Transmission Line Circuit 

0.9 1.001 

0.8 

07 

0999 

06 

05 
0998 

0.4 

0.996 :: J 
01.-----/. 
ob._,~~==-=,oo~~-~~~~~~~~~~,oo~==.~~ o~~ ... ~~-~, ~~-~os~~~~~os~~~~~,.s 

(1) 

199 

Figure 4.19: Convergence factor 1 Pela ( w) 1 as a function of the frequency parameter w 

on the left, and zoom on the right showing IPelal for w around zero. 

Renee, for s E f1, we have g1(s, a, b, c) = g2(s, a, b, c), and for s E f2, we have 

92(s, a, b, c) = g3(s, a, b, c). Now, 91 is analytic in S11 and continuous in S11 U f 1, 92 is 

analytic in S12 and continuo us in r 1 u S12 u r 2' and 93 is analytic in n3 and continuous 

in S13 U f2. Therefore by Theorem 4.8, Pelais analytic in D = S11 U f 1 U S12 U f 2 U S13, 

which is the right half of the complex plane, s =Tf+ iw, Tf > O. D 

We again use the maximum principle for analytic functions, Theorem 1.5, to find 

the maximum of IPc~al to be on the boundary of the right half of the complex plane, 

and since fors= re;e, -n/2 < () < n/2, we have lim Pela= 0, for both cases IÀ~I > 1 
T---'>00 

and IÀ~I < 1, the maximum will be at Tf = O. However, taking the limit on the 

boundary as w goes to zero, we find as noted earlier that IPc~al = 1. This implies 

that convergence will be very slow for low frequencies, w close to zero and the mode 

w = 0 will not converge. An example for the convergence factor as a function of w 

is given in Figure 4.19. We observe that the low frequencies converge slowly and the 

high frequencies converge very fast. 
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4.3.2 Analysis of the Classical WR Algorithm with Overlap 

In this subsection we analyze the classical WR algorithm with overlap at an odd row. 

The classical WR algorithm is now given by 

uk+l a b -a uk+l + .f-2 + 0 

-c 0 I-1 cwk 
0 (4.108) 

0 c f-l -C'Uk -2 
u,k+l a b -a wk+l + fo + 0 

with corresponding initial conditions uk+1(0) = ( ... , v~2 , i~ 1 , v~ 1f and wk+1(0) = 

( v~ 1 , i8, vg, ... f. The same type solution as for the classical WR algorithm without 

overlap is found, since we have the same recurrence relations and the boundedness 

condition. With similar computations to those with the classical WR algorithm with­

out overlap, we obtain the convergence factor Pela for the WR algorithm with overlap, 

which is given by 

( 4.109) 

For an overlap at an even row the same convergence factor as in (4.109) is found. 

Note also that the classical convergence factor found here with overlap is the same as 

the classical one without overlap squared, which was also the case for the extra small 

and small circuits as shawn before. Therefore, Pela in (4.109) is analytic in the right 

half of the complex plane by Theorem 4.9, and satisfies the other results in Subsection 

4.3.1. 
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4.3.3 An Optimal WR Algorithm without Overlap 

To obtain an optimal WR algorithm, we replace the classical transmission conditions 

with a partition at an even row, 

'U k+1 - 'UJk 'UJk+1 - 1 k 
'1 - 1' o - 1o, 

by the new transmission conditions 

(4.110) 

Analogous to the extra small and small circuit cases, these new transmission con­

ditions exchange a combination of voltage and current in both directions, and they 

imply the old ones at convergence if a =/= (3. The partitioned infinite system with the 

parameters a and (3 for the new WR algorithm is given by 

-c 0 c uk+1 + f-1 + 0 

a b+aa Jo -a(w~ + awg) 

c c h -~(u1 + ;3u~) ï3 
a b -a wk+1 + h + 0 

(4.111) 

together with the transmission conditions (4.110), which define the values n~ and wg. 

Taking the Laplace transform for s E C as before and assuming that the solutions 

stay boundcd, wc find the same type of solution for the recurrence relation as in the 

classical WR algorithm. Again fors= rJ + iw, rJ > 0, and considering the case where 

IÀ~I > 1, we get 

Ak+1 - Ak+l\2j-2 Ak+1 - ~Ak+1\2j-2('2 -1) . 1 0 1 2 
u2j-2 - A+ ' u2j-1 - s A+ A+ : J = ' ' - '- '· · · ' 

WAk+1 = Bk+l ,2j WAk+1 = ~Bk+1 ,2j( \2 - 1) . 0 1 2 3 
2] A_ 1 2]+1 s A_ A_ 1 ) = 1 > 1 1 • • • • 
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where the constants Ak+l and Bk+l are now different due to the new transmission 

conditions. Using (4.110), we find 

Ak+l = c(À~ - 1) +as Bk 
c(>.t-1)+o:s' 

k+l c(>.t- 1) + {Js k 
B = A c(>.:_ - 1) + {Js · 

Applying the second relation at step k to the first one, we obtain 

Ak+l ( b {3) Ak-1 u0 =Popt s,a, ,c,o:, u0 , 

where the convergence factor Popt is given by 

c(>.:_ - 1) + o:s c(>.t- 1) + {Js 
Popt(s, a, b, c, o:, {3) = c(>.t- 1) + o:s . c(>.:_ - 1) + {Js. 

Similarly for the case where 1>.:_1 > 1, we find 

c(>.t- 1) + o:s c(>.:_ - 1) + {Js 
Popt(s, a, b, c, o:, {3) = c(>.:_ - 1) + o:s . c(>.t- 1) + {Js. 

(4.112) 

( 4.113) 

The same relation also holds for the other subsystem, and by induction we find 

û6k = (Popt)kû8 and wîk = (Popt)kw~. To summarize, we have for TJ > 0 

{ 

c(À:.-l)+o:s c(À~-l)+J3s l>.2l > 1 b _ c(>.t-I)+o:s · c(À~-l)+i3s' + ' 
Popt(s,a, ,c,o:,{J) - c(>.2-l)+o:s c(>.2 -l)+/js 

+ . - 1>.2 1 < 1 
c(À:_ -l)+o:s c(>.t -l)+/3s' + · 

(4.114) 

The optimal values of the parameters o: and f3 can be found from the convergence 

factor (4.114). 

Theorem 4.10 (Optimal Convergence). The new WR algorithm (4.111) con­

verges in two iterations for the choice of parameters 

-c(>.:_ - 1) 
Œeven := 

s 

A -c(>.2 - 1) 
f3 . + 

even .- , 
s 

for 1>.~1 > 1, (4.115) 

A -c(>.t- 1) 
Œeven := , 

s 

A -c(>.:_- 1) 
f3even := , for 1>.~1 < 1, 

s 
(4.116) 

independently of the guess for the initial waveforms û 0 and w0
. 
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Proof. The convergence factor vanishes if we insert ( 4.115) and ( 4.116) into Popt given 

by (4.114) for JÀ~J > 1 and JÀ~J < 1 respectively. Renee, û6 and wî are identically 

zero, independently of the initial waveforms ûg and w~. D 

Note that, similar to the classical WR algorithm, the limit of Popt as s goes to zero 

is one, which is the value that implies À~ = À:_ = 1, and thus the parameters o: and 

(3 can not be used to optimize the performance of the new WR algorithm at w = O. 

The new transmission conditions with a partition at an odd row are given by 

(4.117) 

The partitioned infinite system with the parameters o: and (3 for the new WR algo­

rithm is now given by 

a b -a 

-c -ac 

b- ~ -a 

-c 0 c 

uk+l + f-2 
f-1 

Jo 
wk+l + JI 

+ 0 

c(wg + o:w~ 1 ) 

~(u~ + (3u~ 1 ) 

+ 0 

(4.118) 

With similar computations to those for the partition at an even row, we obtain the 

convergence factor Popt for JÀ~J > 1, which is now given by 

o:c(l- À~)+ s (3c(1- À:_)+ s 
Popt(s, a, b, c, o:, (3) = ac(l- À:_)+ s . (Jc(l- À~)+ s · 

For the case when JÀ:_J > 1, we get 

o:c(1 -À:_) + s (3c(1 -À~)+ s 
Popt(s, a, b, c, o:, (3) = o:c(l- À~)+ s . (3c(1- >.:.)+s. 

(4.119) 

(4.120) 
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Th us, 

Popt(S, a, b, e, o:, (3) ( 4.121) 

The optimal values of o: and {3 are given in the following theorem. 

Theorem 4.11 (Optimal Convergence). The new WR algorithm (4.118} con­

verges in two iterations for the choice of parameters 

A -s 
O:odd := e( 1 _ ,\~), 

-s 
&odd := c( 1 _ ,\:_), 

A -s 
f3odd := e(1 _ ,\:_), for 1,\~1 > 1, 

A -.s 
f3odd := e(1 _ ,\~), for 1,\~1 < 1, 

independently of the guess for the initial waveforms û 0 and w0
. 

Proof. The proof is analogons to the proof of Theorem 4.10. 

(4.122) 

(4.123) 

D 

Remark 4.5. Theorems 4.10 and 4.11 imply a relation between the best parameters 

obtained with a eut at an even row and a eut at an odd row. They imply that the best 

parameters satisfy 
-1 

Œeven = -A-, 
f3odd 

A -1 
f3even = -A-· 

O:odd 

4.3.4 An Optimal WR Algorithm with Overlap 

The new WR algorithm with overlap at an even row, using the new transmission 

conditions 

( 4.124) 
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is given by 

-c 0 c uk+l + f-l + 0 

a b + ao: Jo -a( w~ + o:w~) 

b-!!:. 
{j -a Jo !!:.(uk + (3uk ) 

{j 0 -1 

-c 0 c wk+l + fi + 0 

(4.125) 

The same type solution as for the new WR algorithm without overlap is found. With 

similar manipulations to those we used before, we obtain the convergence factor of 

the new WR algorithm: for the case !>..~! > 1 it is given by 

c(>..:. - 1) + o:s (3c(1- >..:.) + s 
Popt(s, a, b, c, a, (3) = c(>..~ _ 1) +as · (3c( 1 - >..~) + s, 

and for the case !>..:.! > 1, we obtain 

c(>..~- 1) + o:s (3c(1- >..~) + s 
Popt(s, a, b, c, a, (3) = c(>..:. - 1) + o:s . (3c(1- >..:.)+s. 

Therefore, the convergence factor for the new WR algorithm with overlap at an even 

row is given by 

Popt(s, a, b, c, a, (3) 
{ 

c(.\:!_ -l)+a:s ,6c(l-.\:!_)+s 

_ c(À~ -l)+a:s · ,6c(l-.\~)+s' 

- c(À~ -l)+ns . ()c(l-.\~)+s 
c(.\:!_ -l)+a:s ,6c(l-.\:!_)+s' 

!>..~! > 1, 

!>..~! < 1. 
(4.126) 

From the convergence factor ( 4.126), the optimal values of the parameters a and (3 

can be derived. 

Theorem 4.12 (Optimal Convergence). The new WR algorithm (4.125} con­

verges in two iterations, independently of the initial waveforms û 0 and w0
, if 

c(>..:. - 1) 
f3even == -

s 
!>..~! > 1, (4.127) Ô:even =-

c(l - >.:.)' s 

c(À~ - 1) 
/Jeven :=:: -

s 
!>..~! < 1. (4.128) O:even = -

c(1->..~)' s 
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Proof. The proof is analogous to the proof of Theorem 4.10. 0 

We will study now an optimal WR algorithm with overlap at an odd row. The new 

WR algorithm with an overlap at an odd row, using the new transmission conditions 

(4.129) 

is given by 

a b -a uk+1 + 
f-2 + 0 

-c -ca f-1 c(wk + awk ) 0 -1 

c c f-1 _.f.(uk + (3uk ) 
73 (3 -1 -2 

a b -a wk+1 + Jo + 0 

(4.130) 

The same type solution is found here as well, and similar computations as before 

show that the convergence factor Popt of the new WR algorithm with overlap at an 

odd row is given by 

{ 

s>.2_ +ac(>.2_ -1) c(l-.>.2_)+(3s.>.2_ 2 

b 
s+ac(1->.2 ) · c(>.2-1)+(3s ' IÀ+I > 1, 

P t(s. a c a (3) = 
op · ' ' ' ' s.>.~+nc(.>.~-1) c(l-.>.~)+;3s.>.~ 

s+nc(1-.>.~) · c(>.!-1)+(3s ' ~À~~ < 1. 

(4.131) 

The optimal values of the parameters a and (3 are given in the following theorem. 

Theorem 4.13 (Optimal Convergence). The new WR algorithm (4.130) con­

verges in two iterations, independently of the initial waveforms û 0 and w0
, if 

A s 
aodd = - c( 1 - À~) ' 

A c(l- À~) 
f3odd = , 

s 
(4.132) 

s 
Ô:add = - c(1- À:_)' 

A c(l - ,>.:_) 
f3odd = ' 

s 
(4.133) 

Proof. The proof is analogous to the proof of Theorem 4.10. 0 
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Remark 4.6. Theor·ems 4.13 and 4.12 imply a relation between the optimal choices 

obtained with overlap at an even row and at an odd row. They imply that the best 

parameters satisfy 

A s 
f3even = -âodd - -, 

c 

A b s 
fieven = -f3odd-- + -. 

a a 
(4.134) 

As we have seen before for the extra small and small circuits, the optimal choices 

without overlap in Theorems 4.10 and 4.11, and the optimal choices with overlap 

in Theorems 4.12 and 4.13 are not just parameters but the Laplace transform of 

linear operators in time, since they depend on s. Therefore, we again propose an 

approximation by a constant of the best possible transmission conditions. 

4.3.5 An Optimized WR Algorithm with Overlap and Con-

stant Approximation 

The fundamental optimization process is the same for the large circuit as it is for 

the smaller ones. We consider here the WR algorithm with overlap and not the one 

without overlap, since from the optimal choices in Theorems 4.10 and 4.11 with a 

eut at an even row and a eut at an odd row and without overlap, we have f3opt = 

-Œopt + (s:b) and f3opt = -Œapt - ~ respectively, which are again operators in s. 

From the optimal choices with overlap in Theorems 4.12 and 4.13, we have as before 

f3opt = - - 1
-, which will simplify the optimization pro cess. 

CXopt 

Remark 4. 7. The optimal convergence factor with a eut at an odd row without over­

lap (4.121}, and with the choice of parameters {3 = -Œ- ~ is equal to the optimal 

convergence factor with overlap at an odd row (4.131), and with the choice ofparam­

eters {3 = - ~. Furthermore, the optimal convergence factor with a eut at an even row 

without overlap (4.114), and with the choice of parameters {3 = -Œ + (s:b) is equal 

ta the optimal convergence factor with overlap at an even row ( 4.126), and with the 

chai ce of parameters {3 = - ~. 
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We now look for a constant approximation of the optimal choice in ( 4.132) for the 

new WR algorithm with overlap at an odd row. From this constant approximation we 

can find a first order approximation of the optimal choice of the new WR algorithm 

with overlap at an even row using the relation in (4.134). This includes however 

implementations of first order derivatives in the transmission conditions to have the 

optimized WR algorithm with overlap at an even row. 

The simplest way to obtain a constant approximation is again the low frequency 

approximation using a Taylor expansion about s = O. However, for this infinitely 

large transmission line circuit there is no zeroth order low frequency approximation 

for s = 0, since we gct a division by zero whcn we try to find a Taylor expansion of 

the optimal choice in (4.132) abouts= O. 

The analyticity of the convergence factor Popt in the right half of the complex 

plane, which allows us to apply the maximum principle, is shown in the following 

lemma. 

Lemma 4. 7. Assume 

a > 0, b < 0, c < O. ( 4.135) 

Then the convergence factor Popt in {4.131) is an analytic function in the right half 

of the complex plane, s = rJ + iw, rJ > 0, if 

Œ < 0, {3 >O. ( 4.136) 

Proof. The proof is similar to the proof of Theorem 4.9. We consider the subregions 

of the complex plane defined in (4.106), and we define 

g1(s,a,b,c,a,{3) = 

g2 (s,a,b,c,a,{3) = 

sÀ~ +ac(Àt -1) . c(l-À~)+/3sÀt 
s+ac(I-Àt) c(À~ -l)+/3s ' 

l . ( sÀ~ +ac(À~ -1) c(I-Àt)+/3sÀ~) 
lill ·( 1 d ) . ( d ) {:" . ' wlw* s+ac -"+ c "+ -1 + '" 

sÀ:_ +ac( À:_ -1) c(l-À:_)+/3sÀ:_ 

s+ac(l-À~) · c(À~ -1)+,6s ' 

lim (sÀ:_+ac(À:_-1) . c(l-À:_)+/3sÀ:_) 
wl-w* s+ac(l-À:_) c(À:_ -l)+/3s ' 
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( b (3) _ s>.t +ac(>.t -1) c(1->.t)+/3s>.t U 
93 s,a, ,c,a, - s+nc(1->.t) . c(>.t-1)+{18 ' sE fh r2. 

The convergence factor Popt in (4.131) for the optimized WR algorithm is now given 

by 

g1(s, a, b, c, a, (3), sE n1, 

g2(s, a, b, c, a, (3), sE r1, 

Popt(s, a, b, c, a, (3) 9 2(s, a, b, c, a, {3), sE n2, (4.137) 

93 (s, a, b, c, a, (3), sE r2, 

93 (s, a, b, c, a, {3), sE n3. 

We showed in the proof of Theorem 4.9 that À~ are analytic in D 1, D 2 , and D 3. Renee, 

by Theorem 1.4, it suffices to show that the denominator does not have zeros in order 

to prove the analyticity of 9 1, 9 2, and 93 in D 1, D 2, and D 3 respectively. We first 

consider Popt in D1 , and assume that ac(1- À~)+ s = 0 to find a contradiction. This 

implies À~ = 1 + :c' but with the conditions (4.135) and (4.136), we have IÀ~I > 1, 

which is in contradiction to the fact that 1 À~ 1 < 1 in D1 . A similar proof holds for 

the other quotient. Thus, there is no pole in the right half of the complex plane in 

0 1 . We now consider Popt in D2 . We again assume that ac(1- À~)+ s = 0 to find a 

contradiction. This implies À~ = 1 + :c' but with the conditions (4.135) and (4.136), 

we have 1 À~ 1 > 1, which is in contradiction to the fact that 1 À~ 1 < 1 in D2 , and a 

similar proof holds for the second quotient. Therefore, there is no pole in the right 

half of the corn pl ex plane in D2 . A similar argument as the one for Popt in D1 holds 

for Popt in f13. The functions 91, 92, and 93 are continuons in D1 U r 1, f 1 U D 2 U f 2, 

and D3 Ur 2 respective! y. By Lemma 4.6, we have 

l. (s>.t+ac(>.t-1) c(1->.t)+/3s>.t) 1. (s>.~+ac(>.~-1) c(1->.~)+/3s>.~) 
1 rn · = 1m · --:....,-;->,......:..:-;---:o--

wlw* s+ac(I->.t) c(>.t -1)+/3s wTw* s+ac(l->.~) c(>.~ -1)+/3s ' 

which means 91(s,a,b,c,a,(3) = 92 (s,a,b,c,a,(3) on f 1 , and by the same lemma we 

also have 

r (s>.t+o:c(>.t-1). c(1->.t)+/3s>.t) = lim (s>.~+o:c(>.~-1). c(l->.~)+!Js>.~) 
wl~· s+ac(I->.t) c(>.t -1)+/3s wl-w* s+ac(1->.~) c(>.~ -l)+/3s ' 
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which means g3 (s,a,b,c,a,f3) = g2 (s,a,b,c,a,f3) on f 2 . Therefore, by Theorem 4.8, 

Popt is an analytic function in the right half of the complex plane, s = rJ+iw, rJ > O. D 

We now take 8 = reif1, -1r /2 < e < 1r /2, to find the limit of Popt as r goes to 

infinity in all directions in the right half of the complex plane. Considering Popt in 

(4.131), we find that when IÀ!I > 1, the limitas r--> oo is zero, and the same limit 

also for the case when IÀ:_I > 1. We again use the maximum principle, Theorem 1.5 

to find the maximum in 1 Popt 1 for s = rJ + iw, rJ > 0 on the boundary. Therefore, 

the maximum is attained at rJ =O. However, similar to the classical WR algorithm, 

as noted earlier, taking the limit on the boundary as w goes to zero, we find that 

IPoptl = 1. Therefore, as for the infinitely large RC type circuit, we will truncate the 

frequency range by a minimal frequency relevant for our problem. 

The modulus of the convergence factor Popt in ( 4.131) satisfies the following prop­

erty. 

Lemma 4.8. The modulus of the convergence factor Popt m (4.131}, for 8 ~w, 

8ati8fies 

IPopt(ilwl, a, b, c, a, /3)1 = IPopt( -ilwl, a, b, c, a, /3)1. 

Proof. We consider À~ given in (4.95), where we havez= 2 + C1s + C2 s2
, C1 = 1~1, 

c2 = f, and ê =ale!- Now for TJ = 0, we have 

and 

2 x+ iy ± J(x2 - y 2 - 4) + 2xyi 
À±= . 

2 

We will treat several cases. 

1. If y = 0, then from y = C1w, we have w = 0, and hence there is nothing to 

show. 
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2. If x= 0, then from x= 2- C2w2
, we have w = ±j"j; =±~,and .À± is 

given by 

.À± = ~(y± Jy2 + 4)-i. 
2 

As we have shown in Lemma 4.5, for w = ~' ''7 = 0, we have J>.~J > 1, and 

for w = - ~' TJ = 0, we have J>.! 1 < 1. Therefore, we have to show that 

IPaptl in the region where J>.!J > 1, at w = ~' equals IPaptl in the region 

where J>.!J < 1, at w = -~. For J>.!J > 1, Popt in (4.131) can be simplified 

to 

Using >.! + >.~ = s(~~s) + 2 from Vieta's formulas, Theorem 4.4, and with sorne 

simplification we obtain 

( b ) 
aj3>.2_s 2 +acs(s-b)+ac(l->.2_)(l-oJ3c)s 2 

Popt s,a, ,c,a,{3 = afi>.~s2+acs(s-b)+ac(l->.~)(l-af3c)s' J>.+J > 1. (4.138) 

For the case 1 >.! 1 < 1, we have 

( b {3) aj3>.~s2 +acs(s-b)+ac(l->.~)(l-a/3c)s J>.2 J 1 Popt s,a, ,c,a, = af3>.~s2+acs(s-b)+ac(l->.~)(l-a/3c)s' + < · (4.139) 

Fors= iw, where w = j"j; > 0, Popt is given by 

Popt(iw, a, b, c, a, {3) 

-j3awy+f3aw~+2ac-2ac2aj3-2o:cb+i(ac~-acy+ac2 aj3y-ac2aj3~+2o:cW) 

- -j31LWy-j3aw~+2ac-2ac2 aj3-2o:cb+i( -ac~-acy+ac2af3y+ac2o:f3~+2acW)' 

and y= C1w. Now, fors= -iw, and y= -y= -C1w, Popt is given by 

Popt( -iw, a, b, c, a, {3) 

-j3awy+/3aw~+2ac-2ac2o:j3-2o:cb-i(ac~-acy+ac2 aj3y-ac2aj3~+2o:cW) 

- - {iiLWy-(iaw~+2ac- 2ac2o:(i -2o:cb-i( -ac.Jy2+4-acy+ac2nfJy+ac2o:fJ~+2acw) · 

Therefore, 

IPapt(iw, a, b, c, a, {3)1 = IPapt( -iw, a, b, c, a, {3)1. 
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3. If x =/= 0 and y =/= 0, then as in the proof of Lemma 4.5, for x > 0, we have the 

case where -~ < w < ~' and for x < 0, we have either w < -~ 

or w > ~- We consider first the case x > 0, which implies -~ < w < 

~- The real and imaginary parts of .À~ and .À:_ are given by 

0.<().2)- .!. + .!.~ ( ) ::s + - 2y 4j2xyj'P x,y' 0.<().2) _ 1 1 2xy ( ) 
::S - - 2,Y - 4j2xyj <p X, Y ' 

where 

and 

The convergence factor Popt in (4.138) can be simplified for .s = zw, with 

-~<w<~,to 

T1 
Popt(w, x(w), y(w), a, b, c, a, /3) = -, 

T2 

where T1 and T2 are given by 

T1 := ( ( -f3a0x- i?b(x, y)) - ac)w2 

+(ac(h- i l;~~l<p(x, y))- ac2af3(h- i i;~Yi<p(x, y)))w) 

(4.140) 

+i ((ac2af3(~x- i?b(x, y))+ac(1- (~x- i?b(x, y))) -ac2af3- acb)w 

f3 2(1 1 2xy (' ))) - aw 2Y- 4j2xyj'P ,r, Y ' 

and 

T2 := ((-f3a(~x+i?b(x,y))-ac)w2 

+(ac(h + ~ 1 ;~~ 1 <p(x, y)) - ac2af3( h + i 1 ;~y 1 <p(x, y)))w) 

+i ( ( ac2af3( ~x+ i4;(x, y)) +ac(1- (~x+ i'tj;(i, y)))- ac2af3 - acb )w 

-f3aw2 (~y+ ~~;~~ 1 <p(x,y))), 
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where x = 2- C2w2 and y = C1w. Now, for w > 0, since y = C1w, C1 > 0, 

we have y > 0, and for w < 0, y < O. Therefore, for the case where w < 0 and 

y < 0, we have, using the fact that we are in the region where x > 0, 

T1 = ( -f3a(~x- i7/J(x, -lyl))- ac)lwl 2 

+(ac(-;1 IYI + i~2x~~~<p(x, -lyl))- ac2af3(-;1 IYI + ±~;~~~cp(x, -lyl)))(-lwi) 

+i ( ( ac2af3(~x- i7/J(x, -!YI)) +ac(1- (~x- i7/J(x, -lyl)))- ac2af3 -acb X -jwi) 

-f3alwl 2
( -;

1 IYI + t ~;~~~<p(x, -jyl))) 

= ( -f3a(~x- i4J(x, -lyl))- ac)lwl 2 

+(ac(~IYI- i<p(x, -lyl))- ac2af3(~1YI- i<p(x, -lyl)))lwl 

-i ( ( ac2af3( ~x- i7/J(x, -!YI)) +ac(1- (~x- i7/J(x, -lyl)))- ac2af3- acb) lwl 

-f3alwi 2 (~1YI- i<p(x, -lyl))) · 

Now, for w > 0 and y> 0, we have 

T1 = (-f3a(~x- i7/J(x, IYI))- ac)lwl2 

+(ac(!IYI- i<p(x, IYI))- ac2af3(!1YI- i<p(x, IYI)))Iwl 

+i ((ac2 af3(~x-i7/J(x, IYI))+ac(1-(~x- i7/J(x, IYI)))-ac2a/3- acb)lwl 

-f3aiwi 2GiYi- t<f?(x, IYI))), 

and a similar argument holds for T2 . 

Since <p(x, -lyi) = <p(x, IYI) and 7/J(x, -iyi) = 7/J(x, IYI), the modulus of T1 and 

T2 for w > 0 equals the modulus of T1 and T2 for w < 0 respectively, and hence 

the convergence factor in ( 4.140) satisfies 

iPovt(lwl, a, b, c, a, /3)1 = IPavt( -lwl, a, b, c, a, /3)1. 

For the case x< 0, where we have IÀ!I < 1, and the region where w < -~ 

or w >~,a similar argument holds. 

D 
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Therefore, by Lemma 4.8, we can optimize for positive frequencies, w > 0, and we 

get the min-max pro blem 

min ( max IPopt(iw, a, b, c, a, ,6)1), 
a<0,,6>0 O<Wrnin ::;w::;wmax 

( 4.141) 

where we truncated the frequency range by minimal and maximal, practically relevant 

frequencies for our problem, as we did for the infinitely large RC circuit, where we 

used Wmin = !f and Wmax = ~t as estimates for the lowest and highest numerical 

frequencies. 

We assume (3 = - ~ as we did for the extra small and small circuits, motivated by 

the optimal choice, which will simplify the optimization process. 

Extensive numerical experiments show that the solution of the min-max problem 

(4.141) with the choice (3 = -~ occurs when the convergence factor at w = Wmin and 

at w = w are balanced, where Wmin is small and w is the interim maximum of IPoptl· 

Therefore, we use the equation 

Ro(wmin, a, b, c, a*)= Ro(w, a, b, c, n*), (4.142) 

where Ro(w, a, b, c, o:) = IPoptl, and Popt is given in (4.131) fors= 'iw, to determine the 

best constant a*. With this choice of a*, R0 (w, a, b, c, a*) :::; R 0 (wmin, a, b, c, a*) := 

Rao for aU w ;::: wmin- We show on the top of Figure 4.20 the convergence factor as 

a function of the frequency w and the optimization parameter a. We observe that 

the solution of the min-max problem (4.141) occurs when the convergence factor at 

w = Wmin and at w = w are balanced. In this example where we take Wmin = 0.00001, 

the optimized constant a is equal to a* = -2.3938, and this leads to the convergence 

factor shown at the bottom of Figure 4.20. 

To obtain an explicit formula for the optimized parameter we again use asymp­

totics. We assume Wmin = E, and look for a solution for E small. To see that there is a 

solution for equation (4.142) forE small, we use the ansatz a= Cat:"~1 , and w = CwE"~2 • 
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Figure 4.20: Top: convergence factor IPopt(w, o:)l. Bottom: optimized convergence 

factor IPopt(w, o:*)l and a zoom around the maximum. The asterisk in the figure is 

the point where we change from the case 1 >.! 1 > 1 to 1 >.! 1 < 1. 
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The leading asymptotic terms as E goes to zero of the polynomial P( w), which we 

obtain from the partial derivative of R0 = IPoptl with respect to w, and giving the 

extrema of R0 , at the maximum w is given by 

Similarly, expanding the equation ( 4.142) for E small, we find the leading or der terms 

2v'2ëJJC 1/2-'"Yl ... _ 1 v'2ëJJCca. "'l -'"'12/2 v'2ëJJCC~12 '"'12/2 
1 + E + - + 1/ 2 E + E + .... 

bcCa. aCw ac 

Equating the exponents in the expansions leads to ')'1 = k, ')'2 = k. Sin ce the constants 

need to mach as weil, we obtain 

C = 21/3 av'2c 
( )

2/3 

w b ' 

which leads to the asymptotic result 

* ct = 
( )

2/3 
21/3 av'2c 

b 1/3 

2c (wmin) · ( 4.143) 

Table 4.1 gives a comparison of the optimized constant o:* with the asymptotic 

approximation ( 4.143). We choose for the circuit elements the values Rs = 0.05 

kOhms, R = 0.5e- 3 kOhms, L = 4.95e- 3 J.lH, and C = 0.63 pF. One can see that 

the asymptotic result for a* is very close to the optimized a* for small Wmin, for which 

we proved the existence of the equioscillation and the asymptotic result (4.143). In 

the case where Wmin is not small, there is no equioscillation and the solution of the 

min-max problem is found numerically. This is indeed the case for the value of a* in 

Table 4.1 for Wmin = !}; where T = 2.5 and T = 20. Both have the same numerically 

optimized constant a* where there is no equioscillation, but the asymptotic result is 

quite different from the numerically optimized one. 
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Table 4.1: Comparison of the optimized constant a* and its asymptotic approxima-

ti on 

Wmin 
7r 7r 0.0001 0.00001 0.000001 0.0000001 0.00000001 

2.5 20 

opt.a* -6.5066 -6.5066 -5.8752 -2.3938 -1.0861 -0.5019 -0.2327 

as y. a* -116.5539 -58.2769 -5.0133 -2.3270 -1.0801 -0.5013 -0.2327 

An example for the convergence factor as a function of the frequency w and using 

the transmission line circuit elements used above is given in Figure 4.21, where we 

choose wmin = 2~ to compute the numerically optimized constant a* = -6.5066, and 

the asymptotic value o:sy = -58.2769, and we plot the optimized convergence factor 

using both results. We also compare in Figure 4.21 the optimized convergence factor 

with the classical one. 

4.3.6 Numerical Experiments 

We show here that the optimized WR algorithm also works well for larger circuits. 

We first choose a transmission line circuit which consists of 150 elements similar to the 

two used to build the small circuit in Figure 4.8, where Li = 4.95e- 3 ttH, Ci= 0.63 

pF, Ri = 0.5e- 3 kOhms, and Rs = RL = 0.05 kOhms. The solution is based on the 

backward Euler integration technique and our transient analysis time is t E [0, 20], 

with a time step of .6.t = 0.02 ns. The source is ls = 20t mA for 0 < t < 0.1 ns, and 

ls = 2 mA for t ;:::: 0.1 ns. We start with zero initial waveforms. We show the error 

as a function of the iterations in Figure 4.22, where we use the minimal frequency 

Wmin = 2~ and the maximal frequency Wmax = 0_~2 to find the numerically optimized 

constant a* = -6.5066, and Wmin = ;0 is also used to find the asymptotic value 

a:sy = -58.2769 from (4.143). We also choose (3* = - ; .. Form Figure 4.22, one 

can see that the optimized WR algorithm is much better than the classical one using 

both values of a*. 
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Figure 4.21: Convergence factor as a function of the frequency parameter w for the 

optimized WR algorithm applicd to the infinitely large circuit versus the classical 

one. 
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Figure 4.22: Performance of the classical versus the optimized WR algorithms for a 

larger transmission line circuit. 
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The last example is more realistic, where we choose a 5 cm TEM mode trans­

mission line model with 150 sections and typical parameters per unit length of 

L = 4.95e - 3 pH/cm, C = 0.63 pF jcm, R = 0.5e - 3 kühms/cm, and we also 

have Rs = RL = 0.05 kOhms. Renee, for each section 

L = 4.95e - 3 H C. = 0.63 F R = 0.5e - 3 kOh 
2 30 IL ' 2 30 p ' 2 30 ms. 

The source is Is = 20t mA for 0 < t < 0.1 ns, and Is = 2 mA for t ;:::: 0.1 ns, and 

the analysis time interval is [0, T], with T = 2.5 ns. The time step that has been 

used is L:l.t = 0.005 ns. We again use the backward Euler method, and we start 

with zero initial waveforms. We use Wmin = 2n5 and Wmax = o.;05 , which is not large 

enough in order to have an interior maximum for this example, to find the numerically 

optimized constant o:* = -11.2807. We also choose Wmax to be large enough in order 

to have an interior maximum, and we use it together with Wmin = 2n5 to find the 

numerically optimized constant a* = -6.5120, which is close to the one from the 

previous example in which we used the maximum numerical frequency Wmax = ;{t, 

which was for that example large enough in order to have an interior maximum. We 

also use wmin = 2n5 to compute the asymptotic value o:~sy = -362.1601 from ( 4.143) 

using the new circuit elements given in this example. The modulus of the convergence 

factor Popt as a function of the frequency w is given in Figure 4.23 using the above 

three values for o:, and we also include the modulus of the classical convergence factor 

IPctal as a function of w. 

In Figure 4.24 we show again the remarkable convergence of the optimized WR 

algorithm over the classical WR algorithm. The optimized WR using the asymptotic 

result is not as good as the one using the other values, since Wmin is not small enough 

to have the equioscillation and leads with the new circuit elements to a large value of 

o:*. Note that Wmin is just an estimate we choose to be Wmin = Jf as in Chapter 3 for 

the RC type circuits which might be chosen diffcrcntly . 
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Figure 4. 24: Convergence behavior of the classical versus the optimized WR algo­

rithms. 

One can also compare the result for the large subsystems with the error decay for 

the small orres in Figures 4.7 and 4.16, which shows that the convergence for both the 

classical and the optimized WR algorithms is similar, in spite of the large difference 

in the subsystems size. 
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Chapter 5 

Relations Between Circuit 

Problems and Semi-Discretized 

Partial Differentiai Equations 

In this Chapter we are looking for relations between circuit problems and semi­

discretized PDEs. We show first that the RC or diffusive circuit system is indeed 

a semi-discretization of a particular PDE. The system of differentiai equations for a 

finite sizc RC circuit with n sections is given by 

bl cl 

al b2 c2 

v= v+f, (5.1) 

am-2 bm-1 Cm-1 

am-1 bm 

where m = n + 1, and we need an initial condition v(O). 

Note tha.t in a fixed length of the circuit the number of sections n can be a very 

large number. If the total resistance is R and the total capacitance is C for the n 

sections, then Ri = ~ and Ci = ~ for each section. Renee, assuming a := ci = ai 
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and b :=bi = b1 as before, we have a= ;_~ and b = - ~~ in the system representing 

the circuit. Now, we assume a= n2a and b = n2b, where a= R
1c and b = - ic, and 

in addition let h = l, where h is a small positive number. Note that the number 
n 

of sections n plays a significant role in determining the number of unknowns in the 

system, which is the same role that is played by *, where h is considered as a step-size 

in the discretization of a PDE. The system (5.1) becomes 

v 1 
h2 

b a 

a b a 

a b a 

a b 

At any row j, we have the differentiai equation 

v + f. 

Ad ding and subtracting the term 2 (:2 Vj on the right hand si de leads to 

Equation (5.3) is a serni-discretization of the reaction diffusion equation 

v - vv + bv = 1· t xx . ' 

(5.2) 

(5.3) 

(5.4) 

(b+2ii) 0 c - 0 - -b 
where v = ii > 0, and b = -----;:;:x- ;::: , 10r a > , b < 0, and - ;::: 2ii, which are 

conditions introduced earlier in the analysis for the RC circuit in Chapter 3. The 

beat equation is obtained from (5.4) when b = -2a which often holds for the RC type 

circuits. Note that otherwise we have that b depends on h. 

Now, similar to the RC type circuit we will look for a semi-discretized PDE cor­

responding to the transmission line circuit. The system of differentiai equations for 
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a finite size transmission line circuit with n sections is given by 

x= x+f, (5.5) 

with the vector of unknown waveforms x = ( v1, i1, v2, i2, ... , in, Vn+l)T, which consists 

of nodal capacitive voltages alternating with inductance currents in the transmission 

line circuit, and thus m = 2n + 1, and we also need an initial condition at time t =O. 

If the total resistance is R, the total capacitance is C, and the total inductance 

is L, then we have Ri = B, Ci = Q, and Li = l:. for each section. Thus, with the 
n n n 

simplifying assumptions we used in Chapter 4, we have a = ![, b = - ~, b1 = - R~C, 

and c = - i!J in the circuit system. Assuming a = na, b1 = nb1 , and c = ne, where 

a= f, b1 =- R~C' and ê =-~,and as before h =~'the system (5.5) becomes 

'lh bl c if 

zl a hb -a n 
v2 1 

-c 0 c 
ïi + 

!2 
(5.6) 

Zn a hb -a !~ 

Vn+l -c bl f~+l 

For any index j wc have two differentiai equations in time t, 

. _Zj - Zj-1 jv 
Vtj := Vj = C h + j . (5.7) 

The above two equations represent discretizations in the space variable x of the first 

order partial differentiai equations 

(5.8) 
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Differentiating the first equation in (5.8) with respect to the time t, and the second 

one with respect to the space variable x, we get 

itt = -à'Uxt +bit+ n, 'Utx = êixx + ];. 

Substituting the second equation into the first one, assuming Vxt = Vtx, we obtain the 

second order partial differentiai equation 

which one can write as 

(5.9) 

where we replaced i with '1/J, and 1 2 = -àè > 0 since à > 0 and è < 0, 26 = -b > 0 

since b < 0, and we also set g = Jf- âf~. Equation (5.9) is called the damped wave 

equation or the Telegrapher's equation. 

We have shawn above that there is a natural relationship between our circuit 

problems and semi-discretized PDEs. To further analyze the relationship between 

the circuit and the PDE problems we consider in the sequel the infinitely large RC 

circuit case and the reaction diffusion equation 

Du :='Ut- V'Uxx + bv = f, inn x (0, T), (5.10) 

where rl =IR, v> 0, and b > 0, with an initial condition v(x, 0) = v0 (x) in O. 

A more general equation is the advection reaction diffusion equation 

.Cv:= 'Ut- V'Uxx + avx + bv = f, inn x (0, T), 

where rl =IR, v > 0, and the advection coefficient a and the reaction coefficient b are 

nonnegative constants which do not both vanish simultaneously. WR algorithms for 

this type of equations were analyzed in [41, 42]. In our case here where in equation 

(5.10) we have a = 0 and b > 0, the results from [41, 42] hold. The case of the 
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'h' 
0 L ,-h---, 

Figure 5.1: Discretization in space. 

heat equation where both a and b are zero was analyzed in [43]. In [41, 42, 43] 

optimized WR methods are introduced for the advection reaction diffusion and the 

heat equations to illustrate the great improvement in convergence of the optimized 

WR methods over the classical ones for this type of equations. We decompose here 

the spatial domain D = lR into two overlapping subdomains 0 1 = ( -oo, L) and 

0 2 = (0, oo ), L > 0, in a way similar to the one introduced in [41] for the advection 

reaction diffusion equation, and in [43] for the heat equation. 

If we call the unknowns in the first subdomain u and in the second one w, then 

the WR algorithm, which is called Schwarz WR algorithm when the application is 

PDEs, is for iteration index k = 0, 1, 2, ... given by 

.Cuk+l = J, in 0 1 x (0, T), 

uk+1(., 0) = Uo, in f21, 

B1uk+1(L, .) = B1wk(L, .), in (0, T), 

.Cwk+l = J, in 0 2 x (0, T), 

Wk+l(., 0) = Wo, in f22, 

B2wk+1(0, .) = B2uk(O, .), in (0, T), 
(5.11) 

where 8 1 and 8 2 are linear operators in time, possibly pseudo-differentiai, and an 

initial guess u0 (0, t) and w 0 (L, t), t E (0, T), needs to be provided. Note that we 

use as transmission conditions at the interfaces x = 0 and x = L the Bi applied to 

solutions obtained from the previous iteration. 

The classical Schwarz WR algorithm is obtained by choosing 8 1 and 8 2 equal to 

the identity. The new Schwarz WR algorithm is obtained by using the better choice 

(5.12) 
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where s1 and s2 are again linear operators in time, possibly pseudo-differentia!, see 

[41]. 

We now show that the new transmission conditions introduced for the infinitely 

large RC circuit in Chapter 3, which are given by 

('Uk+1 _ 'Uk+1) + CYUk+1 _ (wk _ wk) + awk 
1 0 1 - 1 0 11 

(w~+1 - wt+1
) + f3wt+1 = (u~- u~) + f3u~, 

(5.13) 

can be considered as a discretization of the new transmission conditions associated 

with the PDE with the choice of 8 1 and 8 2 as in (5.12). The first transmission 

condition in (5.13) can be written as 

,1,k1
+1 _ ,11,k0

+1 wk 1k 
h ' k+1 h' 1 - 'll 0 k 

h + a'U1 = h + aw1 ' 

and thus we get 

h
uk+1(L, .) - uk+1(L- h, .) k+1(L ) - hwk(L, .) - wk(L- h, .) k( ) 
, h +an '. - h + aw L,. ' 

where the overlap Lis equal to the step-size h as shown in Figure 5.1. Therefore, we 

ob tain 

( â ) k+1( ) ( â k( hax +au L,. = hax +a)w L,.), 

and similarly from the second transmission condition, we have 

Renee, the new transmission conditions at the continuous level are 

(! + S1)uk+1(L, .) = (! + St)wk(L, .), 

(%x+ S2)wk+1(0, .) =(%x+ S2)uk(O, .), 

where o: = hS1 and f3 = hS2 . Therefore, the new transmission conditions in (5.13) 

imply the new transmission conditions associated with the PDE, where 8 1 and 8 2 

are chosen as in (5.12). In Table 5.1 we compare the optimized constant a: obtained 
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from the circuit with the one computed from a~ = ha;, where a; is the optimized 

constant from the PDE. One can see that the two values are very close for moderately 

small values of the overlap h. 

Table 5.1: Comparison of the optimized a~ from the circuit with the one computed 

using the optimized a; from the PDE. 

h 0.1 0.01 0.001 0.0001 

a* p 0.6241 0.9464 0.9898 0.9943 

a*= ha* c p 0.0624 0.0095 9.898e-4 9.943e-5 

a~ circuit 0.1032 0.0100 9.956e-4 9.947e-5 

We study now the relation between the convergence factor obtained from applying 

the new WR algorithm to the PDE at the continuous level and the one obtained from 

applying the algorithm to the system of ODEs which represents the discrete problem. 

Assuming that v > 0 and b > 0 are two arbitrary constants, the differentia! system 

that arises from the semi-discretization of the PDE in (5.10), using the centered finite 

difference discretization with step-size h to approximate the second partial derivative 

with respect tox, 

_ vj-1-2vj+Vj+1 _ "·v. + 1 .. Vtj - V h2 u J J' 

= ~2vj-l- (~~ + b)vj + ~2Vj+1 + fj, jE Z, 

is given by the system of ODEs 

Q 1?. Q 
v + f, (5.14) 

Q b Q 

and Q = ~2 > 0, and 1?. = (2"~gh
2

) < O. Note that, using the values for v and b 

obtained from the circuit system, the system in (5.14) is the same as the one in (5.2) 
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representing the circuit, since by using those values for v and b we get Q = /:2 and 

Q = ; 2 , which are the same as in (5.2). 

The transmission conditions associated with the PDE (5.10) as we find above are 

(gx + S1)'Uk+1(L, .) =(%x+ S1)wk(L, .), 

(%x + S2)wk+1 (0, .) = (%x + S2 )'Uk(O, .), 

and the discretized ones are 

By linearity, we will consider the homogeneous problems for the analysis below, where 

f = 0 and v(., 0) =O. The solutions of the two sub-systems we obtain by decomposing 

the system in (5.14) into two subsystems exactly as we did in Chapter 3, using Laplace 

transform and boundedness at infinity, are 

ûj(s)=Cf,\~, j=1,0,-1, ... , 

wj(s) = C~À~, j = 0, 1, 2, ... , 

where À± are given by 

, _ s- Q ± J(s- Q.) 2 - 4Q2 

/\±-
2a 

Using the discretized transmission conditions, and taking (3 = -a, we get 

(5.15) 

which is the optimal convergence factor we have found for the infinitely large RC 

circuit in Chapter 3, and we used ,\_ = >.~ to get the last equality on the right. 

However, we have here Q and Q which both depend on h instead of a and b. Using the 

fact that h --> 0, À± are simplified to 

h2 (s + b) + 2v ± j(h2 (s + b) + 2v)2- 4v2 

À± = --------------~------------------
21/ 
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The solutions of the two homogeneous PDEs we obtain by decomposing the PDE 

in (5.10) as given in (5.11) are given in [41], where the Fourier transform is used to 

obtain the solutions. Similarly, we apply instead here the Laplace transform in time 

to (5.11), and we use boundedness at infinity to get the solutions. Therefore, we will 

have the same solutions but in terms of the Laplace parameter s = 7J + iw instead of 

the Fourier parameter w. The solutions are given by 

ûk(x s) = Cker+(x-L) x E (-oo L) 
' 1 ' ' ' 

where 

r±~±R (5.16) 

Using the continuous transmission conditions, we obtain the convergence factor 

Since the convergence factor above vanishes if we insert a 1 = r+ = -r- and a 2 = r­

into pP, these values are indeed the optimal values, and moreover, a2 = -a1 . Thus 

assuming a 2 = -a1 , as above for the discrete case, the convergence factor is 

where r± are given in (5.16). 

We consider below the solutions in D2 , 1.e. x E (0, oo) and j = 0, 1, .... If we 

assume x= jh, then j = ~' and as h---+ 0 we want to show the following limits: 
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x 

The Taylor expansion of À~ for small h is given by 

À!= (e-x~)+ (e-x~) x(b+s;~h2 

+ ( 
-x~) x(b+s) 2(-27~+5xb+5xs)} 4 

e 5760v3 1' 

+ (e-x~) ... h6 + O(h8
). 

Therefore, as h ~ 0, À! converges to er-x = e-x~. For the other limit, we first 

note that 

h 

which can be seen by taking x = h in the previous limit we have shawn, i.e. À~ will 

converge to er- L = 1, where the overlap L equals the step-size h. Next, we substitute 

a = lw1 into the convergence factor Pc given in (5.15), and hence we need to show 

that 

(
hCJl + 1- À+) ~ (CJ1- r:), 
hrJ1 + 1 - À_ CJ1 - r 

which is obtained as follows: 

l
. -2ha1v+bh2+sh2+· f(b+s)h2(sh2+4v+bh2) = Im--~--~--~-v~~~~====~~ 
h~o -2ha1 v+bh2+sh2- yf(b+s )h2 (sh2+4v+bh2) 

l . -2a1v+bh+sh+ /(b+s)(sh2+4v+bh2) = Im----~----~v~========~== 
h~o -2a1v+bh+sh-yf(b+s)(sh2+4v+bh2) 

_ a1v-~ 
- a1v+yfv(s+b) 

- a1vv-Vs+b 

- a1vv+Vs+b 

_ a1-r+ 
a1-r-

Therefore, we have Pc ~ Pp as h ~ O. 

We have shawn above that Pc ~ pP, and that the solution of the second differentiai 

subsystem obtained from the partitioning of the differentiai system that arises from 

the semi-discretization of the PDE converges to the solution of the PDE in D2 , i.e. 

1ÎIJ ~ w(x) as the step-size h goes to zero. In other words, the discrete case converges 
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to the continuous one as the step-size h goes to zero, and the same can be shown for 

the solutions in D1 similarly. 

Similar arguments can also be found for the other PDE obtained for the trans­

mission line circuit using similar work and analysis. 
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Conclusions 

We have shawn that the classical WR algorithm has difficulties to converge for many 

circuit problems. Much better convergence in the sense of being more uniform and 

faster, can be obtained by improving the information exchange between the decom­

posed subsystems. This has been achieved by new transmission conditions that 

exchange a combination of voltages and currents rather than just voltages or just 

currents from one subsystem to its neighboring subsystems as in the classical WR 

algorithm. Optimal transmission conditions are in general nonlocal and thus less 

convenient to use. The constant and first arder approximations proposed instead 

lead to practical optimized WR algorithms, which are not complicated and can be 

easily implemented by only changing the few lines in the WR code responsible for 

the transmission conditions. In addition, we have demonstrated for the RC circuits 

that taking first arder approximation for the optimal symbols in the transmission 

conditions leads to a faster and more uniform convergence than the constant approx­

imation. 

By considering the general circuit, we have shawn that the optimized WR works 

for general systems of ODEs, and by considering the infinitely large circuits, we have 

shown that the size of the circuit does not have a major impact on the convergence 

of the optimized WR methods. Numerical experiments given confirm the theoretical 

results. 

Future work could involve: 
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• Analyzing a general transmission line circuit of size n. 

• Other possible asymptotics for the infinitely large transmission line circuit. In­

deed, the asymptotics introduced for the infinitely large transmission line circuit 

seem to be not the right one with minimal frequency estimate Wmin = !f, and 

thus we are working on expansions about the circuit elements instead, which 

are similar to those used for the very small and small transmission line circuits 

case. 

• Different ansatz to find the first order approximation for the small RC circuit, 

where we will use the ansatz j5 = CpE-r1 + CPl'~1 instead, and find the exponents 

and match the constants in the expansions to get a better result. 

• Applying the WR algorithms to the Telegrapher's equation in a similar way to 

the advection reaction diffusion equation, and studying the relations between 

the transmission line circuit and this PDE. 

• Working on new expansions and asymptotics based on h from the relationship 

between the PDEs and the circuit problems and their optimal parameters as a 

new approach to get approximations of the optimal parameters for the circuit 

problems. 

• Proofs of optimality for the zeroth order approximations proposed for the trans­

mission linc circuits, and the first ordcr approximations proposed for the small 

and infinitely large RC circuits. 

• Extending the results shown in this thesis to other types of circuits such as high 

pass, transmission line with delays, and resistive circuits. 

• Parallel implementation. 



Appendix A 

Polynomials and Expansions 

The polynomial P in Theorem 3.8 is given by 

P(x) = -2c2 (1 + 2q + 2qjP + 64c6p3 + 16c4p4 + 24qc4 - 8c2p- 24c4q2 

-512q3c12 - 64q3c8 + 256c12q4 - 256c12 - 128c8p2q2 - 192c8q- 256c10p 

+512qc12 
- 16c8 q4 

- 32c4 + 176c8 + 24c4p2 + 96c8 q2 + 128c6p + 128qc8p2 

+512qc10p- 256c10q2p + q2 -192qc6p- 64c6pq2 - 16c4p2 q 

-p4 + 4c2pq2 + 8c4 p2 q2 + 24c2pq)x4
- 2c2

( -96c4pq 

-384q3c10 
- 96c6p2 + 96qc6p2 - 64c6 p2 q2 - 16c6q4 - 192c8p 
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-16c4p3
- 8qc2p2

- 64q3c6 + 112c6q2
- 128c10q2 + 256c10q4 - 128c10 + 16c4p 

-192c8pq2 + 32c6 + 384qc8 p + 384c10q- 64qé- 8qc2 - 8c2q2 + 4c2p2 q2Yi:3 

-2c2 (64c8q4 + 32qc8 j)2
- 32c8q + 32c8 + 16c6p3 + 4c4 p4 + 128qc12 - 128flc12 

-64c10p + 32c6 pq2 + 16qc4 + 128qc10p- 4c4 q4 
- 64c8q2 + 20c4q2 - 16q3c4 

-64c10q2p- 64c12 + 16c4 p2 q - 32c8p2q2 + 64c12q4 - 4c4 

+16c6p)x2 - 2c2 (64c10q4 + 64c10q2 - 128q3c10 - 16c6p2q2 - 32c6q2 

+32q3c6)x- 2c2 (16c8 q4 + 16c8 q2 - 32q3c8 ). 

(A.l) 



The polynomial Qin Theorem 3.8 is given by 

Q(i, c, p, q) = 4ic2(1 + 2ic2)( -16c8 + 128i2c8 - 32c10i- 64i4c8 - 64i3c6 

+2i3c2 + 4i4c4 + 128c10i 3 - 16i2c4 + 32ic6 )q2 + 4ic2(1 + 2ic2) 

( -64i4 c6p - 32ic6 + 128i4c8 - 128i3c8fj + 20i2c4 
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-256c10i 3 + 16c8
- 128i2c8 + 128i3c6 + i 4 + 4i4c2fj- 24i4c4 + 32c8ifj 

+64c10i- 8i3c2)q + 4ic2(1 + 2ic2)(12i4c2fj + 16i2c4 + x4 

+32i2c6fj + i 4fj2 + 4i4c4 - 8ic6 - 64i4c8 - 32c10i - 32i3c4fj- 8i3c2 

+128c10i 3 + 128i3c8 fj + 32i3c6fj2 + 16.i2c4fj2 - 16.i4éfj2 

-8c6.ifP - 32c8xfj- 64i4c6p- 8x3c2p2). 

The leading asymptotic terms in (3.104) are given by 

(A.2) 

P _ -30C4C4E4'Yl +48 _ 8C4C2E4'Yl +28 _ 146C4C2E48+2-yz + 64C2C2C E28+2-yz+-y1 
Expan- -'p -'1 -'p -'1 -'1 -'q -'q -'1 -'p 

+ 72Cît28 - 688CtCpCqc4H"~1 +-yz + 352CfCpt3H"~1 + 222Cit48 

-176C2G3C c3H2"~1 +-yz + 192G3c38 + 64C3c3"~2 - 32C3C2 c3"~ 1 +28 
p 1 q 1 q p 1 

+632C4G C2t4H"~1 +2"~2 - 228C4G C2éH-yz+2"~ 1 - 224G2C c2H"~2 
lPq lqp lq 

-692C4C éH-yz + 96C2C E2H"~1 - 256C2C C t 28+'Yl +-yz - 480C4C3t4"~2 +38 

lq lP lqp ql 

-32C4 t4"~2 + 896C3C3 c3"~2 +38 + 384C2C3C t3H 2'YZ+'Yl - 96C2C C 2t 28+-yz+Z-y1 

q ql qlP lqp 

-48Ctc;t2"~1 +4.5 + 288C:fC~t26+3"~2 + 192C1 C~t
6+3"~2 + 64c;c?c;c2H2"~1 +2"~2 

+88CîC;t28+2"~2 - 128CiC1 c
4"~2 +6 - 576CfCqCpéH"~1 +-y2 - 624CfCqc3H"~2 

+48C3C2 t38+2"~2 + 1152C4C3éH3"~2 + 32C3C3 t3"~1 +38 - 32C2 c2"~2 
lq lq pl q 

-248C4C2c4'Y2+28 + 192C3C2E3H2-yl + 240C2C4C2t2-yl+4H2-y2 
ql lp plq 

+12oc;ctc;t3H2"~I+2"~2 + 272CtCpc4H"~1 - 64C1c;cH2"~2 

+32c;cl c;EH2"~1 +-yz - 12sctc;t4H3"~1 + ... , 

Qexpan = 1160Ctc;é8+2"~2 + 288CfC;c56+2"~2 + 840CfCqt6H"~2 - 160Cîc28 

-128CrCPc3H"~1 + 608C{c46 - 256Crc36 - 472Cfc66 - 416CfCPt6H"~1 

+ 132C5C2éH2"~1 - 1408C4C E41Î+'Yz - 128C2C t 28+'Yl - 32C2C2 t28+2"~ 1 
lp lq lP lp 

-668CfCqéH-yz + 560CfCpc58+"~1 + 128CfCpCqt2H"~1 +-yz 



+224C4C2E2·n+4<l- 120C6C2E68+2~' 1 - 64C C2é+2~'2 - 12SC2C2E28+2~'2 
1p 1p 1q 1q 

+256C3C c E3<l+'YI+'Y2 - 176C3C E38+1'2 + 44SC3C2E38+21'2 
1pq 1q 1q 

+640C4C E48+'Y + 724C5E58 - 4SOC6C2E68+21'2 - 4SOC6C c E6<l+'YI +1'2 
1P 1 1q 1qp 

-512C{CqCpE48+'YI+'Y2 + 256ClCqE28+~'2 + 64C1 CqE8+~'2 

-1264CfCpCqé8+~'1 +1'2 + ... , 
1 +4Cp€"~I +4C2 €2 "~1 

R1xoExpan = 16+24C €"~1 +9C2€2-;I + · · · ' p p 

Ru:Expan = ~~ + ... ' where 

p = SC2C2E28+2-;y2 - 12C2C E2<l+'YI + 4C3C E3<l+'YI + SC3C E38+1'2 + 4C é 
1 1q 1q 1P 1q 1 

-2CrC;E28+2~'1 + 4CrE28 + 4C1Cgé+2~'2 - SC1Cqé+~'2 - 7CfE38 , 
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P2 = -2CrE28 - 56CfCpE38+~'1 - 52CfE38 + l6C1CpE8+~'1 + 12ClCqE28+~'2 

-4C2C2E28+2'YI + sc c E8+')'2 + 4C C2E8+2'YI - sc C2E8+21'2 + 46C2C2E28+21'2 
1p 1q 1p 1q 1q 

-SCfCqE38+~'2 + 60CfCgé8+2~'2 - sc;E2~'2 + l6C1E8 - 15CfC;E38+2~'1 

-SClCpE28+~'1 . 

The polynomial Pin Theorem 3.10 is given by 

P(i) = -4(q4c2 - 2q3c2 + 4qc2 - 2q2c2 - pq2 + 2pq)i8 

-4(12q2c4p + Sq4c2 - 6c2p2 - 16q3c2 - p3 + Sc2 - 12c4p- 40qc6 

-Sc6 + 4pq2 + 4p- Sq4c6 - Spq - Sq2c2 + 32c6q2 - 2c2p2q2 - Sqc4 p 

+6qc2p2 + Srlc6 + Sqc2)i6 

-4(32qc2 - 16c2 - 32c6 - 16c4p- 12Sqc6 + 160c6q2 + 4Sp2c6 + 4Sc10 

+ 160qc10 - 160q2c10 + SOpc8 + 12c4p3 - 56qc6p2 - 32qc8p- 4Sc8pq2 

+Sqc2p2 + 16q2p2c6 - Sc2p2q2 - 32q3c2 + 32q3c10 + 64qc4p 

-32q4c6 + 16q4c1o + 16q4c2 + p4c2)i4 

-4( -64qc6p2 + 256q2c14 + 12Sqc12p + 256c6q2 + 64c12pq2 - 12Sc10 

-64pc8 + 256q3c10 + 640qc10
- 32q2c10p2 - 256qc6 - 3S4qc14 - 96c10p2 

-128qc8p- 48c8p3 - 8p4 c6 + 128c6 + 32q2p2c6 + 160qc10p2 - 128q3c6 

-512q2c10 - 64c12p- 64c8pq2 - 12Sq3c14)i2 



+ 1024c10 - 2048qc10 + 512qc14p2 + 4096qc14 - 2048qc18 - 1024c12p 

- 256c12p3 + 1 024c16p - 2048c14 + 1 024c18 - 512qc10p2 - 64c10p4 . 
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(A.3) 
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