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Abstract 

In order to elucidate the effect of chemical kinetics on the dynamic structure of a 

detonation, an investigation is carried out by means of high-resolution numerical 

simulations of the reactive Euler equations. The chemical description ranges, with 

increasing complexity, from simplified single-step reaction kinetics to complex models 

with detailed chemical reaction rates. 

To illustrate the unsteady dynamics of the detonation structure and its depen­

dence on chemical kinetics, a one-dimensional pulsating detonation with one-step 

kinetics has been investigated. Different nonlinear dynamics of the pulsating front 

are observed by varying the global temperature sensitivity of the chemical process. 

Numerical results have suggested that the route to higher oscillation modes may 

follow closely the Feigenbaum scenario of a period-doubling cascade leading to the 

existence of chaos as observed in many generic nonlinear systems. The remarkable 

similarity between a simple nonlinear dynamical system and the pulsating detona­

tion structure suggests that the use of a nonlinear oscillator model can be considered 

to explore the role of chemical kinetics on the instability spectrum of the oscillatory 

front. 

To clarify the importance of chain-branching reactions and to resolve the draw­

backs associated with the single-step Arrhenius model, a thorough analysis of the 

pulsating detonation using a two-step reaction mechanism, consisting of a thermally 

neutral induction step followed by a main reaction layer, has been carried out. It is 



Abstract 

found that the dynamics of detonation structure depend not only on the temperature 

sensitivity of the reaction but also the shape of the reaction zone characterized by 

the length of induction and main heat release layer. From the parametric study, a 

relevant non-dimensional stability parameter X and its associated neutral stability 

curve have' been determined. These results are further generalized to more compli­

cated kinetic models of detonation in real gaseous mixtures. They provide a tool 

to elucidate different experimental observations on the detonation structure such as 

the cell regularity, the effect of argon dilution and the propagation mechanism. An 

improved model for the prediction of the characteristic cell size of a detonation is 

also formulated by including the present stability parameter x. 

To deduce a global method to examine the transient reaction structure of the 

detonation, the head-on collision problem of a detonation with a shock wave has been 

proposed. The present study concerned with the effect of chemical kinetics on the 

unsteady dynamics ofthe head-on collision phenomenon. Numerical simulations have 

demonstrated that the unsteady interaction involves a relaxation pro cess consisting 

of a quasi-steady period and an overshoot for the transmitted detonation subsequent 

to the frontal collision, followed by the asymptotic decay to a CJ detonation. Due 

to the change of chemical kinetics as a result of the increase in the thermodynamic 

state of the reactive mixture from shock compression, the transmitted pulsating 

detonation can be stabilized with smaller amplitude and period oscillation. These 

observations are in agreement with experimental evidence obtained from smoked 

foils where significant decrease in detonation cell size after a region of relaxation is 

observed when the detonation coll ides head-on with a shock wave. 

11 



Résumé 

Afin d'élucider l'effet de la cinétique chimique sur la structure dynamique d'une 

détonation, une étude est effectuée au moyen de simulations numériques à haute 

résolution des équations réactives d'Euler. Une gamme de mécanismes chimiques est 

utilisée et s'étend, en ordre croissant de complexité, de modèles cinétiques simplifiés 

à une seule réaction à des modèles complexes de réaction avec des taux de réaction 

chimiques détaillés. 

Pour illustrer la dynamique instable de la structure des détonations et sa dépen­

dance à la cinétique chimique, une détonation unidimensionnelle instable avec un 

modèle cinétique à une réaction a été étudiée. On observe une variété de dynamiques 

non linéaires du front en changeant la sensibilité globale du processus chimique. Les 

résultats numériques suggèrent que la transition à des modes plus élevés d'oscillation 

suit de près le scénario de Feigenbaum, soit une cascade de doublement de période 

menant à une solution chaotique, comme on peut l'observer dans plusieurs systèmes 

génériques non linéaires. La similitude remarquable entre un système dynamique 

non-linéaire simple et la structure d'une détonation unidimensionnelle instable sug­

gère que l'utilisation d'un modèle d'oscillateur non linéaire puisse être employé pour 

explorer le rôle de la cinétique chimique sur les modes d'instabilité du front oscillant. 

Pour clarifier l'importance des réactions de « chain-brainching » et pour résoudre 

les inconvénients liés aux modèles à une réaction d'Arrhenius, une analyse complète 

de la détonation unidimensionnelle instable utilisant un mécanisme à deux étapes de 

Hl 
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réaction, modèle se composant d'une étape thermiquement neutre d'induction suivie 

d'une zone principale de réaction, a été effectuée. On constate que la dynamique de 

la structure de détonation dépend non seulement de la sensibilité de la réaction à la 

température mais également de la forme de la zone de réaction caractérisée par les 

longueurs des zones d'induction et de réaction. À partir d'une étude paramétrique, 

un paramètre de stabilité non dimensionnel approprié, X, et la courbe de stabilité 

neutre associée ont été déterminés. Ces résultats ont ensuite été généralisés à des 

modèles cinétiques plus compliqués de détonation dans de vrais mélanges gazeux. 

Ces résultats fournissent un outil pour expliquer différentes observations expérimen­

tales de la structure des détonations, telle que la régularité des cellules, l'effet de la 

dilution avec de l'argon et le mécanisme de propagation. Un modèle amélioré pour 

la prédiction de la taille caractéristique des cellules d'une détonation est également 

formulé en incluant le paramètre de stabilité actuel, x. 

Pour déduire une méthode globale d'analyse de la structure de réaction des déto­

nations, on étudie le problème de collision frontale d'une détonation avec une onde 

de choc. La présente étude s'est penchée sur l'effet de la cinétique chimique sur la 

dynamique instable du phénomène de collision frontale. Les simulations numériques 

ont démontré que l'interaction implique un processus de relaxation, composé d'une 

période quasi-stationnaire et suivi d'une augmentation soudaine de la vitesse de la 

détonation transmise. Cette interaction est suivie de l'affaiblissement asymptotique 

à une détonation de type Chapman-Jouguet (CJ). En raison du changement de la 

cinétique chimique dû à l'augmentation de l'état thermodynamique du mélange réac­

tif compressé par une onde de choc, une détonation initialement instable peut être 

stabilisée, exhibant ainsi une plus petite amplitude d'oscillation et une période plus 

courte, grâce à son interaction frontale avec une onde de choc. Ces observations sont 

en accord avec les résultats expérimentaux obtenus à partir de « smoked foils » où, 

lorsque la détonation se heurte à une onde choc, une diminution significative de la 

taille des cellules de détonation, après une région de relaxation, est observée. 

IV 
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Chapter 1 

Introduction 

Although gaseous detonation waves have been studied extensively for many years, 

the development of successful theories for the prediction of practical properties in a 

given explosive mixture such as detonation limits, critical tube diameter or initiation 

energy (Lee 1984) remains a challenge. It is known that the ability to describe 

the detonation propagation mechanism and to predict these dynamic parameters 

can only be resolved by understanding the physical and chemical pro cesses inside 

the non-equilibrium structure of the detonation wave. However, knowledge of many 

aspects of this structure remains qualitative due to its complexity where gasdynamic 

effects are strongly cou pIed with the fast chemical reactions. In the present thesis, 

the objective is to contribute to a better description of the detonation structure, 

and in particular, to investigate the influence of chemical reaction kinetics on the 

instability of detonation fronts and on the different dynamic parameters. 
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Chapter 1. Introduction 

Figure 1.1. Schlieren photograph and smoked foil showing the cellular structure for 2H2-
02-2Ar detonation (Radulescu 2003; Strehlow 1969). 

1.1 Detonation structure 

The classical model for the structure of detonation waves was independently pro­

posed in the early 1940's by Zel'dovich (1940), von Neumann (1942) and Doring 

(1943). The ZND theory postulates that a detonation structure consisted of a planar 

leading shock wave followed by an exothermic chemical reaction zone. The com­

bustible mixture is first compressed to a high temperature by the leading shock front 

and thereby, causing auto-ignition and initiating the chemical reactions after an in­

duction time. The subsequent expansion ofthe high-pressure reacting gases provides 

the momentum change to sustain the propagation of the leading shock front. Thus, 

the ZND model provides the basic propagation mechanism, i.e. the detonation is 

sustained by the chemical energy release caused by auto-ignition via adiabatic shock 

compression and the work done by the expansion behind the shock front. Knowl­

edge of the elementary reactions and their respective rate constants also permits the 

detailed time evolution of the various chemical species and the thermodynamic state 

in the reaction zone to be determined. 
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The steady ZND model describes the one-dimensional or laminar structure of 

a detonation wave, but it is generally not applicable to experimentally observed 

self-propagating detonation waves, which are three-dimensional and non-steady. It 

has now been established, both experimentally and theoretically, that self-sustained 

detonations in most combustible mixtures are inherently unstable, leading to different 

unsteady and multi-dimensional features. The multi-dimensional unsteady structure 

of self-sustained detonation waves was conclusively demonstrated from experiments 

carried out in the 50's and early 60's using optical visualizations (Voitsekhovskii et 

al. 1958; White 1961; etc.) and smoked foil technique (Denisov & Troshin 1959; 

Shchelkin & Troshin 1965; Strehlow et al. 1967; etc.). The unsteady structure 

consists of an ensemble of interacting transverse shock waves sweeping back and 

forth across the leading front. Their mutual interactions form the classical triple 

shock Mach interaction configuration (Courant & Friedrichs 1946). The trajectories 

of these triple points can be recorded on a smooth surface coated with a carbon 

soot deposit and have a characteristic fish scale or cellular pattern as the detonation 

propagates by it. The cellular structure is indeed a manifestation of the instability 

of the front caused by the unsteady coupling between the chemical reactions and the 

gasdynamic flow field. A photograph of a detonation front and an example of a soot 

foil are given in figure 1.1. 

The cellular structure of gaseous detonations can be attributed to the onset of 

chemical-gasdynamic instabilities. Theoretical stability analyses (e.g. Zaidel 1961; 

Erpenbeck 1964; Lee & Stewart 1990; etc.) have shown that the laminar ZND struc­

ture is inherently unstable to small perturbations. These theoretical studies indicate 

that a large number of unstable modes contribute to the overall detonation struc­

ture. These modes can interact in a nonlinear manner to pro duce a complex unstable 

detonation structure. One-dimensional unstable structure of detonation waves was 

first studied numerically using the method of characteristics by Fickett & Wood as 

early as 1966. Since then, more thorough studies on one-dimensional detonations 

3 



Chapter 1. Introduction 

Time 

Figure 1.2. a) Numerically computed pulsating detonation front and b) shock-induced 
oscillation from a hypersonic projectile into a reactive mixture (Alpert & Toong 1972). 

have been carried out by different researchers (Abouseif & Toong 1982; Moen et 

al. 1984; etc.). The results of these studies aIl showed that in a one-dimensional 

configuration, the manifestation of instability to small disturbances results in a lon­

gitudinal pulsating structure of the detonation front (see figure 1.2a). Investigations 

of the nonlinear oscillatory behavior of one-dimensional detonations thus provide a 

first step in elucidating the nature of the self-sustained cellular detonation structure 

and interpreting the instability mechanism. Also noted that the phenomenon of the 

periodic longitudinal pulsation of one-dimensional detonations is reminiscent to the 

bow shock instability observed experimentally off the forward surface of a hypersonic 

spherical or blunt body object traveling into reactive atmosphere, where the strength 

of the leading shock wave fluctuates in a periodic manner, as illustrated in figure 1.2b 

(McVey & Toong 1971; Alpert & Toong 1972; etc.). 

Multi-dimensional simulations of the detonation structure have also been per­

formed by several researchers since the early 80's (Taki & Fujiwara 1978; Oran & 

Boris 1987; Fujiwara & Reddy 1989; Bourlioux & Majda 1992; etc.). The early two­

dimensional simulations demonstrated that under standard conditions, perturbation 

on the ZND wave by spatial density inhomogeneities or local explosion behind the 
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Figure 1.3. Comparison of the detailed configuration of the cellular detonation front 
between numerical simulations from the present study and experimental results (Austin et 
al. 2004). 

shock leads to the development of unstable cellular structure. A comparison be­

tween numerical simulations and experimental results is given in figure 1.3 showing 

the unsteady configuration of the transient incident shock, Mach stem and transverse 

refiected waves. Although current capability of numerical simulations can essentially 

reproduce the same qualitative features of the cellular detonation as revealed in real 

experiments, interpretation of the tremendous amount of information that is being 

generated from the computation remains difficult. The issue of obtaining sufficient 

numerical resolution for achieving highly resolved details on the multi-dimensional 

detonation structure for quantitative analysis is still unresolved. 

In spite of the extensive efforts to study the behavior of detonations thus far, a 

complete quantitative theory capable of describing the coupled chemical hydrody­

namic interactions responsible for the dynamic structure of detonations is not yet 

achieved. This stems largely from the fact that the associated phenomena are highly 

complex and involve many aspects of combustion and wave processes. The origin or 
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nature of the unstable detonation front, such as the role of instability and the de­

tailed chemical kinetics pro cesses within the reaction zone structure, remains poorly 

understood. It is therefore important to identify the key ingredients and understand 

their influences so that the detonation structure can be correctly characterized. 

1.2 The effect of chemistry 

Since the discovery of the detailed unsteady detonation structure, it has become 

clear that characteristics of the unstable detonation front are strongly influenced by 

the chemistry of the combustible mixture. Experimentally, it is shown the nature of 

transverse waves and the cell regularity of detonations are dependent on the chem­

ical systems, which can undergo different chemical reactions with different kinetics. 

As Strehlow (1969) pointed out, significant differences on the unstable structure can 

be observed in mixtures with different chemical composition. For example, sensi­

tive mixtures like H2-02 or high temperature systems such as fuel-oxygen mixtures 

highly diluted with a monotonic gas such as argon are generally observed to pro­

duce remarkably regular or more organized structure having weak transverse waves. 

However, for less sensitive hydrocarbon fuel-oxygen mixtures such as CH4-02 or fuel­

air mixtures without dilution, the cell patterns recorded on the smoked foil can be 

extremely irregular or disorganized and the detonation structure consists of strong 

transverse waves. Figure 1.4 shows sorne smoked foil records for the purpose of 

making a qualitative comparison of the effect of chemical system on structure. 

The role of chemical kinetics on the detonation structure was also illustrated later 

by Libouton et al. (1975). They have shown experimentally how slight changes in the 

chemical kinetics process, caused by inhibiting species added in traces to the original 

mixture, can modify the cellular structure of detonations. The added compound only 

caused inhibition effects on several reaction steps in the chemical kinetic mechanism 
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Figure 1.4. Experimental smoked foil records for different types of combustible mixture 
(Voitsekhovskii et al. 1966). 

and it do es not significantly modify the overall thermodynamic properties of the 

system. Their early tentative explanation is that the presence of additives in trace 

amounts has a similar effect of increasing the overall activation energy of the system 

and thus causing an increase in the detonation cell width. 

Attempts have also been made to characterize the regularity of the cellular deto­

nation structure using the concept of global activation energy Ea/ RTs (where Ea, is 

the dimension al activation energy of the reaction, R is the gas constant and Ts is the 

post shock temperature of a steady ZND wave). Ul'yanitskii (1981) and Manzhalei 

(1977) reported a qualitative correlation between the cell regularity and the global 

activation energy of the mixture. This perhaps provides the simplest link explaining 

the role played by chemical kinetics on the observed detonation structure. They 

show that mixtures with higher activation energy generally have a more irregular 

structure. 

Numerical simulations using the single-step Arrhenius reaction rate model tend to 

support this feature of chemical kinetics on the detonation structure. For a single-step 
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Arrhenius model, the chemical kinetics is solely controlled by the global activation 

energy. A doser look at this parameter of activation energy basically describes the 

steepness of the reaction time-temperature dependence. Large values of the overall 

activation energy give large fluctuations in the reaction rate with small temperature 

change, and thus rendering the system unstable. The unsteady coupling between 

the leading detonation front and the energy release from the chemical reaction can 

create an unstable feedback loop that results in the spontaneous and various non­

linear instabilities of the propagating detonation. Numerical results show that the 

one-dimensional unstable pulsating structure changes from harmonic oscillations to 

nonlinear and eventually to highly aperiodic as the value of the activation energy is 

increased from its value at the stability limit (Bourlioux et al. 1991; He & Lee 1995; 

Sharpe & Falle 1999; etc.). Similarly, the recent two-dimensional simulations by 

Gamezo et al. (1999) have demonstrated that increasing the activation energy of the 

combustible mixture results in more irregular structures characterized by stronger 

triple points, larger variations of the local shock velo city inside the detonation cell, 

and higher frequency of appearance and disappearance of triple points. 

Overall, the past experimental and numerical investigations dearly indicate the 

strong dependence of the unstable detonation structure on the temperature sensitiv­

ity of the reactions. However, a more quantitative analysis of cell regularity made by 

Shepherd et al. (1986) who used peaks in the power spectral density computed from 

digital images processing technique of soot foils to identify the frequency present, 

found that the overall activation energy (Ea/ RTs) as a stability parameter given by 

the single step Arrhenius reaction model fails to account for the observed variations 

in a systematic way. As an example, it can be shown from kinetic calculations that 

the global activation energy (Ea/ RTs) for acetylene-oxygen mixtures with different 

degree of argon dilutions does not change significantly, while there is a large variation 

in the regularity of detonation structure as shown in figure 1.5 illustrating the cell 

size distribution for acetylene-oxygen detonations with different amounts of argon. 
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Figure 1.5. Cell size distribution for acetylene-oxygen detonations with different amounts 
of argon dilution (Shepherd et al. 1986). 

No doubt any parameter that characterizes the sensitivity of the system such 

as the activation energy can provide some measure of the regularity of the deto­

nation structure, but it is obvious that the detailed description of the detonation 

structure cannot be fully obtained by this single parameter and important features 

of the chemical process on the non-equilibrium structure may be discarded. The 

chemical reaction kinetics should perhaps be examined more closely and other im­

portant chemical kinetic parameters should be introduced in arder to characterize 

the detonation front. But it becomes clear that this can only be achieved if a detailed 

investigation using more detailed chemical kinetic mechanisms is carried out. 
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Figure 1.6. Temperature profiles of the ZND detonation structure computed using Ca) 
the one-step kinetic model with different values of activation energy and Cb) the detailed 
kinetic mechanism for H2-02 mixture. 

1.3 Importance of the chemical kinetic model 

In spite of the recognition of the necessity to consider more details of the chemical 

kinetics in the study of detonation dynamics, this is often one of the most impor­

tant aspects that has been underestimated in most of the previous theoretical and 

numerical investigations. The majority of these studies have been conducted for the 

simplest one-step Arrhenius description for the chemical reaction structure, where 

the reactant is simply assumed to transform into the product via a first-order irre­

versible Arrhenius reaction. As discussed ab ove , the kinetic aspect of the reaction 

can be varied only by changing the global activation energy of the mixture. Despite 

the fact that the use of such a model simplifies the analysis and reveals sorne inter­

esting global features of the phenomenon, it is indeed very limited and has several 

drawbacks when attempting to study the complex interaction between the gasdy­

namics and chemical kinetic pro cesses involved in the detonation phenomena of real 

systems. Sorne results obtained by using a one-step chemistry model may not even 

be in qualitative agreement with experimental observations. 
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In practice, the chemical kinetics for typical hydrocarbon mixtures are known to 

be chain-branching type, which proceed by a sequence of different types of chem­

ical reaction stages. The reaction zone structure generally characterized by two 

characteristic zones: a thermally neutral region of radical accumulation that exists 

at the start of the chemical reactions corresponding to chain-initiation and chain­

branching reactions; and a main reaction layer to that of chain-recombination or 

chain-termination reactions where radicals recombine to form the product and re­

lease chemical energy. While the detonation instability has been widely studied both 

theoretically and numerically using a one-step Arrhenius kinetics, such a simple 

reaction model cannot reproduce the features of real detonation governed by chain­

branching kinetics described above. It is difficult or even impossible to choose its 

chemical kinetic parameters in such a way that the computed reaction zone structure 

gives close quantitative agreement with that calculated using realistic chemistry for 

typical combustible mixtures. A comparison of the temperature profile inside the re­

action zone computed using both the one-step model and detailed chemical kinetics 

for H2-02 is given in figure 1.6. 

The use of single-step Arrhenius kinetics fails for the determination of dynamic 

parameters from numerical simulations, which is perhaps the most important aspect 

in detonation studies. Mazaheri (1997) in his numerical study of direct blast initiation 

of detonations shows that a detonation will always be initiated after a sufficiently 

long time even with a small amount of initiation source energy. This often yields 

the non-physical result that initiation of detonation can always be achieved via any 

arbitrary strength of shock wave. Within the single-step chemistry description, a 

system without losses will always react to complet ion and the total chemical energy 

of the mixture is always released. It therefore results in the difficulty of defining an 

unique value of minimum energy required to directly initiate a detonation, which 

has been measured experimentally. To illustrate the problem of using a single-step 

reaction rate law, the initiation pro cesses of planar detonation for different initiation 
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Figure 1.7. Leading shock pressure versus position for direct initiation using one-step 
kinetic rate law for different initiation energies (Ng & Lee 2003). 

energies are given in figure 1.7, obtained previously by Ng & Lee (2003). Note that 

if one waits long enough, all blast waves originated from different energy sources 

will eventually result in detonation initiation. No sharp eut-off can be obtained 

with a single-step model to permit a definitive value of the critical energy to be 

determined. Since the one-step model provides no mechanism for quenching of the 

reaction, causing initiation to always occur. Equivalently, it is also impossible to 

predict the detonability limit for a specifie mixture, i.e. the limit at which self­

sustained detonation wave no longer exists. 

Sorne studies have revealed that complexities in the chemistry model can resolve 

sorne of the problems inherent in the one-step kinetic model and may also have sig­

nificant influences on the dynamics of detonation waves. For instance, von Neumann 

(1942) and more recently Sharpe & Falle (2000) and Dionne (2000) pointed out that 

pathological detonations, i.e. detonations that can travel at a velo city greater than 

the Chapman-Jouguet (CJ) value, are possible when the chemical kinetic mechanism 

involves a competition between exothermic and endothermic reaction steps. Exam-
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pIes are detonations in H2-Clz mixture (Dionne 2000). Such non-ideal detonations are 

possible when there are more than one-step kinetics present in the chemical model. 

It has been shown that reaction models that are qualitatively different to the sim­

plified thermaUy sensitive one-step kinetics lead to qualitative difference in the deto­

nation ignition mechanism. Investigations carried by Dold & Kapila (1991) and more 

recently by Sharpe (2002) on the problem of shock-induced initiation of detonation 

using asymptotic analysis and numerical simulations have shown that the sequence of 

development of the detonation behind an initiating shock wave is qualitatively differ­

ent when the chemistry is modeled by a radical chain-branching multi-step reaction 

mechanism having separate induction and main heat release kinetics from that of a 

global one-step model. The evolution pro cess may also be different in different fuels 

governed by chain-branching chemistry, such as hydrogen-oxygen or hydrocarbon­

oxygen, for the same initial disturbance. A similar observation was also revealed 

recently by Sharpe & Short (2003) in investigating the evolution to detonation from 

a temperature gradient. These analyses thus suggest that a one-step model may 

probably not be adequate for describing detonation initiation in typical combustible 

mixtures, which are mostly known to burn via a radical chain-branching pro cess and 

the effect of chemical kinetics is cri tic al in understanding these phenomena. 

To address the influence of chain-branching kinetics on the pulsating structure of 

one-dimensional detonations, Short & Dold (1996) conducted linear stability studies 

of a weakly overdriven detonation wave using the same three-step reaction model as 

Dold & Kapila. In paraUel with the linear stability analyses, Short & Quirk (1997) 

carried out direct numerical simulations to simulate the non-linear pulsating deto­

nation structure driven by the same three-step chain-branching reaction. Although 

they showed that similar mechanisms for the regular and irregular modes of os cil­

lat ory behavior for both the three-step reaction model and the standard one-step 

reaction model, the pulsating structure is now governed by a bifurcation parameter 

13 



Chapter 1. Introduction 

in the chain-branching model, which controls the ratio of the chain-branching in­

duction length to the length of the recombination zone. The use of the three-step 

chain-branching reaction also has a distinct advantage over the standard one-step 

Arrhenius model because multi-step chemical kinetics can provide a chemical mech­

anism that causes detonation to quench and permits a well-defined detonability limit 

for propagation. The chain-branching reaction kinetics features the so-called cross­

over temperature TB, a temperature limit below which the chain-branching reactions 

become ineffective, resulting in a sudden decrease in the radical generation, thus the 

global reaction rate and causing quenching of energy release and a failure to main­

tain the coupling between the leading shock with the chemical reaction zone. Similar 

observations for the propagation of overdriven detonations with branched-chain ki­

netics were also obtained more recently by Sânchez et al. (2001) by integrate the 

nonlinear evolution equations derived under certain asymptotic limits. 

This chemical mechanism from multi-step chemical kinetic scheme, which cannot 

be described by the one-step Arrhenius reaction model, also provides explanations 

for some experimental observations. As shown recently by Ng & Lee (2003), the use 

of a multi-step chain-branching reaction mechanism for the blast initiation problem 

permits a more clear value for the cri tic al initiation energy to be determined. From 

the chemical kinetic consideration, a criterion for defining a cri tic al direct initia­

tion energy can also be obtained, based on the blast wave generated by the source 

not decaying below the chain-branching cross-over temperature before the onset of 

detonation occurs. 

1.4 Objective of the thesis 

Past experimental and numerical studies have thus brought out the significant in­

fluence of chemical kinetics on the dynamic structure of detonations. Despite con-
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siderable research, how the chemistry controls the detonation structure is still not 

well understood. At the present time, there is no unique characteristic parameter 

or length scale which models correctly both the gasdynamics and chemical reaction 

pro cesses within the structure of detonation waves. The lack of such parameter has 

indeed prevented current models for the prediction of different dynamic detonation 

parameters from being quantitatively correct. It can be achieved only if the connec­

tion between the unstable cellular structure and chemical kinetics is fully realized. 

There is evidence that different characteristics of the cellular structures such as 

the cell regularity and the strength of transverse waves can be explained by studying 

the nature of instability within the reaction zone. Sorne success has indeed been 

achieved to characterize and relate the cell regularity with a stability parameter 

on the basis of a single-step Arrhenius model. However, the single-step chemistry 

description as discussed previously is far from being complete to model the interaction 

of gasdynamics and chemical kinetics within the structure of detonation waves. In 

view of recent studies, it appears that the chain-branching type reaction mechanism 

is significant to describe the chemical kinetics that typically occurs in real gaseous 

detonations. However, the extent to which this type of reaction kinetics affects the 

instability and the dynamic structure of detonations is not clear. 

The objective of the present research is thus to clarify the influence of chemical 

kinetics on structures of cellular detonations and their characteristic features. In par­

ticular, the questions that will be addressed are: Why do es the cellular detonation 

structure display different degrees of regularity under the influence of chemistry? 

How important is the complexity of the reaction mechanism in studying the dy­

namic structure of the detonation? Can some relevant chemical kinetic parameter 

be introduced to characterize the dynamics of the detonation structure and its cell 

regularity? What does the answer of these questions imply towards the modeling 

of detonation waves? These critical issues will be addressed in the present thesis 
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through a numerical investigation. 

Due to the unsteady nature of the detonation structure and the important non­

linear coupling between the gasdynamics and chemical kinetics within it, it becomes 

clear that the easier approach to study the detailed fiow structure is numerical sim­

ulations. Numerical simulations permit one to extract relevant detailed information 

in the fiow field whereas experimentally, only few parameters can be measured and 

sometimes the measurement may not even be accurate. In real experiments, only 

results of the full three-dimensional structure can be studied and also many para­

meters, such as different kinetic parameters, cannot be readily varied. As a result, 

many aspects of the phenomenon cannot be identified separately or studied in details. 

Alternatively, one can easily reduce the dimension of the problem fram numerical sim­

ulations to first understand the fundamental mechanism governing the phenomenon 

and then extend the concepts to higher dimension. A number of high-resolution 

numerical schemes are well-developed nowadays. Complex sets of chemical kinetic 

rate equations can now be solved simultaneously with the conservation equations 

within current computational capabilities and the full nonlinear solutions can be 

accurately obtained at various conditions without imposing any asymptotic approx­

imations. The capability of numerical simulation in providing detailed information 

of the highly transient and unstable event within the detonation structure as well as 

the fiexibility to vary different conditions thus justify the methodology used for the 

present investigation. 

The raIe of chemical kinetics on the unsteady detonation structure can be ad­

dressed by investigating numerically its effect on the corresponding instability prob­

lem. Since important characteristics of the instability phenomenon essentially remain 

on different numbers of dimension, most computations and analyzes can be realized 

on the basis of the one-dimensional unsteady detonations where instability manifests 

itself in the form of a nonlinear pulsating detonation wave. Furthermore, a one-
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dimensional geometry permits highly resolved numerical simulations to be performed, 

which are necessary for describing the highly non-linear detonation phenomena and 

difficult to achieve in multi-dimensional simulations. 

Insight on the formation of cellular structure and its regularity under the influence 

of chemical kinetics can be obtained by investigating the instability spectrum and 

how different unstable modes are being developed. N umerical simulations carried out 

with chemical kinetic model ranging from simplified single-step reaction to complex 

descriptions with detailed chemical reaction schemes will help to examine to what 

level of complexity in the chemical kinetics description is required to yield a mini­

mum number of kinetic parameters for the characterization of detonation stability. 

The implications of these numerical investigations on the real dynamics of detona­

tion structure can be illustrated by comparing with experimental observations. The 

present research should provide how the effect of chemical kinetics could be explored 

and linked toward the modeling of the unsteady detonation structure. 
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Chapter 2 

Problem formulation and 

numerical methodology 

The methodology used in the present investigation is numerical simulations. It is 

important to formulate the mathematical model and assess the numerical technique 

used for detonation simulation, which involves many aspects of the highly transient 

and unstable events inside the reaction structure. This chapter is therefore devoted to 

the detailed description of the mathematical formulation and the numerical method 

to solve the governing equations. To demonstrate its robustness and accuracy, the 

present numerical scheme is assessed via a number of benchmarks tests and possible 

improvements are also suggested. 

2.1 Mathematical model 

The full unsteady nonlinear dynamics of detonations are modelled by solutions of 

the inviscid compressible, time-dependent Euler equations, which are expressed as 
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the conservation equations for mass, momentum and energy: 

ap 
0 (2.1) - + V'. (pV) 

at 
a (pVi ) V' . (VV) ap 

at + p, +aXi 0 (2.2) 

a ~tE) + V' . ((pE + p) V) 0 (2.3) 

a (pli) + V' . ( Y;V) at p, pDi (p, p, li) (2.4) 

where p is the mass density, V = (u, v, w) is the velo city vector, p is the pressure, li 

is the mass fraction of a reactant and E is the total energy per unit mass which is 

the sum of internaI energy and kinetic energy: 

1 2 
E = e (p, p, li) + "2 V (2.5) 

To complete the governing equations, it requires the specification of an equation of 

state of the form e (p, p, li) and a chemical reaction mechanism to describe the chem­

ical production/ consumption rates Di (p, p, li) for species i. The effect of chemical 

kinetics is thus modeled in the mass conservation of mixture species by introducing 

different rate laws for the reactions. The liberation of chemical energy, which is 

reflected from the change in internaI energy of the mixture e (p, p, li) , affects the 

gasdynamics of the flow defining the structure of a detonation wave. 

2.1.1 Steady-state ZND equations 

The steady-state solution of the Euler equations can be readily solved to yield the 

steady ZND model for detonation structures. In order to do so, equations 2.1-2.4 are 

usually rewritten in terms of a reference frame attached to the moving shock and aIl 
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time derivative a / at are set to zero for a steadily propagating wave. This gives: 

d~' (pu') 

d~' (pu,2 + p) 

d~' [(pE + p) u'] 

d~' (pu'~) 

o 

o 

o 

(2.6) 

(2.7) 

(2.8) 

(i=l, ... ,Ns ) (2.9) 

where x' and u' is the relative distance and particle velo city in the shock-attached 

coordinate (i.e. u' = D - u where D is the steady detonation velocity). For an 

ideal gas, E can be expressed in the following form in terms of the mixture specifie 

enthalpy h: 

P u,2 
E=h--+­

P 2 

and the ideal gas equation of state allows to write: 

(2.10) 

(2.11) 

where Rs is the specifie gas constant. It is possible to express equations 2.6-2.9 in a 

more convenient form for integration (see Appendix B), which are given by: 

dp '2 (J" (2.12) 
dt' 

-pu M2 1-

dp (J" 

(2.13) 
dt' -P1- M2 

du' 
u' 

(J" 

(2.14) 
dt' 1- M2 
d~ 

r2i (i = 1, ... , N s ) (2.15) 
dt' 

in which M is the flow Mach number (M = u' / c where c is the local sound speed) 

and the thermicity parameter (; has been used to denote the non-dimensional energy 
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release rate: 

(2.16) 

where W is the mean molar mass of the mixture, Cp is the mixture specific heat at 

constant pressure and hi is the specific enthalpy of species i. One can notice that the 

term (1- M 2 ) appears in these ZND equations (i.e., equations 2.12-2.15), indicating 

a potential singularity. To avoid a singularity in the solution, the thermicity must 

vanish as the fiow becomes sonic (i.e. Mach number M = u' j c approaches one). 

Rence for a ZND detonation wave traveling at the CJ velocity, the equilibrium state 

is reached at the sonic plane as given by the Chapman-Jouguet (CJ) sonic condition. 

The ab ove system of ZND equations is indeed formulated for complete detailed 

chemistry. It is possible to make further simplification by considering simple models 

of the mixture properties, which have been often used in studying the solutions of 

the reactive fiow equations. The simplest model treats the combustible system as 

an ideal mixture of polytropic gases all having the same (constant) heat capacity 

(or r =constant). The simplest chemical kinetic model is often described by one or 

multi-step reaction mechanism given as: 

A ----+ B, B ----+ C ... 

where each reaction step i is governed by a progress variable f3i and its rate of change 

generally has an Arrhenius temperature-dependent form. l.e. 

df3 
_2 = n. rv exp (E-jRT) dt' 2 2 

(2.17) 

where Ei is the activation energy associated with each step of the reaction mechanism. 

Using the polytropic equation of state also gives: 

(2.18) 
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where Qi denotes the chemical heat release in each of the reaction i. The thermicity 

parameter êJ in the ZND equations can be easily shown to reduce to the following 

form: 

N reac Q. df3. 
êJ = ~ Cr - 1) c2' dt" (2.19) 

i=l 

In order to integrate the ZND equations in all cases, the unique detonation ve­

locity must first be obtained. The post-shock states can then be computed from the 

Rankine-Hugoniot (shock jump) condition in the shock coordinate, which serve as 

initial conditions for the integration of equations 2.12 - 2.15 for the thermodynamic 

profiles within the detonation structure. For ideal CJ detonations, the detonation 

velo city can be readily determined from the global conservation laws and equilib­

rium thermodynamics. The exothermicity vanishes when the fiow reaches chemical 

equilibrium. However in the case of non-ideal detonations involving a competition 

between exothermic and endothermic reactions (i.e. pathological detonations), the 

eigenvalue solution is found by iterating for the detonation velo city that satisfies the 

generalized CJ criterion. The generalized CJ criterion requires both the numerator 

and denominator of equations 2.12 - 2.15 vanish simultaneously to seek a singularity­

free solution. Therefore, the heat release rate must become zero at the transition 

from exothermic to endothermic reactions when the fiow becomes sonic relative to 

the shock front. In this case, the sonic plane is achieved prior to complete chemical 

equilibration. 

2.2 Description of the numerical method 

Unlike the steady ZND equations which are a coupled set of ordinary differential 

equations, the full unsteady reactive Euler equations are described by a set of par­

tial differential equations and must be solved using sorne reliable numerical method. 
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These unsteady governing equations describing the dynamics of a detonation wave 

indeed express a system of hyperbolic conservation laws with additional source terms 

account for the chemical reactions. A variety of efficient high-resolution numerical 

schemes for hyperbolic systems of partial differential equations has been devised in 

the recent years. Many of these modern high-resolution numerical schemes are often 

based on upwind differencing, which are generally most suit able for the numerical 

solution of systems of hyperbolic conservation laws as they introduce characteristic 

information regarding the local directionality of the flow along the discontinuous 

interfaces of the spatial cells. Nevertheless, these upwind differencing schemes gen­

erally require the solution of the corresponding local Riemann problem to evaluate 

the flux terms at the ceIl interfaces and this in turn greatly complicates the upwind 

algorithm. Furthermore, the quality of the global solution depends quite cruciaIly on 

the particular Riemann solver being used (Toro 2003). It sometimes lacks of gener­

ality in a sense that small modifications of the physics of a model can le ad to major 

changes in the implementation of higher-order Godunov upwind methods and their 

Riemann solvers. 

In contrast, it is possible to construct centered schemes, which do not require 

information to be provided about the Riemann problem of the evolved equations. 

No intricate and time-consuming Riemann solvers and related characteristic decom­

position are necessary, which are the building block of the high-resolution upwind 

schemes. In recent years, central differencing schemes for the approximate solution 

of hyperbolic systems of conservation laws received a lot of attention (Nessyahu & 

Tadmor 1990). The main feature of such centered schemes is simplicity: they usually 

have a low computational cost and have less user-adjusted parameters. Due to their 

simple structure, the methods can be applied very easily to any hyperbolic system in 

flux-conservative form. While central schemes are usually more simple and flexible 

than a Riemann-solver based integration method, there is a co st of an increase in nu­

merical diffusion. Thus, the numerical results (discontinuities and rarefaction waves) 
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are slightly more smeared than would be expected if a Riemann-solver based method 

were used at a similar resolution. Nevertheless, centered schemes do not compromise 

the qualities of the high-resolution family, albeit at a smallloss of 'sharpness' of the 

solution (Anile et al. 2000). 

In the context of detonation studies, a full description of the phenomena requires 

reliable and highly resolved numerical simulations. As a result, these simulations are 

often very computationally intensive. An increasing attention is also recently devoted 

for the inclusion of a more detailed chemical kinetic description in the simulation of 

multi-dimensional detonation problem. For these reasons, a centered scheme is revis­

ited here in the context of detonation simulation due to its low computational cost, 

ease of implementation and generality. A well-established high-resolution centered 

scheme, namely the slope limiter centered (SLIC) scheme by Toro is considered in 

this investigation (Toro 1997; Toro & Billet 2000). This particular numerical scheme 

has been used in other disciplines such as hydrodynamical semiconductor simulations 

(Anile et al. 2000), which also involve highly nonlinear phenomena. 

2.2.1 Slope limiter centered scheme 

The numerical method used here for approximating the solution of hyperbolic con­

servation laws employs the finite volume approach where the integral formulation of 

the conservation laws is discretized directly in the physical space. Consider a 1-D 

system of partial differential equations written in conservative form, 

au 8F (U) 
Bi + 8x = 0 (2.20) 

where U is the vector of conserved variables and F(U) the convective fluxes. The 

resulting update finite volume formula derived by considering the equivalent integral 

formulation, 

1" [Udx + F (U) dt] = 0 (2.21) 
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t = n + 1 
U~+1 

;-1 U
H1 , U

H1 
;+1 

û.t 
F;_1!2 F i+1!2 

- ~ - r+ 

t=n - .-- -
~ • • U a1 

Figure 2.1. Geometrical illustratoin of the finite volume update formula. 

can be written as: 

(2.22) 

where U~+l and U7 are the conserved variables at the next and current time-Ievels, 

n + 1 and n, respectively. Fi-l/2 and Fi+l/2 are the numerical fluxes at the interfaces 

of the computational cells of the discretized space. For a known value of .6.x (based 

on the desired resolution) and .6.t (based on CFL stability criterion), the vector of 

conserved variables U can be advanced, from time level tn to t n +1 if the fluxes are 

known. This can be represented schematically in figure 2.1. To this end the centered 

scheme uses a nonlinear combinat ion of a good second (or higher )-order scheme with 

a first-order monotone scheme. 

The slope limiter centered scheme described here is a combination of the second­

order MUSCL-Hancock and the first-order centered (FORCE) scheme (Toro 1997; 

Toro & Billet 2000). In the MUSCL-Hancock approach, a second-order scheme can 

be achieved by reconstructing the data as piecewise linear function in every cell. 

Such a modification gives the boundary extrapolated values for cell i 

U L = un _ ~.ao UR = Un + ~.ad 
2 2 2"' 2 2 2 " (2.23) 

25 



Chapter 2. Problem formulation and numerical methodology 

where .6. is a slope vector. These new boundary values are then evolved in time by 

half a time-step using the usual conservative formula 

- L L l!:lt [ L (R] - R R l!:lt [L R ] U· =U +-- F(U)-FU.) U· =U· +-- F(U)-F(U) (2.24) 
2 2 2 !:lx ' 2" '2 !:lx 2 , 

Instead of relying on the solution of the Riemann problem, the inter-cell numerical 

fluxes in the finite volume formula (equation 2.22) are evaluated using the first-order 

centered (FORCE) scheme, which is a combination of the first-order Lax-Friedrichs 

and second-or der Richtmyer fluxes 

F foree - F foree (U-R U-L ) - 0 5 [FLF (U-R U-L) F Ri (U-R U-L )] (2.25) i+1/2 - i+1/2 i' i+l -. i+1/2 i, i+1 + i+1/2 i' i+1 

where the first-order Lax-Friedrichs flux F LF is given by: 

LF LF - R - L [- R - L] !:lx [- R - L ] Fi+1/2 = Fi+1/2(Ui , U i+1) = 0.5 F(Ui ) + F(Ui +1) +0.5 !:lt U i - Ui+l (2.26) 

and the second-order Richtmyer flux F Ri is found by first evaluating an intermediate 

state URi 

Ri Ri - R - L [- R - L] !:lt [ - R - L ] Ui+1/2 = Ui+1/2(Ui , Ui+1) = 0.5 U i + Ui+1 +0.5 !:lx F(Ui ) - F(Ui +1) (2.27) 

which is then used to compute F~1/2 = FRi(U~1/2). The resulting numerical scheme 

is second-order accurate in space and time. So to avoid spurious oscillations in the 

vicinity of steep gradients, the slope .6. is "limited" using a slope limiter function. 

The solution is then updated by evaluating the conservative finite volume formula 

(equation 2.22). For further details on this high-resolution non-oscillatory centered 

scheme, as weIl as different slope limiter function and validation problems for non­

reactive compressible flow, see the textbook by Toro (1997). 

2.2.2 Method of fractional steps 

The governing equations for the chemically reactive flow problem are generally of 

the form: 

au aF (U) = S (U) 
at + ax 

26 
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where an additional source term S(U) appears in the formulation in order to model 

the chemical energy release from the reactions. Therefore, the method of fractional 

steps is adopted for the numerical integration to treat separately the hydrodynamics 

pro cess and the chemical reaction process, where the homogeneous hyperbolic part 

of equation 2.28, i.e. 

au aF (U) 
at + Ox = 0 (2.29) 

is first solved by using the SLIC scheme (with initial and boundary conditions as 

specified for the complete system). The remaining ordinary differential equations 

describing the chemical reactions 

dd~ = S (U) (2.30) 

are then integrated implicitly using conventional techniques. To maintain second­

order accuracy, the Strang splitting method (Strang 1964) is used with the following 

algorithm: 

U n +1 _ Lb..t/2Lb..tLb..t/2un 
i - e sei (2.31) 

where Le and Ls denote the operator for the convective and reactive source terms, 

respectively. 

2.3 Numerical scheme validation 

To evaluate the performance of the described SLIC method together with the oper­

ator splitting in the context of detonation simulation, it is assessed against several 

numerical examples of time-dependent problems as benchmark tests, induding the 

simulations of one-dimensional pulsating instabilities of planar detonations and two­

dimensional cellular detonations with simple chemistry, as well as detonation ini­

tiation by reflected shock with a realistic detailed hydrogen-oxygen-argon chemical 

kinetic mechanism. 
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2.3.1 One-dimensional pulsating detonation with simplified 

single-step chemistry 

Instabilities associated with the one-dimensional planar ZND structure have been 

revealed by Erpenbeck (1962, 1964) via a linear stability analysis. The non-linear 

intrinsic oscillatory behavior of one-dimensional detonations with simple chemistry 

has also been shown numerically by Fickett & Wood (1966) using the method of 

characteristics. Since then, more thorough studies on one-dimensional pulsating det­

onations have been carried out by numerous researchers (see, for example, Bourlioux 

et al. 1991; He & Lee 1995; Sharpe & Falle 1999; etc.). Because of the extensive 

numerical examination of this canonical 1-D unsteady detonation problem over the 

past, it is used widely as a benchmark problem for high-resolution numerical schemes 

for detonation simulations. Therefore, this problem is used to evaluate the perfor­

mance of the described SLIC method together with the operator splitting in the 

context of detonation simulation. The propagation of detonation wave with a single­

step, irreversible chemical reaction can be modeled by the Euler equations coupled 

with a species equation. In one space dimension, the governing equations can be 

written in non-dimensional form as 

av oF (U) = S (U) 
ot + ox (2.32) 

where the conserved variable V, the convective flux F and reactive source term S 

are, respectively, 

V= 

with 

p 

pll 

pE 

p/3 

F(U) = 

VIL 

p1l
2 + P 

(pE+p)ll 

pll/3 
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S (V) = 

o 
o 
o 
pD 

(2.33) 
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T='E 
P 

n = -K(3exp (-:a) 
(2.35) 

(2.36) 

In the ab ove equations, p, u, p, T and E are density, particle velo city, pressure, tem­

perature and total energy per unit mass, respectively. The variable (3 is the reaction 

progress variable, which varies between 1 (for unburned reactant) and 0 (for product). 

The mixture is assumed to be ideal and calorically perfect (with constant specific 

heat ratio 'Y). The parameter Q and Ea represent the non-dimensional heat release 

and activation energy, respectively. These variables have been made dimensionless 

with reference to the uniform unburned state ahead of the detonation front. 

P P T iL Q Ea 
P= -:::;-, p= -:::;-, T = -.::-, u= 

vityo' 
Q= , E a = -:=-:::-

Po Po Ta RTo RTo 

The pre-exponential factor K is an arbitrary parameter that merely defines the 

spatial and temporal scales. It is chosen such that the half-reaction length Ll/2' 

i.e. the distance required for half the reactant to be consumed in the steady ZND 

wave, is scaled to unit length. Hence, 

x 
x = -_-, 

Ll/2 

- vitYo t = t·-_--, 
Ll/2 

In the present study of instabilities of 1-D unsteady detonations, the simulations 

were always initialized by imposing the corresponding steady ZND solution onto 

the computational grids. The computational setup follows Bourlioux et al.(1991) by 

fixing the dimensionless parameters with the values Q = 50, 'Y = 1.2, Ea. = 50 and 

overdriven factor f = 1.6 (i.e. f = (D / D ej ) 2 where D is the detonation velo city of the 

equivalent steady ZND detonation and Dej is the minimum Chapman-Jouguet deto­

nation velo city ) so that detailed comparison can be made. According to a number of 

linear stability analyses (Bourlioux et al.1991; Lee & Stewart 1991), the correspond­

ing ZND profile has a single instability mode. Various numerical computations also 
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Figure 2.2. Pressure behind the shock front versus position for the overdriven detonation 
with Q = 50, 1 = 1.2, Eu = 50 and f = 1.6, using 20 grid points per L 1 / 2 . The dashed 
line indicates the steady-state ZND value of the von Neumann pressure Pvn. 

show that the nonlinear manifestation of this instability is a regular periodic pul­

sating detonation (Bourlioux et al.1991; He & Lee 1995; etc.). Figure 2.2 shows the 

leading shock pressure versus position plot generated using the SLIC scheme. Note 

that there is no perturbation applied to the ZND initial condition but the instability 

grows quickly from the numerical startup error (e.g. adjustment in the shock cap­

turing). After the transient development, it correctly predicts the single instability 

mode of the detonation front. 

Following the work by Hwang et al. (2000), a convergence study for the peak 

pressure magnitude behind the overdriven detonation reached during the limit-cycle 

pulsations is performed. The present results are compared with those published 

previously for other various numerical schemes (Bourlioux et al. 1991; Quirk 1994; 

Papalexandris et al. 1997; Hwang et al. 2000; Toro 1997) and they are presented in 

figure 2.3, showing the peak shock pressure vs. the relative mesh spacing (i.e., a rela­

tive mesh spacing of 0.5 corresponds to a resolution of 20 grid points per L 1/ 2 ). From 

this graph, it can be noticed that the SLIC scheme, like the other schemes, converges 

to approximately the peak pressure value of rv 98.6 as first predicted by Fickett & 
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Figure 2.3. Comparison of peak pressure behind the shock front as a function of relative 
mesh spacing among different numerical schemes for the overdriven pulsating detonation 
(Q = 50, 'Y = 1.2, Ea = 50 and f = 1.6). 

Wood (1966). Nevertheless, one may notice that the SLIC scheme approaches the 

correct value at a slightly higher resolution compared to other Riemann-solver based 

methods. At low resolution (less than 20 cells pel' L I/2 ), the SLIC method is less 

accurate. This is to be expected because the SLIC method is more diffusive than 

Riemann-solver based method and the numerical results are slightly more smeared. 

Since the effects of numerical diffusion are decreased as the solution resolution in-

creases, therefore, higher resolution for SLIC is generally necessary to accurately 

converge to the solution than would be expected if a Riemann-solver based methods 

were used. 

Beside the convergence III peak pressure, it is also important to consider the 

period of oscillation for the pulsating detonations (see Hwang et al. 2000). Figure 2.4 
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Figure 2.4. Comparison of the period of pressure oscillation as a function of relative mesh 
spacing obtained by different ENO schemes (Hwang et al. 2000), the WAF scheme (Toro 
1997) and the present SLIC scheme for the overdriven pulsating detonation (Q = 50, 1 = 
1.2, Ea = 50 and f = 1.6). 

compares the period of pressure oscillation with the relative mesh spacing obtained 

by the SLIC scheme as weIl as difIerent ENO (Essentially Non-Oscillating) schemes 

used by Hwang et al. (2000). The period of oscillation is determined by taking the 

average of several cycles between successive pressure peaks. The results show that the 

present SLIC scheme approaches to a period in the range 7.4-7.5 at high resolutions. 

These are comparable with the non-linear stability analysis by Erpenbeck (1967), 

which predicted a period of 7.41-7.49. However, it is interesting to note that the 

value at high numerical resolutions is slightly difIerent to that obtained by difIerent 

ENO schemes, which indicates that the predicted period depends on the numerical 

schemes. OveraIl, it is found recently by Hwang et al. (2000), that a reaction zone 
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resolution of at least 20 points per Ll/2 is usually required for accurate resolution 

of the detonation wave with an overdrive of f = 1.6 if an upwind numerical scheme 

is used. Similar conclusion can be made here using the SLIC scheme. Above this 

numerical resolution, both centered and upwind achieve the same accuracy. 

2.3.2 Two-dimensional cellular detonation simulation with 

simplified single-step chemistry 

It is well established that multi-dimensional detonation waves generally exhibit a 

complex and unsteady reaction zone structure. Two-dimensional detonation waves 

are characterized by an ensemble of interacting transverse waves sweeping laterally 

across the leading shock front of the detonation wave. The interactions of incident 

shocks, Mach stems and transverse waves form a characteristic cellular pattern, pro­

ducing so-called detonation cells. In the present study, two-dimensional simulations 

were also conducted to validate the present SLIC scheme. In 2-D case, the reactive 

Euler equations (equations 2.32 - 2.36) extends to the form: 

V= 

av oF (V) oG (V) = S (V) 
Dt + ox + oy 

p pu 

pu pu2 +p 

pv F(V) = puv 

pE (pE+p)u 

p(3 pu(3 

E= 
p (u2 + v2

) 

Cr - l)p + 2 + (3Q 

(2.37) 

pv 0 

puv 0 

G(V)= pv2 +p S (V) = 0 

(pE+p)v 0 

pv(3 pfl 

(2.38) 

(2.39) 
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where an additional convective flux term Gand velo city component v are included 

for the transverse direction. Analogously to the fractional step operator splitting 

approach, one can obtain a second-order splitting scheme as follows: 

u n+1 = L 6.t/2 L 6.t/2 L 6.t L 6.t/2 L 6.t/2un 
" Cx Cy S Cy Cx 2 

(2.40) 

where the convective operators Lcx and Lcy were of the same form as the one­

dimension al convective vector in equation 2.29, and integrated with the same one­

dimensional flow sol ver. 

Figure 2.5. Numerical smoked foil record for the overdriven detonation with Q = 50, 1 
= 1.2, Ea = 10 and f = 1.2, using 24 grid points per Ll/2 and channel width = 10 half 
reaction lengths (shown twice). 

For meaningful comparison, this study performs the test problem considered in 

prior studies (Bourlioux & Madja 1992; Helzel 2000; Quirk 1994) with parameter 

set to Q = 50, r = l.2, Ea = 10 and f = l.2. This corresponds to the case of 

high energy release and low activation energy, producing a regular cell pattern with 

a complex structure of transverse waves. The same degree of numerical resolution 

as Bourlioux & Madja (1992), i.e. 24 cells per Ll/2' is used in the present study so 

that direct comparison can be made. The solution for the planar steady ZND wave is 

imposed as initial data and perturbed by introducing a small curvature into the front 

to accelerate the growth of transverse instability. The width of the computational 
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Figure 2.6. Sequence of five Schlieren-type plots showing the pressure (top) and density 
(bottom) fiow field behind the shock for the overdriven detonation with Q = 50, 'Y = 1.2, 
Ea = 10 and f = 1.2, using 24 grid points per Ll/2 and channel width = 10 half reaction 
lengths (shown twice). 

domain is 10 half-reaction zone lengths. Periodic boundary conditions are used along 

the top and bottom boundaries. 

The cellular pattern so obtained is shown in figure 2.5. This is a typical "numer­

ical smoked foil" showing the time-integrated maximum pressure contour from the 

numerical simulation, which corresponds to the trajectories of the triple shock inter­

actions (i.e. triple point). The obtained transverse characteristic length scale, i.e., 

the cell size, is in agreement with that found in other published literature, which has 

a value of 10 for the given channel width. To look at the fiow field behind the deto­

nation front in more detail, figure 2.6 shows a sequence of Schlieren-type or gradient 

plots of pressure and density. They are very similar to Bourlioux's results and most 

of the characteristics of the fiow field can be correctly resolved. More importantly, 

these results indicate the capability of the present computational method for pro­

ducing highly complex simulation of multi-dimensional detonation cell phenomena. 

Nevertheless, it is worth noting that to resolve all the various length scales involved 
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in the problem, a higher resolution than the one used here is indeed required as 

pointed out in the paper by Sharpe (2001). 

2.3.3 Detonation initiation with detailed chemistry 

So far, the numerical scheme is assessed against one and two-dimensional time­

dependent detonations with only simple one-step Arrhenius chemistry. This sec­

tion extends the numerical scheme to include multi-species and performs simulations 

to validate the SLIC method coupled with detailed realistic chemistry. To include 

detailed chemistry, the one-dimensional Euler equations (equations 2.32 -2.35) can 

be modified to account for compressible flows with more than one species, which 

become: 

av + aF (V) = s (V) 
ut ux (2.41) 

V= F(V) = PNs
U S (V) = (2.42) 

pu pu2 +p 

pE (pE+p)u 

where N s is the total number of species being considered and Pi are the density of 

the ith chemical species. The total density of the gas mixture p is therefore given by: 

(2.43) 
i=l 

The total energy per unit mass for the gas mixture is designated by E, which can be 

written as 

u 2 

E=e+-
2 
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where e is the specifie internaI energy of the mixture and is calculated based on a 

mass-weighted average of the internaI energy per unit mass of each species ei 

Ns 

e = LYiei 
i=l 

(2.45) 

where Yi = pd p is the mass fraction of ith species. For a mixture of perfect gases, 

each gas species has its partial pressure Pi and the equation of state for multi-species 

flow is therefore written as: 

(2.46) 

where R = 8.314J /moloK is the universal gas constant and Wi is the molecular 

weight of the i th species. In addition, the internaI energy, enthalpy, and specifie heats 

are functions of the temperature only. Here, all gaseous species are also assumed 

to be thermally perfect of which the specifie heats are non-constant functions of 

temperature. In this case, the enthalpy of each species is given by: 

T 

hi (T) = h{ + ./ CPi (T) dT (2.47) 

o 

where h{ = hi (0) is the heat offormation and CPi (T) is the specifie heats at constant 

pressure of the ith species, which are generally tabulated as a function of temperature 

for many gases. Using the following thermodynamic relation: 

(2.48) 

and the ide al gas equation of state, the total energy per unit mass for the gas mixture 

can be rewritten as: 

(2.49) 
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which gives an implicit relation for determining the temperature T from the conserved 

variable, but requiring an iteration procedure. 

For the chemical kinetic model, fti is the production rate of the ith species, which 

can also be expressed as 

n. _ WiWi 
~t2 -

P 

where Wi denotes the net molar production/destruction rate of i th speC1es due to 

chemical reaction. It is generally derived from a given detailed chemical reaction 

mechanism of elementary reactions, having the form: 

N s N s 

:L v:jXi 9 :L V7jX i j = 1, ... , Nrea,c (2.50) 
;=1 i=l 

where lJ~j and vij are respectively the fOl'ward and backward stoichiometric coeffi­

cients of species Xi in the lh reaction. Nrea.c is the total number of chemical reactions 

in the mechanism. Subsequently, the net molar production rate of species i can be 

expressed by: 

(2.51) 

where % is the net rate of progress for reaction j and can be written as: 

N s N s 

qj = kf II [Xit;j - kJ II [Xit;j (2.52) 
i=l i=l 

where kf and kJ are respectively the forward and backward reaction rate constant for 

reaction j. [Xi] is the mole concentration of species i. The forward rate coefficients 

is generally given by the Arrhenius form: 

(2.53) 

with the pre-exponential constant J{ fj' the temperature exponent Ctj and activation 

energy Eaj. Knowing the forward reaction rate, the corresponding backward rate 
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can be found by chemical equilibrium consideration and calculated by: 

(2.54) 

where the k?Uil. (T) is equilibrium constant based on thermodynamic calculation. In 

this work, the rate Wi as well as other thermodynamic data for each gaseous species, 

such as the values of the enthalpy hi(T), the specific heats Cpi(T) or CvJT) , etc., 

were obtained from the CHEMKIN package (Kee et al. 1989). 

2.3.4 Detonation initiation by reflected shock in hydrogen-

oxygen-argon mixture 

The present study addresses the detonation initiation pro cess for a hydrogen-oxygen­

argon mixture due to reflection of a shock wave in a shock tube closed at one end. 

The initial conditions for the computations correspond to the evolution of a strong 

ignition case by Oran et al. (1982). This particular one-dimensional example has 

also been used extensively in the past to test numerical schemes (Deiterding 2000; 

lm et al. 2002; etc.). and thus, data are available in the literature so that direct 

comparison can be made with the results obtained from the present computations. 

The general configuration is a shock tube of length l = 12 cm filled with stoichiometric 

hydrogen-oxygen-argon mixture of molar ratios 2:1:7. Initially, an incident shock 

wave is created, which propagates through the shock tube from right to left. Once the 

incident shock is reflected at the end wall, a detonation wave is formed by the reflected 

shock heating after some induction period. For the computation, the calculation is 

performed in Cartesian geometry covered with 4800 uniform numerical cells. The 

hydrogen-oxygen-argon chemistry is modeled with the same 9 species and 24-step 

reaction mechanism, which was developed in reference (Oran et al. 1982). 
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Figure 2.7. Pressure (top); density (middle); and temperature (bottom) profiles showing 
the time evolution of the detonation intiation process by reflected shock. 
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Figure 2.8. Wave diagram for the detonation initiation pro cess by reflected shock. Com­
parison between (a) the present result and (b) that obtained by lm et al. (2002). 

To look at the fiow evolution for the detonation initiation after the shock refiection 

from the end wall, figure 2.7 shows the pressure, density and temperature profiles at 

subsequent time interval. These transient results obtained during different stages of 

the initiation process, i.e. the ignition, development and final ons et of detonation, 
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are found to be in good agreement with those from the literature (Oran et al. 1982; 

lm et al. 2002; etc.). After its formation behind the refiected shock, the detonation 

wave eventually catches up and merges with the refiected shock, causing a split into 

3 waves (i.e., the rarefaction, contact surface and the detonation front). Note that 

these different waves are clearly captured by the present numerical schemes, as shown 

in the density profile of figure 2.7. 

Figure 2.8 shows the trajectory of different waves in the fiow field, including the 

position of the shock front, reaction wave, transmitted detonation and the contact 

discontinuity due to the merging of the shock with reaction wave. For comparison, 

results obtained by lm et al. (2002) is also shown in figure 2.8b. Very good agree­

ment is found between these two wave diagrams. Furthermore, the result shows 

that the time when the detonation and refiected shock wave merge is at a value of 

approximately 180f-Lsec, which also agrees with previous studies (Oran et al. 1982; 

Deiterding 2000; lm et al. 2002;). Here, the comparison with previous numerical 

results from literatures illustrates the similar accuracy of the present approach using 

this SLIC scheme for the simulation with detailed chemistry. 

2.4 An improved SLIC scheme 

For moderate gr id resolution, the present study has demonstrated on several bench­

mark test problems that the centered SLIC method can lead to accurate approxima­

tions of detonation waves, comparable to those obtained using different best upwind 

schemes but has the advantage of lower computational cost and simplicity without 

the use of Riemann-solver. Nevertheless, it is discussed earlier that the SLIC method 

used in this study cannot achieve the same accuracy at coarser spatial resolutions 

due to large dissipative nature of the centered scheme. In this section, a possible 

way to improve the SLIC scheme for low-resolution simulations is addressed, while 
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retaining its advantages of simplicity, robustness and generality. 

A computational technique based on a multi-stage predictor-corrector (MUSTA) 

approach has been recently proposed by Toro (2003) to construct numerical flux for 

the use in finite volume methods. The ide a is that in the predictor step, a simple and 

robust numerical flux is used to open the Riemann fan without making use of precise 

knowledge of the structure of the solution of the Riemann problem. It extracts the 

relevant information for the corrector step, which involves the final inter-ceIl flux 

evaluation. The attractiveness of this approach is that the implementations can rely 

on centered fluxes at each stage (Toro 2003). This procedure is expected to pro duce a 

numerical flux very close to that of the upwind method of Godunov scheme. Hence, 

the use of MUSTA approach opens up a possibility to improve existing centered 

scheme. 

Using the MUSTA approach, an improved SLIC scheme is obtained here by re­

placing the single evaluation pro cess of the inter-ceIl numerical flux with a multi­

stage FORCEK scheme. It is derived by applying the centered FORCE flux de­

scribed in equation 2.25 for both the multi-stage predictor and the correct or in the 

MUSTA approach (Toro 2003). By starting with /1, = 1, U~l) = Üf, U~~l = Üf+l' 

F~~~;el) = (Üf, Üf+l) given by equations 2.25 - 2.27, the general algorithm for the 

/1,-stage FORCE scheme is given as: 

Open Riemann fan: 

(2.55) 

(2.56) 

Flux evaluation: 

(2.57) 
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Figure 2.9. Comparison of peak pressure behind the shock front as a function of relative 
mesh spacing between the original SLIC scheme, modified fi:-stage SLIC scheme and WAF 
scheme for the overdriven pulsating detonation (Q = 50, Î = 1.2, Ea = 50 and f = 1.6). 

To illustrate the performance of the multi-stage SLIC scheme, the canonical prob­

lem of the one-dimensional pulsating overdriven detonations discussed in previous 

section is again considered here. Similarly, figures 2.9 and 2.10 show the peak pres­

sure amplitude and the period of oscillation as a function of relative mesh spacing of 

the overdriven detonation computed using the original SLIC scheme, the improved 

K;-stage SLIC scheme (K; =2, 3 and 4) and the 2nd order upwind WAF scheme for 

comparisoil_ The improvement using the MUSTA approach can be readily shown in 

these plots. The multi-stage SLIC schemes are clearly able to predict more accurate 

results for a given mesh spacing (clearly at low resolution) than the original SLIC 
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Figure 2.10. Comparison of the period of pressure oscillation as a function of relative 
mesh spacing between the original SLIC scheme, modified r;;-stage SLIC scheme and WAF 
scheme for the overdriven pulsating detonation (Q = 50, 'Y = 1.2, Ea = 50 and f = 1.6). 

scheme. By increasing the number of stages in the modified SLIC scheme, the re­

sults approach faster to the converged value of peak pressure P rv 99 and oscillation 

period of rv 7.4 at coarser grid resolution. For the 3- and 4-stage SLIC schemes, 

they are able to achieve the correct peak pressure with a relatively coarse resolution 

(10 points per L 1/ 2 ) and have indeed similar accuracy (or even better) to that of the 

upwind (WAF) method. It should be pointed out that although better accuracy can 

be achieved as the number of stages is increased, at the same time the computational 

time for evaluating the inter-cell numerical flux is also increased, which can become 

comparable to most existing Riemann-solver based upwind schemes. Nevertheless, 

the multi-stage approach retains the simplicity, robustness and generality of centered 

scheme. In this study, it is also found that the 3-stage scheme should be sufficiently 
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accurate and is probably the preferred scheme to be used for practical high-speed 

flow computations. 

2.5 Adaptive mesh refinement 

It is shown in previous sections the necessity of having fine resolutions in the simula­

tions of detonation waves in or der to ensure that detailed features within the reaction 

zone structure are properly resolved. However, the use of very small time steps and 

uniform fine grid of cells in a long computational do main requires a much larger 

amount of computer resources. For detonation problems, high resolutions are in fact 

only needed in part of the computational domain as most reactions are completed 

in a narrow region in the vicinity of detonation front. It is thus more economical to 

refine only in this region and use coarser resolutions elsewhere, hence reducing the 

computational demands without sacrificing accuracy. 

The adaptive mesh refinement method (AMR) originally developed by Berger 

& Oliger (1984) is adopted in the present numerical investigation as a technique for 

manipulating the local resolution of numerical simulations in response to the behavior 

of the evolved solution. The basic ide a is to refine automatically, both in space and 

in time, regions of the computational domain in which high resolution is needed 

to resolve developing features, while leaving less interesting parts of the domain at 

lower resolutions. The AMR strategy provides a means for concentrating effort to 

computationally demanding regions and dramatically improves the computational 

efficiency of numerical simulations. The AMR method has been widely applied for 

adaptive computations of hyperbolic conservation laws on Cartesian grids (Plewa 

1999). 

The Berger-Oliger AMR algorithm follows a patch-based strategy. At regular in­

tervals during the computation, a refinement criterion or an error indicator is applied 
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Figure 2.11. Adaptive grid arrangement in one-dimensional configuration. 

to the current numerical solution to flag those cells that require higher resolution and 

then cluster them into several rectangular grids or patches. These selected regions 

are then refined by overlaying sub-grids of higher resolutions. The refinement pro cess 

can be repeated recursively from coarser ones until no refinement is needed or the 

finest refinement level is reached. A hierarchical of embedded overlaying grid patches 

is constructed. For instance, figures 2.11 and 2.12 show the resulting adaptive grid 

hierarchy in one- and two-dimensional configuration. Each sub-grid at different re­

finement level in the hierarchy is uniform and its solution can be advanced individ­

ually using the numerical integration scheme with time step adaptively modified by 

the same refinement factor as in space. More accurate solutions at finer level grids 

are projected back onto the coarser meshes when they both advanced to the same 

time step. In order to follow moving features of the flow, all adaptively refined sub­

grids are regenerated after a specifie number of time steps on the base grid level. The 

re-gridding procedure in the AMR algorithm therefore dynamically creates, moves 

and destroys sub-grids in the hierarchy so that refined regions occur only where they 

are needed as the computation progresses. 
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Figure 2.12. Hierarchical senes of Cartesian grids for adaptive refinement m two­
dimensional configuration. 

Further technical details of the AMR algorithm applying to general hyperbolic 

systems of conservation laws can be found in articles by Berger & co-workers (Berger 

& Oliger 1984; Berger & Colella 1989; Berger & LeVeque 1998; etc.) and are not 

discussed in any depth here. In the present study, the finite-volume integration 

method has been implemented in an existing framework AMR C++ code developed 

by Hern (1999). 

To illustrate the efficiency of local adaptive refinement, figure 2.13 and 2.14 

show sorne examples of both one and two-dimensional computations applied for the 

detonation test problem where the reactive Euler equations are solved using the SLIC 
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Figure 2.13. Pressure profile of a one-dimensional detonation structure. Dashed lines 
indicate the level of refinement at the computation domain. 

scheme with the AMR framework. For both configurations, the AMR computation 

was do ne with 2 levels of refinement and refinement ratio of 2 in each case. The 

refinement criterion was based on the local density gradient. CeUs are flagged for 

refinement if: 

1 
(

Pi+l,j - Pi-l,j) 2 + (Pi,HI - Pi,j-l) 2 > E 

Xi+! - Xi-l YHI - Yj-l Pi,j 

Figure 2.13 shows the pressure profile of a one-dimensional detonation structure 

and the dashed lines indicate how the refinement levels adapt over the computational 

domain. Most of the refinements were done near the leading shock front where the 

local gradient is largest. For the two-dimensional simulations with AMR, figure 

2.14 shows snapshots of density contour (top), computational meshes (middle) and 

density Schlieren plot (bot tom) at two different times and demonstrates how the 

grids are adaptively refined in both space and time. 
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Figure 2.14. Snapshots of density contour (top); grid arrangement (middle); and Schlieren 
plot (bottom); of the two-dimensional cellular detonation at different times. 

2.6 Summary 

In this chapter, the mathematical model governing the dynamics of detonation struc­

ture is described. The applicability of a high-order centered scheme, namely the SLIC 

scheme, to solve the governing equations for the simulation of transient detonation 

waves is also presented. The SLIC method belongs to the high-resolution class of 

methods, which is conservative, explicit, second-or der accurate in space and time. 

The SLIC method is 'limited' such that in the numerical solution any discontinuities 

are well-resolved and are not accompanied by the spurious oscillations, which occur 

typically for unlimited second-order schemes. In this study, this centered scheme is 

applied to several canonical problems of time-dependent detonation waves with both 

the simple and complex chemistry. Detailed comparisons with previous published 

results reveal that the quality of the results obtained from this simple numerical 

scheme is comparable with those of the upwind schemes at typical resolution used in 
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literature. 

The motivation to use this centered scheme cornes from the fact that it do es 

not require information about the characteristic structure of the hyperbolic equa­

tion system to be provided. Therefore, it generally has a lower computational cost 

and simple structure compared to most Riemann-solver based methods. However, 

Riemann-solver based methods typically have the advantage when it cornes to accu­

racy and this is more transparent for computations with coarser spatial resolution 

in the present study. Here, a possible way to improve the accuracy of the centered 

schemes using Toro's MUSTA approach is discussed. By constructing the numerical 

flux based on a multi-stage predictor-corrector fashion, the modified K:-stage SLIC 

scheme achieves the accuracy of upwind methods even for low-resolution simulations 

but retains the simplicity and robustness of centered methods. 

From the formulation of centered method, it is also apparent that once a skeleton 

algorithm for the scheme is coded, any system of hyperbolic conservation laws can be 

solved, simply by typing the corresponding vectors of the conserved variables and the 

numerical fluxes for the system. lndeed, this is convenient when the method is used 

for the numerical solution of detonation wave with detailed chemistry or multi-phase 

components. One should also realize that the flexibility of the scheme generalizes 

straightforwardly to higher dimensions. 

The SLIC scheme is also incorporated easily with adaptive mesh refinement with­

out any implementation complications. The Berger & Oliger's adaptive refinement 

technique improves the efficiency of numerical simulations of systems of partial dif­

ferential equations by allowing the size of time steps and grids to vary adaptively 

according to the requirement of the evolving solution. Computational resources are 

not wasted in maintaining uninteresting parts of the solution at unnecessarily high 

resolutions. Therefore, by combining with the AMR algorithm, the present numerical 

method provides a robust and effective tool for the present computational studies. 
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Chapter 3 

The one-dimensional pulsating 

detonation structure 

3.1 Introduction 

To elucidate the unstable structure of detonations and how it is affected by chem­

ical kinetics, this chapter addresses the simplest problem of one-dimensional, time­

dependent dynamics of planar detonations with simplified chemistry. Although ad­

vances in scientific computing now permit direct numerical simulations of reproduc­

ing multi-dimensional cellular detonation structure, the one-dimensional unsteady 

detonation should retain the essential physical features that could shed light on 

many peculiarities of multi-dimensional detonations, and yet is much simpler to in­

vestigate. In the one-dimensional treatment, the dynamic structure manifests itself 

through longitudinal pulsation. 

Since the pioneering work of Fickett & Wood (1966), the one-dimensional pul­

sating detonation has been extensively studied via computational investigations by 

various researchers (Abouseif & Toong 1982; Moen et al. 1984; Bourlioux et al. 1991; 
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He & Lee 1995; etc.). These numerical studies are mostly carried out using a single­

step Arrhenius law for the reaction rate and capable to demonstrate the evolution of 

unstable one-dimensional detonation evolves into an oscillatory wave controlled by 

chemical kinetics and gasdynamic parameters (such as activation energy, the degree 

of overdrive, heat of reaction, specific heat ratio). Another important conclusion is 

that the calculated stability boundary and the frequency of the oscillations agreed 

well with the results as predicted from linear stability analyses (Erpenbeck 1964; Lee 

& Stewart 1990; Sharpe 1997; etc.). 

Recent advances in computation now permit high-resolution numerical simulation 

of idealized, one-dimensional Chapman-Jouguet (Cl) detonations (He & Lee 1995; 

Short & Quirk 1997; Sharpe 2000; Sharpe & Falle 1999). Such simulations make 

it possible to examine the long-time evolution of the longitudinal instability and 

explore the role of chemical kinetics on the instability spectrum far from the stability 

limit. One of the interesting characteristics in many of these simulations is that 

varying a chemical parameter can cause the temporal pattern of the pulsation to pass 

from regularly periodic to highly irregular or so-called chaotic structures. How the 

instability pattern approaches chaos in the Chapman-Jouguet detonation under the 

influence of chemical kinetics remains unclear. To this end, a general Interpretation 

of the large amount of data that is generated by such numerical simulations remains 

highly desirable for further insight. 

Many of the nonlinear features that arise from 1-D pulsating detonations as re­

sults of sorne variations in the reaction kinetics have remarkable resemblance to those 

found in simple nonlinear dynamical systems such as the nonlinear oscillator (Zhang 

et al. 1998). Perhaps the simplest-known nonlinear system is the logistic equation, 

i.e., X U +1 = r· X n ·(1- X n ), a single-parameter Iterative formula having a growth and 

a decay term. It has been shown to capture the essence of a whole class of real world 

phenomena, e.g. population dynamics (May 1973, 1976). While having a simple 
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form, the logistic model gives remarkable insight into a wealth of nonlinear phenom­

ena. The behavior of this system depends criticaUy on the control parameter rand 

exhibits in certain regions sudden and dramatic changes in response to smaU varia­

tions in r. There is a substantial body of literature on this kind of simple equations, 

on which a considerable amount of analytical techniques and nonlinear concepts have 

been developed in the field of nonlinear science. Much of these methodologies have 

been extended to deal with more complicated dynamical systems (Feigenbaum 1978, 

1983). 

Although similarities between a simple nonlinear dynamical system and 1-D pul­

sating detonation have been previously recognized by several authors (Bourlioux et 

al. 1991; Zhang et al. 1998; Short & Quirk 1997; Sharpe 2000; etc.), nevertheless a 

detailed study using classical theories of nonlinear dynamics and chaos to describe 

detonation instability has not been carried out. In this chapter, very long-term nu­

merical simulations of an idealized pulsating detonation using single-step Arrhenius 

chemical kinetics are performed. A wide spectrum of instability dynamics resulted 

from the change of the global activation energy is presented and examined using 

classical nonlinear dynamic theories. Analysis of the pulsating structure by drawing 

the similarity to the dynamics of non-linear oscillators also provides sorne insight 

about the effect of chemical kinetics. 

3.2 Computational results 

The reactive Euler equations with a single-step Arrhenius kinetics as given by equa­

tions 2.32-2.36 are solved using the SLIC scheme to simulate the inviscid, one­

dimension al propagation of a detonation wave. The computations are initialized 

by the steady solution of the ZND detonation. An effective numerical resolution of 

128 points per half-reaction zone length of the steady ZND detonation Ll/2 is used, 
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Figure 3.1. Steady ZND detonation profiles for a mixture with Q = 50, Î = 1.2, f = 1.0 
and two values of activation energies Ea = 25.0 (dashed lines); and Ea = 50.0 (solid lines). 

unless specified, in this study to ensure the detailed features of the pulsating front 

are properly resolved. This investigation also follows previous studies to fix the di­

mensionless parameters with the values Q = 50, Î = 1.2 while varying activation 

energy Ea as a control parameter so that detailed comparisons can be made with 

prior results found in literature. ZND profiles computed using two activation ener­

gies are shown in figure 3.1. In both cases, temperature begins to raise immediately 

behind the leading shock front. From these curves, it can be seen that increasing 

Ea has an effect of steepening the temperature profile of the steady ZND structure. 

Henee, the wave should be more sensitive to temperature perturbation at higher Ea., 

which willlead to different instability phenomena as discussed previously in Chapter 

1. One interesting remark can be made from these ZND profiles is that by having 

extremely high value of activation energy Ea, the thermally neutral induction zone 

can indeed be roughly approximated. However, it will only result a very thin heat 

release zone. Therefore, using one-step Arrhenius kinetics, independent variation of 

these two characteristic zone lengths is not possible. 
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Typical results of the early transient development obtained from the numerical 

simulations are shown in figure 3.2. Following previous studies, the leading shock 

pressure behind the evolving I-D detonation wave normalized by the von Neumann 

pressure Pvn , i.e., the post-shock pressure in the corresponding steady ZND solution, 

is plotted for different activation energies Ea. For very low activation energy (Ea < 

25.26), the oscillation due to the initial perturbation damps out with time and the 
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propagating detonation is stable after the long-term evolution (figure 3.2a & 3.2b). 

The stability boundary, above which there is a graduaI increase in the amplitude 

of leading shock pressure oscillations with time, is found to be around Ea = 25.26 

- 25.27. The detonation wave with activation energy ab ove this boundary is thus 

unstable, as illustrated in figure 3.2c. The stability limit value obtained from the 

present simulation is in good agreement with the prediction of the linear analysis 

(Ea = 25.28) and those numerically determined by other researchers (Sharpe 1997; 

Sharpe & Falle 1999; etc.). 

Figure 3.3 shows the long-term nonlinear evolution of the pulsating detonation 

after the initiation transient has passed by plotting the leading shock front history as 

weIl as the phase plot. As pointed out by Sharpe (2000), it is important to allow the 

detonation to run for thousands of half-reaction times to ensure the correct final non­

linear behavior of the detonation propagation has been reached. For an activation 

energy close to the stability limit, the oscillation demonstrates a regular harmonie 

oscillatory behavior with constant period (figure 3.3a). By systematically increas­

ing the activation energy, instability of the detonation front evolves away from a 

single-mode oscillation to a period-two oscillation after sorne transient development, 

as shown in figure 3.3b. Different modes of oscillation begin to appear as the value 

of activation energy is continuously increased (see figure 3.3c & 3.3d). Note that 

the peak amplitudes are used here to define the oscillation modes or periods. For 

example, a period-two oscillation should have two different values of peak ampli­

tudes. In the present study, oscillation up to period-sixteen can be identified from 

the computational results. It should be pointed out that evidence for period-sixteen 

oscillation shown in figure 3.4 is achieved by doubling the numerical resolutions as 

used for the other cases and it is difficult to determine exactly where the period­

sixteen oscillation mode occurs. At very high activation energy, the oscillation then 

becomes very irregular, as illustrated in figure 3.5 for the case of activation energy 

Ea = 30.00. These numerical results showing the long-time nonlinear evolution are 
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in good agreement with those available in literature computed using different nu­

merical methods, such as Bourlioux's PPM method with conservative front tracking 

(Mazaheri 1997) and other shock-capturing Godunov-type schemes (Sharpe 2000). 

Rence, the present computations provide reliable raw data for further time series 

analysis using different methods of nonlinear dynamics. 

It should be pointed out that higher modes of oscillation greater than period­

sixteen are difficult to distinguish in the present study due to various limitations 

associated with the numerical simulations. For example, it can be seen from figure 

3.4 that there are only small variations in peak amplitude and distance between li mit 

cycles for period-sixteen oscillation. In order to identify higher oscillation modes, 

the peak of the oscillation must be captured very accurately. This can be achieved 

numerically only if both the grid resolution .6.x and time step .6.t approach zero. 

Furthermore, to locate the next occurrence of bifurcation, a much smaller increment 

of activation energy Ea is necessary, i.e., at least .6.Ea, = 0.0001 or smaller. Rowever, 

these requirements will readily give principal difficulties in both the computational 

efficiency as weIl as the accuracy and stability of the numerical scheme. With a small 

incremental step size in these parameters, the numerical error (e.g. truncation error) 

will become significant and thus will limit the identification of higher bifurcation 

sequence. Similarly, another concern is the accuracy of numerical results for very 

high activation energy (i.e. Ea of the order of 30.00 or higher). It has been shown 

in literature that there is no converged solution for very high activation energy (Re 

& Lee 1995; Sharpe 2000; etc.). This fact casts sorne doubts on the reliability of 

numerical simulation for very unstable detonations, which are so dependent on the 

details of the numerical method, grid resolution, initial conditions, etc. Due to this 

uncertainty about the numerical results for highly unstable detonations, the present 

analyses are thus carried out for the computational results with activation energy Ea 

no more than 30.00. 
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Figure 3.3. Leading shock pressure history and its phase plot showing different modes of 
oscillation for varying activation energies: (a) Ea = 27.00; (b) Ea = 27.40; (c) Ea = 27.80; 
and (d) Ea = 27.82. 
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Figure 3.4. Leading shock pressure history and phase plot showing the period-sixteen 
mode of oscillation for Ea = 27.845. 

3.3 Autonomous structure of the pulsating deto-

nation 

It is interesting to note that if one computes the average velo city of the pulsating 

detonation over several cycles of oscillation, it is very close to the theoretical value 

determined from the solution of the steady one-dimensional conservation equations 

based on the Chapman-Jouguet criterion as shown in figure 3.6. The fact that 

the time averaged pulsating detonation velo city agrees with the steady theoretical 
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Figure 3.5. Leading shock pressure history for a highly irregular case of activation energy 
Ea = 30.00. 

solution within 1 % suggests that the structure may indeed be independent of the fiow 

field behind the detonation. Equivalently, a rear boundary must exist separating the 

detonation complex from the non-steady mean expansion fiow in the products as 

pointed out by Taylor (1950). 
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Figure 3.6. Time-averaged velocity of the oscillatory detoantion front. 
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Figure 3.7. Profiles showing the 11,' + c characteristic hnes at the shock-fixed frame (top); 
and the Mach number and reaction progress variable behind the shock (bottom). The 
dashed line shows the location where the reaction progress variable f3 ~ 10-5 . 

To further investigate the existence of a complex boundary in the unsteady deto­

nations, the following analyzes in more details two computational results of Ea = 24 

and Ea = 27, which respectively yield the stable and unstable solutions. For activa­

tion energy Ea = 24, the unsteady solution approaches asymptotically to a steady­

state value. Figure 3.7a gives the x' -t diagram showing the 11,' +c characteristic lines 

behind the leading shock front at which the coordinate is fixed (i.e. 11,' is the particle 

velo city in the shock-attached frame). From this plot, one can see a limiting charac-
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teristic which acts as a boundary such that the characteristics lines of the nonsteady 

expansion at the downstream flow field are incapable of penetrating and influencing 

the detonation structure. For the case of low activation energy such as Ea = 24 

where only a steady-state structure is approached asymptotically, the vertical limit­

ing characteristic corresponds to the notion of a "sonic surface" as postulated from 

the steady concepts. Figure 3.7b gives profiles of the stable detonation structure 

showing its distribution of reaction progress variable and Mach number measured 

relative to the leading shock. Across the shock, the Mach number decreases to a 

subsonic value and then rises to a value 1 downstream of the structure. The location 

of the sonic point also approximates the end of the chemical reaction (/3 rv 10-5). 

This agrees with the ideal Chapman-Jouguet condition, which requires that the end 

of the reaction must approach a sonic condition. For the stable solution obtained 

with Ea = 24, the detonation structure agrees with the steady-state ZND solution 

where the notion of a limiting characteristic coincides with that of a "sonic surface". 

On the other hand, instability of the detonation with higher activation energy 

Ea = 27 leads to an oscillatory solution and thus, there is no steady bounding sonic 

surface for the unstable transient pulsating detonation. Nevertheless, there still ex­

ists a rear limiting characteristic for the pulsating detonation despite its unstable 

propagation, as also shown recently by Kasimov & Stewart (2004). This limiting 

characteristic can be seen again from the x' - t diagram showing the u' + c char ac­

teristic lines (figure 3.8). As the front evolves, the do main of influence of the shock 

front is essentially bounded by a limiting characteristic and the shock. Consequently, 

any trailing unsteady expansion waves or perturbations represented by characteris­

tic lines have again no influence on the continuous dynamics of the flow ahead of 

the limiting characteristic and on the motion of the shock front. This information 

boundary thus ensures the self-contained and autonomous nature of the unstable 

detonation. The notion of this limiting characteristic can have significant implica­

tions on the analytical treatment of unsteady detonation waves as it may provide a 
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dosure condition for the boundary-value problem encountered from the derivation 

of evolution equation using asymptotic analysis (Kasimov 2004). 
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Figure 3.8. Profiles showing the leading shock pressure history and the ut +c characteristic 
lines at the shock-fixed frame for an unstable detonation. The dashed line shows the 
location where the reaction progress variable f3 cv 10-5 . 
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On the same plot, the location where the reaction progress variable has been de­

pleted to f3 = 10-5 is also indicated by the dashed line. It is noted that the location 

where the chemical reaction is essentially completed does not necessary coincide with 

the limiting characteristic. The distance of the rear boundary from the leading shock 

is found to be sometimes longer than the reaction zone length. This implies that 

unlike the steady one-dimensional ZND detonation, it is not sufficient to require the 

termination of chemical reactions to define the self-contained system for unstable det­

onation. Thermodynamic and hydrodynamic equilibrium may require a longer span 

to be achieved. It is thus important to note that a meaningful autonomous structure 

must include both the thermodynamic and hydrodynamic equilibrium within it. 

Experimentally, the distance from the leading shock to the rear information 

boundary in an average sense is generally referred to as "hydrodynamic thickness" 

of real cellular detonations (Soloukhin 1969; Lee et al. 1969). Recent study also sug­

gests that the hydrodynamic thickness may perhaps provide a suit able length scale 

to characterize the detonation structure within which various chemical and gasdy­

namic mechanisms responsible for sustaining the unstable detonation are contained. 

It should have significant implications for understanding the propagation and de­

veloping models of real multi-dimensional detonations, which are always non-steady 

and highly unstable (Radulescu & Lee 2005). 

3.4 Nonlinear dynamics and chaos analysis 

An important observation from the above analysis is that the one-dimensional un­

steady detonation is not always a stable ZND wave propagating at a constant velocity, 

but one that oscillates around the time-average steady-state solution. Its degree of 

instability varies according to the chemical kinetics parameter. To further explore 

the different oscillatory nature of the pulsating detonation resulted from the varia-
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tion of activation energy, different nonlinear dynamic analyses will be carried out in 

this section. 

3.4.1 Power spectral density 
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Figure 3.9. Power spectral density of the leading shock pressure history for activation 
energies (a) Ea = 27.00; and (b) Ea = 30.00. 

To distinguish the regularity of the pulsating detonation front, it may be of 

interest to look at the power spectral density (PSD). The PSD describes how the 
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power (or variance) of a time series is distributed with frequency. Mathematically, 

it is defined as the Fourier Transform of the auto correlation sequence of the time 

series. The PSD of the leading shock pressure history for the low activation energy 

case (Ea = 27.00) can be found in figure 3.9a. The plot shows a very large spike at 

one dominant frequency mode. In other words, the energy is concentrated at this 

frequency leading to a very regular oscillation. It should be pointed out that the small 

amplitude peak at the right side of the frequency spectrum is not the consequence 

of numerical noise, but rather the second harmonie of the system with exactly two 

times the fundamental frequency. 

On the other hand, with a large activation energy (Ea = 30.00), there are no clear 

power spikes, meaning the energy is distributed over a wide range in the frequency 

spectrum (figure 3.9b). This may provide an indication of the existence of chaos in 

the system. Nevertheless, a doser examination of the results is required in order 

to definitively demonstrate the existence of chaos in the system, and not just an 

example of numerical noise in the data. 

3.4.2 Bifurcation diagram 

The computational results indicate that the cyclic pulsations change from harmonie 

oscillations to nonlinear and eventually to highly irregular as the value of the acti­

vation energy is systematically increased from its value at the stability limit. An 

alternative way to represent the computational results in order to illustrate the tran­

sition pattern is to construct a bifurcation diagram, as shown in figure 3.10. It is 

a useful diagnostic tool used to characterize changes in the dynamics of a system 

as a function of a varying parameter. Here, a bifurcation diagram is generated by 

plotting the amplitudes of the peaks of the leading shock pressure against the acti­

vation energy. As before, measurements are only made after the initiation transient 
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Figure 3.10. Bifurcation diagram for the one-step Arrhenius kinetic model with varying 
Ea.. 

has disappeared. In this form, a bifurcation diagram would display the repeating 

magnitude of the oscillation as a single point. The principal features in this diagram 

are the vertical windows that identify the ranges of the activation energy of different 

oscillation modes. A number of distinct regions of different types of behaviour can 

be observed in the resulting diagram. 

Activation energy Ea. Oscillation mode Feigenbaum number 

0 25.27 1 
1 27.22 2 
2 27.71 4 3.98 
3 27.82 8 4.46 
4 27.845 16 4.40 

Table 3.1. Values of bifurcation limits and Feigenbaum numbers obtained using the one­
step Arrhenius kinetic model. 
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Figure 3.11. Power spectral density of the leading shock pressure history for activation 
energies (a) Ea = 27.40; and (b) Ea = 27.80. 

At low activation energy below the neutral stability limit, the detonation front 

is stable and hence no oscillation amplitude is recorded. Above this limit, the prop­

agating front starts to oscillate and a single peak pressure amplitude can be found, 

represented by a single point in the bifurcation diagram. The amplitude of the 

oscillation continues to grow and a period-doubling bifurcation occurs. Further bi­

furcation pro cesses follow as the activation energy continues to increase. At each 

bifurcation i, the appearance of a subharmonics with f /2i where f is the fundamen-
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tal frequency can also be seen in the PSD. (For example, see figure 3.11a and 3.11b 

for the oscillations with period-two and period-four, respectively.) This cascade of 

period-doubling bifurcations can eventually lead to a very irregular oscillation with 

different peak amplitudes. 

3.4.3 Route to higher oscillation modes 

In nonlinear dynamics, a number of scenarios were proposed and proved to describe 

the route to higher or eventually to irregular oscillation modes (Eckmann 1981). In 

this study of 1-D pulsating detonation, the corresponding bifurcation diagram indi­

cates that the early stage of the pattern transition follows the generic pattern of the 

period-doubling. This evidence suggests that the route may indeed follow closely 

Feigenbaum scenario, which involves successive subharmonic bifurcations (Feigen­

baum 1983). It is interesting to note that the bifurcations come faster and faster 

until the system becomes aperiodic. 

Table 3.1 shows the value of activation energy where transition occurs. To further 

characterize the bifurcation diagram and provide evidence for the validity of Feigen­

baum scenario describing the 1-D pulsating detonation phenomenon, these values 

are used to determine the Feigenbaum number (Feigenbaum 1978), which is defined 

as the ratio between the spacing of successive bifurcations, i.e.: 

15 = /-Li - /-Li-l 

/-Li+l - /-Li 
(3.1) 

where /-Li is location of the bifurcation point. For similar bifurcation pro cesses oc-

curred in logistic model as well as other simple nonlinear dynamical systems, Feigen­

baum discovered a universal feature that the bifurcations should be occurring at a 

ratio that converges to a natural constant that is approximately 4.669 in the as­

ymptotic limit where the number of bifurcations go to infinity, independent of the 

particular system. It may be worthwhile to point out this convergent Feigenbaum 
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cascade of bifurcations has also been observed in a number of experimental studies of 

different types: Rayleigh-Bénard experiment on the fiow in a fiat convective layer of 

liquid heated from below; experiments on circular Couette fiow; acoustic cavitation 

noise; driven nonlinear semiconductor oscillator; shallow water waves in a resonator; 

optical turbulence in a hybrid optically bistable system; Belousov-Zhabotinskii reac­

tion in a well-stirred fiow reactor; etc. (Rao 1984). Some values of the Feigenbaum 

number for the present bifurcation diagram are shown in table 3.1, which also appear 

to be in reasonable agreement to this univers al value. Unfortunately, the Feigenbaum 

number for further bifurcation points cannot be measured since the identification 

of higher bifurcation sequences is limited in the present numerical simulation as 

discussed previously. Nevertheless, overall this result appears to support that the 

transition pro cess of the pulsating detonation front may follow closely Feigenbaum's 

picture for a simple nonlinear model with fewer degrees of freedom. 

3.4.4 Existence of chaos 

It is shown from the bifurcation diagram that by increasing the activation energy, 

the system behaviour continues through a sequence of period-doublings. This infi­

nite sequence of bifurcations may eventually lead to chaos, a concept that has been 

well established in nonlinear dynamics. Mathematically, chaos means the system 

contains an infinite number of unstable period orbits. A more physical definition is 

an aperiodic dynamics in a deterministic system demonstrating sensitive dependence 

on initial conditions (Kaplan & Glass 1995). For a chaotic system, a small deviation 

in the initial conditions will result in an exponentially growing departure in its spe­

cific temporal behavior. Equivalently, a small change in the pulsating structure at 

a given starting time would result after a short period of time in a complete differ­

ent oscillatory pattern. There are several regions in the bifurcation diagram where 

highly aperiodic oscillations are found. These results can be further analyzed for the 
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Figure 3.12. Unstable detonation for activation energy Ea = 28.20 with a period-three 
limit-cycle. 

existence of deterministic chaos in the system. 

First of aIl, a closer examination of the bifurcation diagram shows that there is a 

period-three limit-cycle around Ea = 28.20 and its leading shock pressure history is 

shown in figure 3.12. There is a weIl-known result in the nonlinear science literature 

saying that period-three implies chaos (Li & Yorke 1975). As discussed earlier, 

instability always grows through a sequence of bifurcations yielding even periods 

(period-two, period-four, etc.). The appearance of period-three suggests the solutions 

just to the left of this period-three window in the bifurcation parameter are chaotic. 

lndeed, a more quantitative way to determine the existence of chaos is provided 

by the Lyapunov exponent (Eckmann & Ruelle 1985). It is a measure of sensitive 

dependence on initial conditions. It quantifies the exponential rate of divergence of 

initially neighbouring phase-space trajectories (figure 3.13) and estimates the degree 

of chaos in a system. For any time series in a dynamical system, the presence of 

a positive largest characteristic exponent indicates that the trajectories comprising 

an attractor diverge over a long time average, which is characteristic for chaotic 

behaviour. This divergence describes the rapid loss of the system's memory of its 

previous history as time evolves. There are several algorithms for estimating the 
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positive Lyapunov exponent directly from a time series (Wolf et al. 1985; Eckmann 

et al. 1986; Kantz 1994; etc.). The algorithm chosen in the present study is due 

to Rosenstein et al. (1993). It is tested carefully in their paper through several 

examples, including the effect of additive noise. 

Following Rosenstein et al.'s approach, figure 3.14 shows sorne typical plots of 

naturallog of divergence versus evolution time of initially close state-space trajecto­

ries for the case of Ea = 28.17 (just before the appearance of period-three oscillation) 

and for large activation energy Ea = 30.00. Different curves for each plot correspond 

to different embedded dimensions assumed for the system (Rosenstein et al. 1993). 

The linear region means the divergence of nearest neighbors is exponential, where 

the slope can be interpreted as a measure of the largest Lyapunov exponent. In 

both cases, a positive Lyapunov exponent is found, which indicates the presence of 

chaos in the system and that the system is sensitive to the uncertainty in the initial 

conditions. Note that the magnitude also provides a measure of degree of chaos, i.e. 

the rate of divergence. In a more general sense, the Lyapunov exponent also pro­

vides another way to characterize whether the systems are likely to be dynamically 

irregular (if positive) or not (otherwise). 
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Figure 3.14. Calculation of largest Lyapunov exponent with different embedded dimen­
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3.5 Discussion and summary 

Numerical simulations of the one-dimensional pulsating detonation with global one­

step chemistry elucidate how the detonation structure is strongly infiuenced by the 

chemical kinetics. It is shown that a wide instability spectrum can be achieved by 

varying the activation energy in the single-step kinetic model. Despite the unstable 

nature of the pulsating detonation, the existence of the rear information boundary is 

demonstrated. The limiting characteristic acts as a boundary to isolate the unsteady 

expansion from the rear and is responsible for the unstable detonation complex to 

remain as an unique autonomous system with self-excited oscillation. 
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Results from the nonlinear dynamic and chaos analysis, such as the Feigenbaum's 

period-doubling type break-up sequence as the activation energy increases, have indi­

cated a strong similarity between the 1-D pulsating detonation and simple nonlinear 

mechanical systems. This suggests that it may be possible that the dynamics of the 

pulsating detonation front can be simply modeled by a nonlinear oscillator equa­

tion. The setting up of such equation can perhaps provide a useful analogy of the 

one-dimensional detonation with classical nonlinear mechanical system to gain fur­

ther insight on how the oscillatory structure is influenced by different factors such as 

chemical kinetics. Such analogy has indeed been attempted previously by Zhang et 

al. (1998). From the integral conservation considerations ofthe detonation structure, 

they have derived the following oscillator equation (see Appendix A): 

lh] ft + Pejeej p + lh D j = DejQ \)JI 
D 2 D 

(3.2) 

The validity of the ab ove equation to model the instability pattern of the pul­

sating detonation is confirmed in this study. Equation 3.2 is integrated in which the 

coefficients for each term are obtained from the results of the numerical simulations. 

Figure 3.15 compares the solutions from the full direct numerical simulation as shown 

previously with those obtained from equation 3.2. Very good agreement is achieved 

and different oscillation modes of the front can indeed be recovered by the solution 

of the oscillator equation. 

It is perhaps worthwhile to discuss sorne interesting aspects shown by Zhang et 

al. (1998) that are related to the present investigation. Firstly, it is possible to 

write equation 3.2 in a more analogous form of a classical nonlinear oscillator (see 

Appendix A): 

75 



Chapter 3. The one-dimensional pulsating detonation structure 

.9 
g 

!5 r----c-----,-----,-----,----~ 

~ 05 

.~' 

~ 

] -0.5 

-1 20"-0 -----,.J22.,--0 -----=-'24-,-0 --':-'-60:----,''''RO---,-J300 

Timc 

-1 L-__ ~L-__ --=-' ___ -:-'-__ _L ___ ~ 

220 240 260 280 300 320 

Tirnc 

-1 L-__ --=-' ____ --=-' ____ --=-' ___ -:-'-____ ~ 

§ 1.5 

§ 

~ 
.f' 0.5 
g 
~ 

1 -0.5 

200 220 240 260 300 
Timc 

-1 ~ ____ ~ ___ _L ___ _L ___ ~_~ 

460 480 500 520 540 

Timc 

2.5 ,---,------,----,---,------, 

.B' 0.5 

~ 
c -0.5 

~ -, 
-1.5 

680 700 720 740 760 780 

Time 

Figure 3.15. Comparison between the results obtained from the oscillator model (solid line) 
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In this form, the key components for the pulsating detonation analogous to the 

mass, spring and damper elements in a mechanical oscillator can be identified. From 

the point of view of the oscillator concept, the effect of chemical kinetics on the 

self-sustained pulsating detonation and the origin of different unstable temporal 

patterns can be discussed. The rate of heat release, which is governed by che mi­

cal kinetics, essentially affects the key components for the mechanism of the self­

sustained oscillation, i.e. the self-exciting driving force represented by damping term 
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(d<I>:~P) + d<I>:~P) P _ 'Ir1 (P) ) P and the restoring force (PejeejP - 'Ir0 (p) ). An 

alternating damping controlled by these two terms is responsible for maintaining the 

oscillation as observed from the numerical results. Similar to the classical nonlinear 

dynamical system, the nonlinearity of the restoring force to the driving force em­

bedded in the term 'Ir0 (p) should provide the ingredient for the transition of the 

instability patterns. 

Chemical kinetics also influences the amount of resonant excitation of oscillation 

as a result of the coupling between the self-excited driving force by the unsteady 

part of the chemical energy release and the front fluctuation, causing higher degree 

of the instability pattern. Resonant oscillation can be achieved when the fluctuations 

of the heat release rate and pressure are positively correlated (Rayleigh's criterion). 

In other word, it requires 'Ir (t) to be fully in phase with P so the product 'Ir (t) 

.p > 0 holds over the entire oscillatory cycle. The product 'Ir (t) .p is essentially 

similar to the power input to the system and the integral of this product over a cycle 

describes the self-excited energy required for the oscillating motion of the shock front. 

From this argument, a generalized resonance-coupling criterion has been proposed 

by Zhang et al. (1998): 

T . 

= - t > 0 J* 1;' 'Ir (t) Fd 
T. Dej 
° 

where J* has units of power and T J* gives the net excess (over the steady ZND 

value) of the excited energy. From the energy point of view, it is clear that more 

chemical energy release must be excited to the shock front in order to maintain higher 

instability mode of the detonation front. As shown in figure 3.16, the value of J* 

remains zero below the neutral stability boundary limit (i.e. Ea < 25.26). As the 

value of activation energy increases away from the stability limit, the value of J* also 

increases. The continuous increase of J*due to different degrees of resonant coupling 

between the shock front fluctuation and heat release rate controlled by chemical 
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Figure 3.16. Integral value of the product of the unsteady chemical energy release and 
shock velo city fluctuation over a period T for different values of activation energy. 

kinetics results in the variety of instability patterns ranging from regular harmonie 

to irregular chaotic motion of the pulsating front. 

In summary, the present results have fully established the remarkable resemblance 

of the pulsating detonation with classical oscillators. It is desirable to adopt other 

methodologies developed in nonlinear dynamics that are not considered here to shed 

lights on the dynamics of the pulsating detonation. The possible use of a nonlinear 

oscillator model to interpret the present numerical simulations can be emphasized as 

a new approach to study the detonation structure and different factors that influence 

its unstable behavior. From the framework of a nonlinear oscillator, the mechanism 

responsible for developing different irregular oscillatory pattern appears to be related 

to the resonant excitation of the heat release resulted from the change of chemical 

kinetics and the substantial effect of nonlinearity can in turn lead to the transition 

route of the instability to chaos as observed in classical dynamical systems. 
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Chapter 4 

The effect of chain-branching 

kinetics 

4.1 Introduction 

In Chapter 3, the characteristics of the pulsating detonation structure such as its 

nonlinear dynamics and instability spectrum under the influence of chemical kinetics 

are described for a one-step kinetic model. However, a single Arrhenius reaction 

model cannot reproduce sorne important features of real detonations governed by 

chain-branching kinetics as pointed out in Chapter 1. In or der to progress further 

in clarifying the role of chemical kinetics on the unsteady detonation structure, the 

dynamics of one-dimensional pulsating detonations with chain-branching kinetics will 

be investigated numerically in this chapter. 

Although a complex set of chemical kinetic rate equations derived from elemen­

tary reactions could in principle be solved simultaneously with the reactive Euler 

equations within currently computational capabilities, direct interpretation of the 

large amount of detailed information generated by such numerical simulations be-
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cornes a difficult problem. Therefore, it may suffiee to first use a simplified multi-step 

chemical kinetic model to mimic the chain-branching reactions instead and compare 

the previous results obtained using a one-step Arrhenius model. 

The nonlinear dynamics of one-dimensional pulsating detonations have been re­

eently studied, both asymptotically and numerically, using a two-step reaction model 

by Short (2001) and Short & Sharpe (2003). The two-step chemical kinetic descrip­

tion is a widely used model, which has been developed to retain the essential fea­

tures described for chain-branching chemistry. The model consists of a temperature­

sensitive induction stage, at the end of which the fuel is converted instantaneously 

into free radicals, followed by a main heat release (or chain-termination) stage. Simi­

lar two-step kinetic models are used for numerical simulations of unstable detonations 

in hydrogen-oxygen or liquid nitromethane (Taki & Fujiwara 1978; Guirguis et al. 

1986; etc.). Different kinetic parameters in the two-step model can be determined 

by fitting data from constant volume explosion calculations computed using detailed 

chemical kinetic mechanisms and generally very good agreement can be obtained, 

especially for R2-02-diluent mixtures (Clifford et al. 1998; Sichel et al. 2002; Sharpe 

& Short 2003). A main advantage of this two-step chain-branching kinetic model 

over the standard one-step Arrhenius kinetics is that the temperature-dependent 

induction and the main exothermic reaction zone are decoupled into two separate 

stages. Renee, it permits independent variation of the two important characteristic 

lengths of induction and main heat release layer. 

Using the two-step model, Short & Sharpe (2003) found that the pulsating struc­

ture can be infiueneed by independently changing the main heat release reaction 

rate or equivalently, the length of the main heat release layer. The ZND detona­

tion is stable when its structure is dominated by the chain-termination heat release 

zone. As the ratio of the induction length to the length of main heat release zone 

increases, the detonation becomes unstable and different oscillatory behavior can be 

80 



Chapter 4. The eHect of chain-branching kinetics 

observed. This has also been pointed out in the early studies by Short & Quirk 

(1997) and Ng & Lee (2003) using a more detailed version of three-step model where 

the chain-branching cross-over temperature TB (the temperature at which the chain­

termination reaction rate becomes of the same order as the chain-branching rate) is 

used as a bifurcation parameter to control the ratio of the chain-branching induction 

length to the length of the recombination zone. Short & Sharpe further suggests 

that a bifurcation boundary between stable and unstable ZND detonations may be 

found when the ratio of the length of the heat release layer to that of the induction 

zone layer is of the order O(cI), where CI is the activation energy in the induction 

zone. If the ratio I:::,.R/I:::,.I .:s O(cI), the ZND detonation is unstable. 

The present study is an extension of the work by Short & Sharpe (2003). The 

purpose is to carry out a series of numerical computations and examine the long-term 

nonlinear dynamics of one-dimension pulsating detonation with a generic two-step 

reaction model and compare to the predictions from one-step model. Simulations are 

performed for a wide range of initial conditions and reaction parameters of the model. 

The aim of the parametric study is to identify numerically the neutral stability 

curve for one-dimensional detonations with chain-branched kinetics and introduce 

a well-defined quantitative parameter, which can be used to characterize the one­

dimensional detonation stability. Two dimensional simulations are also performed to 

elucidate any relevance between the I-D instability results with the unstable cellular 

detonation. 

4.2 Two-step chain-branching kinetic model 

As in Short & Sharpe (2003), a two-step reaction scheme is used in this study to 

mimic the essential dynamics of a chain-branching reaction. This model is coupled 

with the Euler equations (i.e., equations 2.32 - 2.35) to describe the detonation 
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structure. The first step represents a thermally neutral induction zone or ignition 

pro cess (thus the heat release of this step QI = 0), with a temperature-sensitive 

Arrhenius form of the reaction rate given by: 

(4.1) 

where /31 = ç is the reaction progress variable in the induction period and H(l - ç) 

is a step function, i.e.: 

{ 

-1 
H(l- ç) = 0 

if ç < 1 

if ç 2: 1 
(4.2) 

Here, the reference length scale xref is chosen such that the one-dimensional ZND 

induction length is unit y, i.e. KI = -u~n where u~n is the particle velo city behind 

the shock front in the shock-fixed frame for the CJ detonation. The reference time 

scale is therefore set to the reference length scale divided by the initial sound speed 

of the reactant (i.e. tref = xref / co). At the end of induction period (i.e., x = 1), 

the second step begins to de scribe the rapid energy release after the branched-chain 

thermal explosion and the slow heat release in the radical recombination stage. The 

reaction rate equation for this step is given by: 

(4.3) 

where /32 and KR denote the chain-recombination reaction progress variable and rate 

constant for the heat release process. Similar to previous studies, the reaction rate 

constant KR is used as a parameter to control the ratio of the reaction time to the 

induction time. The present model differs slightly from that of Short & Sharpe (2003) 

only in the rate of the second step, which is chosen in Arrhenius form for generality. 

The local chemical energy that has been released at any instant during the reaction is 

equal to q = /32Q, where Q = Q2 is the total chemical energy available in the mixture 

and released in the second reaction step. The Mach number of the Chapman-Jouguet 
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detonation (CJ) corresponds to a chosen value of Q can be determined by: 

D [( ".? -1 ) MCj = Co = 1 + -,-Q + (4.4) 

Consistent with previous non-dimensionalization, the energy release Q and activation 

energies EI,R have been scaled with RTo . For ease of comparison in the following 

discussion, this study also introduees alternative scaling for the activation energies: 

with o = ~[2_, M--"..~j_-_(_, _-_1--=-) J-;,-[ 2_+_h_-_1 )_M---,~J=' J 
(r + 1)2 M~j 

(4.5) 

where 0 is the temperature jump across the leading shock. Therefore, C is simply the 

redueed activation energy normalized by the temperature behind the leading shock of 

the CJ detonation. For typical hydrocarbon mixtures, the redueed activation energy 

of the induction stage CI is large because in the induction zone, energy is required 

to break the strong chemical bonds of the fuel and convert it into radicals. Typical 

values for CI usually ranges from 4 (for H2-02 mixture) to 12 (for heavy hydrocarbon 

mixtures). In contrast, the second step involves only reactions between energetic 

free radicals. For typical chain-branching reactions, therefore, the induction stage 

generally has a larger activation energy compared to the second step. Henee, for the 

present study: 

(4.6) 

Typical steady ZND profiles are given in figure 4.1. From these profiles, it is 

shown that the two important length scales for detonation chemistry, namely the 

induction and heat release zone length, can be clearly recognized using the present 

two-step kinetic model. In principle, it is possible to derive a number of different 

steady profiles by varying different kinetic parameters available in this model. It also 

permits the independent variation of the two chemical length scales. As mentioned 

ab ove , the reaction rate constant KR is used as a bifurcation parameter. In figure 
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Figure 4.1. Steady ZND detonation profiles computed using the two-step chain-branching 
kinetic model for a mixture with Q = 50, "( = 1.2, c[ = 8, cR = 1 and two reaction rate 
constants KR = 0.779 (dashed lines); and KR = 1.558 (solid lines). 

4.1, it is shown again that increasing the reaction rate constant KR should have an 

effect of shortening the heat release zone length of the detonation structure. 

4.2.1 Stability parameter 

One of the motivations for this study is to identify the quantitative parameter that 

controls the detonation stability driven by chain-branching kinetics as analogous to 

the activation energy as a stability parameter for the case of one-step Arrhenius 

kinetics. From the earlier work (Short 2001; Short & Sharpe 2003), it was found 

that the bifurcation boundary between stable and unstable detonations occurs when 

the ratio of the length of the heat release layer to that of the induction zone layer 

is O(C[). However, an appropriate and useful definition of a quantitative parameter 

has not yet been justified. Based on these previous analyses, the following stability 

parameter to characterize the detonation stability is mathematically proposed: 

(4.7) 
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where 6.1 and 6.R denote the characteristic induction length and reaction length, 

respectively. élis activation energy governing the sensitivity of the induction period 

as defined previously. It should be pointed out that a similar stability parameter can 

indeed be formulated from Short's stability analysis of the amplitude of oscillations 

in self-supported ZND detonations (Short 2001). Generally, the induction length 

is simply defined as the length of the thermally neutral period. Rowever, there is 

no standard definition for reaction length. In this study, it is suggested that the 

characteristic reaction length can be defined using the thermicity parameter. For 

the present two-step chemical model of ideal gases with constant specific heat ratio, 

the thermicity is expressed as (Fickett & Davis 1979): 

(4.8) 

The thermicity â basically denotes the normalized chemical energy release rate and 

has a dimension of l/time. Renee, the inverse of maximum thermicity â max can 

be taken as a characteristic time scale for the heat release, which may provide an 

appropriate choiee to define a characteristic reaction bme. U sing this characteristic 

reaction time, the reaction length can be estimated by: 

1 u cj 6.R = -.-
CJmax 

(4.9) 

where U~j is sim ply the particle velo city at the CJ plane in shock-fixed coordinates. 

Note that the above definition of different chemical kinetic parameters should be 

general enough such that it can be determined easily from any detailed chemical 

kinetic model. 

4.3 One-dimensional detonation instability 

To investigate the instability of the one-dimensional unsteady detonation, the one­

dimensional reactive Euler equations with the present two-step chemical kinetic 
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model are solved numerically using the second-or der centered scheme described in 

Chapter 2. For all the one-dimensional simulations, an effective numerical resolu­

tion of 128 points per induction zone length of the steady ZND detonation is used 

to ensure the detailed features of the pulsating front are properly resolved. The 

computations are initialized by the steady solution of the ZND detonation. 

4.3.1 Development of pulsating instability 

The development of instability is first investigated near the stability boundary. For 

each set of chemical parameters (i.e. the heat release Q, specifie heat ratio rand 

activation energies CI and CR), simulations are performed to identify the stability 

limit below which the detonation propagation is stable by varying the value of the 

reaction rate constant KR. Leading shock pressure history is recorded and used 

to determine stable or unstable detonations based on its decay or growth at the 

long time-evolution. For example, the pressure histories of the detonation front for 

Q = 50, r = 1.2, CI = 8 and CR = 1 with different reaction rate constants KR are 

displayed in figure 4.2. For KR = 0.887 and KR = 0.967, the initial perturbation 

due to the numerical startup errors damps with time and the propagating detonation 

eventually reaches a stable configuration after the long-term evolution. However, for 

case with KR = 1.021, results show a slow amplification of a weakly pulsating insta­

bility, exhibiting a single mode low-frequency oscillation. Results indicate that the 

stability limit is found to be approximately around KR ;:::::; 0.975. As KR is increased 

further, the instability grows quickly from the initial perturbation and the propagat­

ing detonation becomes unstable. These results agree well with the earlier work by 

Short & Sharpe (2003), showing that the increase in KR resulting in a reduction in 

reaction length relative to the induction length can cause instability in the detona­

tion propagation. To illustrate the grid convergence, table 4.1 shows the numerically 

determined value of the stability boundary for various numerical resolutions. The 
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resolution study indicates that a resolution of 128 grids per induction length of the 

steady ZND detonation provides sufficient refinement to obtain a converged value of 

the stability boundary. 
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Figure 4.3. Leading shock pressure history exhibiting a period-doubling bifurcation for 
unstable detonations: (a) KR = 1.126; (b) KR = 1.157; and (c) KR = 1.189 

If the value of KR increases from the neutral stability boundary, the propagat­

ing detonation undergoes a period-doubling bifurcation to a higher mode oscillation 

(figure 4.3). Similar to those results obtained using a single-step Arrhenius rate law 

in Chapter 3, development of the higher instability mode is done via a series of bi­

furcation pro cesses and this period-doubling cascade eventually leads to chaos. A 
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Resolution KR 

8 1.001 
16 0.990 
32 0.978 
64 0.974 
128 0.974 
256 0.974 

Table 4.1. Numerically determined stability boundary for different resolutions 

bifurcation diagram can also be constructed here with chain-branching kinetics to 

illustrate the sequences of transitions, as given in figure 4.4. The bifurcation diagram 

is again generated by measuring the peak pressure amplitude of the oscillations for 

each value of reaction constant KR. In this way, a bifurcation diagram would display 

the magnitude of one mode of oscillation as a single point as explained previously in 

Chapter 3. Following the same analyses, the ratio between the spacing of successive 

bifurcations, i.e., the Feigenbaum number: 

5 = /-Li - /-Li-l 

/-Li+l - /-Li 
(4.10) 

is computed. To do so, the values of reaction rate constant KR at which the bifur-

cation occurs are determined directly from the bifurcation diagram. These values of 

KR as well as the computed Feigenbaum numbers are displayed in table 4.2. It is 

interested to note that the Feigenbaum numbers for the present bifurcation diagram 

also appear to be close to the universal value of 4.669, derived by Feigenbaum for a 

simple nonlinear model with fewer degrees of freedom. In summary, the bifurcation 

diagram indicates that the instability transition pro cess of the pulsating detonation 

front driven by chain-branching kinetics also follows closely the generic pattern of 

Feigenbaum's period-doubling scenario (Feigenbaum 1983). The present result also 

agrees with that of Chapter 3 in which activation energy of single-step Arrhenius rate 

law was varied and a similar value of the Feigenbaum number was measured. Hence, 
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Reaction constant KR Oscillation mode Feigenbaum number 

0 0.975 1 
1 1.144 2 
2 1.183 4 4.33 
3 1.191 8 4.88 

Table 4.2. Values of bifurcation limits and Feigenbaum numbers obtained using the two­
step chain-branching kinetic model. 

the transition pattern for unstable pulsating detonations appears to be independent 

of the chemical kinetics used in the model. These universality properties may per­

haps reinforce the fact that sorne simple model belonging to the Feigenbaum's system 

and other nonlinear dynamics concepts can be employed as a way to investigate the 

dynamics of one-dimensional pulsating detonations. 
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4.3.2 Neutral stability boundaries 

More numerical computations are carried out in order to obtain a general neutral 

stability curve for various combustible mixture parameters. In the present study, 

calculations are performed for three specific heat ratios, , = 1.2, 1.3 and 1.4. For 

each" the value of chemical heat release Q is varied to give a range of Mach numbers 

Mc] between 3.5 and 7.8. This study also considers a combination of parameters with 

three possible activation energies Er = 4, 6, 8 and two possible activation energies 

ER = 0.5, 1. The variation of these different parameters should be able to mimic 

the characteristics of any realistic chemical systems and can be easily obtained for 

various combustible mixtures. For each set of mixture parameters h, Q, Er, ER), 

computations were performed in which the value of the reaction rate constant KR 

was systematically varied to determine its critical value at which the detonation 

becomes unstable, as described in Chapter 3. The stability parameter X associated 

with this critical reaction rate constant KR is then computed, which corresponds to 

the value at the stability boundary. 

Figure 4.5 summarizes aIl the computational results by constructing a plot in the 

X - Mc] plane for different mixture parameters considered in this study as shown 

in the figure legend. Only the critical value of stability parameter X, at which the 

detonation becomes unstable, is shown for a given set of parameters h, Q, Er, ER). 

It is interesting to note that aU the data points corresponding to different mixture 

conditions can be essentiaUy coUapsed to a single curve. Although there are still sorne 

differences among these data points, this can be readily explained by the fact that the 

value of the exothermic reaction zone length tlR , which is necessary to determine the 

stability parameter X, is evaluated using a rather simple mathematical approximation 

as given by equation 4.9. Secondly, the difference in the data points can also be 

attributed to the incremental size of KR used in the present computational study 

and the way it determines the stability boundary. Nevertheless, those discrepancies 
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Figure 4.5. Neutral stability curve in X - MCj plane. 

are not significant and this may suggest a universal curve to define the stability 

boundary for one-dimensional detonations. 

4.4 Two-dimensional cellular structure of detona-

tions 

So far, the influence of the branched-chain chemistry on the one-dimensional, time­

dependent dynamics of unsteady, planar detonations has been discussed. It would 

be of interest to examine the extent to which the results can be compared with 

multi-dimensional cellular detonations. Traditionally, the regularity of the cellular 

structure on soot foils has been used to classify the structure of detonation wave. Pre­

vious studies have suggested that the regularity of cell spacing and ZND detonation 
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Figure 4.6. Numerical foils obtained from the simulations using the two-step chain­
branching kinetic model for KR = 0.866 (top); KR = 3.46 (middle); and KR = 12.9 
(bottom). 

stability appear to be intimately inter-related (Gamezo et al. 1999). Highly unstable 

systems are characterized by relatively strong and irregular transverse waves. Stable 

systems are characterized by relatively weak and regular transverse waves. This sec­

tion thus concerns in the cellular structure of detonation wave driven by the two-step 

chain-branching model and looks at its relationship with the degree of instability of 

the one-dimensional pulsating structure. 

To simulate the propagation of two-dimensional cellular detonation waves, so­

lutions of the two-dimensional Euler equations coupled with the two-step kinetic 

model are approximated using again the high-resolution SLIC scheme described in 

Chapter 2. Similar to the one-dimensional case, this study first looks at the effect 

of the ratio of the reaction time to the induction time by using the reaction rate 

constant KR as a bifurcation parameter. Other values of the initial conditions for 

the numerical experiments are given by Q = 23.98; El = 4; ER = 1 and 'Y = 1.333, 

which approximately models the conditions for a H2-02 mixture. 
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To examine the regularity of the cellular structure, figures 4.6 gives sorne numer­

ical foils showing the time-integrated maximum pressure contour for three different 

values KR. For low value of KR, a fairly regular cell pattern is observed. By in­

creasing the value of KR, thus increasing the rate of heat release in the exothermic 

reaction layer, there is sorne evidence of bifurcation in the soot traces and the reg­

ularity of the cellular pattern becomes poor. For very large value of KR, the cell 

behavior becomes highly irregular. Such irregularity can be explained by the pres­

ence of more than one dominant frequency of the transverse fluctuation as well as 

the excitation of higher harmonics, which manifest themselves as finer cell patterns 

superimposed on the dominant bands. From these numerical simulations, results 

thus show a transition structure for unstable cellular detonations, between regular 

regime to highly irregular pattern by increasing systematically the reaction rate con­

stant KR. These results are in good agreement with the one-dimensional pulsating 

detonation structure. 

Recalled from the previous section on the one-dimensional pulsating detonation 

driven by the same two-step chain-branching kinetic model, that the effect of in­

creasing KR is to render the wave to become unstable. Here, similar observations 

are made for the two-dimensional case where the degree of cell regularity is also 

influenced by the increase of KR. Hence, the dependence of the regularity of the 

cellular pattern thus follows with the stability analysis. 

For the three cases studied ab ove , one can evaluate the stability parameter X 

associated with each reaction rate constant KR. These 2-D results can then be 

mapped onto the X - Mc] plane. By doing so, one can explain these different cases 

by identifying their associated location of parameter X relative to the neutral stability 

curve, as shown in figure 4.7. From this figure, it is understood that below the neutral 

stability curve, the cellular structure should be very regular. On the other side far 

away from this stability boundary limit, the cellular pattern can be described as 
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Figure 4.7. Characterization of the two-dimensional cellular structures shown in figure 4.6 
using the X - Mc] plane. 

highly irregular or chaotic. It is of interest to note that not only the parameter 

X can be related to the degree of instability of 1-D pulsating detonation structure, 

but it can also be considered as a fundamental parameter taking into account the 

essential chemical kinetic parameters to assess the degree of regularity of the cellular 

detonation waves. 

4.5 Discussion on the stability parameter 

Previous studies by other researchers (Short 2001; Short & Sharpe 2003) as weIl as 

the present analysis aIl support that X is the relevant parameter governing stability. 

It may be worthwhile to point out that the derivation and physical meaning of 

this parameter were equivalently discussed by Soloukhin in a comment to Meyer 

and Oppenheim's work on the shock-induced ignition problem. In discussion of 
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the experiments, Soloukhin and Oppenheim both noted that ignition behind a shock 

could either occur uniformly (the strong regime) or originate from several exothermic 

spots (the mild regime) (Voyevodsky & Soloukhin 1965; Meyer & Oppenheim 1971a; 

Vermeer et al. 1972). For the case of detonations, the mild regime can analogously 

correspond to unstable detonations where instability is caused by pockets of partly 

burned gas (Re & Lee 1995; Sharpe & Falle 1999; etc.), while the strong regime is 

similar to stable detonations, where chemical reaction is insensitive to perturbations 

and all the fuel burns uniformly as in the ZND model. Rence the stability in the 

reaction zone of gaseous detonations may be comparably linked to the regime of 

ignition behind shock waves, as already noted by Takai et al. (1974). 

One can indeed follow Oppenheim's work to formulate the requirement of sta­

bility in the reaction structure of a detonation (Radulescu 2003; Ng et al. 2005). 

It demands that neighboring particles, shocked initially at slightly different shock 

strengths, would release their chemical energy with similar delays, so that the power 

pulses can overlap, or be 'coherent' in time and space as to give rise to a single global 

gasdynamic effect free of instabilities (Meyer & Oppenheim 1971b; Oppenheim 1985; 

Lutz et al. 1988). First, to meet this requirement, the sensitivity of the chemical 

induction length (or equivalently time) to changes in shock temperature needs to be 

small. Otherwise, particles of gas being shocked at different temperatures due to 

perturbations in the flow will take significantly different times to burn and thus, can 

possibly lead to the formation of pockets of partly burnt fuel whose burnout at later 

time will eventually cause instability in the reaction zone (Sharpe & Falle 1999). For 

gaseous detonation waves, the induction length can be assumed to have the common 

Arrhenius from: 

~ l 0( exp (~~ ) ( 4.11) 

where Ts is the initial shocked gas temperature and El the global activation energy 

describing the sensitivity of the thermally neutral chemical induction process. The 
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stability thus requires that 

( 4.12) 

be small, i.e., small activation energy CI. However, in addition ta the effect of sensi­

tivity in the induction pro cess, the characteristic length scale for energy deposition 

6. R should also play an important raIe. Note that a relatively long period for energy 

release (broad power pulses) will still lead ta quasi-simultaneous energy deposition 

and coherence in time and space even if the changes of induction length (or time) 

are important. Thus, similar to Soloukhin's comment on Meyer and Oppenheim's 

work (Meyer & Oppenheim 1971a), stability can be more properly described by the 

sensitivity to temperature fluctuations of the characteristic induction length relative 

to the characteristic exothermic reaction length. This concept can be illustrated 

schematically as shown in figure 4.8. Mathematically, one can then define based on 

this physical concept a stability parameter of the form as shown equivalently in the 

previous section, i.e., 

(4.13) 

where the length scale for the exothermic power pulse 6.R is simply the inverse of 

the maximum value of thermicity (y max multiplied by the CJ particle velo city U~j, as 

defined previously. This non-dimensional parameter includes the essential terms that 

influence the characteristics of power pulses or energy release. For small values of x, 
it is expected that power pulses originating from neighboring particles will overlap, 

thus leading to a coherent phenomenon in time and space (see figure 4.8a - 4.8c). 

In that case, small disturbance in the flow will not cause significant fluctuation of 

the energy release in the reaction zone structure, giving a stable or weakly unstable 

system. On the other hand, if this parameter is large, as can occur with conditions 

given in figure 4.8d, the power pulses will not be coherent and this can lead to various 

gasdynamic fluctuations in the reaction zone structure. This stability parameter 
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therefore describes the scenario in which the incoherence in the energy release of the 

gas leads to gasdynamic instabilities in the reaction zone. 

f.., 
. t 

T+ O'r Dl --- ----- ~ LJJ ~ 
• • ... t 

Dl --- __ J _______ .-LJJ ~ 

• x Shock Expanding partic1es 

(a) (b) 

~
' 

l " 

l " 
/ " 

-'" -----~" 
l ' , 

/ " '-

x x 

(c) (d) 

. 
" l, 
" 1 , 

1 , 
1 

~ 

X X 

Figure 4.8. An illustration of the coherence concept between neighboring power pulses, 
given by the exothermicity profiles for two neigboring gas elements shocked at temperatures 
differing by r5T. (a) small temperature senstivity, long exothermic reaction length; (b) large 
temperature sensitivity, long exothermic reaction length; (c) small temperature senstivity, 
short exothermic reaction length; and (d) large temperature senstivity, short exothermic 
reaction length. Only case (d) results in incoherence of power pulses and the development 
of instability. (Radulescu 2003; Ng et al. 2005). 
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4.6 Summary 

The present investigation has performed a series of numerical computations of one­

dimensional Chapman-Jouguet detonations driven by a two-step chain-branching 

kinetic mechanism. Use ofthis mechanism is intended to yield a better understanding 

of the stability and propagation of real detonations and to resolve the difficulties of 

using a one-step Arrhenius model for the chemical kinetic description. In this study, 

the results concur with previous studies of a similar kind that the shape of the 

reaction zone profile has a significant influence on the dynamic detonation structure. 

Detonations become unstable when the induction zone length dominates over the 

main reaction layer, which occurs when increasing the reaction rate constant KR. 

Following the analysis of Chapter 3, the nonlinear dynamics for higher modes of 

instability is analyzed via the construction of a bifurcation diagram. It is shown that 

the route to higher instability follows also the Feigenbaum's bifurcation scenario. 

Unlike prior detonation studies based on one-step Arrhenius kinetics where a 

global activation energy Ea is the sole parameter governing stability, the present 

study suggests a more general non-dimensional parameter, X. It is defined as the 

degree of temperature sensitivity in the induction zone CI multiplied by the ratio 

of induction length 1::11 to the reaction length I::1 R , which is approximated by the 

inverse of the maximum thermicity (l/cTmax ) multiplied by the CJ particle velo city 

U~j. The physical meaning of this parameter is pointed out to be equivalent to Meyer 

and Oppenheim's coherence concept. It states that stability can be achieved if the 

power pulses originating from neighboring particles will overlap or the reaction has 

a relatively long period for energy release, leading to a coherent phenomenon in 

time and space. On the other hand the incoherence in the power pulse or energy 

release, which is expected for large value of X, leads to gasdynamic instabilities in the 

reaction zone. From the two-dimensional simulation, it appears that this parameter 

also provides sorne suc cess in characterizing the regularity of cellular detonations. 
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Chapter 5 

Numerical simulations with 

realistic chemical kinetics 

5.1 Introduction 

In this chapter, an investigation on the dynamic detonation structure using realis­

tic chemistry of sorne common combustible mixtures is carried out. The focus is 

to generalize the previous results derived from the 2-step chain-branching kinetic 

model to a more complex chemistry system. With realistic detailed chemistry mod­

els, it is possible to compare numerical simulations with experimental observations. 

This chapter in particular will look at a specifie phenomenon which has not been 

thoroughly explained, i.e. how argon dilution influences the structure of detonation 

waves. 

It has been well illustrated by many studies that a variety of cellular detonation 

structures can be observed for different chemical compositions (Voitsekhovskii et al. 

1966; Strehlow 1969; Libouton et al. 1975; etc.). Experimental observations indicate 

that combustible mixtures with large amount of argon dilution tend to produce re-
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markably regular cellular structure with only weak transverse waves. Earlier studies 

(e.g. Gamezo et al. 1999) and also the present investigation in Chapter 4 indicate 

that the cell regularity and the strength of the transverse waves are refiections of 

the degree of stability of the detonation structure, which is governed by the chemical 

reaction kinetics within the detonation front. For stable detonations, the transverse 

waves are weak and the cellular pattern is regular, whereas far from the stability 

limit, the transverse waves are strong and the detonation wave has a highly irregular 

cellular structure. Rence, a large amount of argon dilution tends to have equiv­

alently a stabilizing effect on the detonation wave structure. Rowever, the precise 

thermo-chemical role of argon dilutions in the detonation wave stability has not been 

demonstrated. 

Previous investigations of the stability of ZND detonations were mostly performed 

for highly idealized chemistry models. For this reason, these studies only yielded 

qualitative information and did not permit any quantitative comparison with exper­

iments. This study thus attempts to elucidate via numerical simulations the effect of 

argon dilution on the stability of detonations in a single representative mixture with 

realistic chemistry model, namely acetylenej oxygen mixtures. Since the regularity of 

cellular detonation structure and the 1-D detonation instability are inter-related, the 

stabilizing effect by heavy argon dilution is focused here by examining in details the 

changes in the structure of 1-D detonations, where the instability manifests itself in 

the form of nonlinear longitudinal pulsations as described in previous chapters. The 

one-dimensional treatment indeed permits highly resolved numerical simulations to 

be performed, which are necessary for describing the complex non-linear detonation 

phenomena and are difficult to achieve in multi-dimensional simulations. 

To assess the role of argon dilution on the reaction zone structure, the corre­

sponding steady-state ZND structure with detailed chemistry is examined closely. 

This chapter explains how the stability concept for detonation structure derived in 
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Chapter 4 based on the two-step chain-bran ching kinetic model can be extended to 

characterize the dynamics of detonation waves with any arbitrary realistic chemical 

reaction network. Results will elucidate how the detonation wave stability is linked 

with the experimental observation of the various degree of detonation ceIl regularity. 

5.2 Reduced reaction mechanism for C 2H 2-02 det­

onations 

It is obvious that the most comprehensive choice for a chemistry model that can 

produce accurate simulation of detonations with potentially excellent quantitative 

agreement with experimental results is the use of detailed chemical kinetic reaction 

mechanisms. To date, detailed reaction mechanisms for a large class of hydrocar­

bon combustion, especiaIly for flames, have been developed and weIl validated with 

data from shock-tube experiments. In this case, the combustion pro cess is described 

by an extensive list of elementary reactions among different chemical species with 

rate expressions given for each reaction. However, numerical studies employing de­

tailed chemistry are computational expensive and often impractical because of its 

complexity of the elementary chemical kinetics. Beside the number of reaction steps 

involved, many of these reactions represent very rapid relaxation pro cesses so that 

the differential equations representing the chemical reactions are typicaIly very stiff, 

which require special integration techniques. Extremely high numerical resolution is 

also needed to properly resolve the fine temporal or length scales introduced by the 

detailed reaction mechanism. As a consequence, fuIly resolved numerical simulations 

are far from being routine. 

With the advance in chemical kinetic modeling, several techniques have been de­

vised to reduce the complexity of detailed chemical kinetic scheme (Peters 1991). 
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Table 5.1. A 25-step detailed mechanism for acetylene oxidation (Varatharajan & Williams 
2001). 

The idea is to remove the most rapid time sca1es and associated mmor chemica1 

species from the system without unacceptab1e 10ss of accuracy in the description of 

the slower processes. Reduced reaction mechanisms are thus deve10ped from par­

ent detai1ed reaction mechanisms, which are systematically reduced to much smaller 

mechanisms with fewer reaction steps and chemica1 species. The advantage of re­

duced kinetic mechanism is that much of the detai1ed chemica1 kinetic information 

can still be retained and that the numerica1 calcu1ations are computationally much 
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cheaper due ta its simpler chemical kinetic description. Such reduced mechanisms 

that take the elementary chemistry into account offer a good compromise between 

the simplest one or two-steps and detailed chemical kinetic models that are avail­

able, and should be useful for studying detonation phenomena that have not been 

satisfactorily addressed previously. 

A reduced seven-step chemical reaction mechanism, recently developed and vali­

dated specifically for acetylene-oxygen-diluent detonations, is employed to model the 

detonation chemistry. A detailed exposition of this chemical kinetic mechanism can 

be found in Varatharajan & Williams (2001) and only the main features are repro­

duced here. In essence, the seven-step mechanism was systematically derived from a 

more complex full mechanism by eliminating irrelevant reactions for the high temper­

atures prevailing in detonations and applying steady-state and partial equilibrium 

approximations to further simplify the kinetic description. The resulting mecha­

nism has a chain-branching-thermal explosion char acter. The seven-step mechanism 

consists of four important steps during the induction pro cess (I-IV) leading to igni­

tion and three steps describing the exothermic stage following ignition during which 

radicals re-combine to form products (steps V-VII): 

C2H2+02 -+ CH2O+CO (1) 

CH2 0 -+ CO+2H (II) 

C2H2+OH -+ CH2CO+H (III) 

C2H2+202 -+ 2CO+20H (IV) 

2H+02 -+ H2O+O (V) 

CH2CO+O+02 -+ 20H+2CO (VI) 

CO+OH -+ CO2+H (VII) 

The rates of each global reaction are derived in terms of the elementary rates of the 

detailed 25-step detailed mechanism for high-temperature kinetics (see table 5.1) and 
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is given by: 

The concentrations of the five species (HCCO, CHO, H02 , H2 and CH3 ) which are 

assumed to be steady-state (i.e. Wi = 0) for the derivation of the reduced mechanism 

are expressed in terms of the concentration of the other species from the balance 

relations according to: 

[HCCO] 

[CHO] 

k15 [C2H2] [0] + k17 [CH2CO] [0] 
k19 [02 ] 

(k20 [M] + k21 [H]) [CH20] + k22 [CH20] [OH] 
k23 [M] + k24 [H] 

k6 [H] [02] [M] 
(k7 + ks) [H] + kg [OH] 
(ks [H02] + k21 [CH20] + k24 [CHO]) [H] 

k3 [OH] 
k1S [CH2 CO] [H] 

k25 [0] 

These concentrations of the steady-state species are required for sorne rates from the 

original 25-step detailed mechanism, which are in turn necessary to find the reduced 

rate of progress given above. Finally, the species net production rates in the reduced 

system are obtained from the stoichiometry of the reactions (I to VII) and their 
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corresponding rates of progress are given by: 

WOH 

-qI - qIII - qIV 

-qI - 2 . qIV - qv - qVI 

qI - qII 

qI + qII + 2· qIV + 2· qVI - qVII 

2 . qII + qII l - 2 . qv + qv II 

-qIII + 2· qIV + 2· qVI - qVII 

qIII - qVI 

qv - qVI 

qv 

It is interesting to point out that the important steps are reactions (IV) and (V). 

Reaction (IV) is the main exothermic reaction in the induction zone, which proceeds 

mainly at the rate of the elementary chain branching reaction 

(VIII) 

Reaction (V) is chain-breaking and proceeds mainly at a fraction of the chain termi­

nation rate of the elementary reaction 

(IX) 

This reaction is of increasing importance at low temperatures and contributes to 

the effective increase in the overall activation energy (thus ignition times) at low 

temperatures as due to the inhibition of the chain branching reaction (IV) producing 

the active OH radical. It should be noted that the competition between the same 

two reactions (VIII and IX) governs the second explosion limit in hydrogen-oxygen 
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mixtures (Lewis & Von Elbe 1961), which was first suggested to be intimately linked 

to detonability by Belles (1959): below the chain-branching cross-over temperature, 

when the OH is not generated sufficiently fast, a chemical bottleneck occurs and 

detonations cannot be self-sustained. 
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Figure 5.1. Comparison of the steady-state ZND structure obtained using the reduced 
seven-step mechanism and the 25-step detailed mechanism. 

This reduced seven-step reaction mechanism is found to be very suit able for 

describing both the induction and exothermic re-combination part of the reactions 
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and agreed very well with the full mechanism predictions for zero order isobaric 

explosions (Varatharajan & Williams 2001). For completeness, comparison of the 

ZND profiles obtained using the full and reduced mechanism for acetylene-oxygen­

argon is presented. Figure 5.1 shows the ZND detonation structure obtained with the 

full or reduced mechanisms for C2H2 + 2.502 + 81 %Ar at Po = 41. 7 kPa. Clearly, 

the reduced mechanism reproduces very well both the induction zone length and the 

temperature history in the reaction zone. The figure also shows the evolutions of 

sorne key species (C2H2, O2, OH and CO) in the reaction zone structure. Although 

the depletion rate of C2H2 is underestimated by the reduced mechanism, the global 

evolution of these key species is well reproduced by the reduced mechanism. 

5.3 Analysis of the steady ZND structure 

In an attempt to explain the effect of argon dilution that has been observed exper­

imentally on the cellular detonation, the chemical reaction structure of the steady­

state ZND model for varying degree of argon dilutions on the mixture is first analyzed. 

To obtain the steady ZND detonation structure, the one-dimensional steady ZND 

equations given in Chapter 2 coupled with the present seven-step reaction mechanism 

were integrated numerically using a computer code developed by Shepherd (1986). 

For meaningful comparison on the changes in the ZND structure with different argon 

dilutions, the simulations were conducted at an initial temperature Ta = 298K and 

at a constant density of fuel and oxidizer (Pflld+oxidizcr = 9.69·10~2 kg/m3
). The tem­

perature profiles of the steady ZND detonation obtained for various argon dilutions 

are shown in figure 5.2. 

It is clear that the energetic effect of argon dilution on detonation is to lower the 

total energy release of the mixture, which results in the decrease in detonation ve­

locities and thus shock temperatures. However, addition of argon causes an increase 
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Figure 5.2. Steady ZND temperature profiles for stoichiometric acetylene-oxygen detona­
tions with different argon dilutions at constant density of fuel and oxidizer (P[m,)+oxidizer = 

9.69.10-2 kg/m3 ) and Ta = 29SK. 

in the specifie heat ratio of the mixture, leading to the opposite effect of increasing 

the shock temperature. The results indicate that these two competing effects are 

approximately balanced and therefore, the shock temperature Ts does not change 

significantly with argon dilution (i.e. with a slight increase in shock temperature of 

approximately 200K from a dilution of 0 to 81 % Ar). Since the shock temperature re­

mains almost constant, the influence of the inert diluent does not significantly affect 

the initiation rates. As shown in figure 5.2, where different ZND profiles are plotted 

for large variations of argon dilution, the length of thermally neutral induction length 

does not vary significantly. Another implication of the small changes in the shock 

temperature is that the global activation energy (Ea/ RTs), usually used in previous 

studies to de scribe the stability of gaseous detonations, do es not vary significantly 

with argon dilution. Rence, it cannot account for the dramatic changes of stability 

observed experimentally. To calculate the global activation energy of an equivalent 
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one-step reaction, numerical simulations at constant volume were performed. Its 

value can be obtained by performing constant-volume explosion calculations. As­

suming that the induction time Ti has an Arrhenius form, i.e., 

(5.1) 

The activation temperature Ea/ RTs may be determined by 

(5.2) 

where two constant-volume explosion simulations are run with initial conditions 

(Tl, Tl) and (T2, T2). Conditions for states one and two are obtained by cons id­

ering the effect of a change in the shock velo city by ±1 %Dcj (Schultz & Shepherd 

2000). 

However, one can note from figure 5.2 the dramatic change in the reaction zone 

structure with increasing argon dilution, leading to an increase of the reaction zone 

length. The increase with argon dilution of the characteristic reaction zone during 

which the exothermic recombination pro cesses occur can be explained by considering 

the changes in the elementary rates occurring at the end of the chain-branching steps 

and during the recombination steps of the oxidation scheme. As argon is added, the 

total heat release (per mole) decreases significantly, resulting in a lower temperature 

rise in the reaction zone. As a consequence of lower temperature in the reaction 

zone, the chemical reaction rates of the exothermic reactions are reduced, leading to 

an increase in the heat release characteristic times. Therefore, it appears from these 

ZND analyses that the main effect of argon dilution on the ZND structure is the 

lengthening of the reaction zone. 
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Mixture Po (kPa) Ta (K) Pvn (kPa) T vn (K) ldriver (mm) 
C2H2 + 2.502 + 90%Ar 100 298 2866 2146 2.2 
C2H2 + 2.502 + 85%Ar 60 298 1919 2252 1.5 
C2H2 + 2.502 + 81 %Ar 41.7 298 1451 2308 1.5 
C2H2 + 2.502 + 70%Ar 16.3 298 623 2259 2.0 

Table 5.2. Different thermodynamic states of the quiescent and driver gas used in the 
computations 

5.4 N umerical simulations 

To further elucidate how the unsteady detonation structure and its stability change 

with increasing argon dilution, highly resolved numerical simulations of ID deto­

nations were performed. The numerical experiments were conducted for 90, 85, 81 

and 70% argon dilution in stoichiometric acetylene-oxygen detonations. The initial 

thermodynamic states used in the numerical simulations were chosen such that the 

mixture sensitivity was approximately constant as determined experimentally. Dif­

ferent initial parameters are given in table 5.2. These initial conditions were also 

used in recent experiments by Radulescu (2003) and hence, the present numerical 

results permit direct comparison with experimental observations. 

The computations were initialized by a region of length ldriver brought uniformly 

to the von Neumann state Pvn and T vn of the corresponding steady ZND detonation. 

The length of the driver can be varied to monitor the decay rate of the initially 

overdriven detonation to unsupported CJ detonation. This method also allows one 

to monitor the dynamics of the detonation wave as it relaxed to the CJ velo city and 

reached an oscillating limit cycle. The state of initial quiescent gas and the state of 

the driver gas used in the present simulations are shown in table 5.2. One should 

note however that the final asymptotic behavior or the limit cycle reached should be 

independent of the computational technique used to initiate the detonation. 
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Figure 5.3. Leading shock pressure (normalized with steady-state von Neumann pressure 
Pvn) versus position for the propagation of planar detonation in stoichiometric acetylene­
oxygen mixture with different degree of argon dilutions (C2H2 + 2.502 + %Ar): (a) 90%Ar 
at Po = 100kPa and To = 298 Ki (b) 85%Ar at Po = 60kPa and To = 298 Ki (c) 81%Ar 
at Po = 41. 7kPa and To = 298 Ki (d) 70%Ar at Po = 16.3kPa and To = 298 K. 
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The numerical results from the simulations are shown in figure 5.3 in the order of 

decreasing argon dilution. The overpressure ratio P / Pvn at the leading shock, where 

Pvn is the von Neumann shock pressure for a steady ZND detonation, is plotted with 

the position of the detonation front. For the case of 90% argon shown in figure 5.3a, 

as the initially overdriven detonation wave decays to the CJ velo city asymptotically, 

both a low-amplitude high-frequency and a low-frequency high-amplitude oscillation 

can be observed. After the initial transient, the high frequency mode soon dies out 

and the non-linear limit-cycle behavior is that of a single-frequency and relatively 

weak oscillations with a maximum value of amplitude around 2. As the amount of 

argon dilution is decreased to 85% (figure 5.3b), the similar phenomenon is observed, 

but the amplitude of the pulsations increases and reaches an overpressure amplitude 

of approximately 2.8. As the dilution is decreased further to 81%, the oscillations 

become more irregular, as displayed by the varying amplitude of the oscillations. In 

figure 5.3c, it is shown that the highest peaks of the oscillations are significantly 

larger than the previous cases, reaching a value of approximately 5 to 6. Although 

high frequency low amplitude oscillations are intermittently observed, the dominant 

frequency of oscillation is approximately constant. 

For further decrease in argon dilutions, the initial degree of overdrive has to be 

augmented to permit an unambiguous observation of the phenomenon as the CJ 

conditions are approached. For 70% argon dilution shown in figure 5.3d, as the 

detonation wave decays from the initial overdriven state to the CJ average velo city, 

the frequency of oscillations increases and the amplitude of the pulsations grows. 

During the low velo city phase of the oscillation, the leading shock decays to lower sub­

CJ velocities. When the leading shock decays below rvO.7Dcj, the detonation wave 

fails. Analysis of the reaction zone structure during the last cycle of the oscillation 

revealed that failure occurs due to the complete decoupling of the reaction zone from 

the leading shock front. This decoupling was found to occur when the temperature 

behind the leading front decays below rv 1300 K. From figure 5.4 showing the ignition 
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delay behind shocks with different strength in the constant volume approximation, 

one can see there is a rapid increase in the induction time below this critical Mach 

number or shock temperature value. This dramatic increase of ignition time is due to 

the chain-branchingjchain-breaking competition which characterizes the oxidation of 

acetylene. This critical temperature is commonly referred to as the chain-branching 

cross-over temperature. Below this critical temperature, the generation of radicals 

from the chain-branching reaction is found to be too slow to maintain the coupling 

with the exothermic part of the reaction structure that is required to drive the wave. 

As a result, the reaction layer decouples from the shock and the detonation quenches. 

The detonation failure is thus due to this chemical "switch" effect. It is interesting to 

note that this failure scenario is in accord with the recent studies of Short et al. (1997, 

1999). In their numerical simulations using a generalized three-step chain-branching 

reaction scheme, they also found that when the shock temperature decayed below 

the chain-branching cross-over temperature, the detonation would fail. 
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Figure 5.4. Ignition delay times for C2H2 + 2.502 + 70%Ar behind different shock 
strengths. 

The present simulation results thus indicate that the amount of argon dilution 

controls the amplitude of the detonation pulsations. When these pulsations are 
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Mixture Po (kPa) Eal RTs .6.[ (cm) .6.R (cm) X 
C2H2 + 2.502 + 90%Ar 100 5.07 1.92 x 10 2 5.30 x 10 2 1.83 
C2H2 + 2.502 + 85%Ar 60 4.86 1.51 X 10-2 3.41 X 10-2 2.15 
C2H2 + 2.502 + 81 %Ar 41.7 4.77 1.52 X 10-2 3.03 X 10-2 2.39 
C2H2 + 2.502 + 70%Ar 16 4.77 2.25 X 10-2 3.32 X 10-2 3.24 

Table 5.3. Values of different detonation parameters. 

too large, and the shock decays below a critical temperature, the rate of chain­

branching reactions becomes slow and the one-dimensional detonation can no longer 

be self-sustained. The present results also indicate that the one-dimensionallimit of 

aeetylene-oxygen-argon detonations occurs at approximately 70% argon dilution. 

5.5 Discussion 

The present numerical investigation attempts to clarify the role of argon dilution in 

controlling the amplitude of the detonation wave pulsations in one dimension. The 

effect of argon dilution is often misleadingly attributed to the change in the global 

activation energy (Eal RTs) controlling the detonation wave stability as dedueed 

from detonations involving only a single step reaction (e.g., Erpenbeck 1964; Lee & 

Stewart 1990). However, the present results demonstrate that the effect of argon 

dilution cannot simply be explained by the variation of the activation energy, sinee 

the global activation energy is essentially constant for different argon dilutions in 

aeetylene-oxygen (see table 5.3). While the shock sensitivity of the induction time 

is constant, it is the effect of lengthening of the exothermic layer that results from 

the heavy argon dilution. This is due to the decrease of the exothermicity relative 

to the rate of induction reactions in the gas which can lead to the stabilizing effect 

of the detonation wave. 

Following the previous analyses in Chapter 4, the loss of stability with decreasing 
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argon dilution in acetylene-oxygen can perhaps be associated to the change of the 

parameter X. Recalled that X is defined as: 

X = El ~ 1 = El ~1 0-max 

- RTs ~R RTs U~j 
(5.3) 

The activation energy El = El / RTs in the induction pro cess is already obtained 

from the constant-volume explosion calculations. Other parameters in the ab ove 

definition can be obtained from the steady ZND analysis. The induction and reaction 

lengths were determined by solving the steady ZND structure of the detonation 

(figure 5.5). For the model with detailed chemistry, the induction length was defined 

quantitatively as the distance elapsed from the shock to the point where the fluid 

particle reaches its maximum rate of heat release, i.e., maximum thermicity 0-max. As 

discussed previously in Chapter 4, the characteristic length for the heat release was 

again taken as the inverse of the maximum rate of heat release multiplied by the CJ 

particle velo city, i.e. U~j /0-max. 

Table 5.3 shows the values of X corresponding to the conditions in the numer­

ical computations. The variation of the stability parameter X by decreasing argon 

dilution follows the same trend as the loss of stability observed in the ID numerical 

simulations. It is shown in figure 5.6 that the neutral stability curve obtained us­

ing the two-step kinetic model in Chapter 4 also provides a good assessment of the 

present numerical results. Rence, the parameter X and the neutral stability curve to­

gether provide a quantitative measure of the degree of instability for one-dimensional 

pulsating detonations, irrespective to the chemical kinetic models. 

As pointed out in Chapter 4, there is a strong dependence between the stability 

of ZND detonations with the regularity of the multi-dimensional cellular detonation 

structure. A sample experimental smoked foil obtained for 85% argon dilution is 

shown in figure 5.7. The result shows a very regular cellular pattern and the trans­

verse waves are weak as indicated from the weak marking on the foil. It is also 

interesting to compare the celllength measured from the smoked foil for these highly 
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Figure 5.5. Temperature and thermicity profiles of the ZND structure for C2H2 + 2.502 
+ 70%Ar. 

argon diluted cases with the oscillation period of the one-dimensional pulsating det­

onation obtained from numerical simulations. This comparison is given in table 5.4 

and it shows very good agreement between the two. This good agreement may per­

haps suggest that the regular cells observed experimentally in these highly diluted 

mixtures could essentially be a result of the one-dimensional instability mechanism 

only (Radulescu 2003). 

In contrast, a completely different picture can be seen from the smoked foil ob­

tained in the experiments with low argon diluted or undiluted acetylene-oxygen mix­

tures (see figure 1.4 in Chapter 1), which display much stronger transverse waves with 

higher cell irregularity. From the present numerical simulations, it is shown that be­

Iowa cri tic al argon dilution of approximately 70%, the large fluctuation in reaction 

rates due to the increasing instabilities causes the one-dimensional detonation to 

quench. The self-sustenance of 1-D detonation wave, which relies on the leading 

shock-ignition (i.e., the only propagation mechanism in one-dimensional case) is no 

longer possible. However, despite the inability of one-dimensional pulsating detona-
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Figure 5.6. Characterization of the effect of argon dilution on the stoichiometric acetylene­
oxygen detonation using the stability parameter X and the neutral stability curve. 

tions to propagate in low argon diluted acetylene-oxygen mixture, three-dimensional 

cellular detonations are commonly observed even for 0% argon dilution. In two or 

three-dimensional detonations, instabilities can give rise to multi-dimensional effects 

such as transverse wave interaction and turbulent mixing, etc., which may play a sig­

nificant role in the detonation propagation mechanism. These can provide alternate 

means to cause auto-ignition and sustain the sufficiently high burning rates ne ces­

sary for the self-sustenance of real detonation waves. Consequently, these strong 

multi-dimensional turbulence effects can also result in the highly irregular cellular 

detonation structure with strong transverse waves as observed experimentally. 

It may also be worthwhile to discuss the recent experimental study carried out 

by Radulescu & Lee (2002) looking at the acetylene-oxygen-argon detonations prop­

agating in porous wall tubes. The porous wall tubes are used to suppress multi­

dimensional effects such as transverse waves. They have shown that there is a distinct 

switch-over in the failure mechanism at approximately 60±10%Ar dilution. Below 
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Mixture 
C2H2 + 2.502 + 90%Ar 
C2H2 + 2.502 + 85%Ar 

ID pulsating length (mm) 
9 

7.5 

Cellsize (mm) 
10.7 

8 

Table 5.4. Comparison of experimental cell lengths with oscillation periods of the 1-D 
pulsating detonation. 

this limit, transverse waves are found to play a dominant role for the detonation 

propagation. The detonation fails if these transverse waves are eliminated. Above 

this limit, the weak transverse wave structure is not significant and the detonation 

fails mainly by the global mass divergence mechanism and attenuation of the leading 

shock strength. This limit is indeed in good accord with the present numerical result. 

Both experimental and numerical findings indicate that the one-dimensional mode 

is not sufficient to maintain the detonation propagation below the critical limit of 

approximately 60±10%Ar dilution. 

Figure 5.7. Experimental smoked foil record obtained for C2H2 + 2.502 + 85%Ar (Cour­
tesy of P. Pinard). 

It is also interesting to compare the results for different combustible mixtures. 

Values for different detonation parameters of sorne common combustible mixtures are 
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Mixture CI 6Acm) 6.R (cm) X Cell regularity 

CH4 + 202 11.84 0.102 2.30 x 10-2 52.5 Highly Irregular 
C3HS + 502 10.50 1.66 x 10-2 1.05 X 10-2 16.6 Highly Irregular 

C2H2 + 2.502 4.82 3.82 x 10-3 3.57 X 10-3 5.16 Irregular 
C2H2 + 2.502+ 60%Ar 4.73 1.19 x 10-2 1.57 X 10-2 3.59 Regular 
C2H2 + 2.502+ 85%Ar 4.83 5.42 x 10-2 0.114 2.30 Regular 

2H2+ O2 5.28 2.44 x 10-2 5.72 X 10-2 2.25 Regular 
2H2+ 02 + 25%Ar 4.91 2.18 x 10-2 8.08 X 10-2 1.33 Highly Regular 
2H2+ 02 + 40%Ar 4.68 2.32 x 10-2 0.119 0.91 Highly Regular 

Table 5.5. Values of different detonation parameters computed for mixtures at Ta = 298 
K and Po = 0.2 atm using Varatharajan & Williams 7-step reduced mechanism (2001) for 
C2H2-02; Oran et al. mechanism (1982) for H2-02; and Konnov mechanism (2000) for 
others. 

shown in table 5.5. Aiso tabulated is the qualitative assessment of the cell regularity 

as observed exp eriment ally. The value of X for each mixture is again mapped onto 

the neutral stability curve for comparison. Figure 5.8 clearly shows that for mixture 

like H2-02 and C2H2-02 with argon dilution, their stability parameters lie slightly 

above the neutral stability boundary. One-dimensional unsteady simulations with 

detailed chemistry for these mixtures confirm that their propagation can be described 

by an one-dimensional pulsating mode and the periodic pattern is regular (figures 

5.9 - 5.10). These mixtures are generally stable, which implies that they should have 

a higher regular cellular structure comprised of weak transverse waves and capable 

to maintain their propagation by the shock-induced ignition mechanism. 

On the other hand, mixtures without argon dilution or those with hydrocarbon 

fuels such as methane or propane have a large value of x. It becomes clear that 

why these mixtures are usually characterized by a highly irregular cellular structure. 
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Figure 5.8. Characterization of the cellular structure of different combustible mixtures 
using the stability parameter X and the neutral stability curve. 

The incoherence in the power pulse or energy release originating from neighbouring 

particles, which is expected for large value of x, leads to gasdynamic instabilities in 

the reaction zone. One-dimensional shock-ignition is no longer possible to maintain 

the self-propagation. Multi-dimensional effects such as transverse wave and other 

turbulent effects are essential for their propagation. These effects can thus cause 

significant irregularities in the detonation structure as discussed previously. 

5.6 Summary 

The present numerical investigation with realistic chemistry has obtained meaningful 

results on the structure and stability of real gaseous detonations, which can be readily 

compared with experiments. By extending the analysis shown in Chapter 4 to take 
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Figure 5.9. Leading shock pressure history for C2H2 + 2.502 + 85%Ar detonation at Ta 
= 298 K and Po = 0.2 atm. 

into account the realistic chemistry, the present study can also rationalize several 

experimental observations on the real reaction zone structure of detonation waves. 

The analysis has provided a better understanding of the stabilizing role played by 

high argon dilution on the detonation structure and its significance to the propagation 

mechanism of real cellular detonations. The stability parameter X is shown to provide 

a good correlation in classifying the cell regularity. Together with the neutral stability 

curve, a good assessment of the degree of instability of the detonation wave can also 

be achieved. 
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Figure 5.10. Leading shock pressure history for (a) 2H2 + 02 + 25%Ar detonation; and 
(b) 2H2 + 02 + 40%Ar detonation at To = 298 K and Po = 0.2 atm. 
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Chapter 6 

Detonation cell size prediction 

from chemical kinetics 

6.1 Introduction 

In this chapter, the relationship between chemical kinetics and experimentally mea­

sured cell sizes is examined quantitatively. The motivation is to establish a gener­

alized correlation for the prediction of the characteristic detonation cell size from 

the calculated characteristic reaction length and other chemical kinetic properties. 

This is achieved by analyzing available experimental data from a large detonation 

database covering a wide variety of gaseous combustible mixtures at different initial 

conditions, together with the results that have been developed in early chapters. 

The detonation cell size is commonly used to characterize sensitivity of an explo­

sive mixture. Knowledge of the cell size permits other dynamic detonation parame­

ters (i.e. critical initiation energy, detonability limit, critical tube diameter) to be 

estimated (Lee 1984). For this reason, there is a substantial amount of literature on 

the experimental measurement of cell sizes of different mixtures. 
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So far, no quantitative theory has been developed to predict the ceU size. Yet, 

from pure dimensional analysis, it should be related to a characteristic reaction zone 

length of the detonation structure. CeU size appears to be an intrinsic property of 

the detonation and the reaction zone structure provides the only characteristic length 

scale of any relevance (Shepherd 1986). Therefore, the ceU width must be propor­

tional to some length determined by the reaction zone structure. As a first order 

approximation, the simplest length to choose is that determined by the idealized, 

steady-steady ZND model. 

The first attempt to relate the calculated steady-state reaction zone length to the 

ceU size for detonation is made by Schelkhin and Troshin (1965). A linear propor­

tionality relationship between the ceU size À and the ZND chemical length scale ,6. 

had been proposed, i.e. À = A·,6., where A is a constant proportionality factor. Since 

then, with the advance in the field of chemical kinetics, numerous attempts using 

this approach to relate experimentaUy measured ceU sizes to characteristic chemical 

lengths from ZND calculation with detailed kinetic mechanism had been made, no­

tably by Westbrook & Urtiew (1982); Moen et al. (1984); Shepherd (1986); Tieszen 

et al. (1986); etc. These results have shown to capture qualitatively the effects of 

mixture composition, temperature, and pressure on eeU size, provided that a suit able 

choice is made of the factor A in the linear correlation. The factor A is generaUy de­

termined by mat ching with one experimental data point for a particular combustible 

mixture (e.g. value at stoichiometric composition), and the relationship is then used 

to extend eeU size prediction over any desired range of initial conditions. Rowever, 

eeU sizes predicted by this technique are usuaUy valid only for mixtures with condi­

tions that are similar to that of the mat ching point. The factor A is not univers al and 

it significantly varies for different mixture compositions (especiaUy off-stoichiometric 

and diluted mixture) and initial conditions. Renee, results for the predicted ceU 

size can be several orders of magnitude different than the experimentaUy measured 

values. 
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In an attempt to improve this method for cell size prediction, Lee et al. (1982) 

and Shepherd (1986) proposed the ratio of cell size to induction length as a function 

of equivalent ratio for undiluted H2-air mixture. The improved method appears 

to predict cell size within 50% for the same mixture diluted with CO2 and H20. 

However, it is clear that this improvement is also limited and cannot be further 

generalized since even equilibrium detonation parameters are not universal function 

of equivalent ratio. 

Additional computations by Shepherd (1986) on H2-Air-diluent mixture indicate 

that the ratio Amay perhaps be a function of both the sensitivity and the shape of 

the reaction zone. Recently, an attempt was carried out by Gavrikov et al. (2000) to 

seek a functional dependence of proportionality factor A on the various properties of 

the mixture and initial conditions. The ratio A = À/6. is assumed to be dependent 

on two stability parameters, the activation energy and a parameter that describes 

the relationship between the chemical energy and the critical internaI energy of the 

mixture. However, an assumption is required that instead of computing the ZND 

reaction zone length based on the von Neumann state at Dej , a higher value of 

the shock strength (averaged between the maximum of 1.6Dej and Dej) is used to 

take into account the multidimensional structure of real detonations. The new À/6. 

correlation appears to provide a better fit of the experimental data for hydrogen-air 

mixtures. However, the functional form of A is mathematically complicated and its 

general validity has yet to be determined. 

Over the past decades, the detailed chemical kinetic schemes and their rate con­

stants for high-temperature oxidation of most of the common fuels have been fairly 

well established. Henee, this permits the ZND reaction zone length to be accurately 

computed. A large body of experimental data is also available, and thus allows 

a quantitative comparison of eell size and reaction zone length over a wide range 

of mixture composition. In view of this availability, the present work carries out 
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parametric reaction zone computations and attempts to correlate those results with 

experimental cell size data over a wide range of mixture compositions and initial 

conditions. In the same spirit as the work by Gavrikov et al. (2000), the objective 

of this study is to come up with an improved but simple correlation for detonation 

cell size with chemical reaction length by incorporating the stability parameter X 

formulated in previous chapters of this thesis. 

6.2 Experimental cell sizes data 

To obtain a generalized correlation, the present study considers the widest possible 

range of experimental ceU size data, starting with those for hydrogen-oxygen to ot1ier 

fuel-air mixtures at different initial compositions, temperatures and pressures. These 

cell size values were compiled in CalTech's detonation database (1997). Table 6.1 

summarizes the mixtures considered for formulation of the empirical correlation. 

A special remark should be made concerning the accuracy of the experimental 

results. Although a smoked foil record can easily be obtained experimentaUy, the 

interpretation of the foil in choosing the appropriate size for the detonation cells 

requires a certain degree of judgment and can be fairly subjective. This is due 

to the general irregularity in the ceU pattern as well as the presence of substructure 

(representing higher harmonies) superimposed on the dominant cell pattern observed 

in most combustible mixtures. Only in special cases (e.g. H2-02 highly diluted with 

argon) when the ceIl pattern is relatively regular and devoid of substructure can one 

identify the cell size easily. Nevertheless, in spite of the difficulties in the analysis of 

experimental smoked foil records, the ceIl size measurements obtained from different 

experiments are generally scattered within a factor of 2. Sorne values can be found to 

differ by a factor of 3, but this occurs only at the marginal cases where the detonations 

are near the single-head spin limit and may be influenced by the boundary condition. 
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Ivlixture Initial condition Variation 

4> == 0.39 - 2 >'6 
C2R 2 ! 02 T =293 K, 4>=1 :P = 0.055 - 3,01 atm Manzhalei et al. (1974) 

C2H4! Air T =293 K; P= 1 atm 4>=(},Sl-213 Knystautas et al. (19S4) 
CR4 / T = 293 K. 4> "" 1 P = 0.078 - 0, 13 arrn Y.nystautas et al. (1982) 

P= 0 079-025 atm Laberge et al. (1993) 
P "" 0.37 -608 arrn Manzhaiei et al. (1974) 

CR4 ! Air T =293 K, +=1 P"" 1 atm MO€n .?t al. (19S4) 

CH4 ! 02 T = 298 K; P = 1.18 atm ~ = 076 -134 Aminallah et al. (1993) 
C3R 8 ! Air T = 293 K, P = 1 atm ~=(}74-1.29 Moen et al. (19S4) 

~ = 0,61 -1.66 Knystautas et al. (1982) 
C2R 6 / Air T = 298 K; P = 092 atm ~ = 1.03 -1.29 Moen et al. (19S4) 

C2R6/ Air T = 293 K; P = 1 atm ~=079-1.27 Knystautas et al. (1984) 

~ = 1.0 Bull et al. (1982) 
T = 298 K; P = 1 atm ~=10 Tieszen et al. (1991) 

C2H6 ! 02 T =293 K; ~=1 P = 0.040 - 0.146 atm Knystautas et al. (1982) 

H2' 02 I7O%Ar T =298K; ~=l P = 0.093 - 0.54 atm Barthel (1974) 

H2! 02/ 4O%Ar T =298K; ~=1 P = 0060 - 0,52 atm Batihei (1974) 
H2 / O2 T =293 K; ~=1 P = 0.052 - 0.20 atm Knystautas et al. (1982) 

P = 0.20 -120 atm Manzhalei et al. (1974) 
P = 0.281 - 0,977 atm Desbordes (1990) 

Hl! Air T=300K; P=l atm ~ = 0.453 - 3.57 Guirao et ai. (1982) 
~=0512-329 Ciccarelli et al. (1994) 

~=05-10 Stamps et al. (1991) 

~=0369-551 Tieszen et al. (1986) 

Hl! Air T = 500 K; P = 1 atm ~ = 0,29 - 2.368 Ciccarelli et al. (1997) 
H2 ! Air T=650K; P=1 atm ~=0.19-2,397 Ciccarelli et al. (1997) 
Hl! Air T = 373 K; P = 1 atm ~=036-303 Stamps et al. (1991) 
H2 ! Air T=300K; ~=1 P = 0.0296 - 0,987 atm Bull et al. (197 9) 

P = 0.251 -1.493 atm Stamps et al. (1991) 
H2' Air T =300 K; ~ =0,5 P = 0.236 - 2.49 atm Stamps et al. (1991) 

Table 6.1. A list of combustible mixtures at different variations used in the correlation. 

6.3 Chemical kinetic calculations 

Different definitions of the chemical reaction length scale were examined in the past 

(Shepherd 1986). Among these different definitions, the induction zone length, or 

the length corresponding to the distance between the leading shock and the location 

of the maximum rate of chemical energy release, is often used as the characteristic 

reaction zone for the correlation. The value of this length scale can be computed 

using the standard ZND model with a given chemical mechanism for various mixtures 
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at different conditions. Two detailed chemical kinetic mechanisms were used in this 

study. For hydrogen mixtures, a recently updated comprehensive detailed mechanism 

is used (Li et al. 2004). It has been tested against a very wide range of experimental 

data, including laminaI' flame speed at normal or elevated temperature and pressure, 

shock tube ignition delay and other data from static and stirred reactors. The 

mechanism consists of 19 reversible elementary reactions based on the work of Mueller 

et al. (1999). It has been revised using recently published kinetic and thermodynamic 

information in literature. Among different updates, the most important revision is 

the reaction rate constant of the key chain-branching reaction H + O2 ~ 0 + 
OH and the chain termination reaction H + O2 + M ~ H02 + M, which should 

have significant effects on the prediction of detonation parameters. For hydrocarbon 

mixture, the well-established Konnov's mechanism (2000) is considered which has 

been validated for detonation calculations by Schultz & Shepherd (2000). 

6.4 Deficiency of the single constant proportion­

ality relationship 

To demonstrate the deficiency or non-universality of the linear correlation with con­

stant coefficient of proportionality, the ratio of sorne experimentally measured cell 

width to the characteristic reaction zone width is shown in figure 6.1, grouped into 

few categories. It is shown that for a specific combustible mixture, for instance H2-

Air mixture shown in figure 6.1a, the ratio can vary over a range of about two orders 

of magnitude from 3 to 100, depending on the mixture composition. This large vari­

ation significantly exceeds the scatter of the experimental data measurement. It is 

also clear that A cannot be obtained as a function of the equivalent ratio alone. Both 

the initial conditions and mixture type may have significant influences on this ratio. 

It is thus not feasible to choose a constant parameter, which can universally estimate 
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cell sizes with acceptable accuracy among different combustible mixtures. 

1000 1000 

0 300K 0 CH 
4 

0 373K o CH 
X SOOK ' 4 

0 CH 
3 R 

100 

:yJIt::~":yB 
100 

x H 

~ 
, 

x ~ ~ 5< 
~ ~ 0 0 ~ ~os X 

DO x x 0 
0 ~ ~O@:j X 

10 0 10 
00 
(§l >t 

1 L-__ ~~~~~~ __ ~ __ ~~~~ 1 L-__ ~~~~~~ __ ~ __ ~~~~ 

0.1 10 0.1 10 

Equivalent ratio Equivalent ratio 

o CH 
22 

100 

10 

0.1 10 

Initial pressure 

Figure 6.1. The ratio of experimental cell sizes to ZND induction lengths for various fuel 
mixtures at different initial conditions. 

6.5 An improved correlation 

The present study attempts to model the variation of the factor A and obtain an 

improved relationship to generalize the correlation between the cell sizes and the 
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induction zone length computed from detailed chemical kinetic model. Taking into 

account the effect of detonation instability, the following relationship is purposed: 

(6.1) 

Since the function form is not known a priori, the relationship is written in term of 

a polynomial series of X. Expanding the above relationship gives: 

À (6.2) 

where the instability term with X can be regarded as a correction or perturbation to 

the original constant proportionality relationship. Therefore, the proposed correla­

tion can retain the simplicity. The motivation behind this formulation is to address 

in the correlation both the sensitivity as well as the shape of the reaction structure, 

which have been previously realized to play an important role in the size of the det­

onation cell. Furthermore, the advantage of using the non-dimension al parameter X 

derived in previous chapter as a parameter influencing the stability is that its defin­

ition already describes all the essential features and thus, the improved correlation 

can involve a minimum number of parameters to represent with a good accuracy a 

maximum number of experimental data. 

For all the mixture data, the values of !J.1 and X were calculated from chemical 

kinetics using the ZND model. To find all the coefficients in the proposed correlation, 

a multi-variable least square fitting is performed using Matlab. Values of these 

coefficients are given in table 6.2 for N = 3 in the expression. 

In or der to assess the validity of the present correlation, the percentage of devi­

ation of the prediction from experimental values given by: 

01 d . t· Àexp . - Àprcdict.ion X 100010 
10 eVla Ion = À IC 

exp. 
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Coefficients 
Ao 

Values 
30.465860763763 

89.55438805808153 
-130.792822369483 
42.02450507117405 
-0.02929128383850 

1.026325073064710 x 10-5 

-1.031921244571857x 10-9 

Table 6.2. Coefficients in the improved correlation with N = 3. 

has been computed and plotted graphically. The mean deviation for all the data point 

is ±46.34%. Figure 6.2 shows that the correlation can predict most of the cell size 

values of different mixtures within 100%, i.e. by a factor of 2 of the experimental 

data point. Only for few points at which the error is given by a factor around 

2.75. However, these points typically correspond to the limiting cases at which the 

cell size measurement is difficult to achieve experimentally. Despite of simplicity 

of the present correlation, the prediction is thus within the accuracy limits of the 

experimental data on cell widths and chemical kinetic models. 
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::: 0 
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~ 
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Figure 6.2. Percent age of deviation of calculated cell size values from experimental data. 
Data points from left to right correspond to the order of mixtures and initial conditions 
given in table 6.1. 
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Figure 6.3. Comparison of cell size between experimental data and calculated values for 
hydrogen-air mixtures at different initial temperatures. 

For a better representation of the improvement, figures 6.3-6.6 show a comparison 

of the predicted cell size with the original experimental data for different mixtures and 

initial conditions. For H2-air mixtures, the correlation in general gives good estimates 

for the cell size as shown in figure 6.3 and 6.4. The improved correlation now provides 

a better approximation at both the le an and rich limits. This usually presented a 

problem for the standard correlation with constant coefficient of proportionality. 

Figure 6.3 and 6.4 also shows respectively that the effects of elevated temperature 

and pressure are described with good accuracy by the present correlation. 
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Figure 6.4. Comparison of ceIl size between experimental data and calculated values for 
hydrogen-air mixtures at different initial pressures. 

To demonstrate the accuracy of the present correlation for different combustibles, 

figure 6.5 and 6.6 show comparisons of calculated ceIl sizes with experimental values 

for various fuel-air and fuel-oxygen mixtures. In general, one can see the prediction 

gives satisfactory agreement with experimental results. Except at high equivalent 

ratio, there is a rather large discrepancy compared to estimates at other conditions. 

One reason can be attributed to the inefficiency of the kinetic scheme to describe 

accurately the oxidation of high hydrocarbon mixture concentration. 

The foIlowing set of results compares the predicted value and experimental data 

of ceIl size which were not included in the formulation of the improved correlation. 

Figure 6.7 shows such comparison for hydrogen-air mixtures diluted with CO2 . The 

present correlation not only predicts the general trend of U shape behavior in ceIl 

size variation with equivalent ratio, but it also provides reasonable estimates that 

are within the accuracy of the experimental data. The effect of argon dilution on 

the ceIl width for stoichiometric hydrogen-oxygen mixture is presented in figure 6.8. 
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Figure 6.5. Comparison of ceU size between experimental data and calculated values for 
various fuel-air mixtures at different equivalent ratios. 

Similarly, it also appears that both the calculated and experimental values are lU 

good agreement. 

The last example compares results for hydrogen-air mixtures with steam dilution. 

Figure 6.9 once again shows that the model gives rather good estimates of the cell 

width including the effects of elevated temperature and initial pressure with different 

amounts of steam dilution. 

6.6 Summary 

In this work, an improved correlation is formulated, which provides a good estimate 

of the cell size value valid over a wide range of mixture composition and initial 

conditions. Probably even better results could have been obtained by introducing 
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Figure 6.6. Comparison of ceIl size between experimental data and calculated values for 
various fuel-oxygen mixtures at different initial pressures. 

further parameters or by using other functional expression to achieve better fits. The 

simplicity of this improved method to predict the cell size should be adequate for 

practical purpose such as industrial safety analyses, which generally requires only 

estimates concerned with detonability of gaseous mixtures. 
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Chapter 7 

Head-on collision between a 

detonation and a shock wave 

7 .1 Introduction 

It is demonstrated that chemical kinetics has a significant effect on the cellular det­

onation and its specific role on the dynamic structure has been discussed in pre­

vious chapters. However, there still remains questions regarding various chemical­

gasdynamic pro cesses and their mutual interaction within the unstable structure. 

Due to the complexity within the problem, where unsteady shock-shock and shock­

vortex interactions are strongly coupled with chemical kinetics occurred in different 

scales, it is of great difficulty in conducting direct measurements to further explore 

such a multi-dimensional transient cellular structure. Apart from the ceIl size mea­

surement using smoked foil, measurement of other significant length scales such as 

the hydrodynamic or effective thickness of the detonation is not yet successful. Al­

ternatively, it becomes clear that more insight on the structure can be gained by 

studying its response to perturbation. In an effort to reveal sorne characteristic fea-

139 



Chapter 7. Head-on collision between a detonation and a shock wave 

tures within the reaction structure, previous attempts have been made on the study 

of detonation wave response to strong disturbances such as sudden area change, ob­

stacles, density or concentration gradients, porous or acoustic absorbing walls, etc. 

(Lee 2001). Most of these external perturbations are generally applied at a local 

position and hence, results may not provide a meaningful conclusion to explain the 

multi-dimensional unsteady flow field in a average sense. Furthermore, these pertur­

bation studies resulted in multi-dimensional phenomena are generally too complex 

to permit the problem to be modeled. 

In this chapter, the frontal collision between a detonation and a weak shock wave 

is investigated. This problem has been recently posed in laboratory experiments 

(Terao et al. 2002). Indeed, it appears to offer a simple alternative means to ex­

plore the cellular structure through the transient response of the detonation after 

the head-on collision process. The weak planar shock can serve as a probe to provide 

a uniform one-dimensional perturbation to determine the average properties of the 

detonation structure in the direction of propagation. One hop es that such interac­

tion will provide sorne characteristic length scale which can be easier to measure and 

can be related to other detonation parameters. The quantifiable perturbation by 

a weak shock also permits further analytical modeling as to complement the con­

clusions reached from experimental observations. However, before such technique 

can be applied to explore the unstable detonation structure and its dependence on 

the chemical kinetics, various aspects of this head-on collision problem need to be 

resolved beforehand. 

Simple theoretical analysis of the head-on collision problem between a detonation 

and a shock wave has been carried recently by Ng et al. (2004) to establish the correct 

steady wave configuration. Details of this analysis can be found in Appendix C. 

The theoretical model sim ply assumes a steady one-dimension al geometry and treats 

the detonation wave as a gasdynamic discontinuity, i.e., chemical energy is released 
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Figure 7.1. Schematic of the two possible one-dimensional wave configuration models for 
the collision between a detonation with a shock wave. 

immediately behind the wave front. It has been shown that there exist multiple 

solutions to describe the steady wave configuration for the head-on collision problem 

within the context of this simple theoretical model . The different possible steady 

wave configurations are illustrated schematically in figure 7.1. The gasdynamic flow 

field depends on the type of the transmitted detonation and its different solutions 

are summarized in figure 7.2. Depending on the strength of the incident waves, the 

simple theoretical analysis has shown that the transmitted detonation can be either 
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strong, or have multiple solutions being either weak or CJ solution followed by a 

rarefaction fan, which typically occurs in the region of interest of initial conditions 

(see Appendix C). 
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Figure 7.2. Summary of possible solutions for the transmitted detonation with varying 
incident detonation and incident shock strength based on different wave configurations. 

However, the detonation structure and the influence of chemical kinetics are not 

considered in the above theoretical analysis using a simple model by assuming the 

detonation as a gasdynamic discontinuity. Knowing that even in the classical model 

for the detonation structure developed by Zel'dovich (1940), von Neumann (1942) 

and Doring (1943), the detonation wave structure consists of a leading shock coupled 

with a finite chemical reaction zone. Because of the presence of the finite reaction 

zone controlled by chemical kinetics, the steady wave configuration subsequent to 

the head-on collision will not be achieved 'instantaneously' as with shock waves. It 

should involve an early non-steady interaction between the shock and the chemical 

reaction zone behind the leading front of the detonation wave. A relaxation length is 

expected, which should be at least of the order of the detonation thickness or larger. 
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The relaxation pro cess may perhaps play a role to determine which steady solution 

will result after the interaction. 

In this study, the head-on collision problem between a detonation and a shock 

wave is investigated by taking into account the finite structure of the detonation 

wave. The main focus of this chapter is to de scribe how the detonation structure 

and its chemical kinetics respond to the unsteady interaction with the perturbation 

caused by the weak shock. In addition, by carrying out unsteady computations, 

the a priori assumption of the steady wave configuration can be relaxed. Thus, 

numerical results can also verify which steady-state solution of the interaction can 

be approached asymptotically. The significance of the numerical results can then be 

discussed by comparing with experimental observations. 

7.2 N umerical simulation of the transient process 

Unsteady numerical simulations are performed by solving the reactive Euler equa­

tions using the methodology presented in Chapter 2. In the present study, two 

chemistry models are used for the computations: single-step and two-step chain­

branching kinetic model as described in previous chapters. Inspired from the paper 

by Oran & DeVore (1994) on the stability of imploding detonations, the motivation 

of using different kinetic models here is to observe whether using a more realistic 

chemistry model any new feature of the wave structure during the unsteady process 

can be observed. The governing equations are then solved numericallY using the 

SLIC scheme with AMR as described in Chapter 2. For an the simulations, an ef­

fective numerical resolution of 256 points per corresponding characteristic chemical 

length of the model (i.e. half-reaction length for the one-step rate law or induction 

length for the chain-branching kinetic model) is used to ensure the detailed features 

of the wave front are properly resolved. The computation is initialized by placing a 
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steady-state ZND detonation profile at the left end and a shock wave at the right 

end, bath propagating in the opposite direction. 
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Figure 7.3. Pressure behind the leading front versus position for the detonation using (a) 
single-step Arrhenius and (b) chain-branching kinetic model. Dashed li ne represents the VN 
pressure based on the CJ solution from steady-state analysis for transmitted detonation. 

The first series of computations are performed by choosing the chemical para­

met ers such that the detonation is hydrodynamically stable. Figure 7.3 shows the 

von Neumann (VN) pressure versus front position plot, illustrating the response of 

the detonation after colliding with the planar shock of different strengths M si • It is 

found that the global features of the phenomenon based on both chemistry models 
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are very similar. In both cases, there exists a relaxation period until the flow field 

reaches steady-state again. When the incident CJ detonation collides with the shock, 

a higher pressure at the leading detonation front is obtained. However, that pressure 

is immediately followed by a decay. The reason is because since the transmitted 

shock continues to propagate into the finite chemical reaction zone of lower density 

following behind the leading front of the detonation, an expansion is reflected and 

causes the detonation to fail. The flow field cannot adjust itself immediately to ac­

count for the change caused by the collision and the early time after the interaction 

is highly transient. The leading front pressure of the transmitted reactive wave con­

tinues to decrease until its value close to the pressure behind the transmitted shock 

and a quasi-steady period can be observed. Due to the high temperature increase 

caused by the collision, the preheated reactive mixture can lead again the transi­

tion to detonation. The mechanism of transition is via the formation of localized 

explosions by small mixture pockets behind the front, which generate pressure waves 

and cause the acceleration of the leading front. The re-transition is very similar in 

nature to direct initiation (Ng & Lee 2003) or DDT (Lee 2001), which involves a 

sequence of amplification pro cess of pressure waves propagating in an environment 

that is undergoing various stages of the induction pro cess itself. 

The detonation and shock trajectories for the case of M Si = 1.6 are given in figure 

7.4. It is found that the results after the long-time development obtained from the 

numerical computations are well described by the second steady wave configuration 

shown in figure 7.1b. The transmitted detonation propagates at the CJ speed with 

respect to the shocked reactive mixture. The VN pressure based on the CJ detonation 

velo city determined from the steady-state analysis also agrees well with the numerical 

simulations after the long-term evolution. The transient analysis thus validates the 

use of the second steady wave configuration (see figure 7.1b and Appendix C) to 

provide analytically the gasdynamic flow field resulting from the interaction between 

a detonation and a shock. 
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Figure 7.4. x - t diagram showing different wave trajectories from numerical simulations 
(data points) and steady-state analysis using interaction model of figure 7.1a (dashed line) 
and figure 7.1b (solid line). 

The study proceeds to look at the interaction between an unstable detonation 

with a planar shock wave. In the one-dimensional case, the unstable detonation is 

characterized by a nonlinear longitudinal pulsation of the leading front as shown in 

earlier chapters. Figure 7.5 shows the front pressure versus position plot of the det­

onation from simulations at different intervals of time. The subsequent phenomenon 

after collision is very similar to the stable case. However, due to the higher sensitivity 

of the chemical reaction, the relaxation length is longer compared to that of the sta­

ble case. Figure 7.5b indicates that the relaxation length is about 2 oscillation cycles 

of the incident pulsating detonation. Depending on the incident shock strength, it is 

also observed that the transmitted detonation wave can be stabilized after collision, 

characterized by a reduction in oscillation amplitude but with higher frequency (see 

figure 7.5c). This is due to the increase in thermodynamic state of the unburned mix­

ture by the incident shock, also resulted in an increase of the post-shock temperature 

of the transmitted detonation. For the single-step Arrhenius model, the stability is 

governed by the parameter (Ea/ RTs)' A higher value of the detonation post-shock 
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temperature brings this parameter below the neutral stability limit curve (Lee & 

Stewart 1990). Equivalently for the chain-branching kinetic model, an increase in 

shock temperature makes the induction stage less sensitive to perturbations, which 

can render the wave to be more stable as discussed in previous chapter of this thesis. 

80 

~ 
70 

~ 60 
0.. 

'C 50 0 
<!: 

"" ~ 40 

'" 0) 

...l 30 

20 
500 1000 1500 2000 2500 

Distance 

250 

~ 200 
~ 
~ 
0.. 

'C 150 
0 

<!: 

"" 100 .s 
"0 

'" 0) 

...l 
50 

2500 3000 3500 4000 4500 5000 5500 

Distance 

87 

~ 86.5 

~ 
~ 

86 0.. 

'C 
0 

<!: 
85.5 

"" ~ 
" 85 0) 

...l 

84.5 
28000 28500 29000 29500 30000 

Distance 

Figure 7.5. Leading front pressure versus position for the unstable detonation using the 
chain-branching kinetic model (a) before collision; (b) during relaxation process; and (c) 
after long-time evolution subsequent to the collision. Dashed line represents the VN pres­
sure based on the CJ solution of steady-state analysis for both the incident and transmitted 
detonations. 
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7.3 Experimental investigation 

In order to establish the significance of different characteristic features obtained from 

the 1-D numerical simulations on the dynamics of head-on collision phenomenon, 

the numerical results were compared with experimental observations. In the present 

study, experiment was carried out in a 6 m long steel tube with an inner diameter 

of 6 cm. A schematic of the experimental apparat us is shown in figure 7.6. The 

testing section of the tube was initially evacuated and then filled to the desired initial 

pressure. A stoichiometric combustible mixture of propane - oxygen was used, which 

was prepared beforehand in a separate vessel by the method of partial pressures. The 

high pressure (HP) driver chamber of the tube was used to generate the incident shock 

wave. A single thin Mylar diaphragm was inserted to separate the different gas in the 

driver and test section. Various diaphragm thickness was tested to sustain different 

pressure ratios across it. The shock was generated by filling up the HP section with 

air until the diaphragm ruptured. Consequently, shock waves having Mach number 

M Si from 1.2 - 2.0 were easily generated. Six PCE piezoelectric pressure transducers 

were mounted along the shock tube side walls for both recording pressure histories 

and arrivaI times of different waves. The first pressure transducer was also used as a 

triggering device for the ignition system to initiate the detonation. !ts signal was first 

going through a delay generator used to adjust the location where collision between 

the detonation and the shock occurred. 

A typical experimental result is displayed in figure 7.7, showing different trajec­

tories resulted from the collision. The theoretical trajectories such as those of the 

incident detonation and incident shock, the transmitted detonation and transmitted 

shock (specifically computed from the second wave configuration which imposes the 

transmitted detonation to have a CJ solution) are sketched in for comparison. The 

input physical parameters used in the theoretical analysis modelling a stoichiomet­

ric propane - oxygen mixture and properties of the model system are summarized 
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Figure 7.6. Schematic of the experimental apparatus. 

in table 7.1. The model reproduces various quantities computed using STANJAN 

equilibrium code (Reynolds 1986). 

From figure 7.7, the results indicate that the transmitted detonation subsequent 

to the collision matches well the calculated value based on the second wave config­

uration (figure 7.1b), which fixes the transmitted detonation to be a CJ wave. It 

should be pointed out that after the transmitted detonation passes x = 3.2 m, it 

slows down. This is due to the fact that there is a contact surface advected from 

the shock tube (indicated by a dashed line in the x - t diagram), separating the air 

and the combustible mixture. Once the transmitted detonation passes this contact 

surface, it no longer propagates into a combustible mixture and therefore, it fails. 

The experimental trajectory of the transmitted shock is also found to be close 

to the theoretical result, but propagates at a slightly higher velo city. This can be 

explained that there should be a Taylor wave following the incident detonation, which 

was ignored in the analytical model. It exists to slow down the particle velo city to 

match the boundary condition of the close ended wall. As the transmitted shock 
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Figure 7.7. x - t diagram showing the comparison between experimental data and theo­
retical results determined using the second wave configuration shown in figure 7.1b. 

propagates into detonation products with continuous decreasing particle velo city, it 

speeds up in the laboratory frame. 

In comparison, different values of wave velocities and pressures are displayed 

in table 7.2. For the transmitted detonation, there is only about 1.5% difference in 

velo city between the experimental result and the theoretical CJ solution. While there 

is larger difference in velo city (about 4.7%) if the experimental data is compared 

Quantity Value Definition 
To 298 K Initial temperature 

Po 0.40 atm Initial pressure 

Po 0.556 kg/m3 Initial density 

Ir 1.29 Adiabatic (reactant) 

Ip 1.23 Adiabatic (product) 
W 0.034 kg/mol Molecular weight (reactant) 
Q 70.50 RTo/W Chemical energy release 

Table 7.1. Mixture properties used in the theoretical calculation. 
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Quantity Experimental Theoretical % difference 
Incident 
- CJ detonation velo city (mis) 2321.9 mis 2318.0 mis 0.2 % 
- shock velo city (mis) 502.3 mis 

Transmitted: 
- detonation velo city (mis) 2083.3 mis 2052.0 mis (CJ) 1.5 % 

2184.8 mis (weak) 4.7 % 
- detonation pressure (atm) 28.7 atm 29.9 atm (CJ) 4.0 % 

22.8 atm (weak) 25.9 % 
- shock velo city (mis) 738.7 mis 629.5 mis (CJ) 17.3 % 

Table 7.2. Comparison between experimental data and theoretical results corresponding 
to the case shown in figure 7.7. 

Incident shock Transmitted detonation 
M Si Experimental Theoretical CJ % difference 
1.65 2083.3 mis 2052.0 mis 1.5 % 
1.70 2043.1 mis 2029.3 mis 0.7 % 
1.72 2041.1 mis 2022.3 mis 0.9 % 
1.80 1986.1 mis 1995.0 mis 0.5 % 

Table 7.3. Comparison between experimental and theoretical results based on the CJ 
solution for the transmitted detonation. 

with the weak solution obtained from theoretical analysis. There is also a much 

larger differenee in detonation pressure between the experimental result and the weak 

solution than that of the CJ solution from theoretical analysis. Similarly, results for 

the incident detonation collides head-on with different strengths of shock wave NIsi 

can be found in table 7.3. This table again shows the good agreement between the 

experimental and theoretical results of a CJ transmitted detonation. Henee, aIl these 

results, both from numerical simulations taking into account the reaction structure 

and from real experiments, clearly suggest that the transmitted detonation is a CJ 

detonation and the second wave configuration (figure 7.1b) should be a valid one to 

interpret the phenomenon of head-on collision between a detonation and a shock. 
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Figure 7.8. Smoked foil record showing the change in structure of the cellular detonation 
propagating from left to right at shock collision 

Although the duality in possible steady wave configurations of the interaction has 

been resolved, the early non-steady interaction and the effect of chemical kinetics 

on the head-on collision cannot be fully analyzed from the pressure traces. Sorne 

evidences in regard with the relaxation pro cess can perhaps be seen from the smoked 

foil. Figure 7.8 shows a typical smoked foil obtained from experiment. From this 

figure, the cellular pattern on the left side (darker region) corresponds to the cell size 

of the incident detonation propagating to the right. After colliding with the shock, 

the pattern evolves accordingly and one can see a finite region where transition takes 

place. It takes roughly 2 celllengths of the unperturbed detonation to reach again 

the final steady cellular pattern. This can be referred to as the relaxation pro cess 

after collision which is observed from the numerical simulations. Another important 

phenomenon that was observed from the experiment is the significant change in the 

final cellular structure of the detonation wave, where its pattern is much finer and 

more regular than that before the head-on collision. This is in accord with the 

numerical results which show the pulsating detonation, after colliding with a shock, 

has a smaller amplitude and higher frequency oscillation. 
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To confirm that the significant reduction in detonation ceil size after the in­

teraction is due primarily to thermodynamics (i.e., chemical kinetics) and not to 

gasdynamics (i.e., the incoming fiow generated by the incident shock), sorne simple 

chemical kinetic calculations are carried out to see if the predicted ceil size corre­

sponding to the thermodynamics state generated by the incident shock agrees weIl 

with the experimental results. The prediction is obtained using the correlation devel­

oped in Chapter 6. Figure 7.9 plots the ratio between the cell size of the perturbed 

detonation À with that of the original incident detonation Ào versus different incident 

shock strengths MSi for initial conditions of stoichiometric propane - oxygen mixture 

at Po = 0.20 atm and To = 298 K. For the case corresponding to the conditions used 

in figure 7.8, results from chemical kinetic calculations show that the ceil size will be 

reduced approximately by a factor of 4, which is in good agreement with that found 

in this smoked foil from experiment. 
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Figure 7.9. CeU size determined from chemical kinetic calculations using Konnov (2000) 
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7.4 Summary 

Investigations have been carried out to study the unsteady dynamics of the head­

on collision between a detonation and a planar shock wave with consideration of 

the detonation structure and chemical kinetics. Unsteady numerical simulation is 

performed to observe the early transient development subsequent to the head-on col­

lision. Using both a single-step rate law as well as a chain-branching kinetic model 

for the ZND structure, the numerical results show that the early pro cess involves a 

period of relaxation due to the effect of transient structure in the reaction zone of the 

detonation. A quasi-steady period and an overshoot for the transmitted detonation 

subsequent to the head-on collision can be observed (as in direct initiation process), 

followed by the asymptotic decay again to a CJ detonation as predicted theoretically. 

Due to the increase in initial thermodynamic state of the reactive mixture caused by 

the incident shock, the transmitted detonation can become more stable. The numer­

ical results appear also to be in good qualitative agreement with the experimental 

tendencies by looking at the development of cellular pattern and its regularity for 

the detonation propagation. The multiplicity of possible steady wave configurations 

of the interaction is also resolved. It is found that good quantitative agreement was 

observed between different wave trajectories measured from the experiment and an­

alytical predictions using a simple model imposing the transmitted detonation as a 

CJ solution followed by a rarefaction fan. 
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Conclusions 

8.1 Concluding remarks 

Detonation waves propagate by means of strong interactions between gasdynamics 

and chemical reactions. A broad spectrum of dynamics has been reported for which 

the detonation structure is very sensitive to the chemical kinetics within the reaction 

zone behind the propagating front. The present study attempted to answer sorne 

of the critical issues related to this phenomenon including: how does the chemical 

kinetics change the dynamic structure of detonations and what are the key chemical 

kinetic parameters leading to various characteristic features of detonation fronts? 

These questions have been addressed through an investigation of detonation structure 

by high-resolution numerical simulations. The chemical models have ranged from 

simplified single-step reaction kinetics to complex models with detailed chemical 

reaction schemes. 

Analysis of the one-dimensional pulsating detonation with simplified global chern­

istry model provided sorne insight on how the dynarnic structure is rnanifested and 

affected by chernical kinetics. Despite its unstable nature, the dynarnic structure of a 
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detonation remains in essence as a self-contained autonomous system. The existence 

of the limiting characteristic, confirmed by simulation, is an important concept in 

the study of detonation dynamics as discussed recently also by Kasimov & Stewart 

(2004) and Radulescu & Lee (2005). It allows the detonation structure to be isolated 

from any unsteady flow disturbance from the back boundary and maintain its unique 

propagation. 

Within the detonation structure the prominent effect played by the chemical ki­

netic is clear. As a result of the change in sorne chemical kinetic parameter, the 

propagation of the detonation front can go from harmonic oscillations near the sta­

bility boundary to highly nonlinear and eventually to chaotic oscillations via a se­

quence of period-doubling cascade. One important conclusion of this study discusses 

the strong similarity of these nonlinear properties with those found in a simple dy­

namical system. Cast in this light, the detonation structure can be viewed as an 

example of a wide class of phenomenon in classical nonlinear dynamical systems. 

The present study suggests that recent advance in nonlinear field theories may of­

fer a new direction to the study of detonation structure and different factors that 

influence it. 

One of the major objectives of the present study was to identify the key chem­

ical kinetic factors that influence the dynamic structure of a detonation. This was 

addressed by using a more detailed chemical kinetic model. Numerical simulations 

have shown that the shape of the reaction zone profile is as crucial as the tempera­

ture sensitivity of the reactions. Since the reaction zone profile cannot be expressed 

independently by a simple activation energy, it becomes clear that the single-step Ar­

rhenius model, which has been used in most of the earlier theoretical and numerical 

studies, may not offer a complete chemical kinetic description for characterizing the 

dynamics of real detonations and predicting quantitative properties. The essential 

elements of the chemical kinetics are basically the temperature sensitivity, induction 
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zone and chemical energy release zone length. From a physical point of view, the role 

of these parameters provides the scenario that incoherence in the exothermicity can 

le ad to gasdynamic instabilities in the reaction zone resulted in different behaviors 

of the detonation front. As a result of the above conclusion, an appropriate non­

dimensional stability parameter X was introduced in this study. It is defined as the 

activation energy for the induction pro cess EI multiplied by the ratio ofthe induction 

length 6. I to the reaction length 6.R . The reaction length 6.R is estimated by the 

inverse of the maximum thermicity (l/Ô"max) multiplied by the Chapman-Jouguet 

particle velo city U~j. The definition that has been introduced for this parameter 

holds for essentially arbitrary kinetic models of gaseous mixtures and can be easily 

obtained from the ZND analysis. 

Although most of the analyses in this research are derived from the simple st one­

dimensional configuration, they can still provide useful information related to the 

dynamic structure of real detonations. lndeed, comparisons of the one-dimensional 

numerical results with 2-D simulations and experimental data demonstrate that the 

regularity of cellular detonation structure and the 1-D detonation instability are 

inter-related. The use of stability parameter and neutral stability curve to assess 

and characterize the regularity of cellular detonations was also justified through 

sorne illustrations. For instance, the cell regularity and the strength of the transverse 

waves for mixtures with different amounts of argon dilution can be attributed to the 

degree of stability of the detonation structure. It is also interesting to note from 

the 1-D simulation that with argon dilution less than approximately 70%, a one­

dimensional time-dependent detonation cannot self-propagate, resulting from the 

quenching of chemical reactions due to large temperature fluctuations. This limit 

agrees well with the experimental value at which transverse waves are necessary for 

the propagation of detonations and at which the loss of regularity in the cellular 

pattern occurs. This limit implies that a one-dimensional shock-induced ignition 

mechanism in an unstable detonation is insufficient to account for the propagation 
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mechanism of multi-dimensional detonations observed experimentaUy. The effect 

of going to higher dimensions and the presence of transverse waves begin to play 

the dominant role. These results perhaps provide sorne explanations why a real 

detonation wave must display such a complicated structure with an ensemble of 

interacting transverse shock waves in order to sustain its propagation. 

The final aspect of this research is how aU these different findings discussed so 

far contribute toward the determination of an appropriate length scale for the deto­

nation wave, such that different dynamic parameters can be estimated. A practical 

application that can be obtained from the above conclusion is the extension of clas­

sical detonation model for cell size prediction. It is clear from the research of the 

past decade that the linear correlation of the cell size with a chemical length scale 

is insufficient and that a stability parameter characterizing the cell regularity must 

be included. The parameter X appears to be an intrinsic detonation property of 

different mixtures and provides a quantitative measure of the stability. In this work, 

an improved correlation has been derived by incorporating this parameter to take 

into consideration the instability effect for cell size prediction from chemical kinetics. 

The improved correlation provides a better approximation to the experimental cell 

size than the standard single-parameter constant relationship with induction length. 

The model retains the simplicity for predicting the detonation cell size in a straight­

forward manner from the ZND analysis, making the present correlation useful as a 

reliable tool for engineering estimates. 

However, the use of such empirical correlation should not be overestimated. It is 

no doubt that the correlation is not derived from a scientific but rather an empirical 

approach. For instance, correlation with the reaction zone width computed from the 

ZND model takes no account of the multidimensional structure of the wave. The 

highly nonlinear interactions between fluid dynamics and chemistry that are actually 

occurring at the cellular detonation front are simply being ignored. Although attempt 
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has been made here to include a stability parameter to account for these effects, but 

a much more rigorous theory is still no doubt necessary. 

In fact, recent advances in detonation theory begin to challenge the sound basis of 

the cell size as a fundamental parameter for unstable multidimensional cellular det­

onations. Experimentally, it is rather challenging or even impossible to estimate one 

characteristic cell size from a typical smoked foil pattern. The smoked foil records 

usually reveal a spectrum of cell sizes and deducing a single representative cell di­

mension requires one's own judgment and experience, thus making the characteristic 

cell size somehow arbitrary. Without a definitive unique value for À, the various 

criteria based on it are also approximate and can only serve as a guideline. 

Such irregularity in the cell pattern can be originated from the turbulence effects 

inside the reaction zones. Thrbulent fluctuations cause the presence of multimoded 

substructures, which make determination of the cell widths difficult. Because of 

the non-uniqueness of cell width for common ordinary fuel-air detonations, future 

developments in detonation theory should perhaps be toward the derivation of an 

appropriate thickness of cellular detonation as a characteristic length scale by taking 

into consideration details of the different chemical-gasdynamic pro cesses and turbu­

lent fluctuations involving in the unstable detonation structure. 

The final part of this thesis investigates the problem of head-on collision problem 

between a detonation and a planar shock wave. The motivation was to achieve a bet­

ter description on the coupling between gasdynamics and chemical reaction processes 

inside the unsteady detonation structure by looking at the response of the detona­

tion subject to a weak shock perturbation. The significance of the finite reaction 

zone and chemical kinetics on the dynamics of this unsteady interaction has been 

first described through numerical simulations. It appears that there are few inter­

esting results that future research should pursue in detail. The numerical results 

from the one-dimensional simulation show that a relaxation pro cess consisting of a 
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quasi-steady period and an overshoot for the transmitted detonation subsequent to 

the head-on collisions can be observed, followed by the asymptotic decay to a CJ 

detonation as predicted theoretically. For unstable pulsating detonations, it is found 

that due to the increase in the thermodynamic state of the reactive mixture caused 

by the shock resulting in a change of chemical kinetics, the transmitted pulsating 

detonation can become more stable with smaller amplitude and period oscillation. 

These observations appear to be in good agreement with experimental tendencies 

by looking at the development of cellular pattern and its regularity for the detona­

tion propagation. Further investigation should be carried out in future to explore, 

even just within the one-dimensional context, the gasdynamics during the relax­

ation pro cess , which should provide sorne insight in regards with the attenuation 

and amplification pro cesses inside the incident detonation structure. In addition, 

the relaxation length appears to be a measurable length scale which may be useful 

to characterize the detonation structure. Experimentally, the smoked foil pattern 

can provide a ready means of obtaining a measure of the relaxation length of the 

interaction. The appearance of finer cells is equivalent to the re-initiation pro cess 

shown in the one-dimensional numerical simulation, which should indicate the end 

of the relaxation process. Attempts can perhaps be made to relate this relaxation 

length to other detonation parameters such as the detonation thickness. 

In conclusion, the present study demonstrates sorne interesting nonlinear dynamic 

features of the detonation waves originating from the change in chemical kinetics in 

the reaction zone. This study also reveals the importance of using realistic chemistry 

in future studies of the detonation structure and proposes a simple technique for 

future experimental investigation. Together with well-established chemical kinetic 

mechanisms, sorne representative parameter or length scale that characterizes the 

reaction zone and a good database of experimental data for a wide range of initial and 

boundary conditions, detonation models can be developed to achieve the capability 

of predicting various detonation dynamic parameters. 
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8.2 Contributions to knowledge 

This work contributes to the understanding of the dynamic structure of detonation 

waves from the point of view of chemical reaction kinetics. The present investigation 

elucidates through numerical analyses different aspects of the self-organized dynamic 

structure arising from the chemical kinetic effect within the reaction zone of detona­

tion waves. With the inclusion of a more realistic chemistry model, the present study 

clarified important chemical kinetic factors infiuencing dynamics of the detonation 

structure. It permitted one to rationalize several experimental observations on the 

real structure of cellular detonation waves. In particular, results have implications for 

establishing the characterization of cell regularity with chemical kinetic parameters, 

elucidating the propagation mechanism and for predicting the detonation sensitivity 

and its thickness for a given combustible mixture. 
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Appendix A 

Derivation of the nonlinear 

oscillator model for ID detonations 

In this appendix, the nonlinear oscillator model proposed by Zhang et al. (1998) 

will be derived from the basic conservation laws of gasdynamics. The formulation 

considers a control volume shown in figure A.1. It moves with the detonation complex 

and is bounded by the leading shock front and a rear boundary. A suit able choice 

for that rear boundary can be defined by the limiting characteristic and its location 

can be estimated from the numerical simulation. The distance between the leading 

shock and the limiting characteristic is referred to as the hydrodynamic thickness 

lh. Nevertheless, the exact location of this rear boundary is not required for the 

formulation of the oscillator equation and it is sufficient to assume such rear boundary 

exists. 

Assume that the time-averaged velo city of the detonation front is in good agree­

ment with the steady-state CJ values Dej. l.e. 

T 

- 1 J. - (i'\ -
D ej = i-. Dt) dt (A.1) 

o 
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Figure A.1. Control volume for the formulation of the nonlinear oscillator model 

Therefore, the instantaneous shock front location Xs can be given by: 

(A.2) 

where ft (t) denotes the displacement of the shock front from its mean trajectory and 

satisfies: 

T 

1 j. -(fi -
j.. F t; dt = 0 (A.3) 

o 

Differentiating equation A.2 gives the shock velo city as: 

Xs (t) = Dej + ft (t) (A.4) 

where P (t) is the fluctuating velo city with respect to its time-averaged part, Dej. 
The fluctuation ofthe shock trajectory P (t) is first chosen as the dependent variable 

in the oscillator equation to be formulated. 

In a shock-attached coordinate, the conservation equations of mass, momentum 
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and energy for the control volume shown in figure A.1 can be written as: 

where p, u, P and ei are the density, particle velo city in lab frame, pressure and 

the specifie internaI energy, respectively. Q and Ç), represent the amount of heat 

release and the reaetion rate. The subseript "a" refers to the quiescent state and the 

subseript IICJ" denotes the Chapman-Jouguet equilibrium state. By eombining with 

the eontinuity and momentum equations, the energy equation ean be re-arranged as 

follows: 

(A.6) 

where the variable e is the specifie total energy as a sum of both the internaI and 

kinetie energy, e = ei + ;2 . 
For a steady ZND detonation where D(f) = Dej , the unsteady integral tenu is 

eanceled and equation A.6 reduces to 

th 

Peiej (Dej - UCj) - poeODCj - PcjUcj = QI p°Ç),°dx (A.7) 

o 
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where superscript "0" refers to the steady ZND solution. The integral term on the 

above equation is given by 

lh I pOrt'dx = PoDej (A.8) 

o 

which simply states that the rate of reactant depletion inside the control volume is 

equal to the unburned mass flux entering the control volume for the steady ZND 

wave. If the steady state equation A.7 is subtracted from equation A.6, one obtains 

(A.9) 

where the term pJiaÎi' has been neglected sinee pJio/Pejêej is of the order 1/ M;j < < 1. 

Consistent with the normalization used in this investigation, the dimensional flow 

variables have been made non-dimensional and equation A.9 becomes: 

lh lh 

d J. .;. 
dt. pedx + PejeejF = Q. pQdx - QDcj (A.lO) 

o 0 

l t may also be useful to express both the reaction rate and total energy in the 

following non-dimensional volume-averaged quantities: 

(A. Il) 

l (A.12) 

where ( = X/lh. Using these definitions, equation A.lO can be rewritten as: 

(A.13) 
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.. . 
where F and F are the non-dimensional shock acceleration and the fluctuation of the 

shock velo city with respect to the steady ZND wave. \li" 1 = \li" - 1 is the fluctuation of 

the dimensionless mean rate of the reaction depletion within the control volume. j 

denotes the rate of the fluctuation of the non-dimensional total specific energy inside 

the control volume since: 

(A.14) 

Equation A.13 essentially gives a balance relation of the rate of energy fluctuation for 

the control volume. The first term on the left hand si de denotes the energy fluctuation 

rate associated with the shock velocity oscillation. The second term corresponds to 

the unsteady exit condition at the rear boundary. The third term represents the 

rate of the energy fluctuation within the control volume itself, and the term on the 

right hand side denotes the fluctuation of the chemical energy release rate inside the 

control volume. Note that equation A.13 has the form of a second order nonlinear 

differential equation in terms of the variable F similar to that describing a nonlinear 

oscillator. 

It is perhaps possible to rewrite equation A.13 in a more analogous form of a 

nonlinear oscillator (Zhang et al. 1998). Assuming that the shock speed is slowly 

varying compared to the time scale lh/Dcj (i.e., lh/Dcj « T), the integrands for a 

mass element can be expressed, to leading order, in terms of the shock speed at time 

t' , 

(A.15) 

In this situation, at any time, the structure of the detonation looks like that of 

a stationary wave traveling at speed Dcj + P (t), but with corrections due to the 
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wave acceleration P (t). Without carrymg out the details here of the necessary 

integrations, the following asymptotic results should be expected, 

Ih 

d ;. 
dt. pedx 

a 
Ih 

Q./ pDdx - QDej 
a 

(A.16) 

(A.17) 

where the higher order corrections of the asymptotic expansions are neglected. The 

quantities <1)0 and \[la are respectively the energy and the rate of heat release inside 

the control volume for a stationary wave traveling at speed Dej + P (t) . <1)1 and \[Il 

correspond to the coefficients of the temporal change of the energy and the rate of 

heat release caused by the wave acceleration, respectively. Substituting the above 

expansion into equation A.10 gives the following equation: 

(

d<1)O(P) d<1)l(P) ) 
<1)1 (p) F + (PejeejP - \[la (p)) + dP + dP P - \[Il (P) P = 0 

(A.18) 

The ab ove equation is in essence the balance relation of the rate of the energy fluc­

tuation recast in a form of a second-order differential equation with respect to P (t) . 
Comparing equation A.18 with the classical nonlinear oscillator equation, i.e. 

mi + kx = ILf (x, ±) 

The analogy is clear. It can be seen that the first term <1)1 (p) F can indeed rep­

resent the inertia force (i.e. mi), the second term (PejeejP - \[la (p)) is simi­

lar to the spring or restoring force (i.e. kx) in which \[la (p) provides a possible 

"nonlinear restoring force" responsible for different nonlinear instabilities. The final 

term (d1>:~F) + d1>:~F) P _ \[Il (p) ) P represents the self-excited driving force (i.e. 

ILf (x, x)) that provides the damping responsible for the oscillatory behavior. 
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Appendix B 

Derivation of the ZND equations 

with detailed chemistry 

In this appendix, the ZND equations with detailed chemistry will be formulated. 

The derivation begins with the one-dimensional steady Euler conservation equations 

written in terms of a reference frame attached to the shock: 

d~' (pu') 0 (B.1) 

d~' (pu'2 + p) 0 (B.2) 

d~f [(pE + p) u'] 0 (B.3) 

d~' (pu'Y,) WiWi (i = 1, ... , N s ) (B.4) 

where x' and u' is the relative distance and particle velocity in the shock-attached 

coordinate (i.e. u' = D - u where D is the steady detonation velocity); E is the total 

energy per unit mass which includes both the internaI and kinetics energies. To be 

more convenient, it is written in the following form in terms of the mixture enthalpy 

181 



Appendix B. Derivation of the ZND equations with detailed chemistry 

h per unit mass: 

p 1P 
E=h--+­

p 2 

For an ideal gas, the ab ove expression can also be written as: 

N s 

(B.5) 

(B.6) 

where Rs is the specific gas constant (i.e. Rs = R l..: i;>i ). To solve for the ZND 
i=l 

equations, the above equation is first differentiated with respective to distance x'. 

This yields: 

dE d NB dT N
s aRs dY; ,du' 

dx' = dx,l..:Y;hi-Rs dx' - Tl..: ay; dx' + u dx' 
i=l i=l ' 

(B.7) 

After expanding the derivatives using the chain rule and sorne re-arrangement, it can 

be expressed as: 

du' 
+u'­

dx' 
(B.8) 

By differentiating the ideal gas equation of state, the derivative ~;, can be written 

as: 

dT 

dx' 

aT dp aT dp aT dRs --+--+-­
ap dx' ap dx' aRs dx' 

_1_ dp _ ~ dp _ _ p_~aRs dY; 
pRs dx' p2 Rs dx' pu' R; {;;{ ay; dt' 

(B.9) 

It may now be useful to rewrite the conservation equations BI - B3 in a more ap­

propriate format, i.e.: 

,dp du 
u-=-p-

dx' dx' 
(B.10) 

dp ,du' ,2 dp 
-=-2pu--u -
dx' dx' dx' 

(B.11) 

du' ,[ dp dE dp ] - (pE + p) + u E- + p- + - = 0 
dx' dx' dx' dx' 

(B.12) 
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The above system can now be combined with the expression for dE / dx' and dT / dx' 

given by equations B.8 and B.9. After a number of algebraic manipulation, an 

expression involving only du' / dx' is obtained: 

-1 

du' 1 N s dYi Rshi _T 8Rs 
- ~dt' dx' u' N s 8Yi 

i=l ~y.dhj 
J dT 

u' 
RsT u'Rs 

(B.13) ----
u' Ns 

~y.dhj 
J dT 

j j 

This equation for du' / dx' can be further simplified by introducing the following 

thermodynamics relationships: 

C = ~y:dhi 
P L... 2 dT 

i=l 

Cp - Cv = R 
Cp 

'Y= -
Cv 

Cf = fi!- = J'YRsT 

1 1 W 

(B.14) 

(B.15) 

(B.16) 

(B.17) 

(B.18) 

where W is the mean molecular weight; Cp and Cv denote the heat capacity at 

constant pressure and constant volume, respectively; 'Y is the specific heat ratio and 

Cf is the frozen sound speed at fixed composition. Combining these expressions with 

equation B.13 gives: 

du' du' dx' , Cr 
- = -- =u---::--::::-
dt' dx' dt' 1 - M2 

(B.19) 

in which M = u' is the local Mach number of the fiow and Cr is often referred to as 
Cf 

the thermicity parameter: 

(B.20) 
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Using the conservation of mass and momentum equations B.I0 and B.11, the deriv­

ative for other fiow variable can be obtained as follows: 

dp ,2 a 
dt' -pu 1- M2 (B.21) 

dp a 

dt' -P1- M2 (B.22) 

Along with the chemical kinetic equation and prescribed boundary conditions, i.e., 

(i=l, ... ,Ns ) (B.23) 

the system of equations can readily be integrated to obtain the steady ZND detona-

tion structure. 
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Appendix C 

Theoretical analysis of the 

shock-detonation collision problem 

A class of shock wave interaction phenomena, such as the collision of a shock with 

wire screens (Franks 1957) or shock wave interaction with an abrupt area change 

(Oppenheim et al. 1959) has been studied extensively in the pasto Solutions for the 

steady gasdynamic flow fields of these phenomena are generally obtained by guessing 

a self-similar wave pattern, which is then validated if the conservation laws of mass, 

momentum, and energy can be satisfied. However, it has been shown that multiple 

wave configurations might satisfy an the conservation laws for these problems con­

sidered, depending on different parameters such as incident shock strength or area 

ratio, etc. Accordingly, in this Appendix, the theoretical analysis recently carried 

out by Ng et al. (2004) on the head-on collision problem between a detonation and 

a planar shock to establish the correct steady gasdynamic flow field is summarized. 

Different possible steady wave configurations that can take place after the long-time 

evolution subsequent to the collision the head-on interaction of a detonation with a 

shock are presented. 
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C.I Possible steady wave configurations 

The interaction can be described by a schematic of the x - t wave diagram shown in 

figure C.l. Upon the collision of a detonation with a shock wave, a shock is trans­

mitted into the upstream product. A transmitted detonation continues to move 

downstream into the shocked reactant, which is followed by a contact surface sepa­

rating the gas mixture behind each transmitted wave. Unlike the interaction of two 

plane shock waves, different gasdynamic flow field can be obtained de pen ding on the 

nature of the transmitted detonation. 

Time 

Detonation 
Products 

, , 
Transmitted shock Contact , 

:' surface 
" -----------j------------- -_. 

Incident 

Incident shock 

Transmitted 
detonation 

""--+-----------t~---~ Position 

Shocked 
Reactants 

Figure C.l. Schematic of the first one-dimensional wave configuration model for the 
collision between a detonation with a shock wave. 
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Pressure 

CI point 

Initial condition 
Product Hugol1iot 

Volume 

1 
1 +-­
'D 
: +--

Figure C.2. Pressure - specifie volume diagram illustrating different detonation solutions. 

The classical Chapman-Jouguet theory assumes the detonation to be steady, pla­

nar and one-dimensional. The state behind the detonation can be determined using 

conservation equations applied to a control volume surrounding the wave, as shown 

in figure C.2. The possible solutions can be illustrated by graphical representation in 

the pressure - specifie volume (p - 1/) plane. The figure displays the product Hugo­

niot curve obtained from the conservation of mass and energy, which determines the 

locus of the possible solutions behind the detonation. The Rayleigh line, which is a 

linear relationship between pressure and specifie volume derived from the conditions 

of mass and momentum conservation, is also shown in the p - 1/ diagram. The inter­

section of product Hugoniot and Rayleigh line defines the steady detonation states. 

In general, the Rayleigh line crosses the Hugoniot curve in two distinct solutions. 

The high pressure solution is called the strong solution terminated on the subsonic 

branch of the equilibrium Hugoniot curve, while the lower pressure one is referred to 

as the weak solution with the fiow being supersonic behind the wave. The particular 
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case where the Rayleigh line and the product Hugoniot are tangent is called the 

Chapman-Jouguet detonation, which provides a unique minimum detonation speed. 

At the CJ point, the flow behind the detonation is sonic. In general, the x - t 

wave diagram shown in figure C.l can therefore yield three different gasdynamic flow 

fields according to whether the transmitted detonation is strong, weak or CJ from 

the mat ching across the contact surface. 

Time 

Detonation 
Products 

:l 
Transmittdd shock 

Shocked 
• - Reactants 

Rarefaction 

Figure C.3. Schematic of the second one-dimensional wave configuration model for the 
collision between a detonation with a shock wave. 

Experimentally, it has been well observed that all self-sustained detonations in 

smooth tube propagate at the CJ velocity. For the present shock - detonation inter­

action problem, one may intuitively impose the transmitted detonation to be a CJ 
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solution which depends only on the conditions ahead of it. In this case, an additional 

wave pattern may be necessary to relax this constraint on the transmitted detona­

tion. To do so, a rarefaction may be needed behind the transmitted detonation to 

match the boundary condition in the flow field and it is totally valid due to the sonic 

condition behind the CJ detonation wave. This second wave configuration is shown 

schematically in figure G3. 

Based on all the above considerations, it appears that there exist multiple solu­

tions to describe the steady wave configuration for the head-on collision of a detona­

tion with a shock wave. 

C.2 Theoretical analysis 

A simple model is considered to determine analytically different flow properties after 

the head-on collision. It assumes a steady one-dimensional geometry and treats 

the detonation wave as a gasdynamic discontinuity, i.e. chemical energy is released 

immediately behind the wave front. The flow behind the incident shock and incident 

detonation are uniform. 

To solve the complete flow field for each wave configuration discussed previously 

(figure C.4), the task is to seek a solution that satisfies the Rankine-Hugoniot (RH) 

relationships across each wave and the boundary conditions for the problem under 

consideration. For a non-reactive shock, the properties across its front are simply 

given by the normal shock relationships: 

p+ Cr + 1) M; 

p- 2 + Cr - 1) M} 
(G1) 

p+ 2,M; - b -1) 

p- b+ 1) 
(G2) 

u+ 
,!1 (Ms- ~J c_ 

(C.3) 
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For the detonation wave, the RH relationships can be written as: 

p­
p+ 
p­
p+ 

where: 

k 

D - u+ 1 + (,- + 'f7 =f 3 ) 

D - u_ 1 _ (r + + 1) 
1_+'f7±,+3 

1 
M2 

d 

'f7 (1 + 1+) 

(C.4) 

(C.5) 

The subscript '-' and '+' denote the state ahead and behind of the wave, re­

spectively. Equivalently for the detonation wave, the '-' refers to the unburned 

reactant with 1- = Ir' while the' +' is for the burned product of ,+ = 1 p across the 

detonation. The parameter 1 in the normal shock relationship depends on whether 

the shock is propagating in the reactant Ir or product Ip- For any given strength, 

it is discussed before that there exist two possible solutions represented by the two 

signs preceding 3. The top sign denotes the strong solution, while the bottom sign 

denotes the weak detonation solution. The unique Chapman-Jouguet (CJ) solution 

is obtained where the two solutions coincide (3 = 0). In aIl cases studied, an incident 

CJ detonation is generated upstream initially before the interaction and its strength 

for a given chemical heat release Q is given by: 

(G6) 
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Time 
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Figure G.4. Schematic of the two possible one-dimensional wave configuration models for 
the collision between a detonation with a shock wave. 

This study begins to solve the first wave configuration as shown again schemat­

ically in figure G.4a. Upon the collision of a detonation with a planar shock, a 

transmitted detonation is generated downstream, which is followed by a contact sur­

face, across which the pressure and particle velo city are uniform. A transmitted 

shock is also obtained, which continues to propagate into the detonation product. 

The properties behind the incident CJ detonation in region (1) and behind the in-
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cident shock wave in region (2) can be calculated directly from the CJ detonation 

solution of the Hugoniot and from the normal shock relations, respectively. Combin­

ing equations C.1-C.3 and equations C.4-C.5 across the transmitted detonation and 

the shock wave shown in figure C.4a and noting that pressure and particle velo city 

are uniform across the contact surface, the following equation is derived from which 

transmitted detonation Mach number can be found by an iteration procedure: 

(C.7) 

Once the correct transmitted detonation strength TJt is found which satisfies all the 

boundary conditions, other flow properties in regions (3) and (4) can be easily ob­

tained using the RH relationship. 

Sample results obtained for the transmitted detonation using the first wave con­

figuration are illustrated in figure C.5 for a gas mixtures with constant gas properties 

throughout (i.e."T = Ip = 1.2 for simplicity without loss of generality). It shows 

that there can exist three possible regions of solutions, depending on the given inci­

dent detonation and incident shock strength. In the figure, the curve indicates a CJ 

solution for the transmitted detonation, which also provides the boundary separating 

the strong and weak solutions. For example, if a Mc] = 6.0 incident CJ detonation 

collides he ad on with a shock wave of strength M Si = 2.0, only the weak solution for 

the transmitted detonation can satisfy the boundary condition (i.e. the matching) 

across the contact surface. 

Next is to consider the other possible configuration for the present wave inter­

action problem. It is possible to strictly replace the transmitted detonation by a 
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Figure C.5. Different regimes of solutions for the transmitted detonation with varying 
incident detonation and incident shock strength obtained using the first wave configuration 
shown in figure C.4a. 

CJ detonation, and due to the sonic condition behind, it can be followed by a Tay­

lor wave (or rarefaction wave) to match the condition across the contact surface, 

as shown in figure C.4b. In addition to the RH relationships across the shock and 

detonation wave, the basic isentropic relation across a rarefaction wave is needed and 

the fiow properties inside the rarefaction fan can be obtained by marching along a 

C-minus characteristic: 

2 2 
u+ - --c+ = u_ - --c_ 

,-1 ,-1 
(C.S) 

(~:) (,-1)/21 = (~:) (,-1)/2 

Combining equation C.1-C.5 and C.S yields the following algebraic equation that 

is again solved by iteration to obtain the unique solution of wave strength (i.e. the 

transmitted shock Mach number Ms!) resulting from the head-on collision between 
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Figure G.6. Different regimes of solutions for the transmitted detonation with varying inci­
dent detonation and incident shock strength obtained using the second wave configuration 
shown in figure C.4b. 

a detonation and a shock. (Note that rycj, Can be readily found using equation G.6 

from knowing the condition ahead of the detonation): 

2 

(G.9) 

It is found that solution to the above equation also exists and results are illus-
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Figure C.7. Summary of possible solutions for the transmitted detonation with varying 
incident detonation and incident shock strength based on different wave configurations. 

trated in figure C.6. The curve again indicates the specific incident detonation and 

incident shock strengths where a CJ solution for the transmitted detonation is ob­

tained. For the initial conditions below this curve, solutions are also found in the 

ab ove equation giving a CJ transmitted detonation followed by rarefaction fan as 

shown in figure C.4b. However, for conditions above this curve, no physical solu­

tion is possible. Figure C.6 therefore provides another set of solutions satisfying the 

conservation laws to describe the basic gasdynamics of a head-on collision between 

a detonation and a planar shock. 

Using this simple analytical model, this Appendix mapped out different possible 

wave configurations that can take place resulted from the collision of a detonation 

with a shock over a wide range of incident wave strength. The gasdynamics fiow 

field depends on the type of the transmitted detonation and its different solutions 

are summarized in figure C.7. It is interesting to point out that for typical gaseous 

combustible mixtures, the CJ detonation Mach number Mc), is about 4 - 7 and the 
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initial conditions for the collision with a weak shock wave always lie in the region 

below the curve shown in figure C.7. One can see that in this region of initial 

conditions there exists multiple solutions within the context of the present simple 

model. The transmitted detonation can be either a weak or CJ solution. On the other 

hand, the strong solution can only be achieved if the incident detonation collides with 

a very strong shock wave M Si 2:: 0 [10], where the flow induced by the incident shock 

becomes significant and can overdrive the detonation after collision. However it is 

hardly achievable in practice because with such a strong incident shock strength, the 

mixture itself can be auto-ignited by shock compression and in this case, it is no 

longer possible to study the interaction problem. 
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