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Abstract

The problem of enriching distributed communication has been tackled extensively by
conventional investigations of videoconferencing technology. However, standard tools
for computer-mediated communication have yet to offer a level of social engagement
that compares to the gold standard of face-to-face interaction. While a number of
systems attempt to bridge this gap by providing reasonable support for non-verbal
cues, such systems typically attempt to improve collaboration of a practical nature.
As such, we were interested in exploring the extent to which computer-mediated
technology could support human activities necessitating a greater level of creativ-
ity, playfulness and spontaneity. An additional motivation was understanding how
distributed collaboration could improve on its co-present counterpart, by leveraging
its underlying technology towards further assisting target users in effectively accom-
plishing the activity at hand.

As musical performance can be considered creative activity necessitating multi-
ple levels of communication and interaction among its participants, we decided to
investigate the topics above within the context of distributed musical performance.
Given that Computer-Supported Cooperative Work research has illustrated that suc-
cessful collaboration over a network is contingent not only on resolving technological
complexities, but also on the development of appropriate interaction paradigms, we
opted to undertake our research from a user- rather than technology-driven per-
spective. The project was initially propelled by a traditional user-centered design
methodology. As such, we began by developing a thorough understanding of our
target end user, the musician, by means of contextual observations, interviews, and
persona profiles. The information we acquired subsequently inspired a number of sim-
ple prototype designs that, in turn, were used in formal user experiments to validate
the basic premise of augmenting distributed performance. Eventually, we increased
the level of user involvement through a long-term deployment and collaboration with
a three-piece ensemble, and a participatory design cycle with a composer.

The final result of our design and development efforts is a responsive environment

that augments distributed performance with dynamic, real-time, hands-free control



ii

over several aspects of the musicians’ sound, enabling them to seamlessly change vol-
ume, affect reverb, adjust the mix, and perceive spatialized audio rendering, without
detaching themselves from their higher-level activity. Furthermore, a derivative of
this system that provides such features within the context of musical composition
was also developed.

Our user-driven design of a novel interactive musical system was not without its
share of difficulties. The non-utilitarian nature of the users’ tasks poses special chal-
lenges, requiring attention to benchmarks, evaluation techniques and alternatives
to formal quantitative testing that are suitable to the exacting nature of musical
performance. Such challenges are by no means unique to the context of musical
performance, but inherent to many creative and artistic domains. As such, this dis-
sertation contributes two novel artefacts—a responsive environment for distributed
performance, and a responsive environment for composition—along with a set of
recommendations based on our experiences working with a unique and creative end
user whose needs cannot easily be defined. In turn, our solutions may be of help to
developers looking to acquire a deeper understanding of the user experience that the

traditional notion of usability alone does not afford.



Résumé

Le probleme de l’enrichissement de la communication distribuée a été largement
abordé par les enqueétes classiques de la technologie de vidéoconférence. Cependant,
les outils standards pour la communication médiatisée par ordinateur n’offrent pas
encore un niveau d’engagement social qui compare a 1’étalon-or de I'interaction face-
a-face. Bien qu’un certain nombre de systemes tentent de combler cet écart en
fournissant un soutien raisonnable pour les indices non-verbaux, ces systemes tentent
généralement d’améliorer la collaboration de nature pratique. Pour cette raison, nous
nous sommes intéressés a explorer la mesure dans laquelle la technologie médiatisée
par ordinateur puisse soutenir les activités humaines qui nécessitent un plus grand
niveau de créativité, ludisme et de spontanéité. Une motivation supplémentaire était
notre désir de comprendre la maniere dont laquelle la collaboration distribuée puisse
surpasser son homologue du cas co-présent, en profitant de sa technologie sous-jacente
pour aider les utilisateurs a accomplir leurs activités plus effectivement.

Comme la performance musicale peut étre considérée une activité créative qui
nécessite plusieurs niveaux de communication et d’interaction entre ses participants,
nous avons décidé d’enquéter les sujets ci-dessus dans le cadre de la performance mu-
sicale distribuée. Puisque la recherche sur le travail coopératif assisté par ordinateur
a démonstré que le succes de la collaboration sur un réseau depend non seulement sur
la résolution des complexités de la technologie, mais aussi sur le développement des
paradigmes d’interactions appropriés, nous avons opté d’entreprendre notre recherche
selon une perspective axée sur 'utilisateur, plutot que sur la technologie. Le project
était initialement propulsé par la méthodologie de conception centrée sur 'utilisateur
traditionelle. Nous avons ensuite haussé le niveau de participation des utilisateurs a
travers un déploiment et collaboration a long terme avec un ensemble de trois pieces,
et un cycle de conception participative avec un compositeur.

Le résultat final de nos efforts de conception et de développement est un systeme
qui augmente la performance musicale distribuée avec des controles dynamique, aux
mains libres, en temps réel sur plusieurs aspects du son musical. Notre systéeme per-

met aux musiciens de changer leur volumes, d’ajuster leurs niveaux de réverbération,



de régler leur mixage, et de percevoir des effets audio spatialisés, tout d’une facon
transparente qui ne nécessite pas qu’ils se détachent de leur activité de niveau
supérieure. En outre, un dérivé de ce systeme qui fournit ces mémes caractéristiques
dans le contexte de la composition musicale a également été développé.

Notre conception axée sur I'utilisateur d’'un systeme musical interactif n’était pas
sans part sa part de défis. Le caractere non-utilitaire des taches des utilitsateurs pose
des difficultés particulieres, exigeant une attention spéciale aux indices de référence
et techniques d’évaluation, et des alternatives aux tests quantitatifs formels qui sont
adaptés a la nature de la performance musicale. Ces défis ne sont pas uniques
au context musical, mais sont aussi inhérent a plusieurs domaines créatifs et artis-
tiques. En conséquence, cette these contribue deux objects fabriqués nouveaux—un
environment réactif for la performance distribuée et un environment réactif for la
composition musicale—accompaniés par une série de recommendations basées sur
nos éxperiences en travaillant avec des utilisateurs créatifs et uniques, les besoins de
qui ne peuvent pas étre facilement définis. A leur tour, nos solutions pourrait étre
utiles aux développeurs qui cherchent a acquérir une compréhension plus profonde
de 'expérience de I'utilisateur que la notion traditionelle d'utilisabilité ne peut pas

offrir.
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Chapter 1
Introduction

According to Ackerman, one of the challenges central to the field of Computer-
Supported Cooperative Work (CSCW) can be described as the “social-technical gap”,
a mismatch resulting from the flexible and nuanced nature of human activity when
contrasted with the rigid and brittle nature of technical systems [1]. Thus, the author
continues, bridging this gap through computational entities (e.g. information trans-
fer, roles, and policies) that are also flexible and nuanced in nature, is essential to the
successful design of CSCW applications. This is particularly crucial for distributed
collaborative environments, where participants often suffer from a lowered sense of
shared awareness, and a decrease in mutual perception of non-verbal cues (e.g., gaze
direction, gestures, posture) [171]. Such a problem has been tackled extensively by
conventional investigations of videoconferencing technologies: telepresence systems,
shared virtual table environments (SVTE) and mobile remote presence (MRP) sys-
tems have all emerged in a bid to enrich social engagement within the distributed
context. However, such systems strive to improve collaborations of a functional na-
ture, helping to improve cooperation on specific, work-related tasks among remote
participants. In an effort to explore the breadth of human activity that computer-
mediated communication can enrich, we became particularly interested in examining
the creative, ludic and spontaneous aspects of social interaction within a distributed
context. An additional motivation was the question of whether distributed collab-

oration could improve on its co-present counterpart by leveraging its underlying
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technology towards further assisting target users in effectively accomplishing the ac-
tivity at hand. One area particularly suited for such investigations, given its socially
and temporally exacting nature, is that of distributed musical performance, more
formally referred to as network musical performance (NMP).

As CSCW research illustrates, however, successful collaboration over a network
is contingent not only on resolving technological challenges, but also on the develop-
ment of interaction paradigms that can support both the complexities and subtleties
of cooperative behaviour. As such, many researchers approach the design of dis-
tributed collaborative environments from the user- rather than technology-driven
perspective commonly advocated in human-computer interaction (HCI) research.
As a temporally exacting activity, demanding multiple levels of communication be-
tween the players [47], we argue that the design of novel interactive musical tools can
benefit from, and should be afforded, the same level of attention to user needs and
behaviours. The only caveat, however, is that user-centered methodologies require
careful consideration when applied within the context of musical performance, for
reasons discussed below.

Experts in music technology research have for long acknowledged the benefits
their field stands to gain from HCI research. Tanaka, for instance, argues that
“[ijnstrumental music. ..establishes rich forms of human-machine interaction that
catalyze human-human interaction”. Thus, the author continues, the successful
design of musical interfaces should be “the result of a fusion of computer-human
interface design and acoustic instrument lutherie” [179]. User-centered techniques
in particular have enjoyed a growing popularity among developers of new musical
interfaces (NMIs)—a term by which we describe novel interactive music systems,
gestural controllers, sound installations and sonic environments—keen on improving
and sustaining performer and audience engagement. However, the design of NMIs
poses some rather interesting problems for traditional HCI techniques. First, the
performer is a very unique type of user: his “needs” can be difficult to establish,
given that novel artistic tools typically do not exist to a serve concrete purpose, the
way a document editor does for example. His “goals” when using such tools can also

be too ambiguous to define, seeing as he perhaps has never considered alternatives
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to his traditional gear. Such challenges are in fact encountered by many interface
designers looking to augment creative activities via computing technology: from vi-
sual to performance arts, or even the more creative facets of graphic design or photo
editing, developing a thorough understanding of the artist-machine relationship is no
trivial task. Furthermore, as with any physically and mentally demanding activity,
the nature of musical performance imposes strict constraints on any interaction de-
sign: a musician’s hands are almost always busy playing an instrument. Naturally,
his auditory channel is occupied, listening to the sounds he and the other musicians
produce. His visual channel is less burdened, but still serves an important role in
communicating with his peers. In addition, unless he is a laptop music performer, it
is highly unlikely that he will detach himself from the performance and step over to
a mouse and keyboard. As a result, many considerations of usability design bear an
added level of complexity, and many traditional input and output paradigms become
unsuitable.

We decided to examine such challenges by taking a user-driven approach to the
design of a novel environment for NMP. By choosing an application area where
communication is strongly driven by creativity, self-expression and spontaneity, we
hoped to explore the ways in which CSCW systems could better support the “highly
flexible, nuanced, and contextualized” aspects of human activity [1]. In addition, we
hoped that lessons extrapolated from our efforts could be of use to other developers
interested in working on non-utilitarian systems or in creative domains. Given that
distributed performance, like many on-line activities, exhibits a decreased sense of
sociability among participants [106], we wanted the primary goal of our system to
be that of restoring the social aspects of performance. In addition, as Corness and
Schiphorst explain, “[plerformers tacitly know how to pay close attention to bodily
cues that accompany movement, as they have consciously developed their awareness
of these cues to enabled skilled interaction with other performers” [55]. Thus, we
hoped that capitalizing on embodied performer-performer interactions would offer
the added advantage of enabling musicians to use our system’s functionality without
detaching themselves from the higher level task of performance. Furthermore, we

wanted to encourage musicians to delve into new sonic territories. By creating a
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system that allows them to experiment with paradigms that traditional performance
does not support, we hoped to make the concept of distributed performance more
alluring. Determining the type of functionality our system should afford, however,
was no trivial task. We had a number of criteria in mind. First, as a means of
extending the social aspects of traditional ensemble music into NMP, we wanted the
system to be driven by the interpersonal interactions between distributed musicians.
Second, we wanted to offer performers unprecedented control over aspects of their
instrumental mix at any given time. Finally, we wanted all controls to be easy to
learn and use, and all mappings to be transparent, offering a clear link between user
input and system output.

Our efforts resulted in an augmented distributed performance environment that
allows musicians to utilize common gestures and behaviours, such as head tilting,
body turning and simple motion, as a means of affecting each other’s volume and
reverb levels, adjusting audio mixes and experiencing spatialized sound. The system
was designed for relaxed performance settings that include room for improvisation
or experimentation (e.g., loose rehearsals or jams). An example use case scenario for
our system would involve geographically displaced friends who wish to play music
together over a network, but seek alternatives to traditional videoconferencing that
can further enrich their interpersonal interactions. Our performance environment
can currently only support electric or electronic (rather than acoustic) instruments,
in order to ensure that the modified audio mix played back through the musicians’
headphones is not overshadowed by the actual sound of their instruments.

Our user-centric design of a novel, interactive performance environment was met
with several challenges. First, given that the vast majority of musicians have never
partaken in distributed performance, even a carefully developed understanding of
the target users could not help us anticipate the types of interaction they would
find useful or the problems they may encounter. Furthermore, the standard notion
of usability is not particularly suited to our context, given that the benchmarks
of musical performance tend to be hedonic, subjective qualities such as enjoyment,
creativity and self-expression. Finally, we found the insight gained from formal,

multi-user, quantitative experiments to be rather limited, as they lacked the depth
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of knowledge necessary to guide us towards significantly improving the overall user
experience with our system. These factors encouraged us to develop user-centric
approaches, benchmarks and evaluation criteria tailored to the unique nature of
musical performance, as described throughout the remainder of this dissertation. As
stated earlier, NMI designers have long benefited from HCI knowledge. Nonetheless,
we believe that the lessons drawn from taking a purely user-centric approach to the
design of novel musical controllers and environments can also be of great use to

interface developers wishing to approach creative applications in a rigorous fashion.



Chapter 2

Background and Previous Works

2.1 Computer-Supported Cooperative Work

In 1984, Grief and Cashman invited researchers from varied disciplines to explore
the ways in which newly emerging office automation techniques could better support
workplace practices [86]. It was during this workshop that the term “Computer-
Supported Cooperative Work” was first coined, paving the way for a new “design
oriented research area” that has since continued to grow [42]. While Cartensen and
Schmidt contend that some debate may surround the exact definition of CSCW,
the authors broadly describe the field as one aiming to address “how collaborative
activities and their coordination can be supported by means of computer systems”
[42]. The vast majority of CSCW systems, also often referred to as groupware,
continue to be categorized according to the matrix introduced by Johansen in 1988,
and seen here in Figure 2.1 [102]. In essence, collaborations may take place between
remote and/or co-located participants, in a synchronous or asynchronous fashion.
Early and popular examples of CSCW include the media spaces developed at
the Xerox Palo Alto Research Center (PARC) in the mid-1980s. Described as “[a]n
electronic setting in which groups of people can work together, even when they are
not resident in the same place at the same time”, media spaces allowed participants to
create real-time visual and acoustic environments spanning several, physically remote

areas. The images and sounds produced in such environments could also be recorded
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Fig. 2.1: Computer-Supported Cooperative Work matrix, originally proposed by
Johansen, and later updated by Baecker et al., adapted from reference [9]

for later access [20]. As part of the Ontario Telepresence Project, Buxton et al. later
merged the idea behind media spaces with the tenets of ubiquitous computing. The
result, dubbed Ubiquitous Video, or UbiVid, helped expand interactions between
remote participants from dedicated areas to entire workspaces [32]. For instance,
Buxton re-configured his office to include various locations where remote visitors
could appear: on his desk for one-on-one work, at the coffee table where he holds
informal meetings or above his door to check his availability. One of the visiting
researchers on the Ontario Telepresence Project was Ishii, who also made significant
contributions to early CSCW research. In particular, Ishii introduced the notion
of “shared workspaces” as systems that “overcome space and time constraints, and
support dynamic collaboration in a work group” [99]. Shared workspaces are designed
as a continuous extension of individual work areas, allowing for a seamless, two-way
transition between collaborative and individual modes of work. Ishii first exemplified
this notion through the TeamWorkStation, a system that not only fused images of
its users’ desktops with their computer screens, but also allowed them to share their
favourite tools from either spaces with other collaborators. The concept of shared
workspaces was also a foundation of Ishii’s ClearBoard, a drawing medium that
allowed remote participants to collaborate over a drawing board using colour markers,

electronic pens and natural gestures, all while maintaining direct eye contact with
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one another [101].

While such early works allowed their developers to explore the various facets
of an emerging field, it became particularly apparent to them that the success of
CSCW systems is contingent on more than simply novel technology. The developers
of media spaces, for instance, explain that “[t]echnologies to support collaborative
work are defined by the social setting and by the nature of the work, as well as by
the features of the technology” [20]. Such an observation is supported by one of
the key findings of the Ontario Telepresence Project, whose chief sociologist stressed
that “[tJechnology fails often for social, not technical reasons” [31]. Finally, Ishii et
al. highlighted their choice of a user rather than technology-driven design approach,
in a bid to create systems that “respect the skills that people use in everyday life”
[100]. Such views were in fact distilled by Bannon, who found early CSCW systems
to be particularly instrumental in uncovering certain “fictions” about how people
integrate tools into their work, and instead encouraged researchers to focus their
attention on the nature of collaboration within various settings and contexts [11].
As such, successful CSCW systems must evolve from a thorough understanding of the
ways people work and collaborate with one another. Ackerman, for instance, states
that “CSCW systems need to have at their core a fundamental understanding of how
people really work and live in groups, organizations, communities, and other forms
of collective life” [1]. Such a view is supported by Rodden and Blair, who emphasize
that “CSCW researchers must focus their efforts to understand and account for the
characteristics of cooperative work”, as well as Cartensen and Schmidt, who argue
that CSCW necessitates a “much better and well conceptualized understanding of
cooperative work and its complexity” [42, 161]. Similarly, Sauppé and Mutlu argue
that the design of CSCW systems that can effectively support remote collaboration
must be informed by “a better understanding of how people collaborate face-to-face
and the mechanisms that they use to coordinate their actions” [165].

It therefore comes as no surprise that a number of researchers advocate the adop-
tion of user-driven techniques when it comes to designing CSCW applications, with
Bannon and Schmidt going as far as warning that a technology-driven approach
could “dilute” the field [13]. Gross et al. add that since CSCW consists, in fact, of a
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collection “socio-technical systems”, focusing solely on the development of technical
features “ignores the potential influence of distributed information of users...and
their behavior” [84]. As a result, a number of researchers have attempted to im-
prove the design of CSCW systems through in-depth studies of user behaviours
and gestures during collaborative activities. For instance, Penichet et al. proposed a
Task-Oriented and User-Centred Process Model for Developing Interfaces for Human-
Computer-Human Environments, or TOUCHE, in response to the shortcomings of
traditional software engineering analysis models within the context of CSCW. The
authors argue that while such models may uncover “static and behavioural issues”,
they are inadequate when it comes to modelling collaboration. As a result, TOUCHE
offers an iterative approach that places the participant-within-a-group at the center
of the development process [148]. As another example, Sauppé and Multu modelled
the predictive relationship between facial, gestural and vocal cues under dyadic inter-
action in an effort to understand how such cues affect perceived task success during
collaborative activities such as cooperation, instruction and negotiation. In turn, the
authors hoped such a comprehensive understanding of social cues might “inform the
design of collaboration tools that provide support for a wider range of social cues and
that adapt to the changing priorities of communication across different tasks” [165].
Similarly, Cornelius et al. developed a simple framework that characterizes existing
CSCW tools according to the mechanisms they use to transmit virtual gestures, the
roles of the participants within collaboration and the specific task domain. In ad-
dition, the authors used this framework as a basis for a study examining whether
surrogate gestures, which may be conveyed by drawing circles and arrows around
objects on a shared screen, or natural gestures, which utilize real-time videos of a
distant collaborator’s hands or body, are more suited to distributed collaborative
design tasks. Perhaps unsurprisingly, their study found that the latter performed
significantly better in reducing the distributed users’ cognitive load [54]. Such re-
sults are also consistent with the views of Kirk et al., whose study demonstrated
that the support of natural remote gestures is critical in helping distributed partic-
ipants develop a “common ground” during object-focused collaborative tasks. The

authors further argue that such an understanding of how remote gestures influence
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the grounding process can have significant implications to the design of CSCW tools
[114].

Interestingly, a number of authors view participatory design, also known as co-
operative design and later described in detail in Section 2.4, as simply an extension
of CSCW [42]. Kyng, for instance, describes cooperative design as an “instance of
cooperative work”, making computer support for cooperative design, by extension,
an “instance of computer support for cooperative work” [118]. Others, however,
such as Bannon, describe such a view as a “mistake that can only add to confu-
sion surrounding both fields” [11]. In fact, Bannon further argues that while user
involvement is important to the development of successful CSCW systems, the use
of participatory design techniques “does not automatically signify any focus on co-
operative work”. Thus, it is important to make a distinction between participatory
or cooperative design, and the design of systems for cooperative work. Instead, as
Cartensen proposes, participatory design should be viewed as a separate tradition
that should be applied to the design of CSCW applications if possible [42].

Designing CSCW applications from a user-driven perspective, however, is not
without difficulties. The success of an application designed with a focus on its in-
tended users is typically established by means of system evaluations conducted with
said users. However, while it may be relatively easy to evaluate the perceptual,
cognitive or motor variables that may be central to a single-user application in a
laboratory setting, the creation of an ecologically valid scenario for the evaluation of
a collaborative system can be far more challenging [85]. Furthermore, Penichet et
al. argue that the development of CSCW applications not only requires an under-
standing of the interactions of the users with a system, but also of their interactions
among themselves [148]. This is made particularly difficult by the fact that group
work typically evolves intermittently over longer stretches of time, as dictated by
its participants’ schedules and availabilities, putting the accuracy of observations
made during a single, fixed time slot into question. As such, Grudin explains that
“[t]ask analysis, design, and evaluation are never easy, but they are considerably
more difficult for CSCW applications than for single-user applications” [85].

One last concern in CSCW that we would like to touch upon, given its relevance
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to our work, is that of awareness. Described by Dourish and Bly as the ability to
know “who is ‘around’;, what activities are occurring, who is talking with whom”,
awareness allows for the informal and spontaneous interactions that are key to main-
taining and improving working relationships, but that are often diminished within the
distributed context [61]. However, Cartensen describes mutual awareness as “[tJhe
obvious and fundamental way to coordinate, align, mesh, etc. myriad interdependent
and yet distributed activities” [42]. As a result, Mills argues that CSCW researchers
should seek to improve our ability to achieve such awareness among participants
working through computers and across networks [137]. Awareness entails a certain
level of transparency among remote collaborators, allowing them to develop a sense
of trust and community that, in turn, encourages the playful and creative sides of
interaction. Furthermore, Gross et al. argue that awareness helps increase the orien-
tation of individuals within a group, thereby allowing them to make use of contextual
information to accomplish tasks more effectively [84]. As such, it is an aspect of co-
operative work that is particularly relevant to our interest in exploring distributed
performance, a context where musicians lose the mutual physical perception that is
central to successful musical collaboration.

The importance of awareness during performance was also tackled by Fencott and
Bryan-Kinns, who notably examined the application of various CSCW principles to
co-located musical collaboration [70]. Proposing the term Collaborative Digital Mu-
sical Interaction (CDMI) to describe “the phenomenon of technologically supported
group musical interaction”, the authors sought to explore questions of ownership,
territory and privacy, along with the roles that various participants may play while
collaborating, and the level of awareness required to support their activities [71].
Furthermore, Bryan-Kinns et al. introduced the notion of Interactional Sound and
Music (ISM) to denoting “multiple people interacting together using audio as the
primary modality” and, in comparing systems that can support such interaction to
standard CSCW applications, the authors also expressed the importance of mutual
awareness for successful collaboration [28]. Barbosa has also explored the applica-
bility of CSCW research to the musical domain, in a bid to better understand and

support the collaborative aspects of distributed performance that are often hampered
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by network delays. In fact, the author offers a classification system for “Computer-
Supported Cooperative Music” that is heavily inspired by Rodden’s CSCW matrix,
and even argues that developing paradigms specific to network musical collaboration
can lead to novel sonic systems that “express interesting new artistic results” [5].
Finally, we note that a common application area for the “same time/different
place” CSCW category that is directly relevant to our research interests is that of

videoconferencing, a topic we further explore in the following section.

2.1.1 From Videoconferencing to Telepresence

Videoconferencing systems, or groupware that aims to connect geographically dis-
placed participants through audio and video transmissions, are among some of the
most common CSCW applications. While early systems entailed expensive pro-
prietary software and hardware, the introduction of Internet Protocol (IP) based
videoconferencing in the 1990s provided access to the public at a relatively low cost.
Tools such as Skype or iChat further popularized desktop videoconferencing, allow-
ing face-to-face connections for millions of users around the world to become an
everyday reality. Nonetheless, many argue that current videoconferencing systems,
and particularly commercial ones, have failed on their promise to support mean-
ingful distributed social engagement. While some attribute the problem in part to
the limitations in video and/or audio quality that may arise from insufficient band-
width [46, 108], we argue that a far more significant problem is the inability of such
systems to preserve the “rich set of social behaviours and cues that we as humans
know and share” [2]. Eisert, for instance, describes standard videoconferencing as
“limited in its support of natural human-centered communication”, before adding
that the support they offer for cues such as body postures, subtle movements, gaze
direction, room acoustics, joint interactions, eye contact and other forms of non-
verbal communication tends to be problematic, lacking or entirely absent [64]. To
this, Sirkin adds that “[w]e use embodied non-verbal communications such as ges-
tures, body movements, posture, visual orientation, and spatial behavior in concert

with our verbal communication to signal our attention, express emotions, convey at-
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titudes, and encourage turn-taking, and...we (perhaps subconsciously) prefer that
our technological counterparts follow suit” [171].

The Hydra system, developed by Buxton et al. under the Ontario Telepresence
Project described in the previous section, attempted to address issues such as gaze
and spatial awareness. The system used independent communication devices dubbed
Hydra units, each with its own video display, microphone and speaker, distributed
on a local participant’s desk to allow for the spatial and acoustical separation of
remote collaborators [170]. In essence, such a configuration affords participants the
same spatial relationship they would benefit from if they were physically co-present
around a table. As such, the Hydra systems allows them to take advantage of “many
of the spatial cues of gaze awareness, head turning, gaze awareness and turn taking
that are found in face-to-face meetings” [32]. A number of subsequent telepresence
systems, or tools that aim to confer a higher level of co-presence than standard video-
conferencing systems, took their inspiration from the Hydra system. In particular,
shared virtual table environments (SVTE) emerged to give participants the impres-
sion of being seated together around a table, thereby allowing them, as Kauff et al.
explains, to “make use of rich communication modalities as similar as possible to
those used in a face-to-face meeting (e.g., gestures, eye contact, gaze awareness, real-
istic images, correct sound direction, etc) and eliminate the limits of non-immersive
teleconferencing, which impoverish communication (e.g., face-only images in sepa-
rate windows, unrealistic avatars, no eye contact)” [109]. Such systems also have
the added advantage of allowing for greater physical context than desktop video-
conferencing systems: participants are aware of their relative placements and, as
such, have a mutual physical reference frame [78]. Examples of such systems in-
clude TELEPORT, a teleconferencing system that merges a real local environment
with a virtual one to give its participants the illusion of sharing the same space [78],
and the Virtual Team User Environment (VIRTUE), a “tele-cubicle” that provides
a seamless transition between a real desk and a virtual conference table [109].

Such systems are particularly notable for expanding on the notion of shared
workspaces proposed by Ishii, and described in the previous section. While Ishii

envisioned workers sharing designated real and electronic work areas, SVTEs allow
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them to share entire rooms. By creating a seamless transition between the real and
the virtual, shared virtual table environments give users the impression of being part
of an extended perception space, and allow remote participants to be rendered under
a correct perspective view in the virtual environment [109], two factors which con-
tribute to an increased sense of co-presence. As an example, Gibbs et al. describe the
contribution of the TELEPORT system as its ability to mimic, using 3D modelling
and rendering, a shared physical context, and to provide life-sized display of remote
participants placed within a virtual space [78]. As such, displaced participants may
benefit from the same awareness of consensus regarding objects surrounding them
and the relative distance between them, which, in turn, confers a greater level of
immersion in the shared space.

A more recent trend in telepresence solutions aiming to transfer the richness
of face-to-face interactions to the distributed context is that of telerobotics, also re-
ferred to as telepresence robots, mobile remote presence (MRP) systems or embodied
proxies. In essence, such systems combine “a live video representation of the remote
worker with a local physical platform, often with human body-like proportions” [171].
Like the Hydra system or SVTEs, telepresence robots aim to restore the common
social cues and behaviours that typically allow us to perceive and communicate such
feelings as engagement, trust and persuasion [2]. Examples of such systems include
MeBot, a telerobot that not only communicates audio and video, but also expres-
sive gestures, body pose and proxemics [2]; the Texai Alpha system, which consists
of a mobile base, touchscreen, microphone, speakers, pan-tilt webcam, wide-angle
camera, and two laser range finders [123]; and Sirkin and Ju’s embodied proxies,
which connected a hemispherical base to a video screen by means of an articulating
“neck” that could pan and lift at the hemisphere, or tilt the screen itself, thereby
mimicking common head motions [171]. Another example is TeleHuman, which, al-
though not mobile, was designed to support greater awareness of gaze and pointing
gestures. TeleHuman comprises a life-sized cylindrical display, onto which 360° 3D
video models of remote users, captured through multiple Microsoft Kinect units, can
be rendered with perspective correction and stereoscopy using an off-the-shelf 3D

projector. By preserving 360° motion parallax as a viewer moves around the cylin-
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der, TeleHuman is able to support gaze awareness and gestural interaction beteween
distributed participants [113].

By supporting non-verbal cues and gestures, the distributed systems described
above are able to approximate face-to-face communication to a greater extent than
desktop videoconferencing systems, and, as such, are suitable for a wide variety of
collaborative tasks that extend beyond the context of the workplace. The TELE-
PORT system, for instance, was used by musicians in Geneva to rehearse with a
conductor in Germany as part of the Distributed Video Production project [78].
In fact, many systems for network musical performance take their inspiration from
videoconferencing tools. Examples of such distributed performance systems, among

several others, are thoroughly detailed in the next section.

2.2 Network Musical Performance

Continual advances in networking technology have led to a virtual collapse of geo-
graphical distances. As the field of Computer Supported Collaborative Work emerged
to address many of the ensuing social and technological effects, the notion of people
being apart yet feeling together has become quite commonplace. Remote collabora-
tion over a network, however, is not a task without its share of challenges for tightly
coupled interactive activities, the most glaring of which is arguably latency. Put
simply, there are restrictions on the transmission speed of data: while optical fibers
that operate at 99.7% of the speed of light have recently been developed [151], exist-
ing fiber optics networks can, under the most desirable of conditions, only reach up
to 70% [38]. This places the theoretical round trip-time (RTT) between New York
and San Francisco at approximately 44 ms, and this figure does not take compres-
sion, encoding and decoding, existing traffic on the network or transmission error
checking into account. As researchers began to investigate transmission protocols
that could address these issues, many turned to music as a testbed for studying the
system requirements for synchronous collaborative activities over distance: musical
performance is a temporally exacting activity demanding multiple levels of inter-

communication amongst the players and, therefore, it is quite suitable for testing
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stringent network requirements [47]. As far back as 1998, audio applications specif-
ically designed for next-generation networks were initiated to examine the effects
of latency and jitter on long-haul uni- and bidirectional data flow. On the other
hand, as exemplified through John Cage’s 1951 “Imaginary Landscape No. 47 it
has become quite common for artists to take “cutting edge” technology and use it
to maximize the aesthetic and conceptual value of their work [6]. Thus, it was not
long before musicians began to make use of the audio applications described above
to experiment with sound over IP from a creative standpoint. The network was no
longer limited to being a platform for the unilateral distribution of digital content,
but began to act as a medium for high-quality bidirectional musical interaction,
propelling the field of distributed performance, more formally referred to as net-
work musical performance [39]. However, performers were quickly confronted with
the reality of time delays and quality losses. The unidirectional latency required to
achieve synchronous play must be lower than what is known as the one-way ensem-
ble performance threshold (EPT) of only 25 ms [169], a condition that is extremely
hard to achieve even under the most ideal of network conditions. To cope with this
drawback, a number of artists turned towards exploring alternative approaches for
performance over the network. In turn, many began questioning the merit of aiming
for synchronous presence with remote participants, choosing instead to investigate
the implications of remoteness. Renaud, for instance, considers latency to be a mu-
sical feature in its own right that can be used as a specific compositional tool [159].
Similarly, Tanaka describes the instinctive reaction to reduce delay in network per-
formance as a “misplaced motivation”, explaining that accepting latency can lead to
the creation of music that is idiomatic to the medium [178]. Furthermore, the author
likens the network’s temporal characteristics to those of any other physical acoustic
space, saying: “Seen in this light, it was the same as when composers consider the
acoustical characteristic of a concert space in which their work might be performed.
Composers of sacred music in the Medieval era were writing for reverberant cathe-
dral architectures. They were fully aware of this, even taking advantage of the long
reverberation times to “hide” secular melodies within the long, slowly moving lines

of the cantus firmus” [181]. Schroeder and Rebelo also encourage us to shift the em-
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phasis of “being there” towards a greater exploration of “being apart”, and further
claim that musicians, digital artists and performers are moving towards embracing
what computer programmers consider “problematic”, “disturbing” or “irritating”,
nd developing strategies for addressing loops, latencies and disruptions that can be
characteristic of a typical network [168]. Thus, we argue that there is strong merit to
be found in embracing the network as a performance space, with all its idiosyncrasies

and their implications.

2.2.1 Embracing the Network as a Performance Environment

Schroeder and Rebelo claim that the network is no longer merely a channel for com-
munication and exchange, but rather a “place in its own right, a space for being,
a locus for dwelling” [167]. As exemplified through online virtual worlds and social
networking sites, the authors continue, we are no longer onlookers, but active partici-
pants in the network. This notion begets some interesting implications. The history
of music is intrinsically linked to places and societies. Consider, for instance, the
introduction of the recording studio. Not only did it lead to a significant shift in our
definition of performance, it also paved the way for musical practices that “depend
on and are ultimately entangled in, [sic] the studio as a musical environment” [168].
Thus, NMP, many authors argue, should be granted the same considerations, and re-
garded as both an acoustic and social medium. In a way, the most exciting prospects
for NMP lie not in emulating the traditional stage, but in using the network to ex-
plore new types of performance and purpose-created music [159]. Many performance
environments have been developed to explore the implications of regarding the net-
work as a milieu. Renaud et al., for instance, distributed an instrumental sextet
across three sites, each with distinct acoustic characteristics. The authors’ goal was
to explore the superimposition of acoustic spaces that is implicit in two- or three-way
networks, much in the same way that standard ensemble relies on a common acoustic
space between performer and audience [159]. This bears resemblance to the virtual
microphone control system, or ViMic, which can project distributed musicians into

a “shared virtual acoustic space”. The sound of the musicians’ instruments at one
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end is captured using spot microphones, then spatially projected at a remote end
using an array of loudspeakers [26]. ViMic was an integral component of the Tele-
Colonization performance that took place at McGill University in 2007. Musicians
at McGill’s Tanna Schulich Hall were joined by ensembles at the Rensselaer Poly-
technic Institute (RPI) in New York, Stanford University in California and KAIST
University in South Korea. The Tele-Colonization performance saw its participants
inhabit not only the virtual acoustic space created by ViMic, but also a visual one,
whereby still images from each location were incorporated and gradually unveiled at
McGill in proportion with the musicians’ movements. In addition, audience mem-
bers at McGill had the option of switching to the acoustic environment at RPI using
wireless headphones [25]. Similarly, Barbosa’s Public Sound Project was designed to
go beyond most common paradigms of NMP, where the network is merely used as a
communication channel, and to provide an on-line public performance space where
people could choose to participate (either as performers manipulating sound objects,
or as members of audience) in on-going collaborative sonic events. According to the
author, it is the Internet’s essence to provide permanent connectivity. Therefore,
a public Internet event should go on permanently, and the audience and perform-
ers should be free to join and leave as they see fit [6]. This notion of permanent
connectivity also brings to mind the Global String installation [182]. Designed by
Tanaka and Bongers as “a musical string (like the string of a violin or guitar) that
spans a large geographical distance”, Global String consists of two large steel cables,
physically separated from each other, but connected as one through a virtual string
on the network. Plucking one of the cables leads the other to resonate, both phys-
ically and acoustically. As a “musical instrument that exists in the mixed realities
of acoustical and network space”, Global String was specifically designed to explore
the implications of performing across the network. The authors wanted to forgo the
goal of “seamless remote communication” typically sought by videoconferencing ap-
plications, and instead use Global String to “create an awareness of the network as
a visceral entity” that often behaves less than ideally. Audio quality at one end was
meant to reflect the distant nature of the remote side, and the conditions of the net-

work carrying the signal across. In addition, like Barbosa’s Public Sound Project,
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Global String is a continuous installation: the string is always present, vibrating,
awaiting a user, reflecting the “temporally imprecise nature of the network”. An-
other example is Constellations, a gallery installation that allows visitors to navigate
a “spatial acoustical network”. Excerpts by different composers are represented by
an on-screen universe of planets with which visitors can interact. When a planet
is chosen, its accompanying sound is streamed from one of five computers and res-
onates in the gallery, thereby allowing visitors to effectively navigate through the
network space [180]. That being said, embracing the network as a valid performance
environment implies confronting the reality its inherent latency, and the effect this
has over any musical activities. As a result, taxonomies for NMP tend to classify
existing systems in terms of the latencies they exhibit, as discussed in the following

section.

2.2.2 Classification of systems for Network Musical Performance

Carot et al. have identified three design philosophies generally adopted by creators

of systems for distributed musical performance [39]:

1. Realistic Jam Approach (RJA): the goal is to enable geographically dis-

placed musicians to feel as though they are playing in the same space.

2. Remote Recording Approach (RRA): this approach involves producing

music by using the Internet as a medium for remote recording sessions.

3. Latency Accepting Approach (LAA): the Internet is a decentralized and
space independent medium, and thus network delays of more than 200 ms are

common and perfectly acceptable.

In this section, we provide an overview of existing systems that exemplify these

approaches, and discuss the strengths and weaknesses of each.

Realistic Jam Approach (RJA)

Long before the proliferation of the Internet, distributed musicians had begun taking

advantage of available communication technologies to collaborate successfully with
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one another. In fact, as far back as 1975, Galloway and Rabinowitz used satellite
transmissions to network artists performing dance and music scores. For most of
the two decades that followed, satellite links were the only means of connecting
remote musicians, with the exception of The Hub, whose members used telephone
lines connected to a modem to transmit Musical Instrument Digital Interface (MIDI)
messages between musicians in 1986. In 1993, Schooler et al. were among the first who
used the Internet to synchronize, at one location, three real-time streams of music
transmitted from different hosts, albeit at a significant delay of 200 ms [49, 166].

In the following years, Cooperstock et al. set to create the “Recording Studio
that Spanned a Continent”, where the remote end would be able to mix the received
audio signal. In 2000, this culminated in a demonstration during which recording
engineers at the University of Southern California were able to mix the 12 channels of
uncompressed pulse-code modulated audio streamed from a jazz group performing at
McGill. The event marked the first time that live audio sampled at 24-bit 96 kHz was
successfully streamed over the Internet [52]. It was also in 2000 that the Internet2
framework was first used in a distributed performance context as part of the World’s
first Remote Barbershop Quartet. Each of the four singers was in a different location,
and although they could not see or hear each other, their efforts were coordinated
by a conductor and a mixer who, along with an audience, were present at a fifth
location [48].

Finally, in 2001, SoundWIRE (Sound Waves Over the Internet From Real-Time
Echoes) was used to organize the first successful two-way musical collaboration over
the Internet. SoundWIRE is a Transmission Control Protocol (TCP) based frame-
work originally designed to explore the use of audio as a network measurement tool,
through the use sonar-like pings that aurally display the quality of a bidirectional
connection. Chafe was able to use SoundWIRE to stream high quality audio bidi-
rectionally between a pianist at Stanford University, California and a cellist at the
Internet2 headquarters in Armonk, New York. Although there was very little signal
loss, the acoustic latency of 125 ms was “on the ‘hairy edge’ for an unencumbered
performance” [169]. Nonetheless, despite the noticeable delay, Chafe reports that

musicians were able to “catch-up” during the pauses [44]. A much lower delay was
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experienced when musicians from Stanford University and McGill were joined in
a cross-continental jazz session in 2002 using the Ultra-Videoconferencing system
developed at McGill. Surround sound and full-screen video were streamed bidirec-
tionally over a dedicated communication line. Although the system was unable to
achieve a one-way audio delay much below 50 ms, the musicians involved reported
feeling as though they were present on the same stage [49].

A number of standalone software applications for audio streaming were later
created with accessibility to the average musician in mind. For instance, the read-
ily available Soundjack software, developed by Carot in 2005, can directly access
the soundcard buffer and send audio data via User Datagram Protocol (UDP) [37].
Soundjack was successfully used in a number of distributed performances that at-
tempted to replicate the co-present condition all across Europe. However, the final
latency achieved was dependent on the physical distance between sender and re-
ceiver, the type of routing between them, and network capacities and conditions.
Similarly, eJamming is a commercial software available online that promises to “en-
able musicians to play together in real-time as if in the same room even if they are
far from one another” [35]. It differs from Soundjack in using MIDI data rather
than audio, thereby greatly reducing the bandwidth requirements. In addition, data
is transmitted only when an event is triggered by the user. eJamming deals with
delays in two ways: first, a data package arriving after a time threshold (pre-defined
by the user) is discarded. Second, “delayed feedback” is used for any sessions where
latency exceeds the ensemble performance threshold of 25 ms, meaning that one’s
own instrument can be delayed by an adjustable amount in order to get it closer to
the incoming sound. Unfortunately, both strategies can have undesirable effects on
performance, with the former leading to missing notes and the latter causing unnat-
ural feedback between a musician and his instrument[39]. As another example, the
JamSpace system was designed to encourage novices to play music together anony-
mously over a network, by combining pressure sensitive pads mapped to percussion
instruments with a simple software interface allowing users to set various performance
parameters and connect with one another [87]. Finally, Alexandraki and Akoumi-

anakis introduced DIAMOUSES, a system they described as an “open framework
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that aims to enable a wide range of applications and services for intuitive music ex-
pression and collaborative performance among geographically separated musicians”
[4]. In essence, DIAMOUSES is a generic platform that can support a variety of
synchronous and asynchronous distributed musical activities, such as rehearsals, live
performances and lessons, by allowing its users to select between peer-to-peer or star
network topologies according to their needs. The framework also offers an open and
reusable application programming interface, or API, to facilitate integration with
other existing toolkits.

We should note that alternatives to the “universal” value offered by the commonly
used ensemble performance threshold have also been explored. For instance, during
a study conducted by Carot et al., five drummers were asked to perform separately
with the same bassist, all of whom were professionals. The performance speed varied
between 60 and 160 beats per minute, and the delay between each of the two players
was increased in 5 ms increments, until either of them began to feel uncomfortable
or slowed down. The authors found that each player’s results varied “in such an
extreme way that it is not possible to define a general valid threshold”. Instead,
they propose defining an “individual acceptance value” that depend on each player’s
“rhythmical attitude”, or what the authors define as the Personal Beat Shift Range
(PBSR). Cardt et al. also introduce the notion of the ensemble delay acceptance limit
(EDAL), a value that must be determined separately for every dedicated test setup
[40].

Interestingly, several experiments with systems developed under the RJA have
shown that musicians will develop their own strategies for dealing with large delays
when they do occur. For example, the Distributed Immersive Performance (DIP)
system, designed to be a seamless environment for remote and synchronous musi-
cal collaboration, was used for a series of user-centered experiments to assess the
psychophysical effects of latency systematically on remote collaborative musical per-
formance [47]. In their studies, Chew et al. enlisted the help of the Tosheff Piano
Duo, two expert users, to perform a rhythmically demanding piece under various
conditions of auditory delay. The tolerable threshold for auditory delay was found

to be in the 50-75 ms range. Around the range’s upper limit, the performers strug-
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gled to keep time. Surprisingly, however, tempo variability decreased when the delay
increased to 150 ms. The authors hypothesize that greater tempo variability was
observed around the usability threshold because, at that point, the musicians be-
gan exploring new strategies to compensate for the delay. Beyond the threshold,
however, the latency is unacceptable and the players revert to their modus operands,
adopting more stable strategies that do not differ greatly from the practiced norm.
Similarly, in October 2001, real-time improvised duets between musicians in Dresden
and Barcelona took place as part of the Networkshop festival. Even though the ex-
perienced latency hovered around 100 ms, the musicians had the freedom to increase
the delay as they saw fit. Perhaps surprisingly, they reported having a “very good
feeling of playability” as a result. In turn, their strategies greatly affected the result-
ing soundscape, leading to a performance that can be considered impossible outside
the network [6]. As a final example, Renaud and Rebelo held a real-time, three-site
tele-concert between Queen’s University (Belfast), Stanford, and the University of
Washington. To overcome latency, the musicians began adapting a “leader-follower”
strategy, which allows for a selected leader in one site to set the tempo for all others.
The performance helped uncover that musicians can easily adapt to new types of
listening situations, particularly if they remain relatively stable [159]. Interestingly,
these examples illustrate that increasing latencies can drive musicians to transform
their overall approach into a “latency-accepting” one, a philosophy further discussed

in Section 2.2.2 below.

Remote Recording Approach (RRA)

Propelled by popularisation of e-mail, many of the early and experimental web-based
distributed performance systems of the 1990s were founded on the Remote Recording
Approach. One of the first such systems was Craig Latta’s NetJam, which allowed a
community of users to collaborate asynchronously by exchanging MIDI files through
e-mail [119]. In 1996, the introduction of Steinberg’s Virtual Studio Technology
(VST), an interface that integrates audio synthesizers and effect plugins with audio

editors and hard-disk recording systems, served as a major catalyst in the develop-
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ment of next-generation remote recording applications. For instance, the VSTunnel
Plug-In, which was designed to be used like an insert effect in a VST compatible
sequencer’s master out channel, allows users to start or join other sessions. A session
can be made private, meaning that its creator can distribute it as she sees fit (by
e-mail, for instance), or public, which adds the session to a public list accessible by
other users. When a user joins a pre-existing session, its contents are analyzed by the
VSTunnel plug-in. Local changes are then recognized, compressed and transmitted
to the other participants in the session. Such changes can subsequently be mixed
into the audio output. In this manner, within a local session, every user is able to
listen to his own mix, as well as those of the other participants, and adjust each
as he sees fit [136]. The Digital Music Link (DML), another plugin for VST, was
designed to promote asynchronous collaboration amongst remote musicians. User A,
acting as a “performer” and User B, acting as a “recorder”, log on to the DML and
choose a session. User B assigns a track in his production to User A, then starts the
recording process. User A receives the mix and adds in her own track, as though
present in a recording booth in User B’s studio. Each recorded sample is given a
timestamp by the DML to facilitate sorting. User B’s playback does not start until
User A’s data is fully received, so as to maintain the recording booth and studio
analogy [163]. Another example of the Remote Recording Approach is the Internet
Sound Exchange (ISX) program, an application for computer music composition,
performance and improvisation for Internet2 [94]. It allows many hosts to send algo-
rithmically controlled mixes of sound samples to each other. Before a performance,
musicians on each host must create their sound sources and upload them. The sounds
are then processed, stored and distributed among a number of machines connected to
one another over a network. Later, they can be accessed, manipulated and changed
by other musicians, leading to improvisations that enable performers to “interact
musically as if they were in the same room”. However, perhaps the best known
example of a system designed according to the Remote Recording Approach is Sergi
Jordd’s Faust Music On-Line (FMOL). The primary goal behind FMOL’s develop-
ment was to introduce the practice of experimental electronic music to newcomers,

while also satisfying more advanced electronic musicians. Users are able to create
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their own compositions using the system’s graphical user interface (GUI) before up-
loading them as small proprietary score files in a relational database. Other users
can then easily access the database, and further manipulate the score files before
uploading the revised versions back to the database. What made FMOL stand out
was its GUI, where all sound manipulations were represented visually in a manner
analogous to the strumming of guitar strings. This made the system fairly easy to
learn for novices [105]. As of FMOL 3.0, introduced in 2003, musicians were finally
able to use the system for real-time concurrent “net-jamming”.

It is important to note, however, that while Remote-Recording Approach systems
offer effective solutions for distributed collaboration, they are very much designed
with the notion of the traditional studio, rather than the stage, in mind. As a result,
such systems revert to a dated view of the network as a mere channel for the exchange
of information and, in a sense, constrain what Barbosa refers to as “the potential of

what the Internet can offer as a medium for artistic expression” [6].

Latency Accepting Approach (LAA)

According to Tanaka, “Music exists in space, in acoustical contexts, in the environ-
ment that it is played in. If music is made on networks, the network infrastructure
becomes the space the music occupies. The time characteristic of that infrastructure
defines the musical quality of that medium. Network transmission latency thus be-
comes the acoustic of the network, to be respected and exploited just as one does
when composing for specific physical spaces” [181]. Taking this view to heart, a num-
ber of artists began developing performances that explored the delays and disruptions
inherent to the network, leading to emergence of the Latency-Accepting Approach.
In the mid-90s, for instance, the Norwegian art collective “Motherboard” recognized
the artistic potential in low-bandwidth transmission, as exemplified, for instance,
through pixellated images and choppy sounds. Their 1995 work “M@ggie’s Love
Bytes”, for instance, sought to exploit the asynchronicities typical of network tech-
nology [58]. Similarly, the duo “l a u t” performed “A Synk” in 2005, a piece meant

to explore the improvisational content between two groups of musicians located in
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different places and connected by a low-bandwidth chat link. The performance was
driven by and shaped by the limitations of bandwidth, unpredictable delays and
interruptions [156]. As another example, Chris Chafe used SoundWIRE (described
earlier in Section 2.2.2) to create the “Ping” installation, which functioned as a
sonar-like detector whose echoes sound out the paths traversed by data flowing on
the Internet [44]. At any given moment, several sites were concurrently active, and
the tones created by Ping made audible the time lag that occurred while informa-
tion moved from one site to another. Visitors to the installation could expand or
change the list of available sites, and influence the types of sounds produced by choos-
ing different instrument projections, musical scales, and speaker configurations [43].
The “Gigapop Ritual” is another instance of the Latency-Accepting Approach. In
fact, the performance was created specifically to apply Tanaka’s view that “[ljatency
is the acoustics of the Internet”. Musicians located at McGill University engaged
in a network performance with musicians at Princeton [107] as part of the 2003
Conference on New Instruments for Musical Expression (NIME). High-bandwidth,
bi-directional real-time audio, video and controller data was streamed during the
collaborative event, which involved new digital musical instruments and traditional
Indian ones. The goal of the performance was not necessarily to explore the effects
of latency on the performers, but rather to allow them to experiment with different
rhythms and soundscapes through free-form improvisation with one another. An
important aspect of the performance was to explore multiplayer digital controllers
by networking musicians at the geographically different sites. This type of system is
in fact known as an Interconnected Musical Network, a topic that will be discussed
in Section 2.3.1 below. One more example of the Latency-Accepting Approach is the
Master Cue Generator (MCG), a system designed to provide musicians with various
cues in an effort to help them understand and cope with the effects of large laten-
cies. The MCG allows a “central” node on a network to act as a server, sending
three types of cues to other connected nodes: temporal, behavioural and notational.
Temporal cues send out information such as the length of a cue, a warning that a
cue is about to finish, or how much time a given node is in control of the impro-

visation until it delegates control to another node, thereby changing the network’s
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topology. Behavioural cues are sent with a certain scenario attached to them, which
can include the triggering of a waveform, or a suggestion that a given node should
only play certain notes. Notational cues can include the visualization of a waveform
from each site, the display of the cue number, a countdown or dynamic shapes that
can be activated by various factors in the performance. In order to deal with latency,
the MCG provides two approaches that are defined as synchronous or asynchronous.
For synchronous interactions, latency is added to all cues being sent such that all
nodes experience the same delay. In the more interesting asynchronous approach, all
nodes experience latency as is, which leads to the generation of rhythmical patterns
created by the network itself [158].

A number of software tools have also been made available to the average mu-
sician wishing to experiment with the Latency-Accepting Approach. For example,
the Novel Intervallic Jamming Architecture (Ninjam) tries to establish a jamming
environment under the assumption that network latency prevents true real-time syn-
chronization of the participating musicians. Users receive each other’s output with
the delay of at least one measure, which Ninjam’s creators call “faketime”. The
goal is to put emphasis on musical experimentation and expression rather than syn-
chronicity [75]. Another example is Quintet.net, an interactive distributed perfor-
mance environment that enables performers at up to five locations to play music
over the Internet under the control of a central server acting as a “conductor”. Mu-
sicians send control streams to the server using either a pitch-tracker, MIDI signals
or the computer keyboard. The server then copies and processes the streams, before
sending them back to the musicians, as well as any interested listeners [88, 39].

While the taxonomy for latency approaches offered by Carot et al. (RJA, RRA
and LAA) allows us to categorize the vast majority of NMP systems, it can be
characterized by an almost exclusive focus on the auditory and temporal properties
of distributed performance. However, as Braasch et al. explain, “[v]isual cues can also
be instrumental to negotiating the solo order in improvised music, or enabling social
exchanges, such as signalizing to someone that her solo was well received” [27]. Thus,
in the following section, we discuss paradigms for visual communication between

remote players that were specifically designed to capitalize on the unique nature of
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network performance.

2.2.3 Visual Representations

Playing music is a multimodal experience: a musician looks at his instrument, other
musicians and his audience; he listens intently to all sounds produced around him;
he relies on haptic feedback from his instrument for guidance; and, all the while, he
communicates with other musicians, using both words and gestures. Unfortunately,
such interactions can become a real issue in network musical performance, as many
cues are completely removed from context. In fact, The Master Cue Generator de-
scribed above was designed specifically to help re-introduce behavioural cues that,
while often taken for granted in the co-present setting, can disappear in distributed
performance, much to the players’ detriment [157, 158]. Nonetheless, when it comes
to visual communication in particular, many distributed performance systems con-
tinue to take their lead from traditional videoconferencing, offering full-frontal video
as the only solution. We find that this approach does not take into account the
network’s unique characteristics. In an effort to resolve visual communication during
NMP, many researchers believe it is first imperative to better examine the implica-
tions of being in the network. For instance, Schroeder notes that “in the same way
that you cannot stare at the network straight in the eye, that you can never directly
confront the network, for it is always somewhere else from wherever you may be
looking, performers never stare at other players”[168]. In traditional performance,
although musicians communicate with each other through various cues and body lan-
guage, they do not stare at each other directly, and do not require a full-frontal view
of one another. Instead, each musician experiences only “fragments” of the whole
performance environment, through glances and peripheral vision. In fact, only the
audience is able to experience the ensemble visually as a cohesive whole. On this
notion, Schroeder further proposes that “equipping performers with a full-frontal
visual perspective of remote players fails to address the intricacies of performative
interaction, which are rooted in interpretation rather than in communication, in the

fluid rather than the representational” [167]. Putting this philosophy to the test,
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Schroeder et al. started the “Apart Project” in 2007 as a study on various novel
network scenarios. Three musicians were asked to perform two very different songs
over a network: one requiring a high degree of rhythmic synchronization, and an-
other that allowed for rhythmic improvisation based on the realization of a set of
instructions. The Apart Project was divided into various scenarios that allowed the
authors to explore a number of conditions, including the use of avatars and stan-
dard video conferencing technologies. The avatars were designed as close-up and
detailed yet abstract renditions of performance gestures. They emerged from the un-
derstanding that one never sees one’s own body as optically complete, but rather as
fragmented. Upon examination of video footage collected during the experiment, the
authors found that the avatars were not particularly helpful when playing the first
piece, because musicians could not focus on the score and a computer screen at the
same time. However, for the second piece, which required an acute type of listening,
the performers constantly looked at the 3D avatars. In fact, post-test questionnaires
revealed that they enjoyed looking at the avatars “as a means for visual interaction
and potentially for enhancing social interaction.” [167]. Interestingly, as soon as an
improvised section would start, the performers would turn towards the screens on
which the avatars were displayed, using the computer-generated graphics as a way
of interacting with each other. When iChat was used to stream full-body video cap-
ture amongst the musicians, there were remarkably few glances towards the screen
during both pieces, supporting Schroeder’s theory that performers do not need to
stare at one other directly and constantly. The contrast in behaviour observed when
full-frontal video was used instead of avatars implies that musicians have quite an
abstract reading of each other’s presence. By being one level removed from full-body
representation, the 3D graphics that constituted the avatars required interpretation,
much in the same way that a performer’s glance demands in traditional performance
[167]. As another example, Konstantas et al. also reported an interesting experience
with regards to the use of shared video in a distributed context setting. In 2001,
they developed the Distributed Music Rehearsal project, an Asynchronous Transfer
Mode (ATM) based system that allows small groups of musicians to rehearse with

a remote conductor. In contrast with the Apart Project, where the goal was simply
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to facilitate collaboration between remote musicians, participants in the Distributed
Music Project were expected to pay a greater level of attention to the conductor, as is
common in rehearsal settings. The authors indicated, however, that musicians found
giving “continuous attention to the projected video” of the conductor to be tiring. In
addition, musicians were unable to determine where the conductor was pointing due
to the flatness of the video monitors [117]. Like Schroeder, Kapur et al. have experi-
mented with the use of specialized graphics, in addition to full-frontal video, as part
of their work on distributed performance. More specifically, the authors developed
the veldt software, described as a “real-time networked visual feedback software” that
can trigger arbitrary text, images, videos or geometric models in response to MIDI
events [106]. Mappings are flexible and can be set by the musicians prior to a perfor-
mance. For instance, when veldt was used as part of the Gigapop ritual (described
in Section 2.2.2), remote players of the Electronic Dholak (EDholak), a multiplayer
networked percussion controller based on the Indian Dholak, were allowed to inter-
act with one another through a sculptural metaphor. The events they generated by
striking the EDholak were “dynamically mapped to a series of geometric operations
that generated, deleted, deformed or detached” elements of a visual artefact. Not
only did the metaphor render the EDholak players’ actions visible to one another, it
also encouraged them to interact on a new level through their collaboration to shape
the artifact itself. Animated graphics and abstractions were also a pivotal aspect of
the Global Visual Music (GVM) project, which evolved to investigate “sensory con-
nections through physical action, moving images and improvised music” [173]. The
project comprised of a series of live distributed performances, augmented with video
and computer animations created by Sorensen. Steiger composed structures for the
improvising musicians, and Puckette provided software that generated the necessary
control streams between the music and animations. This software would later evolve
into Pure Data, described later in Section 5.1. Sorensen describes the goal of the
project as exploring the “abstraction of connection”, by bridging the audience’s vi-
sual and auditory senses in a manner that is more complex and challenging than the
traditional sonification of visual elements, or visualization of sonic elements. Global

String, described earlier in Section 2.2.1, is another example of a distributed music
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installation that utilized special graphics: in addition to shared video, a visualization
of the audio signals consisting of “a real-time amplitude envelope and FFT frequency
spectrum of the sound from the two sites”, as well as a visualization of the network
conditions using readouts from the Unix traceroute command were used at each end
of the string [182]. It is also worth noting that Tanaka and Bongers did not simply
rely on traditional videoconference techniques, but designed their shared video setup
with the transduction of data from the physical space to the network, and back to
the physical space, in mind. As such, cameras and monitors were physically arranged
in a manner that faithfully recreated “the sense of playing along one string”: their
orientation was chosen to preserve eye-to-eye contact between players, and create the
illusion that both ends of the steel cable were in fact physically connected. While
the authors did not comment on the success of their special visualizations, they did
provide some notes regarding the shared video, stating that while “[v]isual contact
with the remote player complements the audio connection...sound quality is more
crucial than image quality” in any musical project. This is in direct agreement with
the views of Kapur et al., who state that the importance of stable audio supersedes
all else in NMP, explaining that “[w]e can tolerate a dropped or repeated video frame
now and then, but not choppy audio” [106]. Interestingly, during performances with
the Distributed Music Rehearsal system, Konstantas et al. observed that “musi-
cians and the conductor preferred to have a smaller delay of the audio...than to
synchronize it with the video which had a much longer delay” [117]. In contrast,
however, Tanaka noted through his extensive work on network musical performance
that “[t|he image component’s contribution was effectively nullified unless the image
was synchronized with the audio” [182].

In conclusion, there are a wide variety of approaches to sharing visual infor-
mation in distributed performance, ranging from minimal abstract animations to
high-quality, full-frontal video, and even combinations of the two. Such visual rep-
resentations can also be seen as analogous to the surrogate gestures explored by
Cornelius et al. within the context of CSCW, and described earlier in Section 2.1.
What is of interest to us, however, is whether overall performance quality can be

improved by sacrificing video in favour of low-bandwidth paradigms for visual com-
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2.3 Additional Topics of Relevance

Given that our work seeks to extend the notion distributed performance, it shares a
variety of common traits with a number of specialized research areas beyond network
musical performance. In this section, we discuss these various domains in an effort

to better situate our research within existing applications.

2.3.1 Interconnected Musical Networks

It comes as no surprise that the act of distributing performance over a network
would have a strong impact on the nature and level of communication between remote
musicians. Renaud, for instance, explains that “[ijnteraction is a real issue in network
performance systems as natural visual or sensory cues, such as breathing and gesture,
are completely removed from context” [39]. To this, Kapur adds that “[w]aiting
backstage to go on, and important aspects of socialisation after a performance, are
not the same over a network”, leading to a “loss of society within the band” [106]. As
we wanted our system to be driven largely by player-to-player interaction (a criteria
we discuss later in Section 3.3), we were particularly interested in music technology
applications that focus on increasing the level of interplay between musicians. One
such research area is that of Interconnected Musical Networks (IMNs). A term coined
by Weinberg in 2002, Interconnected Musical Networks are live performances where
players can influence, share and shape each other’s music in real-time, and can even
be seen as an example of the Collaborative Digital Musical Interaction paradigm,
described earlier in Section 2.1. Naturally, traditional performance can, to a certain
extent, be considered a form of IMN, as music-playing is a highly interdependent art
form. Nonetheless, while co-present musicians can influence each other a great deal,
the level of control over this influence is rather limited. For example, a soloist can
steer her collaborators towards a musical idea in which she is interested, but this
type of influence is more of a suggestion. She has no direct control over the other

musicians’ instruments, and there is no guarantee that they will consent to her desire



2 Background and Previous Works

33

[191]. As the introduction of new musical interfaces facilitated the construction of
electronic communication channels between instruments, musicians became able to
take a fully active role in determining not only their own musical output, but also
that of their peers.

Interconnected Musical Networks differ most notably from NMP systems in the
fact that they do not necessitate participants to be apart, and can in fact be used in
a shared space. In fact, many consider John Cage’s 1951 “Imaginary Landscape” to
be the first example of an IMN. Two performers were assigned to each of the 24 radio
transistors used, one as a “frequency-dial player” and the other as a “volume-dial
player”. The score indicated the exact tuning for each radio at any given time, but
without any foreknowledge of what might be broadcast on a station, or if one even
existed at the specified frequency. The volume player could then manipulate his cor-
responding frequency player’s output, deciding whether it should be a slight whisper
or a screeching solo [191]. When the commercialization of personal computers be-
gan in the 1970s, the League of Automatic Music Composers became the first group
to write interdependent computer compositions. Dubbing the new genre “Network
Computer Music”, the group set up a three-node network, mapping frequencies from
one computer to generate notes in another, or mapping intervals from one compo-
sition to control rests and rhythmic patterns in another. The League of Automatic
Music Composers evolved into The Hub in 1986, as its members improved their
performance by using MIDI data (as described earlier in Section 2.2.2) exchanged
through a central computer (or hub) rather than ad-hoc wired connections. Other
examples of IMNs include Duckworth’s “Cathedral”, which in fact was the first piece
composed specifically for the Web in 1997. Using a Java applet, participants could
trigger sounds by clicking on nodes hidden in the screen. Although the original
sounds were composed by Duckworth, players could contribute their own sounds to
the mix. Seeing as there was no connection between the players, the system could
support any number of users [62]. Another example is “Variations for WWW”  an
application introduced by Yamagishi in 1998. The goal of the project was promoting
“interactivity as opposed to unilaterality” and “sharing as opposed to monopoliz-

ing” [194]. Remote users could access a MAX patch connected to the Internet and
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manipulate parameters that were subsequently sent to a MIDI synthesizer. The re-
sulting output was then transmitted back to the participant. Users could play the
combined manipulations of all the other users, and modify their own contribution
in response. Similar to this example is the Palette, an online system that not only
allowed participants to share music in the form of MIDI events, but also to control
the “style and “energy” of content uploaded by others [196].

Interconnected Musical Networks can be classified by their topologies or archi-
tectures. They can be centralized or decentralized, and symmetric or asymmetric.
Centralized networks allow players to interact through instruments or controllers
that do not have a direct influence on each other, whereas decentralized networks
enable musicians to interact directly with one another (see Figure 2.2). Centralized
networks can, in turn, be synchronous, where players can manipulate the music of
their peers while it is being played, or sequential, where each player must submit
their musical material before it can be affected by a peer. Symmetric networks are
ones where all players have the same level of control. Asymmetric networks, on
the other hand, allow connections only in certain directions and only among cer-
tain nodes (see Figure 2.3). Asymmetric networks may also assign a weight to each
player’s influence, giving some the ability to effect more change than others.

Despite the promise to enhance the level and quality of interaction between mu-
sicians, participation in early IMNs was not typically a simple process. As seen with
The League of Automatic Composers, for instance, the majority of interdependent
connections between players were based on low-level elements, requiring participants
to possess specialized musical skills and technical knowledge in order to partake
meaningfully in the process. As a result, the cognitive load required from performers
to manage such interactions prevented them from further exploring the social and
expressive aspects of the network. Recalling one of The Hub’s earlier performances,
member Gresham-Lancaster commented: “The technology was so complex that we
were unable to reach a satisfactory point of expressivity” [82]. Furthermore, the
interactions proved to be too complex for audiences to understand. In fact, Wein-
berg believes that such issues are not uncommon even with modern IMNs, some of

which continue to focus on complex connections that force performers and audiences
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Fig. 2.2: Centralized (left) and decentralized (right) Interconnected Musical Net-
works, adapted from reference [191].

Fig. 2.3: Symmetric (left) and asymmetric (right) Interconnected Musical Networks,
adapted from reference [191].
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to focus on “low-level analytical elements” rather than “the expressive and social
aspects of the network”. A solution he proposes is to allow IMNs to take on the form
of expressive, gesture-based physical instruments, thereby making the overall expe-
rience “more intuitive and accessible for novices, wide audiences, and even children”
[190]. This idea bears a strong resemblance to the philosophy behind interactive
installations, another type of interfaces that also encourages interplay between mul-
tiple users, all while remaining completely accessible, a notion we expand on in the

following section.

2.3.2 Interactive Installations

Given our interest in exploring specialized forms of interaction, we turned to the
existing body of work on interactive installations for further guidance. We use the
term interactive installations (IIs) to denote works that are commonly referred to
in the literature as “interactive sound installations”, “interactive art installations”
or simply “interactive art”. Similar to Interconnected Musical Networks, interactive
installations are an example of highly collaborative interfaces, that should, as Blaine
and Fels describe, “cultivate meaningful social interactions and experiences for the
players” [18]. In addition, both IMNs and IIs are designed with a focus on overall
experience, rather than musical outcome. However, interactive installations also dif-
fer from IMNs in a number of ways. First, while the entry fee in terms of musical
expertise can vary widely for IMNs, IIs are designed with public accessibility in mind.
Ideally, participants should be to walk up to an installation and fully explore it with
no prior training or experience. In addition, an interactive installation is typically
a vehicle for communicating its creator’s message or intent by means of audience
interaction with the work [96]. IMNs, on the other hand, serve as musical instru-
ments for performance or composition that encourage higher levels of interaction
between participating users. An example of interactive installations is Iamascope,
where a camera captures viewer images and movement that are in turn used by a
controlling computer to project corresponding kaleidoscope-like images and creating

accompanying music [69]. Absolute 4.5 is another example, where participant pres-
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ence is determined through floor sensors and used to generate a large grid of colours
projected on a screen and a complex soundtrack. In essence, the system’s behaviour
is mostly determined by audience behaviour, making the performance somewhat un-
predictable [17, 63]. The Intelligent Street System further illustrates the accessible
nature of IIs: as an alternative to the often undesirable “Muzak” heard in public
spaces, it allows users to request changes via mobile text messages. The overall result
is to turn visitors of a space from passive consumers to active participants creating
their own aural landscape [131]. Similarly, the Control Augmented Adaptive System
for Audience Participation (CAASAP) was a project designed to examine a variety
of ways in which audience members could make use of mobile phones to become part
of the music-making process [177]. Finally, Feldmier et al. created low-cost wireless
motion sensors that enabled them to estimate the level of activity of a large-scale
crowd. The data could subsequently be used to generate music and lighting effects,
thereby allowing members of the crowd to drive the music to which they danced [67].

Interactive installations aim to engage the audience, whose participation is a
crucial aspect of the realization of the work itself. According to Candy, “[t]he artist,
the technologist, and the audience are all participants in the conceptualization, the
construction and the active experiences of the work”. The author further explains
that such interactive systems are “as varied as the individual people who interact with
it” [33]. To this, Bilda adds, “The design process of interactive art systems involves
systematically examining audience behaviour starting with what attracts them, what
initiates their interactions, following with sustaining their engagement across the
overall experience of the work” [16]. He also explains that such requirements make
user-centric approaches a common and recommended practice among designers of

IIs, a topic we further discuss in Section 2.4 below.

2.3.3 Responsive Environments

Interactive installations bring to mind another area offering rich examples of hands-
free, highly specialized interactions: responsive environments. In fact, we consider

responsive environments, also sometimes referred to as reactive environments, as
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the more utilitarian counterparts of interactive installations. However, while users
partaking in interactive art are typically aware of the process they become one with,
the most defining tenet of a responsive environment was perhaps best described by
Elrod, who said such systems should do their job “well enough that the occupants
are usually not aware of its presence” [65]. Cooperstock et al. further define reactive
environments as spaces where technology, rather than humans, manage the low-level
operations of a room [51]. Considered by many to be an extension of ubiquitous
computing, responsive environments gained momentum in the 1990s as a solution
to “reduce the cognitive load of the user by allowing the system to make context-
sensitive reactions in response to the user’s conscious actions” [53]. The concept
can in fact be traced back to Elrod, who had sought to interconnect Xerox PARC’s
rich computational infrastructure with a computerized building-management system
that could save energy based on office occupancy. Dubbed the “Responsive Office
Environments”, the system made use of small, low-cost sensors to determine whether
a worker was present in her office, and made changes to heating, air conditioning,
lighting and desktop appliances accordingly. The Responsive Office Environment was
essentially invisible, fulfilling its job while employees went about their daily routines,
uninterrupted.

The successful implementation of a responsive environment is highly dependent
on effective proximal sensing as the basis for context-sensitive interaction [32]. The
Responsive Environments Group at the Massachusetts Institute of Technology (MIT)
has investigated this topic extensively. One example of such work is WristQue, a
wristband that can detect its user’s location and wrist orientation, as well as its
environment’s lighting, temperature and humidity conditions. While WristQue also
doubles as a control interface, allowing users to select and manipulate a variety
of controllable devices in the environment, such as light switches and thermostats,
through simple gestural interaction, it can also provide each user with personalized
automatic control of their environment using a combination of unique identification
and location sensing [135]. As another example, Aldrich et al. developed a set of sen-
sor nodes that were deployed across the MIT Media Lab for the purpose of studying

the motion patterns of large groups of occupants as a whole. The authors hope that
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such data can be used to design more effective responsive environments that can, for
instance, optimize lighting control in open-floor plans in accordance with foot traffic
patterns [3].

Responsive Environments have also proven to be effective solutions for simplify-
ing navigation through complex videoconferencing systems. For instance, Cooper-
stock et al. created the Reactive Room in response to the frustrations experienced by
users interacting with videoconferencing systems. At the time, state-of-the-art video-
conferencing rooms typically came equipped with cameras, monitors, VCRs, digital
whiteboards and electronic document cameras, all intended to facilitate collabora-
tion amongst geographically displaced workers. However, a session that involved the
use of more than one of these tools often proved to be so complicated that a trained
expert was required to operate them. The Reactive Room removed this burden by
responding to a user’s high-level actions instead, letting the technology itself man-
age the low-level operations between the various pieces of equipment. In a sense,
the user interface was made invisible, allowing remote users to concentrate on their
collaborative work instead [51]. A more recent, yet similar example can be seen in
HomeProxy, a physical proxy prototype that aims to support seamless video com-
munication in the home among distributed family members. Designed to look like
a standard home appliance such as a lamp, HomeProxy consists of a slightly bowed
rear-projected screen, fabric sides and a wood top. The system was conceived with a
“no-touch” interface that utilizes a Microsoft Kinect to detect users and respond to
their presence, “waking up” as they approach and “going to sleep” after they leave.
Users can subsequently wave hello to begin videoconferencing with a remote family
member via Skype, and wave goodbye to end the session [183]. A related example is
the Perceptive Presence Lamp, a set of two lamps and cameras that virtually con-
nect two separate locations through awareness information. Each local lamp changes
colour depending on the state of a remote occupant who can be absent, working alone
at a desk, busy with other occupants, or available for communication [15].

The developers of the Reactive Room believed that the questions they tackled
“are not endemic to videoconferencing but apply equally well to other physical en-

vironments such as power-plant control rooms, flight decks, and so-called ‘smart
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homes’, as well as to software environments such as integrated office suites”. In fact,
Bongers uses the term “interactivated spaces” when referring to reactive systems,
while clarifying that “[tJhese environments come under a variety of labels: hybrid
spaces, responsive environments, augmented reality, houses of the future, depending
on whether they are developed by groups of artists, architects, and/or interaction
researchers” [23]. We find the philosophy behind these systems to be quite suited
to musical performance, where technology holds the potential to augment music-
making seamlessly with new possibilities, all without distracting musicians from the
task of performance itself. In fact, such a notion was explored by Livingstone and
Miranda in 2004. The authors developed a novel sonic controller that “regenerates
a soundscape dynamically by mapping ‘known’ gestures to influence diffusion and
spatialization of sound objects created from evolving data”, and dubbed their sys-
tem a “responsive sonic environment” [126]. Shortly after, Salter began to explore
the use of responsive environments for traditional live performance. The result was
Schwelle, a large-scale interactive theatre performance where the rhythm and ex-
erted force of the performers’ movements were used to change a musical composition
dynamically to “give the impression of a living, breathing room for the spectator”
[164]. Overall, regardless of their application, effective responsive environments must
be tailored to their users, interpreting their intentions accurately in order to respond
to them effectively. After all, an “invisible” system that reacts to a misinterpreted
user objective can be rather disastrous. Bongers, for instance, explains that “[w]hen
the computer becomes ubiquitous ... misunderstanding also becomes ubiquitous”
[24]. Therefore, we argue that responsive environments are best designed through

user-centred techniques, a methodology on which we elaborate further in Section 2.4.

2.3.4 Embodied Interaction

As described above, the most significant advantage of responsive environments is
their ability to detect and respond to their users’ needs without requiring that they
detach themselves from the higher level task at hand. Users, in turn, typically

exhibit such needs through physical interaction with their surroundings, a notion
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known as embodied interaction, and further described by Antle et al. as an approach
that “involves leveraging users’ natural body movement in direct interaction with
spaces and everyday objects to control computational systems” [8]. The idea of
embodiment was formally introduced to the HCI community in 2001 by Dourish
[59]. While embodiment traces its origin back to phenomenological philosophy [124],
which places emphasis on the role of action, experience and perception in meaning
making [8], Dourish offers a simple, high-level workable definition as “the property
of being manifest in and as part of the world” [60]. “Embodiment”, the author
continues, “constitutes the transition from the realm of ideas to the realm of everyday
experience... The setting within which the activity unfolds is not merely background,
but a fundamental and constitutive component of the activity that takes place.” [60]

In turn, the idea of embodiment leads to some interesting implications when
applied to interaction design. As Dourish explains, “[t]he history of HCI can, in
many ways, be seen as an ongoing attempt to capitalise on the full range of human
skills and abilities. These are not the skills we acquire from training and careful
practice, but rather those everyday, natural abilities that most of us take for granted;
picking up a ball, not juggling with it” [60]. In addition, Kirsh posits that “we think
with our bodies not just our brains” [115]. Thus, if treated as a “fundamental
feature of interaction, rather than as a side-effect of interactive system development”
[60], carefully designed embodied interactions can potentially capitalize on a broader
spectrum of human ability and knowledge [124].

Embodied interaction has proven to be a popular option for the design of non-
utilitarian applications, particularly those of an abstract or artistic nature. For
instance, Antle et al. designed Springboard, an interactive multimedia environment
that allows users to explore the concept of balance within the abstract domain of
social justice through embodied interaction [7]. Springboard allows users standing on
an input platform to respond to images and sounds representing various social issues
by changing their balance to reflect their views on such issues. Another example
is Loke and Robertson’s ByStander, an interactive installation intended for public
use in a museum or gallery [129]. By sensing the visitors’ patterns of motion and

stillness, Bystander responds with a corresponding “spirit-world” of images, texts
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and sounds drawn from crime scene archives. The authors’ goal was to explore, un-
derstand and, in turn, leverage their visitors’ motion into meaningful and immersive
experiences. Furthermore, embodied interaction design has developed strong ties to
the study of dance, with a number of HCI researchers exploring this art form as
a means of furthering their understanding of movement, and the body’s potential
as a source of input [115, 128, 130]. Finally, Loke et al. have also examined move-
ment from a gaming perspective by asking participants to play two computer games
and subsequently analyzing their motions using existing frameworks for the study
movement-based interaction [127].

The idea of embodiment is deeply rooted within the musical context as well,
with Godgy et al. describing the well-established links between musical sounds and
sound-producing movement as an “embodied understanding of music perception and
cognition”. Embodied music cognition views the relationship between sound and
movement as having its roots in the broader paradigm of embodied cognition, which
stipulates that people relate perception to mental stimulations of associated actions
[79]. Our work, however, applies the notion of embodied interaction more commonly
found in human-computer interaction research, and formalized at the beginning of
this section, to the design of musical interfaces. Examples of such embodied inter-
action within the context of music include the Sound Maker, a room-size interactive
audio environment designed by Antle et al. specifically to explore alternatives to
desktop-based interactions for electronic music composition. Sound Maker tracks a
user’s position through a camera, and subsequently maps their location, along with
the quantity and quality of their movements, to changes in the pitch, tempo and vol-
ume of a percussive audio output [8]. Another example is Corness and Schirphorst’s
Ariel system, which responds to gestures utilized by musicians during improvisation
with simulated breathing sounds [55]. In fact, the authors sought to capitalize on the
ability of skilled musicians to exchange, detect and tacitly respond to cues for inter-
personal interactions. In turn, the simulated breath generated by Ariel was effectively
used “to engage the performer’s sense of intuition and empathy while capitalizing on
their embodied knowledge of upcoming actions when interacting with autonomous

computer systems in performance”. Furthermore, Bakker et al. advocate the use of
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embodied metaphors within the context of musical learning for children [10]. Em-
bodied metaphors are interactions that leverage the notion of embodied schemata,
or higher-order cognitive structures that emerge from recurring patterns of bodily
or sensori-motor experience. The authors effectively applied this notion through the
Moving Sounds Tangibles, a system that allows children to learn abstract sound con-
cepts such as pitch, volume and tempo by manipulating a set of interactive tangibles
designed in accordance with various schemata.

Finally, we note that, perhaps unsurprisingly, the study of movement is inher-
ently user-driven. For instance, Bakker et al. consider a “people-centered, iterative
approach” to be crucial to successful embodied interaction design [10]. Similarly,
in a bid to “foster more meaningful, reflective and satisfying engagement”, Loke
and Robertson have utilized various aspects of participatory design (a topic further
discussed in Section 2.4.2) as part of their study and design of embodied interfaces
[128, 129]. We elaborate on the advantages behind such user-driven approaches in

the following section.

2.4 User Involvement in Design

2.4.1 User-Centered Design

For years, the flashing “12:00” on VCRs exemplified the curse of innovation created
without regard for its user [50]. Nonetheless, while VCR technology itself has be-
come obsolete, complicated, frustrating and unclear interfaces have remained. To
many users, such interfaces are simply a fact with which they have learned to live.
Naturally, it is not the intention of engineers and systems developers to confuse or
aggravate their users. The problem, according to Bongers, is that “[g]enerally com-
puters do not do what the user wants, but what the engineers and designers think
the users want, or what the engineers and designers want the users to want” [24].
A developer typically works with a design model, based on how he believes a sys-
tem should behave. He attempts to communicate this model to the user through

the system tmage. The user, on the other hand, has developed his own model, the
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user model, through interaction with the system. Problems arise when the system
image does not convey the design model well enough to the user, leading him to
develop an incorrect mental model: ultimately, the system’s behaviour will fail to
match his expectations. The mismatch between the user and design models occurs
because developers often believe that an ideal interface is one that reflects a sys-
tem’s underlying model, or that the ideal interface for them will also be ideal for the
typical user. Norman attributes this problem to a type of “folk psychology” that
designers tend to develop, as they project their own rationalizations and beliefs onto
the rationalization and beliefs of others [142]. The user, however, generally has no
interest in or understanding of a system’s inner workings, but is more concerned
with completing a particular task using the system [77]. Developers of new musical
interfaces are not immune to this phenomenon. Jorda identifies idiosyncrasy as the
biggest problem with new musical controllers, stating that many new instruments
wind up only being used by their own creators [105]. This view is shared by Orio et

“marked by an idiosyncratic approach”,

al., who also describe the design of NMIs as
especially when compared to the design of input devices in HCI [145]. Poepel agrees,
and attributes the problem to the fact that the evaluation of NMIs is “often done by
the developer or a small number of people” [150]. Such issues tend to occur because
developers of NMIs typically see themselves as one and the same as their target
users. Their understanding of every aspect of the system at hand, however, prevents
them from knowing what may be perceived by another user—even one with the same
level of musicianship—as complex. To address these re-occurring usability problems,
both within the context of HCI and music technology, a number of designers began
turning towards their target users for insight.

The process of systematically involving users throughout a system’s design and
development cycles was referred to as “user-centered design” (UCD) by Norman, who
helped popularize such an approach through his seminal 1986 book on the topic. To
summarize the author’s view, UCD is the attempt “to ask what the goals and needs
of the users are, what tools they need, what kind of tasks they wish to perform, and
what methods they prefer to use” [143]. Concurrently, Gould and Lewis devised a

concrete UCD methodology by distilling the best known user-centric practices from
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HCI research at the time. Their approach was based on three key principles: early
focus on users and tasks, empirical measurement and iterative design [81]. Gould et
al. used the 1984 Olympic Messaging System (OMS) to simultaneously apply and test
the merit of this design methodology [80]. Although the principles proved successful,
they provided more of a general guideline for designers, who were then advised to
further define and choose the specifics of user involvement in their own work. In fact,
when Vredenburg et al. conducted a survey among attendees of the CHI 2000 confer-
ence, they uncovered 13 distinct techniques commonly used by UCD practitioners:
field studies (including contextual inquiries), user requirements analysis, iterative de-
sign, usability evaluation, task analysis, focus groups, formal heuristic evaluations,
user interviews, prototypes without user testing, surveys, informal expert reviews,
card sorting, and participatory design [188]. This is consistent with Norman’s view
that pluralism is at the essence of UCD: there is no single best approach that pro-
vides a design solution [143]. Ultimately, user-centered design dictates that emphasis
should be placed on the user rather than on the technology, and that products should
accommodate their users, rather than the other way around.

We note that a more recent trend in the HCI community has seen a shift away
from the term “user-centered design”, and towards labels such as “human-centered”
or “people-centered” perspective instead, due to the connotations they imply. Most
notably, Bannon argues that the idea of human-centered computing marks a paradigm
shift: rather than explore where users fit within the process of automation, devel-
opers should regard design, development and use of software systems as inherently
human activities that are fundamental to the computing discipline [12]. In other
words, instead of focusing on how specific tools can be designed to help users accom-
plish specific tasks, the human-centered perspective encourages developers to strive
for a better understanding of how people live in the world, and to design systems
accordingly. Artefacts, Bannon further argues, are not simply tools, but components
of a dialogue between humans and their environment. Given its emphasis on “how
people live in the world”, rather than the minutiae of their behaviours, we argue that
the idea of people-centered design lends itself quite well to experience—rather than

task-based evaluation, a topic further explored in Section 2.5.3.
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2.4.2 Participatory Design

While Vredenburg’s survey, described in the previous section, lists participatory de-
sign (PD) as a “commonly used UCD method” [188], many of its proponents view
it as a separate and entirely different approach. Similar to user-centered design,
PD encompasses guidelines aimed at tailoring end products to their users’ needs.
However, the major difference between UCD and PD is the nature of the user’s in-
volvement in the design process: whereas UCD involves designers calling on users
at regular, pre-defined intervals of the design process, PD partners creators and end
users as active stakeholders throughout the entire process. Furthermore, while UCD
can be regarded as a relatively unidirectional method where prototypes are used as
a means of collecting user feedback that is subsequently incorporated as the designer
best sees fit, PD involves a two-way exchange of information [138]. Additionally, and
somewhat in contrast to UCD, PD not only stems from but continues to be employed
in a large number of fields beyond interface design. In fact, originally named “co-
operative design”, PD emerged in Scandinavia in the 1960s and 1970s as a method
of involving members of trade unions, rather than just managers, in the making of
decisions affecting workplace conditions. Today, the field, as described by Muller,
is “extraordinarily diverse, drawing on fields such as user-centered design, graphic
design, software engineering, architecture, public policy, psychology, anthropology,
sociology, labor studies, communication studies and political science”. The author
further describes PD as “the third space in HCI”, an “in-between” region where
various participants can combine their knowledge and reach new insights that better
meet their mutual needs [138]. Similarly, Fowles believes that collaboration between
diverse parties can transform “symmetry of ignorance”, or a lack of comprehension
between designers and users, into “symmetry of knowledge” [74]. Muller proposes
a number of strategies for information exchange during the PD process, such as
workshops, storytelling and games. One that we found particularly relevant to the
nature of our work is low-tech prototyping. Given that novel musical controllers
and environments do not naturally lend themselves well to paper prototyping (the

approach traditionally employed in the early stages of many HCI applications), we
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found low-tech prototyping to be an effective method of introducing to end users new
technologies as they evolve throughout a project’s life cycle. As users are encour-
aged to think of and form relationships with technologies they may not have been
exposed to before, low-tech prototyping promotes a deeper user contribution than
conventional paper prototyping [138]. Our adoption of this technique is described
later in Section 5.1. Another participatory design method that proved to be of rel-
evance to our system design is that of cooperative prototyping, a topic we further

address in Section 8.1.

2.4.3 Music-oriented HCI

As explained earlier in Section 2.4.1, many NMIs fail to find adopters outside the
world of academic research. Geiger attributes this problem in part to a lack of estab-
lished guidelines for the design of NMIs. He explains that since mapping strategies
for novel controllers suffer from “missing interface standards and little design expe-
rience” | a “try-and-error approach” is more often adopted by developers [76]. The
search for a solution to such issues has led to the emergence of “music-oriented
HCI” research, where the development of new sensing technologies, creation of map-
ping strategies, and user involvement in design are heavily driven by HCI know-how.
Bongers, for instance, explains that the creation of sensible mappings for NMIs should
be informed by research in HCI, which can help “restore the relationship between
that which is felt and the sounds produced” [22]. In support of his argument, the
author adapted design practices from HCI to create a theoretical framework for the
design of input and output paradigms for performer-system, system-audience and
performer-system-audience interactions. As another example, Salter relied in large
part on existing HCI techniques to design the Schwelle responsive environment (de-
scribed in Section 2.3.3 above), a project he hoped would enable him “to develop a
position and framework that exploits the tensions among mapping, sonification and
composition for sensor-based responsive audio environments” [164].

Some developers of NMIs took an interest in HCI research beyond mapping

and interaction design, choosing instead to adopt the user-centric methodologies
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described previously in Section 2.4. A notable example is the work of Wanderley
and Orio, who posit that “results from HCI can suggest methodologies for evalu-
ating controllers, provided the context of interaction is well defined”[189]. Inspired
by Buxton’s work on the assessment of input devices, the authors argue that the
user-centric evaluation of novel input devices can best be accomplished when such
devices are matched to potential applications using simple, representative musical
tasks. Such tasks, they add, should be designed to account for important parame-
ters of “usability” within the context of musical performance, namely: learnability,
explorability, feature controllability and timing controllability [145]. In turn, Kiefer
et al. have applied Wanderley and Orio’s proposed methodologies to the evaluation
of various musical controllers. For instance, in a usability experiment examining the
Nintendo Wiimote as a musical device, participants were asked to perform simple,
musical tasks using drumming-like motions or continuous tracing gestures. Such ges-
tures were also performed using a more established controller (the Roland HPD-15
Hand-Sonic), to provide a baseline for statistical comparisons. Participants were
subsequently interviewed on their experience with both devices, as a supplement to
the quantitative gestural data captured by the input devices [112]. Kiefer also con-
ducted a similar usability experiment to assess a novel malleable controller for sonic
exploration [111]. As another example, Bau et al. relied on participatory design
methods from HCI for the development of the A20, a polyhedron-shaped, multi-
channel audio input/output device. Throughout its design, the authors held par-
ticipatory workshops where non-technical users were invited to explore the system’s
potential as a collaborative personal music player [14]. They were placed in groups,
and asked to generate their own use case scenarios where the A20 could be used to
address the theme of mobile social interaction through music. Overall, the authors
were impressed by the richness of the ideas generated, many of which they had not
anticipated themselves. Similarly, Geiger et al. employed participatory design tech-
niques in the early design phase of the VRemin, a set of 3D interfaces for a virtual
Theremin [76]. The findings helped the authors determine the necessary refinements
required for subsequent versions of the VRemin. The Do It Yourself Smart Experi-

ence (DIYSE) Project is another instance of HCI methodologies used in the design
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of a musical interface. The goal of the project was to co-design novel interfaces with
musical therapists that may help them in their work with people who have learning
disabilities. By working closely with the therapists through the design and testing
phases, the authors were able to examine the role of novel technologies in special
education [132]. Most notably, however, Alexandraki and Akoumianakis based their
DIAMOUSES framework, described earlier in Section 2.2.2, on a series of surveys,
questionnaires, site visits and semi-structured interviews with representatives of their
target end-user communities, all designed to help the authors understand the various
possible contexts for network musical performance [4].

While the authors mentioned above agree that user involvement can provide the
much needed structure to musical interface design, there is less of a consensus when it
comes to deciding the exact nature of this involvement. For instance, while designing
the VRemin, Geiger et al. found “no clear pre-existing requirements for software of
this kind” and therefore had little choice but to adopt an exploratory approach [76].
The problem, in part, is that techniques borrowed from traditional HCI are appli-
cable to the user-centric design of NMIs only to a certain degree. Kiefer et al., for
instance, explain that “HCI methodology has evolved around a task-based paradigm
and the stimulus-response interaction model of WIMP systems, as opposed to the
richer and more complex interactions that occur between musicians and machines”
[112]. In particular, the authors found that while HCI techniques allowed them to
evaluate overall user performance with a controller, they were unable to capture “in
the moment” data about the user experience, something they believe is important for
musical evaluation. Furthermore, the practical tools examined in HCI are typically
evaluated by collecting and studying quantifiable aspects of performance. However,
to what extent is it possible, or even meaningful, to quantify a user’s efforts with a
musical interface? As Wanderley and Orio put it, “what is the role of qualitative
versus quantitative measurements in the evaluation of musical tasks?” [189]. The
type of information that designers elicit from users, and the manner in which they
elicit such information, have been topics of much discussion among creators of NMIs
and digital arts, keen on adopting UCD methodologies. The following section sheds

some light on the challenges of measuring relatively abstract concepts that are inher-
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ent to the successful design of NMIs, such as user enjoyment, creativity, expressivity

and overall experience.

2.5 System Evaluation: Going Beyond Usability

According to MacDonald and Atwood, the emergence of human-computer interac-
tion as a field in the 1960s and 1970s was, in part, driven by a growing interest in
“evaluating the speed of the user rather than the speed of the system”. Throughout
the following decades, such an interest in user performance evolved into the notion we
now refer to as “usability”, commonly measured through five performance metrics:
time to complete tasks, error rate, accuracy, task completion rate and satisfaction
[133]. Subjects are asked to use the system under evaluation to perform a large num-
ber of short, repeatable tasks that can, in turn, be assessed quantitatively to help
determine some measures of success. However, as Johnston explains, “[Sloftware
designed to facilitate musical expression presents a problem in this context, as it is
difficult to formulate tasks to assign to users that are measurable but also meaning-
ful” [104]. On this matter, Cariou also notes that “it is not only undesirable but
impossible to define the musician’s task” [36]. Furthermore, H66k et al. argue that
the “the major conflict between artistic and HCI perspectives on user interaction is
that art is inherently subjective, while HCI evaluation, with a science and engineer-
ing inheritance, has traditionally strived to be objective” [96]. As a result, while the
emergence of music-oriented HCI has led to a marked increase in the adoption of
user-driven techniques among designers of new musical interfaces, many have found
traditional usability tools to be inadequate for studying systems of an artistic nature
(17, 33].

All of this has driven the need for different approaches that are better suited
to the study of non-utilitarian systems. In this section, we discuss various research
paradigms such as mixed-methods, the qualitative experiment and experience-based
HCI, and examine a number of evaluation techniques that have emerged from the

design and study of alternative types of interactive systems.
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2.5.1 Mixed Research

For years, proponents of qualitative and quantitative research have stood at odds
with one another, arguing for the superiority of their chosen methods. On the one
hand, qualitative purists believe that social observations are as important as physi-
cal, measurable phenomena. On the other hand, advocates of quantitative research
claim that such social observation cannot be objective and free of bias, thereby being
detrimental by nature to their goal of establishing “time- and context-free generaliza-
tions” [139]. To further complicate matters, throughout the course of what Johnson
et al. refer to as the “paradigms wars”, a number of researchers have even argued
that both paradigms are incompatible and should not be mixed [103, 140].
Frustrated with the inadequacies of using a single paradigm, however, a grow-
ing number of researchers began combining elements of quantitative and qualita-
tive research in the 1980s. As this practice gained traction, methodologists began
to formalize the concept of “mixed research”, and examining the applicability and
merits of such an approach. According to Johnson and Onwuegbuzie, mixed re-
search is defined as “the class of research where the researcher mixes or combines
quantitative and qualitative research techniques, methods, approaches, concepts or
language into a single study”[103]. Mixed research paradigms can, in large part, be
classified into two major categories: mixed-model techniques, where qualitative and
quantitative approaches are mixed within or across several stages of the research,
and mixed-method techniques, where an overall study includes separate qualitative
and quantitative phases. Ultimately, one should aim to combine various strategies
in such a way as to complement their strengths, without overlapping their weak-
nesses. According to Stroheimer et al., quantitative research is based on “deduction,
confirmation, theory/hypothesis testing, explanation, prediction, standardized data
collection, and statistical analysis”, while traditional qualitative research focuses on
“induction, discovery, exploration, theory/hypothesis generation” [174]. Thus, one
ideal combination involves using qualitative methods to develop hypotheses that can
subsequently be tested via quantitative techniques. Another approach is to conduct

qualitative interviews to provide additional meaning and context to quantitative
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experiment data. In the end, researchers are encouraged to mix approaches individ-
ually by considering the advantages and disadvantages of each in light of the subject
matter at hand. To help with such decisions, one can refer to the extensive list of
strengths and weaknesses of both qualitative and quantitative research provided by
Johnson and Onwuegbuzie. Table 2.1 provide a selection of items from those lists

that we found to be particularly relevant to the nature of our research.
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Strengths of Qualitative Research

Weaknesses of Qualitative Research

e It is useful for studying a limited num-

ber of cases in depth.

e [t is useful for describing complex phe-

nomena.

e Data are usually collected in naturalistic

settings in qualitative research.

e Qualitative researchers are responsive to
changes that occur during the conduct
of a study (especially during extended
fieldwork) and may shift the focus of

their studies as a result.

e Knowledge produced may not general-
ize to other people or other settings
(i.e., findings may be unique to the rel-
atively few people included in the re-
search study).

e It generally takes more time to collect
the data when compared to quantitative

research.
e Data analysis is often time consuming.

e The results are more easily influenced
by the researcher’s personal biases and

idiosyncrasies.

Strengths of Quantitative Research

Weaknesses of Quantitative Research

e Data collection using some quantitative

methods is relatively quick.

e The research results are relatively in-
dependent of the researcher (e.g., effect

size, statistical significance)

e Data analysis is relatively less time con-

suming (using statistical software).

e It is useful for studying large numbers

of people.

e The researcher may miss out on phe-
nomena occurring because of the focus
on theory or hypothesis testing rather
than on theory or hypothesis generation

(called the confirmation bias).

e Knowledge produced may be too ab-
stract and general for direct application
to specific local situations, contexts, and

individuals.

Table 2.1: Selected strengths and weaknesses of qualitative and quantitative re-
search, sampled from Johnson and Onwuegbuzie’s extensive list [103].

As an example within the context of music-oriented HCI, Pras and Guastavino
have successfully utilized both categories of mixed research as part of their extensive
study of the interactions between musicians, record producers and sound engineers

in the studio [154]. For instance, in one study exemplifying the mixed-model ap-
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proach, excerpts from recording sessions were evaluated by participating musicians
and producers both qualitatively (using open-ended questions) and quantitatively
(using Likert scales). The goal was to determine whether the outcome of such eval-
uations could help musicians improve from one take to the next [153]. In another
study aiming to improve communication between musicians and record producers,
a mixed-method approach was used: group interviews involving both types of users
were conducted before a recording session, helping them establish a common vocab-
ulary and reach a consensus regarding the artistic direction of their collaboration.
The success of these pre-production meetings was then later established using a
post-production questionnaire, where participants expressed their level of satisfac-
tion with the overall sound quality, and whether it corresponded with the wishes
they expressed during the group interviews [152]. Similarly, Kiefer et al. have also
relied on mixed research in their user-centric evaluation of musical con