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Abstract

Systems management represents the set ofactivities necessary to ensure that

infonnation systems function according to user requirements and objectives. Chapter 1

summarizes the management challenges in today's networks and distributed systems.

Policy-driven network management is the new management paradigm. Its implementation

needs a new infonnation and decision model, appropriate protocols and new hosting and

access mechanisms. IETF policy framework and architecture create the support for the

deployment of this new paradigm.

Consideration of temporal aspects to a1low run-time policy conflict detection and

error-handling has not yet been developed. After assessing the existing poliey-oriented

aehievements in tenns of tools and IETF drafts, and after presenting existing temporal

mechanisms, we concluded that only policy definition temporal issues are partially

referred to. We eonsidered complementary temporal issues foeusing on ·'policy

execution" and coping with the notions oftime zones, poliey dependeney across multiple

time zones and aetions translation among Many time zones. Finally, we showed how our

input can be used for extending the current IETF Poliey CIM proposaI.

We intend to have an IETF draft on these issues. Specifically, our proposai cao be

added as a new building block to any existing policy-enabled management tool. We

identified important directions in handling poliey conflicts at run-time.
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Résumé

La gestion des réseaux représente l'ensemble d'activités nécessaires pour s'assurer

que les systèmes d'information fonctionnent selon les exigences et les objectives de

l'utilisateur. Le premier chapitre résume les défis de la gestion des réseaux d'aujourd'hui

et des systèmes répartis. La gestion des réseaux basée sur des politiques est le nouveau

paradigme de gestion. Son implémentation a besoin d'un nouveau modèle d'information

et de décision, de protocoles appropriés et de mécanismes d'accès. Le cadre et

l'architecture des politiques d'IETF créent le soutien nécessaire pour le déploiement de ce

nouveau paradigme.

La considération des aspects temporels pour permettre la détection des conflits

entre politiques au moment de l'exécution et le traitement des erreurs n'a pas encore été

développé. Après avoir évalué des accomplissements existants orientés vers les politiques

en tennes d'outils et des propositions di IETF, et après avoir présenté les mécanismes

temporels existants, nous avons conclu que des issues temporelles de définition de

politique sont seulement partiellement mentionnées. Nous avons considéré les aspects

temporelles complémentaires se concentrant sur l'exécution des politiques et tenant

compte de notions de fuseaux horaires, de la dépendance des politiques à travers des

fuseaux horaires multiples et de l'équivalence des actions à travers plusieurs fuseaux

horaires. En conclusion, nous avons montré comment notre contribution peut être utilisée

pour étendre la proposition actuelle d'IETF concernant les politiques.

Nous avons l'intention de proposer des améliorations à la proposition actuelle

diIETF concernant les politiques. Spécifiquement, notre proposition peut être ajoutée

comme nouveau module à n'importe quel outil de gestion existant basé sur les politiques.

Nous avons identifié des directions importantes a suivre pour traiter les conflits entre

politiques au moment de l'exécution.

ü
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• Chapter 1

Management Challenges in Networks and Distributed Systems

1.1 IDtrodu~tiOD

Systems management represents the set ofactivities necessary to ensure that infonnation

systems fonction according to user requirements and objectives [Mot94]. Commonly,

large networks have a number of types ofhardware and software components with

specific fcatures. These features ditTer from component to component and cover many

capabilities related to capacity, scalability, speed ofconnection etc. In order to be

managed these components are modeled by so-caIled managed objects (MOs). Figure 1.1

below depicts a common way in which management activity is viewed (Osi91].

•
MANAGER

(\ Monitoring

....~---
---~~

Control

Managed Object

MANAGED RESOURCES

Legend: 1 Functional Interface oManagement Interface

•

Figure 1.1 Management Activity

Here, the manager interacts with a managed object through a management interface.

Managed objects represent abstractions ofmanaged resources. Managed resources have

functional responsibilities that are fulfilled through interactions via a functional interface

[Put95].
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Managers can he looked upon as objects with management responsibilities and may,

at the same time, he function ofhigher-Ievel management. Managers manage MOs by

various actions such as monitoring MOs behavior, mating management decisions based

on the monitored behavior and modifying MOs behavior through management operations

[Mot94].

Systems management deals with activities that ensure the meeting of the functional

service levels required by the users of the system. This is not concemed directly with the

functional activities of the managed systems and, in this sense, it is a meta-activity.

In contrast to Figure 1.1, reallife management systems consist ofa large number of

managed and managing objects. Severa! problems present in large-scale management

systems have been identified [SI094]:

Central management of large-scale systems is a difficult task because these

systems cross-organizational ftontiers.

Multiple managers are often required to deal with large scale systems; these

managers could be hierarchically organized, but even such a ranking can introduce

problems with the delegation ofauthority and responsibility.

Managed objects can fall under the responsibility ofmore than one manager an~

in such cases, conflicting management requirements &om ditTerent managers cao

arise.

Large-sca1e systems require the existence ofgrouping mechanisms for MOs in

order to deal with such a high number of them.

For very large management systems, it is important to automate the management

process as much as possible in order to assist human managers in the management

ofsystems.

Mechanisms that simplify the management process are needed in large scale

management systems. These mechanisms include (Put95] [Mas93]:

Increasing the level ofabstraction at which interactions occur 50 that managers

can interact with groups ofMOs ratherthan with separate MOs.

2
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OEIl
1
1
1

~-----------------~

Control

Monitoring.. ..
Interpretation

POUCY

Using management pllicies instead ofcontrols 50 that users are enabled to specify

the required service levels rather than specifying how these levels cao be

achieved.

Automating the process that captures and transfonns management policies to

control operations.

The changing business requirements ofcompanies, together with the increased scale

and complexity ofmission critical applications, place extra pressure on system

develoPel'S. Rapidly delivered infonnation systems that dynamically adapt to change are

the most preferred [SI094][poo94].

Policy driven management systems cope with policy changes. A management policy

is a relationship between a set ofmanagers and a set ofmanaged objects; this

relationship includes obligation and/or authorization rules for managers to perform

activities on managed objects. The following are managing and managed entities:

managers, managed objects, pllicies, funetional systems and subsystems and services

provided by support environments and management platforms [Put95). Ali these entities

are viewed as objects.

As illustrated in Figure 1.2, management policy cao be used as a mechanism to

capture the goals and requirements from the users. This captured information needs

further transfonnation ioto management operations that, in tum, serve to influence the

behavior ofmanaged systems in order to satisfy user requirements.

Domain ofMOs
r--------~--------~

•

•

Legend: 1Functional Interface oManagement Interface

•
Figure 1.2 Poliey in systems management

3
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Large management systems are divided into domains in order to ease their

management. Domains are groups ofMOs to which a common policy applies and which

act as a naming construct for objects (unique name space). They can also be used for the

specification ofviewpoints (partial behavior) with sPecific emphasis on systems [81094].

Management domains represent groups ofobjects for the application ofa common

management poliey. On the other hand, functional domains are groups ofobjects to

structure functionaI systems [Put95].

Poliey management systems exist everywbere in companies and organizations.

Usually, there is a very close Iink between policy statements and system code, such that

the policies themselves are rarely artieulated [poo91]. This situation gives rise to some

problems, as briefly presented below [Ngu92][Mas93][Mo~4]:

It becomes very diffieult to capture, store, query and modify policies in a

structured manner.

Managers do not interpret policies in a consistent way, so it is diffieult to

implement re-usable managers.

Inconsistencies and contliets cao easily arise.

It makes it very difficult to modify policies because these changes have to be

made directly to the system's code.

It makes it very difficult to modify policies dYQamically and to forecast the effects

ofpolicy changes.

A solution to the above mentioned problems is to treat and implement policies as a

separate eoneern [Mot94][Ngu93][Mcb91]. This new poliey modeling cornes with

various advantages sucb as {il policies are recognized as deliberate, (ii) they are well­

defined, (iii) it is easier to manage them and (iv) it is easier to assess their correctness. At

the same time, management POlicies can easily be modified and interpreted. Reusable

managers cao also be implemented.

Policy management services sbould provide mechanisms to ensure the following

actions [SI094][Ngu93]:
4
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Create, modify and delete policies;

Represent and interpret policies;

Store and retrieve policies;

- Negotiate the outcome ofconflieting policies, and

Communicate new policies or modifications done to existing policies to concerned

managers.

A poliey model should he consistent, should capture polieies at a high level of

abstraction and should a110w high-Ievel policies to he transformed into concrete plans to

meet the necessary requirements [Mas93]. Mechanisms to retine abstraet, high level

polieies, should exist, and automation of this process should he considered as extensively

as possible [Mcb9][SI094]. Some actions cao easily be automated. These include (Put9S]:

The capturing ofrequirements ftom end system users in order to shorten the gap

between the poliey requirements and the operations needed to enforce these

requirements;

The detection of incomplete infonnation in user requirements statements;

The detection ofmanagers and Mûs to which certain policies apply and the

distribution ofthese policies to conëerned managers;

The detection and resolution ofpoliey contlicts, and

The transfonnation of policy statements into management operations.

Relationships hetween policies should also be represented in order to allow human

managers to assess ifstated policies have been satisfied [Mof94]. These relationships

between policies are very often hierarchical in nature, where the authority is appointed

downward. Policy hierarchies are characterized by partitioned targets, refined goals and

delegated responsibilities [Mof94][Mas93]. Ifa less hierarchical nature oforganization is

adopted, a particular MO cao fall under the management ofmore than one manager and

policy confliets May arise.

Various strategies cao he used to deal with policy contlicts. The two main approaches

are either avoiding policy conflicts or resolving them when they occur. A combination of

avoidance and detection mechanisms cao be used for better results. Another possibility is

to a1low a certain degree ofpolicy contlict, as detailed in [Mot94).
s
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Many proprietary architectures tried to solve the above problems [Terp92]. IMB·s OMA

(Open Management Architecture) is tailored for managing SNA (Systems Network

Architecture) networks, as weil as Token Ring LANs. Mainly, the fault functionality is

covered. The AT&T·s UNMA (Unified Network Management Architecture) is an OSI

(Open System Interaction)-based architecture, structured in three levels: Network

Elements, Element Management Systems, and Integrated Management Systems. The OSI

CMIP (Common Management Information Protocol)..based NMP (Network Management

Protocol) really pennits the integration of vendor management systems. DEC·s EMA

(Enterprise Management Architecture) has an objectooOriented infonnation model and uses

an architecture similar to OSI Management. The concept ofdomain is used to divide

network management solutions. There is a critical problem to integrate such private

solutions in order to achieve automatic management. However, many attempts exist. The

goals of standardization, industry, and research groups that propose infonnation models.

management protocols, and management architectures are derived from the imperious

need to facilitate the management ofnetworks and distributed systems. The final purpose

is to develop management systems powerful enough to automatically monitor and control

the behavior ofmanaged systems. Management systems require support platfonns

offering particular services to achieve the desired automation. The management tools

presented above allow a system operator to act on the real managed and managing

systems. as weil as on their object-oriented representation.

•

System
Operator

Management
Toois

Figure 1.3 Managed and Managing systems
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The generic framework ofa managed system and its managing sYStem, presented

in Figure 1.3, shows different management interactions between system operators,

managed, and managing systems. Real components of a distributed system and of its

management system are represented as objects. The management system interacts with

this representation to perf"onn various management tasks confonning to management

functionalities, such as fault recovery, security, and reconfiguration. A system operator

can directly interact with the management system or reaI components, and, across

sPecialized tools, with the abstract representation. Management functionaIities may be

performed either by the system 0Perator directly on managed systems or across

specialized management tools, or automatically, by management systems. However, even

in the last case, a minimum cooPeration with the system 0Perator is unavoidable. The

corrent tendency is to clearly define management concepts and unify heterogeneous

proposaIs. The final goal is to use these concepts to design management systems, able to

automatically apply management decisions. To develop such applications, the distribution

of processing, storage, and management must be considered. Consequently, support

platforms offering services to manipulate abjects belonging ta managed and management

systems are required. Such platfonns must offer services ta monitor and control

interactions between abjects, according to the nature ofapplications.

1.2.1 Proprietary management tools

Many vendors developed general proprietary management tools to deal with various

aspects of the network management area. For example, Hewlett-Packard's generic

network management solution, HP OpenView Express 2.0 is an integrated version of

several existing HP products, including ManageX for application and systems

management, Network Node Manager 250 for NT for network management, and

OmniBack II for NT for managing storage. Sun's Management Center tool proposes a

large spectnml ofproprietary management tools, covering the aspects ofnetwork

bandwidth management, networle faultlPerf"ormance management, and system

management [80098]. Tivoli's management solution otTers a comprehensive IT (Internet

7
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Technology) management system for any environment regardless ofsize, complexity, or

growth rate [Tiv97].

1.1.2 Man.ging the Internet

Web technologies started to be used in IP network management as early as 1993 [F1a99].

Today, Many network equipment vendors sueh as Cisco, Nortel Networks and 3Com,

embed HTIP (Hypertext Transfer Protocol) servers in their new network equipment. The

concept ofembedded management application was introduced (Sun95], including the

advantages ofusing HlTP rather than SNMP (Simple Network Management Protocol) to

transmit data between managers and agents. The idea is to transform a vendor-specifie

management GUI (Graphical User Interface) that has to be ported to ditTerent

management platfonns and operating systems ioto an applet that can run everywhere. [n

addition to this proposai, one cao use Java servlets and Remote Method Invocation (RMI)

to open persistent sockets between applets and servlets.

With ail these new possibilities in mind, two general network management

paradigms have been proposed: the pull model (Sun95][FIa99] and the push model

(Fla99]. In software engineering, the pull and the push rnodels refer to two approaehes for

exehanging data between two distant entities.

(a) The Pull Model

The pull model uses the request/response paradigm. The client, that is, the manager, sends

a request to the server, which gives an answer either synchronously or asynehronously.

This model cao be used for both ad hoc and regular management. [n ad hoc management,

a network manager connects to a network device via sorne GUI, retrieves the desired data

and closes the connection. [n regular management, continuous data collection, network

monitoring and event handling take place.

In the context ofad-hoc management, the pull model cao be used in various

circumstances as descnbed further. One approaeh is to code the vendor-specific

management GUI as an applet [Sun95]. The uploading ofthe applet by the Web browser

proceeds as follows. The HTIP server from the agent retrieves its vendor-specifie
8
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management applet from local storage and sends it to the Web browser. After the Web

browser uploads the applet, either SNMP or HTIP cao be used for the communication

[Fla99]. Another approach [Fla99] uses generic management GUIs coded as applets and

relies entirely on Web technologies. A generic GUI supports generic MIBs (Management

Infonnation Base) such as MIB-II, RMON Mm (Rernote Monitoring Mm), or ATM

MIB (AsYDchronous Transfer Mode Mm) [Mar98].

In the context ofregular management, automation is extensively considered. Data

polling and event handling are also being taken care of. In the case ofdata polling, for

example, there are well-defined steps to he performed in order to integrate two separate

management platforms:

integrate a Web browser in the network management platform;

replace all the GUIs of the network management platfonn [Mar98] with applets;

make the data repository independent of the network management platform;

implement data polling with HTIP, using a servlet, and

migrate rePOrts generation to Web technologies, using another servlet.

At this point, data collection and monitoring rely entirely on Web technologies.

(b) The Push Model

In contrast to the pull model, the push model uses the publishlsubscnDeldistribute

paradigm. Agents tirst advertise what MIBs they support and what SNMP (Simple

Network Management Protocol) notifications they can generate. A human administrator

subscnDes the manager to the data she or he is interested in, sPeCifies the desired receipt

ofdata frequency and then disconnects. The agents push the data to the subscribed

managers either by following a pre-established schedule or asynchronously via SNMP

notifications.

In the case of the push model, the communication is initiated by the agent instead

of the manager, as was the case with the pull model. To deal with this issue, three

technologies cao he used: HTIP, sockets, or RMI [F1a99].

Java servlets cao also he effectively used in Web-based messaging management

[Jon99]. Java has proven to he an effective support for providing an integrated
9
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management function. Java and Web-based management schemes confer tlexibility in

dealing witb custom management requirements, security functions and cost.

Networks today are composed ofmany interconnected heterogeneous resources.

Networle management standards are essential in consistently managing these resources

and they are an important step towards integrated network management. Il is very

difticult for the end user to manage networle resources in a single and consistent way

because many network resources come with proprietary software tool5 running only on

specifie platforms and powerful, general-purpose network management tools are complex

and costly [Der96].

The World Wide Web (WWW) is a new way to provide wide access to complex

software applications. It contains general-purpose information either distributed or

contained in a single large database. The Web can be used in the complex situations of

networle management, such as changing networle topology [Der96]. Specific management

problems can he solved by combining tecbnology presented witb the power of the WWW.

Following are the major advantages ofusing the Web when dealing with network

management problems:

it is an open and established technology;

it bas a limited configuration;

it is based on inexPenSive and standard web technology (Liaison and the

GDMO/ASN.I (Guidelines for Definition ofManaged Objects / Abstract Syntax

Number 1) Searcb Engine are easily accessible [Der96]);

uses a machine with Iimited power to manage networle resources;

it bas reduced cost since users can share a single Liaison or GDMO/ASN.I Search

Engine,and

additional security is provided by the Web in addition to the CMIP/SNMP

security mecbanisms.

Web...Based Enterprise Management (WBEM) and OSI management are two

management approaches that share many common concepts. Both approaches use a

manager/agent paradigme One agent maintains a Management Information Base (MID)

which is a set of MOs, and a management service and protocol give access to the agent's
10
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MOs [Fes99]. Both models take an object-oriented approacb to infonnation modeling.

Despite these similarities, certain differences exist, as outlined below.

Topies OSI versus DMTF{Distributed Management Task Force)
OSI DMTF

Specification - ODMO (MOC, MO instance) .. MOF (Managed Object
Languages [lsol]. Fonnat) (MDC MO instance,

- ORM (General Relationship data-type) (Dmtf].
Model) [1502]•
... ASN.l (data-type) [lso3].

Specification ... Module with OSI global - Schemas.
Unit naming.
Inheritance - Multiple. - Simple.
Attribute scope - Outside MO class, grouped in -Directly defined in MO class

packages optionally addeel to contexte
class.

Data-type (attributes, .. Ali POssibilities ofASN.l - Limited set ofbasic data
parameters, reply) (list, sequence). types (integer, boolean).
Basic containment - Hierarchical Name binding - Name-space (hierarchical
relation and naming between MO instances using directory structure) for MDC

one attribute per Instance and MO instances.
Distinguished Names. - Many key attributes per

instance.
Relationship - Pointer attribute. - Special managed objects
betweenMOs ... ORM class and instance. containing references to other

- Management action and/or objects (association qualifier).
operation.

Specification - Dedicated MIB definition and - MOF MOC definition are
repository agent [ltu]. stored in name space.
Management - CMIS/CMIP [Cci91]. Basic .. HMMP(HyperMedia
servicelprotocol services, for instances: Management Schema). Basic

creation, manipulation, and service for instances and
deletion. classes creation, manipulation,
- Most of the services can and deletion.
apply on a set of instances - SQL-like query language
sPeCÏfied by scaping rules and (HMQL).
filters.

Event - ODMO specification - none.
Management service available
(Event Report Service).

Table 1.1 OSI versus DMTF.
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1.3 QuaUty ofService (QoS), Type ofService (ToS), Class ofSenice (CoS)

Nowadays, the majority oftraffic does not come from within a workgroup, but rather

from outside it and from over the Internet. This situation arises because ofseveral

reasons (IntOO]:

(1) Companies are moving mission-critical applications from local systems to enterprise­

wide server clusters;

(2) Inter-network global communications are increasing to deal with the expansion of

corporate businesses and technology partnerships, and

(3) Users are increasingly using web-based technologies for research, product search and

evaluation and communication.

At the same time, both volume and type ofdata have expanded due to:

(1) higher SPeed PCs generate traffic faster than they used to

(2) Fast Ethemet at the workstation, Gigabit Ethemet in the backbone and Layer 3

switching technology moving packets faster through the network

(3) increasing use of 6·killer" applications such as Voice-Over IP (VQIP) requiring faster

service than the one presently in place.

The convergence ofdifferent, more bandwidth demanding, and faster applications

stress the networks, which become severe bottlenecks and inhibit higher service quality

for the more demanding applications. As a consequence, one obtains delays ofmission­

critical data, jittery video quality or choppy voice over IP communications. Core routers

cao be arranged to run fast routing mechanisms.

Figure 1.4 Increased traftic ofmOie demanding applications bottleneck edge routers
12•
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As a response to service degradation due to bad response to user related

scalability, unexpected failures, or user profile changes, managers on campus used

additional bandwidth and faster equipment, but this was a costly solution. Outside the

campus, such decisions were not under manager's control and the cost was much higher.

At this point, the idea ofprioritizing network resources to traffie requirements emerged,

and this was under the manager's control. To implement this kind ofmanagement, POlicy­

based management mechanisms emerged as a new paradigme QuaIity ofServïce (QoS),

Type ofServiee (TaS), Class ofService (CoS) mecbanisms, sueh as Differentiated

Services (DifiServ), as weil as lntegrated Services (IntServ) are at the base of policy­

based network management and prioritizing resources to requirements.

(a) Qua/ity ofService (QoS)

Quality ofService (QoS) mechanisms provide the necessary level ofservice to an

application in order ta maintain an expected quality. For mission-criticaJ applications,

QoS means guaranteed bandwidth and zero frame loss. For a Voiee over IP application,

QoS means guaranteed frame latency. The detailed control provided by QoS overwhelms

the network infrastructure, especially the boundary elements (e.g. edge routers). Each

network device must keep an entry for eacb Oow in its forwarding table.

Sorne examples ofprotocols that deliver level ofservice by application Oow are

ATM, Frame Relay, MPLS (Multi-Protocol Label switching) and RSVP (Resource

Reservation Protocol). RSVP delivers end-ta-end service by reserving bandwidth and

resources along a particular path. It is implemented in sorne routers and in network layer

switches. Nevertbeless, complete end..to-end quality ofservice implementations are

difficult and costly to he acbieved [lntOO].

(b) C/ass ofService (CoS)

Class ofService (CoS) mecbanisms map multiple tlows into a few service levels to

reduce complexity. Resource allocation is then done according to these service levels and

Oows cao be cumulated and forwarded according to the service class ofthe packet. CoS
13



• applies bandwidth and delay to ditTerent classes ofnetwork, a matter much easier

achieved than QoS control. As the traftic grows, it continues to be managed based on a

few service levels.

OD
DO

••••

~oooo

t-----. ••••

•

•

Figure 1.5 Class ofService maps multiple tlows to a few service levels

(c) Type ofService (ToS)

One common CoS mechanism is Type ofService (ToS) prioritization, at layer 3 of the

aSI layered network model (lotOO]. CoS cao he in Ipv4 or Ipv6.

Type ofService adds to the Ipv4 header 3 precedence bits which describe 7

different priority levels. There are S unimplemented bits. Boundary routers and ToS­

enabled layer 3 switches map these precedence bits to forwarding and dropping

behaviors. In Figure 1.6, the ToS octet in the Ipv4 header is further detailed. Bits 0 to 2

represent the ~~precedence",bit 3 represents the i6delay", bit 4 represents the "1hI'oughput''',

bit 5 is the ....reliability", and bits 6 and 7 are left for further use.

1 11/1////1//1///1///1 IP SA IPDA DATA

~ ; ..
D T 1 R 1 0 0

Ipv4 Frame (ToS octet)

Figure 1.6 ToS provides 3 prioritization bits in the Layer 3 header
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• 1.3.1 QoS parameten

When traftic passes through a DetwOrk connectioD, the receiver cao, theoretically, obtain

the traftic identically as the sender sends il. However, since the DetwOrk is Dot perfect, the

communication is afTected by difTerent factors. In general, these factors are referred to as

QoS parameters, which are measured, evaluated and monitored over a certain tinte period.

One method to classify QoS parameters is depicted iD Figure 1.7. This taxoDomy

elearly identifies difTerent classes ofQoS parameters (Sab97]. Policies and metries fonn

the two main categories. Policies are further divided into management and levels of

service, and are responsible for network management. Metries are grouped into security

levels, performance and relative importance. Security levels specify the data security

level that needs to he provided to the application. Performance refers to parameters

related to the performance of the network services. Relative importance specifies the

priee that a user is willing to pay for a QoS.

Management

Aecuracy

Precision

CombinatioDs

Timeliness
Security

Relative
Importance

Perfonnance

Levels ofService

QoS
Specifications

Policies•

•
Figure 1.7 TaxoDomy for QoS specifications
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Network communication expects the QoS parameters to he specified in order to

detennine whether or how much QoS can he provided. One single parameter is not

enough, but a set ofsuch QoS parameters is required. Therefore, there is a need to have a

formal way to evaluate QoS parameters. Following, we present some QoS parameter

definitions for general networks together with their fonnulas. They are grouped in (a)

basic parameters, including those which are the Most important for network perfonnance

and (b) other parameters.

fa) Basic Parameters

The four Most important QoS parameters retlecting network performance are: bandwidth,

1atency, delay jitter and loss rate. The calculation of these parameters is unavoidable

when evaluating the system's perfonnance with respect to QoS.

QoS ofa connection is evaluated by Many parameters, which are measured al each

component along the connection path. If the network entities cooperate in a linear

configuration, that is, from server QoS to network QoS to tenninal QoS, then the end-to­

end QoS can be calculated based on the QoS characteristics ofeach companent according

to the QoS parameter type. In the following fonnulas, the end-to-end QoS parameter

values (P end.1O-CIIdl is calculated from the QoS parameters ofthe i-th companent, where i =

1,2..,n.

fi) Bandwidth

Bandwidth, or throughput, represents the maximum number ofbytes that cao he

transmitted over a connection in a certain time înterval. A bandwidth of 1S million bits

per second (Mbps) means that the network is able to deliver 1S million bits each second.

Another way ofviewing bandwidth is in tenns ofhow long it takes to transmit one bit of

data. In the example used, it would take 0.1 S microseconds (J.1Sec) to transmit one bit of

data [WoI98].
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End-to-end bandwidth or throughput is the minimal throughput of links and nodes

along the path. The minimum throughput at a link is the limiting factor that determines

the capability ofa connection.

Throughput cnd-to-end = Minimum (Throughput i ), where i = 1,2... , n

The minimal bandwidth a network offers can not he less than the bandwidth

needed to satisfy real-time traffic.

Minimum Bandwidth paIh ft ~ Bandwidth rcquest

For service that does not require real time, the network manager makes use of

bandwidth readjustment technologies to balance traffic load and affordable bandwidth

[Por97].

(i;) Latency

Latency, or delay, refers to the interval ofrime between the generation or aceess ofmedia

data and its presentation. Delay is also viewed as the period oftime from the moment data

is received at an input port and the moment it is sent out on the output port. Time is the

ooly important metric for latency.

Latency is composed of: propagation, transmission and queuing. Propagation

latency is the speed oflight transmitting in the media between two ends ofa network. It is

known that light travels through vacuum al 3.0*10 8 meters per second and through fiher

at 2.0*10 8 meters per second. Transmission latency is the time a network takes ta

transmit packets ofa certain size onder its handwidth. Queue latency represents the

amount of tinte packets spend in routers before being forwarded onto the output link.

Routers generally use the FIFO (First-In-First-Out) algorithm to decide which packet is

next to he forwarded [WoI98].

End-to-end latency is the sum ofail the delays in nodes on the links along the path

from source to destination. The fonnula used for its calculation is [Hat98]:
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Latency cnd-to-cnd = ~ Latency i

i = 1

(Ui) JUter

litter is the variance in the delay when processing and transmitting data. It can be

smoothened by butTering at the receiver side, but this action increases the end-to-end

delay [WoI98].

The end-to-end delay jitter is calculated by adding up all the delay jitters ofthe

nodes alang the path. This value cao not exceed the service requested jitter [Hat98].

litter end-Io-cnd S litter n:qucs1cd

Ifwe consider the jitter to he the difference between the maximum and the

minimum delay, the following fonnula is used:

n

litter cnd-co-end =~ litter i

i = 1

Ifwe assume the jitter to be the average deviation of the delay from the average

delay, with the delay considered to follow a nonnal distribution, than the following

formula more is appropriate:

(iv) Loss Rate

litter end-to-end =

n

~ (litter i) 2

i = 1

•
Loss rate represents the ratio between the number ofbits lost during transmission and the

total number ofbits sent by the source. Data loss occurs when a data segment is

18



• transferred with an error, with a duplicate copy or is lost in the network. Loss rate is

generally specified by bit-error or packet-error rate, but, 5Ometimes, service providers use

additional criteria to detennine the capability ofdelivery on a guaranteed service. For

example, ifonly 97% ofthe data sent is delivered to the destination, one might consider

this to be a bigh loss rate. This situation Most probably arises due to lack ofresource,

such as bandwidth, 50 increasing the buffer size is helpful here to increase the

performance in terms ofpackets lost. On the other hand, a larger buffer cao store more

messages waiting to be sent, wbich extends the delay in data transmission [WoI98].

Loss rate in a path is function of the loss rate for every connection. The following

fonnula is used for its calculation [Hat98]:

n

Log (1 - LossRate cnd-to-ald ) =1: Log (1 - LossRate i )

i = 1

• or LossRate end-to-cnd = 1- (1 - LossRate 1 )* (1 - LossRate 2 )* ...* (1 - LossRate n )

•

(b) Other Parameters

In addition to the basic QoS parameters presented above, other parameters related to end­

to-end communications existe In this sub-section, we brietly present a few ofthem.

(i) Cost

The end-to-end cast represents the maximum priee a user is willing to pay for a

given quality ofservice in a system where users compete for resources. It is computed by

adding the costs on ail the network components a10ng the path.

n

Costcnd~= ~ Cost i

i = 1
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(ii) Hop Number

ln general, there is more than one path between two points in a given netwo~ with

varying number ofbops. The route having the minimum nurnber ofhops is regarded as

the hOPoonumber ofa particular end-to-end connection.

(i;;) Blockingprobabi/ity ofnew connections

Blocking probability ofnew connections represents the ratio between the number of

rejected connections and the total number ofconnections. Because new connections

a1ways have lower priority than existing ones, they are a1ways blocked or rejected when

the bandwidth becomes scarce. One solution to reduce the blocking probability is to

increase the bandwidth, but this implies a higher costa Algorithms that employ less

bandwidth without lowering the Performance are preferred as suitable solutions for

decreasing the blocking probability ofconnections.

(iv) Minimum a/lowed bit rate

The minimum a1lowed bit rate is the minimum amount ofbandwidth required for a

connection to operate within acceptable QoS boundaries. This parameter is provided by

the user for real-rime applications. In the case ofapplications that don't require real-time,

the minimum allotted bit rate is set by the network and represents the available

bandwidth.

(v) Bandwidth readjustment probabi/ity and Robustness

When not enough bandwidth is available for transmission traffic, bandwidth readjustment

is Performed based on the available bandwidth in the network. A network connection is

robust ifit bas low bandwidth readjustment probability (Oli95).
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(vi) Connection duration

The duration ofa connection QoS parameter is the tinte interval between the issuing ofa

connection request and the receipt ofthe confinnation information for that connection. ft

is used in evaluating the perfonnance ofalgorithms.

(vii) Connection jài/ure prohabi/ity

Connection failure probability is the probability that a requested connection is not

established witbin the maximum acceptable time for setting up a connection.

(viii) Re/ease de/ay

Release delay represents the tinte interval between the issue ofa disconnect request and a

correspondence for successful release by the service provider [Hut94].

1.3.2 Special management functions due to Intemet

As we have seen, a management system is an application which consists ofspecialized

managing objects playing ditTerent management roles, such as perfonnance monitoring,

fauft detection, or system reconfiguration. These roles are fulfilled based on the

infonnation collected by managing objects using management operations on managed

objects, and the interpretation of the results of these operations.

In distributed systems, many functionality areas must he considered, as shown in

Figure 1.8 below.
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Figure 1.8 Infonnation Exchange between Management Functional Areas

•
The key functional areas ofnetwork management as defined by International

Organization for Standardization are: Fault Management, Accounting Management,

Configuration and Name Management, Perfonnance Management and Security

Management (Sta93]. This functional classification is widely accepted by vendors of

standardized and proprietary network-management systems.

(i) Fault Management

•

ln complex networks, the proper functioning ofeach network component as weil as of the

system as a whole is mandatory. A fault, as distinguished trom an error, is an abnormal

condition that requires management actions in order to be repaired. In the case of a fault

occurrence, the following actions must take place as soon as possible:

localize the fault;

isolate the fault trom the rest of the network 50 that it is prevented from interfering

with the proPef functioning of the remaining network;

reconfigure the network 50 that it becomes able to function appropriately without

the faulty component, and

repair or replace the faulty component to obtain the network's initial state.
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Examples offaults are : incorrect operation ofa network component or excessive

errors. Sorne types oferrars, such as single bit errors, are not nonnally considered to be

faults. Also, error-handling mechanisms ofditTerent protocols cm compensate for some

errors.

From a user perspective, fault resolution should be fast and reliable. At the same

time, users expect instant notification ofa fault occurrence. To ensure these user's

expectations, very rapid fault resolution techniques and reHable fault-detection and

diagnostic-management mechanisms are suitable. The presence of redundant networlc

components and altemate routes confer sorne degree of fault tolerance. After resolving

the fault, the fault management is responsible for ensuring that no other problems have

been caused by the solved one. The entire procedure should be performed with minimal

networlc performance damage.

(U) Accounting Management

Networks possess internai accounting procedures for different corporate networks,

divisions or cost centers that malee use ofnetworlc services. In the case when no such

internai accounting procedures are employed, the network manager must be able to

identity the user or the user class that employs networlc resources because ofdifferent

reasons brietly outlined below:

a user or group ofusers may abuse their access privileges at the expense ofother

users ofthe networlc

the networlc manager May assist users that malee inefficient use ofnetworlc

resources in improving network performance

knowledge of the user activity in a networlc alIows the network manager to better

plan the network growth.

From a user point ofview, the network manager should be able to specify the

various accounting information necessary at every node, the tinte period between sending

the recorded information to higher-level management and the algorithms used in
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calculating changes. Users themselves should have their authorizatioD verified when they

access and manipulate information.

(iii) Configuration and Name Management

Network compoDents can he configured to perform many ditTerent applications. For

example, the same entity can he configured to act as an end-system Dode, or as a router,

or as hoth. Configuration management takes care of initializing a network and gracefully

shutting it down. In the course ofnetwork operation, configuration management

maintains, adds, and updates the relationships among components and the status of the

components.

From the user point ofview, the network manager should be able to identify the

components ofa network and determine their most appropriate connectivity. Other tasks

that a network manager should he able to perform, ftom a configuration point ofview,

are:

change the connectivity ofthe network or network components, and

reconfigure a network as a result ofnetwork performance evaluation, upgrade,

fauft recovery or security issues.

Some configuration management operations are automated, such as configuration

reports periodically generated to users, or as response to a request.

(iv) Performance Management

Components in complex networks should be able to interact with each other and share

resources. Many applications require that the communication between network

components is within pre-defined performance limits.

Performance management includes monitoring and controlling. Monitoring keeps

track ofnetwork activity, whereas control makes adjustments to improve network

performance. Some performance management issues include:

the level ofcapacity utilization;

the existence ofexcessive traffic;
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the level ofthe throughput;

the existence ofbottlenecks, and

the existence ofan increase in response time.

From a user perspective, performance should be precisely known in order to

respond to specifie user queries. Users expect a good response tinte from the network.

Network managers use performance statistics to help them predict bottlenecks before

these actually accur and take the corresponding correcting actions.

(v) Security Management

The tasks ofsccurity management include:

generation, distribution and storage ofencryption keys;

maintenance and distribution ofpasswords and other authorization controls;

monitoring and controlling access to computer networks and to network

management information from network nodes, and

collection, storage, examination, enabling and disabling ofaudit records and

security logs.

From a user perspective, security management ensures the protection ofnetwork

resources and user information.

(vi) QoS, Trading, Bant!width and Configuration Management

Complex interaction exists between managing objects that are responsible for fault,

performance, security, networle planning, accounting, trading, naming, QoS, and the

objects perfonning configuration management.

Configuration management interacts bi~irectionallywith fault management. Fault

management uses the system configuration to apply particular fault models to discover a

faulty companent, to diagnose the fault, and to solve it. If a component must he isolated

for a test or maintenance, a reconfiguration is expressly requested. Configuration is the

basis to apply diagnostic strategies to correlate system alanns and identify the cause of

the alann (Hou95]. In facl, complex dependencies, expressed as relationsbips between
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managed system components, lead to different diagnostic policies. Another case where

automation can he applied concems tests within distributed systems. When a component

must he tested by a well-defined test component, represented in tum as a managed object,

fault management interacts with configuration management to create the adequate

relationship instances. Il is clear that models where relationships are not represented, or

are poorly represented, do not allow such an activity.

A tied relation exists between security management and configuration

management. In particular, authenticated associations are used for providing mutual peer

authentication. If the access control poticy invalidates a relationship already establisbed,

this leads to a reconfiguration of the system. Conversely, when configuration

management has to create a relationship instance, and the tentative is aborted because of

access rights violation, this information is sent to security management. Security manage­

ment uses the configuration to ensure security agreements. A reconfiguration can be

inhibited, e.g. a connection, if a security agreement is violated.

Configuration management cooperates with accounting management to ensure

cost-based agreements, according to the performance of the system components and the

requested QoS. Accounting management needs current cost information and May request

configuration changes. Configuration management may initiate a reconfiguration when

the system performance decreases, according to performance criteria, by using the trading

functionality. The trading functionality may initiate a request for a new configuration in

different scenarios, e.g. a often-requested service is not available with the desired QoS

performance, the Performance ofsome suppliers decreases, or the QoS requested by a

customer is not longer satisfied by its current suppliers. As a central management activity,

the confi8U1'atÎon and reconfiguration management copes with the diversity of software

versions, component localities, migration transparency, in order to preserve the achieved

OoS, or to 8U8nUltee a graceful degradation ofQoS.

In the Internet world, nobody's land, other functionality areas induced by OoS,

ToS and user profiles must he considered such as congestion management, bandwidth

management, special NAT (Network Address Translation) [Nat99] mechanisms. These

issues will he addressed in the following section.
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1.3.3 ExistiDg Remeclles

As a1ready outlined, several issues have to he taken care of for the proper functioning of

today's Internet. This section presents possible remedies to network problems related to

congestion, bandwid~ security and constraints-based routing.

(i) Congestion

It is known that network congestion is a resource sharing problem. Consider the case ofa

network lacking effective congestion control. When the network load is small, network

throughput generally keeps up with the increase in load until a point in reached where the

increase in the throughput is much slower than the increase in the load. If the load keeps

increasing to reach the network capacity, the queues on network elements will become

full, possibly causing packet drops, and throughput will arrive at its maximum to decrease

sharply to a very low value. At this point, the network is said to he congested.

A new taxonomy for congestion control algorithms in packet-switching computer

networks based on the control theory bas been proposed (Cui95]. The network is viewed

as a large, distnouted control system in which a congestion control strategy is a control

policy executed al each node of the network with the maintenance ofstable network

conditions as its goal. The authors define a set ofcriteria for control systems as a

laxonomy ofcongestion control algorithms for packet-switching networks as weil as how

this taxonomy is applied to the individual characteristics ofexisting congestion control

algorithms. The key element of the proposed taxonomy is the decision-making process of

individual congestion control mechanisms.

The main taxonomy categories are:

Open Loop Congestion Control Algorithms - these algorithms control decisions

do not depend on any feedback infonnation from the congested locations in the

network.

Closed Loop Congestion Control Algorithms - these algorithms take their control

decisions based on sorne sort of feedback from the faulty areas.
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AlI open loop schemes have a continuous activation feature and are based on

admission mechanisms that tend to stabilize the arrival of traffic at the source. They can

act much faster than closed loop schemes. However, only closed loop schemes are able to

distnoute indications on resource utilization and traffie conditions in the network.

(i;) Bandwidth

Computer networks are becoming busier and more complex with the incre8Sing amount

of information and the various information fonnats. This situation requires increased

bandwidth, a resource which is finite. In today's Internet, the quality and quantity of

bandwidth cannot be predicted. Certain applications, such as videoconferencing, require a

sPeCifie quality ofservice in tenns ofboth response times and delay. Often the network

cannot he used to its full potential, even though it may he sufticient for the requirements

placed on il. Bandwidth reservation removes this unpredictability by allowing

applications to reserve the bandwidth quality ofservice they need. Therefore, bandwidth

allocation becomes an important component ofbandwidth management and control.

Many vendors propose solutions such as bandwidth brokers to dea1 with bandwidth

management across networks (8anoo].

fUi) Security

Network security has always been an issue in the field ofcomputing and, in the later

years, in the area ofpersonal computing. Accessing the network represents an important

security risk. Various solutions have been proposed to deal with ditTerent aspects of

network security. Here are only a few examples: Radius, IPSec, NAT, firewalls, L2TP

(Level Two Tunneling Protocol), etc.

Radius is a distributed security system using an authentication server that cao be

modified to ditTerent kinds ofnetworks. Radius uses an open protocol which makes it

easy and efficient to interface with networks having large modem pools. The presence of

a large modem pool (Internet Provider Services, universities, etc.) always increases

network security problems, because there are more opportunities for people to break in or
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abuse acœss privileges. Radius authenticates users through a series ofcommunications

between the client and the server. Once a user is authenticated, the client provides the

user with acœss to the appropriate network services [FulOO].

IPSec is a simple version ofthe emerging Internet IP security protocol. It

represents a set ofprotooois being developed by the IETF (Internet Engineering Task

Force) to support secure exchange ofpackets at the IP layer. The two encryption modes

supported by IPsec are transport and tunnel. Transport mode encrypts only the data

portion ofeach packet, but not the header. The more secure Tunnel mode encrypts both

the header and the data portions ofa packet. At the receiving end, an IPSec-compliant

network element decrypts each packet (IspOO).

Network Address Translation (NAT) is a router function that a1lows address reuse.

The idea is that the address inside a stub domain cao be reused by Many stub domains.

NAT is seen as a privacy providing mechanism because the machines on the backbone

cannot monitor which hosts are sending and receiving traffic [Ege96].

Internet firewalls are security mechanisms a1lowing limited access to a site ftom

the Internet, or allowing approved traffic in and out according to a pre-defined plan. They

a1low one to select the appropriate services to meet business needs, while barring others

which may have significant security holes. To succeed in repelling unwanted intruders

while still providing access to the outside world, firewalls must meet precise requirements

[Fir99].

Another security solution is otTered by L2TP, which extends the ppp (point-to­

Point Protocol) model (Sim94] by a1lowing the layer 2 and PPP endpoints to reside on

ditTerent devices interconnected by a packet-switched network. A user has a layer 2

connection to an access concentrator and the concentrator then tunnels individual ppp

frames to a network access server. L2TP uses two types ofmessages: control messages

and data messages. Control messages are used in the establishment, maintenance and

clearing of tunnels and calls. Data messages are used to encapsulate PPP frames heing

carried over the tunnel [Tow99].
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(;v) Constraints-based routing

The first step in constraint-based routing is to find a path from source to destination. One

condition that bas to be satisfied is that the available bandwidth ofail network elements in

the path bas to be larger or equal to the requested bandwidth. To tind the shortest path

from a source to a destination, one can use different shortest-path algorithms such as

Dijkstra's shortest path algorithm or Bellman-Ford sbortest path algorithm [Cor89]. One

method to select an acceptable path is to eliminate ail paths having the residual bandwidth

smaller than the requested bandwidth and to choose the shortest of the remaining paths.

A method ofchoosing an acceptable path to support dynamic routing with QoS

constrains is available [Nou97]. The proposed algorithm builds a graph reflecting the

change in the network, and then constructs a subnet graph containing only acceptable

paths. Next, the algorithm builds the QoS constraint routing table using the subnet graph.

Based on the QoS parameters, the algorithm selects the best three paths having the

required QoS parameters in the muting tables from source to destination. Multi-parameter

applications use a k-shortest path algorithm [Por97] (for example, Double-Sweep

A1gorithm) to find the k best paths. A recursive procedure is used to select the next offer

in a routing table when the current connection request is refused. This dynamic algorithm

takes into account multiple QoS parameters and is able to select the best path satisfying

these QoS requirements from source to destination independent ofspecifie network

technologies.

1.4lntegrated Services vs Differendated Services Frameworks

Today's Internet Protocol (IP) default behavior in the absence ofQoS is known as best­

effort service. The Tep (Transmission Control Protocol) / IP nodes make their best effort

to deliver a transmission, but they will randomly drop packets in the event ofmanasing

the bandwidth or assigning priority to delay-sensitive packets [5t299]. The ·-intelligence"

resides in the end-entities while the network remains relatively simple (Sal84]. With the

extensive growth of the Internet in the last decade, best effort service proved to be weil
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scalable. Network capacity May he exceeded with the increase in service demands, but

service is not denied, instead, it degrades gracefully. This results in a variance in delivery

delay (jitter) which does not affect Internet applications such as e-mail, file transfer or

Web applications. However, real tinte applications such as IP telephony require a jitter­

free transmission (Sd99].

Increasing the bandwidth is not sufficient to avoid jitter, although it is a necessary

first step. The second step would represent the insertion ofsorne intelligence within the

oetwork entities 50 that they becorne able to distinguish traffic that cao tolerate jitter,

delay and packet loss from that with strict timing requirements. The goal ofprotocols

supplyjng QoS is to manage bandwidth 50 that it is used to provide some control and

predictability for different kinds ofapplication requirements.

Taking a satisfaction approach, there are two basic types ofQoS: (i) Resource

reservation and (ii) Prioritization. In Resource Reservation (integrated services), network

resources are distributed according to an application's QoS request and this mechanism is

under bandwidth management policy. In Prioritization (differentiated services) network

traffic is elassified and network resourees are given to each elass of traffie aeeording to

bandwidth management policy criteria Network elements give preferential treatment to

more demanding applications.

Applications, network topology and policy dictate which type ofquality of service

is most appropriate. Many QoS protocols have been designed to fit together in various

architectures and to deliver end-to-end quality ofservice. Following are the most

common:

ReSerVation Protocol (RSVP);

DitTerentiated Services;

Multi Protocol Labeling Switching (MPLS), and

Subnet Bandwidth Management (SSM).

1.4.1 End-to-end Integrated Seni~es (lntServIRSVP)

The IETF Integrated Services Working Group is working to develop standards that dictate

how application services detine their QoS requirements, how routers leam this
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information, how to test and validate that the contracted QoS is maintained. In Integrated

Services (lntServ), each network element has to identify the coordinated set ofQoS

control capabilities it provides the information it requires and the information it exports.

Routers that support Integrated Services have to classify packets according to some fields

specified in the policies. In addition, they have to maintain state information for each

individual tlow (St299].

IntServ are of two different types:

Guaranteed: they ensure the required bandwidth availability and provide strict

bounds on the end-to-end queuing delays, and

Controlled Load: they provide a service equivalent to that provided by best-etTort

networks onder unloaded circumstances, but cao not guarantee the strict hounds

that Guaranteed services provide.

The ReSerVation Protocol (RSVP) is a signaling protocol that enables IntServ by

ensuring the reservation and control of network resources. This is the most complex ofail

the QoS technologies for both hosts and network elements. RSVP provides the highest

level ofQoS in tenns ofservice guarantees, granularity of resource allocation and

feedback to QoS-supporting applications (Stl99].

Figure 1.9 presents an overview of RSVP.
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Figure 1.9 RSVP is used to establish a resource reservation between sender and receïver.

In RSVP, the sender sends a PATH message that contains the traffic specification

(TSpec) in tenns ofbandwidth, delay and jitter to the destination address. Each router

enabling RSVP along this downstream route establishes a path..state with the previous

source address of the PATH message. This will represent the next hop upstream towards

the sender. The receiver sends a RESV (Reservation Request) message upstream that

contains the TSpec, a request specification (RSpec) indicating the type of IntServ

requested, and ajUter specification (fi/ter spec) identifying the transport protocol and port

number. Together, the RSpec and the fiiter spec represent theflow-descriptorused by

routers to identify each reservation. [n the upstream path, each RSVP-router uses the

admission-control process to authenticate the request and allocate the required resources.

An error is retumed back to the receiver if the request cao not be satisfied. In the case ofa

request that cao he satisfied, the RESV message is sent upstream to the next router. If the

router that is the closest to the sender accepts the RESV message, it sends a confinnation

message to the receiver. When the sender or the receiver ends an RSVP session, there a

tear-down process is initialized destroy the connection created (Stl99].

Although Integrated Services provide the highest level ofgranularity and the best

guarantees for QoS, there are some drawbacks. In particular, the complexity and overhead

of RSVP is damagjng for many applications or portions of the network. In these cases,

methods that provide less granularity and guarantees in tenns ofQoS are needed. One

such a method is Differentiated Services (DiftServ), presented further.

1.4.2 DifI'ereDdated Services

Differentiatcd Servîces (DiftServ) define a simple method ofclassifying services ofa

number ofapplications (Stl99]. Differentiated Services are not based on priority,

application or tlow, but on the possible observable forwarding behaviors ofpackets,

named Per Hop Behaviors (PHB) [IotOO]. The PHB provides a particular service level

(bandwidth, queuing, and dropping decisions) according to the network poHcy (Figure
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• 1.10). Currently, there are two standard PHBs defined that represent two service levels or

traffic classes:

Expediled Forwarding (EF): It minimizes delay and jitter providing the highest

level ofaggregate quality ofservice. It bas a single Di~erv value. Ali traffic that

exceeds the profile defined by local policies is discarded [Jac99]

- Assured Forwarding (AF): It bas four classes and three drop-precedences within

each class, for a total oftwelve DiftServ values. Traffie that exceeds the profile

defined by local policies is not necessarily dropped, but bas a decreased

probability ofdelivery [Hei99].
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Figure 1.10 DitTerentiated Services Architecture

PUBs are applied by the Condilioner to traffie at a network border entry aeeording

to pre-detennined policy criteria. The Marker can optionally mark the traffic at this point

sa that it can be routed aecording to the marking and unmark it al a network border exit

point. The Meler simply records statistics and it is also optional.

DiftServ makes the assumption that Service Level Agreements (SLA) exist

between neighboring networks. A SLA defines the poliey criteria and the traffic profile.

Any traffie out of profile has no guarantees as it crosses the network. The policy criteria

used May inelude source and destination addresses, transport protocol, port number or

time ofthe day (Stl99].

When applied, the protocol mechanism that the service uses is the DifJèrenliated

Services Code Point (DSCP) bit patterns, in the lP beader. This octet maps to a partieular

PHB, hence classifying the packet service level. The DSCP replaces the ToS octet in the

Ipv4 header and the Class Octet in the Ipv6 header, as depicted in Figure 1.11 below.

There are a possibility of64 ditTerent classifications for service levels (8 bits) but only the

first 6 bits are currently in use. Two bits are reserved for future expansions. The DSCP
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• retains backward compatibility with the three precedence bits 50 that non-OS compliant,

ToS-enabled devices will not confliet with the OSCP mapping.
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Figure 1.11 The OSCP replaces the ToS octet in the Ipv4 header and the Class octet in the

Ipv6 header

Differentiated Services are based on rules, 50 they represent a good sttategy ta he

used in policy-based network management. The idea is ta keep the current network

technology and resources and manage networks by appropriate network policies.

As mentioned previously, different kinds oftraffic cao be marked by the Marker

for different kinds of forwarding based on network policies. Resources cao then he

a1located according ta the marking and the policies. As an example, mission--eritical

messages can he encoded with a DSCP bit pattern that indicates high bandwidth and zero

frame loss. On the other hand, Web browsing could be encoded with a DSCP bit pattern

indicating routine traffic handling.

The powerofOiffServ resides in its simplicity to prioritize traffic.lfDiflServ

uses RSVP parameters to identify and classify constant-bit-rate (CBR) traffic, it is

possible ta establish aggregate tlows that could be directed into fixed bandwidth pipes. In

this case, resources can be shared and guaranteed services are still provided (Sd99]. This
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• particular situation is further described while presenting the combination between IntServ

and OiftServ.

1.4.3 CombiniDg atServ and DiflServ

Figure 1.12 below represents the model under development within the IETF and shows

how QoS technologies combine together to provide End-to-End and Top-to-Bottom QoS

[Ber99].
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Figure 1.12 End-ta-End and Top-to-Bottom QoS

RSVP provisions resources needed for network traffic and DiffServ marks and

prioritizes traffic. As already discussed, RSVP is one of the MOst demanding protocols on

backbone routers in terms ofcomplexity and overhead. Therefore, its use should be

limited on backbone routers [Man97]. DiffServ cao be a complement for RSVP in the
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quest to ensure End-ta-End QoS.1n this architecture, the hosts use RSVP to request

resource reservation with high granularity. The border routers at the backbone entry

points map these RSVP reservations onto a class ofservice indicated by the DSCP bit

pattern. Another alternative is to require the host to set the DSCP bit accordingly also.

The border routers at the backbone exit points are responsible for re-establish the RSVP

provisioning to the final destination address (Stl99].

1.5 Open Issues

The complexity ofdistributed networks and the need for consistent management

overwhelmed the network operators. The need to capture a higher level ofabstraction and

to later retine it in order to be implemented raised the question ofhaving an automatic

policy management approach. Some achievements presented above partially solved well­

defined areas. However, vendors, standard communities and service providers are

thriving for defining an unifonn approach for policy definition and policy

implementation. This will allow proprietary policy-based management tools to interaet

with eaeh other in a consistent manner. Following this increased need, the IETF proposed

a policy framework whose general guidelines are presented in the next subsection.

1.5.1 Implementadon QoS PoHey Framework

The QoS Poliey Schema provides a mapping ofQoS policy infonnation to an

implementable fonn in a directory that uses (L)DAP (Lightweight Directory Aecess

Protocol) as its aceess protocol (SniOO). QoS poliey information includes definition of

policy rules, policy conditions, policy actions, and general policy data.

Due to its generality, the QoS Policy schema alone may not he sufficient to model

a particular set ofQoS services and systems. Three ways in which QoS poliey schema

may he insufficient existe

1) The QoS Policy Schema lacks application-specific policies. These extensions

cao be new functions represented as subclasses ofclasses defined in the document or as
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new attributes of the classes detined in the document. In effect, the QoS poliey schema is

a Middle layer in the following three level bierarchy:

Core Policy Schema;

QoS Poticy Schema, and

Implementation-specifie sehemata.

2) The QoS Poliey Schema May not necessarily provide an efficient mapping to a

given vendor's directory implementation. Certain LDAP functions are implemented in

different ways by different vendors. The basie design May therefore need to be modified

in order to fit a particular vendor's implementation.

3) The QoS PoHey Schema May lack to accommodate an implementation not

compliant with LDAP specifications. This represents a particular case ofpoint 2) above.

Since rules cao be as simple as an IF-TUEN statement or as complex as an

aggregated object, it is necessary to make the representation ofmanagement rules

uniform.

(a) T. Kock et al [Koc96] presented the general structure ofa polling event

definition as follows:

eveDt name type polling {

operation (parameter_1. ... , parameter_2)

every cycle

[mter ({ median 1medium 1nODe }, window) ]

OD { = = 1 != 1 <= 1 < 1>= 1 >} threshold

[ mode { stade 1 dynamie }]

[ delay inlerval ]

[single]

trigger eventname

OD ...

}

Name represents the name ofthe event definition, and eventname is the name of

the event used to trigger a policy. The operation defines an interface method providing
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the monitoring value. The cycle defines the polling rate in seconds. Optionally, ajilter

cao be specitied together with other technicalities.

The PolicyRu/e class from the IETF DEN (Directory Enabled Networks) is

another example ofpolicy mIe representation [Str99]. This is a subclass of the Po/icy

class and represents the IF [condition is met] THEN [execute action]. This is obtained by

aggregating a set ofpo/icyCondition and a set ofpolicyAction objects. A policyRule

condition is fonned by either an ORed set ofANDed conditions (Disjonctive Normal

Fono) or an ANDed set ofoRed conditions (Conjonctive Normal Form). Individual

conditions May a1so he negated. The po/icyRu/e actions are performed ifand only if the

po/icyRule is true.

(b) Dini et al. [Din95] present more complex expressions ofa management policy

in statements of the Conn:

<policy-name> : : = if {<conditions>, [ I<conditions> or <conditions> 1

<conditions> and <conditions> ] }

then {<actions>, [ l<actions> and <actions> ] }

where <conditions> are predicated on values of properties ofa system component and

<actions> represent management actions. The management actions can be simple updates

ofcompanent properties or complex management actions performed by managing

objects.

We have just seen sorne proposed policy rule representations, but pllicy rules

must a1so consider current status of the network elements such as synchronization of

sorne actions or pllicy triggers, specification ofcompanion policies and 50 on [51094].

1.5.2 Comples mteriDg, aggregatioD, correladoD mechanisms

Today's telecommunication networks are increasingly complex in their layered structures

and services. Integrated backbones using Asynchronous Transfer Mode (ATM) and

Synchronous Digital Hierarchy (SDU) are canying data, voice and video at the same time

[Ka197]. The number ofprotocols in use is therefore bigh at any given moment. Any
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problem in the base transmission services causes the failure ofnumerous higher layer

services, which may not even he directly connected to the failing element.

The type ofsituation mentioned above causes serious problems to the network

management systems. If integrated management system is not in place, then the network

managers have to manually correlate the problems on the various network management

consoles by using their experience. When successful, this procedure takes too long and

the system remains down for higher than desired Periods oflime. If integrated services

are present, they become flooded with events from all the different sub-network

management systems [Kat93].

Automated fault isolation and event correlation in integrated networks are serious

theoretical and practical problems. Fault isolation represents the automated detection of

problem, which is the cause of the trouble. When talking about event correlation, all

problem indicators whose generation was caused by the same underlying problem are

grouped together. The authors of [Kat97] present an algorithm that allows detennining

the underlying cause ofnetwork problems and correlating the events associated with that

problem. The main idea is based on model traversing allowing incoJ'POration ofdifferent

correlation techniques. Model traversing is an approach that reconstnlcts fault

proPagation at run-time by analyzing relationships between MOs.

1.5.3 Co-babitadoD betweeD semees

Different perspectives have to be considered when dealing with network management.

From the policy perspective, COPS (Common Open Policy Service) and PlBs (Policy

Information Base) are promoted. From the management and event triggering perspective,

SNMP and Mm are considered by their simplicity and facility to he implemented. At the

same lime, network resources and services discovery and management require a

DENILDAP (Directory Enabled NetworklLightweight Directory Access Protocol)

schema [How95]. While still in cuneot use, CLI (Command Line Interface) or TL-l

Transaction Language One) must he used with all the above frameworks. [t is important

to devote appropriate effort to avoid confliets in applying any or aU of these approaches

together. AlI these approaches are considered in further detail helow.
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(a) SNMP/MIBfor network e/emenls

As seen in the previous sections, management is too large and complex that a single

vendor cannot handle ail its aspects. ln order to support the multivendor network

management, a standard was needed. The ISO (International Standardization

Organization) proposed CMIP (Common Management lnfonnation Protocol) while the

Internet world inclined towards the SNMP (Simple Network Management Protocol).ln

1990, the IETF (Internet Engineering Task Force) published the document that made

SNMP an Internet standard. Ever since, it was used in every network management system

deployed (SteOO).

SNMP management bas the following three components:

1) The Structure ofManagement Information (SMI)

The SMI defines the structure of the SNMP naming mechanism by identifying the

a1lowable data types for the rules ofnaming and identifying MIB components. The

nanting structure is hierarchical and ensures unique names for managed objects, the

components of MIB.

SNMP-managed objects are very simple, containing generally six attributes. For

example, these attributes can he name ( ex : itlnErrors ), a dotted decimal abject identifier

(1.2.3.4.5.6.7.8.9.10), a syntaxfield that selects the data type (Integer, IPAddress, Counter

etc), an access field «<Don-accessible», «read-only», <<read-write», <<Write-only»), .tatus

field «<t1landatory», «optional», «deprecated» or «obsolete») an<b text description field.

The SMI makes possible the writing an SMI-compliant management object

detinition, the running ofthe text through a standard MIB compiler to create an

executable and the installing of the code in existing agents and management consoles that

could start generating different charts and reports.
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• 2) The Management Infonnation Base (MIB)

The Mm is a bierarchical name space whose nodes registration is administered by

the Internet Assigned Numbers Authority (lANA). The term «Mm» can also be attributed

to specifie collections ofobjects used for particular purposes. The figure 1.13 below

depicts the MIB structure.

The object ID for every relevant object begins with either 1.3.6.1.2.1 (the MIB-2

node) or with 1.3.6.1.4.1 (the Enterprise node). The nodes under MIB-2 include the

RMON (remote monitoring) MID objects and other generic MIB objects such as IP, Tep,

UDP etc. The nodes under Enterprise include ail proprietary MID objects. It bas been

estimated that there are 10 times as many proprietary Mm objects as there are generic

ones.

Snmp
V2 6

Joint ISO­
CCIT 3

Internet

EJ
+

W
+
~
1 DOD6 1

+

1M~illExperimental) ftPrivate4Il ~uri~s 1

+ ~+-
1 MID - 2 1 1 1 Enterprises 1 1

7+\l ït+~

ccm
o•

•
Figure 1.13 The MIB tree ofobject identifiers
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Eacb MIB object bas a value associated with it according to the syntax part of its

specification. When a Mm object is instantiated on a device, the value associated with the

object is called a MIB variable. SNMP agents store MIB variables and send them upon

request to managers on management stations. Mm objects are static. They are compiled

from a description language to a binary fonn that agents and managing objects can load.

MIDs cau be divided into smaller units called groups ofrelated objects. A vendor

cao implement the groups that are useful for a product and leave out the ones that are not.

For example, MIB-2 bas 10 subgroups sucb as "system", "interfaces", "'IP'\ ~'ICMP",

"TCP", '~UDP" and "SNMP". Atso, the RMON MIS for Ethernet segments bas 9 groups

including "statistics", "mstory", "a1ann", "event", "capture". Traditional SNMP agents

are not capable ofcapturing most RMON data; built·in probe functions or special RMON

probe devices are necessary to colleet and forward RMON infonnation. The advantage of

RMON probes extends beyond the capturing and processing ofmore data than ordinary

device agents. In effeet, RMON probes can reduce traffic by storiog intennediate results

locally and forwarding them to applications on demande

3) Protocol Data Units (POUs)

The Protocol Data Units represent the different possible payloads that form

legitimate management messages.

ln SNMP version 1 there are ooly 5 types ofmessages:

(a) get-request - retrieves one or more values from a managed oode's Mm

(b) get-Dest-request - enables the manager to retrieve values sequentially. This

oPeration is widely used wben reading through the rows of a table.

(c) set-request - enables the manager to update appropriate variables, providing SMNP

with the ability to configure and control entities remotely. Managed objects with an

access attribute of "read~nly"can't he set.

(d) get-respoDse - retums the results of«get-requesb), «get-next·requesb) and «set·

request» operations, at the same lime acknowledging them
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(e) trap - enables an agent to spontaneously report important events or problems to the

managing process. Traps are not acknowledged.

Although the first SNMP version was rapidly accepted and implemented, it had

serious shortcomings. First, the « password » called community name or community

string otTered no reliable method ofauthenticating the source ofnetwork management

messages. Second, the community name was visible in unencrypted mode in each SNMP

packet ; there was no means to secure the contents ofnetwork management messages

from network hackers. Under such circumstances, Many network managers only

implemented the SNMP sections responsible for monitoring devices and collectiog

statistics, hence not taking full advantages ofail the SNMP capabilities.

SNMP version 2 addresses the authentication and security problems. It also contains

other enhancements such as improved support for systems and applications management,

manager-to-manager communication and, hence, a more distributed management madel.

Retrieving tabular data is more efficient because ofthe presence ofa new message tyPe•

(h) LDAP/DENfor services

Directory Enabled Networks (DEN) provides a schema and information model for

representing network elements and services in a directory. An implementation of this

specification then enables an appropriate set ofnetwork services to be associated with

users and applications. The specification defines a set ofdata models for typical network

devices, and implements these as extensions to the directory services schema.

LDAP (Lightweight Directory Access Protocol) is the standard way to access

directory information in the Internet. It defines a simplified object model for defining

information that can he stored in the directory and gives a corresponding workspace that

detennines how information is organized, stored and retrieved.

(c) COPs/PIB jôr polices
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COPS is a dedicated protocol for transporting policy information. It is a simple query and

response protocol that is used to exchange policy infonnation between a policy server

(PDP-Policy Definition Point) and a policy client (PEP-Policy Enforcement Point).

Policy rule classes are amnged in a hierarchical structure similar to the one in

SNMP's SMI. For each policy rule class, there may he none or more policy rule instances

for any particular device. A collection ofpolicy rule classes are defined in PIB modules,

which follow the same structure as MIB [S1399].

COPS is the preferred protocol over both SNMP and LDAP for policy

configuration installation and communication ofpolicy information. When compared to

SNMP, COPS has richer semantics and uses TCP for large transactions (as opposed to

SNMP which only uses UDP). When compared to LDAP, COPS has many advantages

including (i) carrying and understanding ofdynamic state information, (ii) support for

unsolicited notifications, and (iii) requirement of less code to be implemented.

(d) Other techniques

The CLI is a simple line-oriented interface used to perfonn network operations trom any

node in the network, with or without having a network management system. One

limitation ofCLI is that it ooly a110ws the issue ofcommands to one node at a time. This

means that one cannot view the status ofsevera! switches by using a single command, but

a separate command for each switch.

Another technique is Transaction Language One (TL-l), a widely used

management protocol in telecommunications. It is a man-machine, text-based message set

that manages most ofthe broadband and access networks in North America and is

increasingly heing used for newer management applications.

1.5.4 Need for mecbaDJsms for early poDcy coamct detectioD aad resolutioa

The network heterogeneity, the diversity of services, the diversity ofmanagement tools,

the complementary protocols and infonnation structures, and the potential conflict

between sub-network owners themselves or with their customers, led to a variety of
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management goals and policies. This variety ofmanagement policies, policy conflicts cao

he ofMany types. Following is a summary of the Most common kinds ofpolicy conflicts:

1) Different policies that refer to the same object may eventualJy trigger conflicting

actions.

2) Different poliey owners, having potentially opposite interests, cm set different

pre-conditions for the same set ofaetions leading to poliey conflicts.

3) The Jaek ofcompanion policies, that is, policies that bave to be in place in order

for another policy to be applied, creates poliey confliets.

4) The same poliey May trigger conflieting actions: parallel actions, sequential

actions or overlapping actions.

5) Different policies May trigger conOicting actions.

6) Different policies can be defined onder temporal constraints that must be verified

when a poliey is really applied. Various kinds of temporal conflicts May occur, as

presented in this thesis.

The existence ofthe above policy conflicts calls for mechanisms for carly policy

contlict detection and resolution to ensure a successful and effective network

management.

To help us understand the current status regarding policies and policy..enabled

networks, the next ehapter focuses on the current IETF Poliey framework and

architecture.

Conclusion

Policy..enabled management tools are tailored to cope with the complexity of today's

networks and user profiles. Early policy conflict detection and resolution is suitable. Also,

temporal aspects of poliey detinition must present conflicting execution and must favor

checking ofpoliey application.
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Chapter2

Current IETF PoHey FraDlework

2.1 Layered Approa~h

Usually, policies define the essential behavior ofdistributed heterogeneous systems,

applications and networks. The policies only specify the desired behavior, but say nothing

about how this behavior can be accomplished and maintained, commonly by using

actions pointed by appropriate protocols. Policies range from high level, that is, abstract,

non-technical policies to low level, technical policies. The level ofabstraction depends on

the degree ofdetail present in the policy definition and the ratio ofbusiness issues to

technological issues within the policy.

The process ofdefining, analyzing and structuring policies is the basis for

processing and application of management policies, as illustrated in Figure 2.1. Policy

classification gives a very simplified representation of the policy, but does not cover ail

policy aspects. In the transformation phase more domains may he resolved. The

refinement of the policy classification plus the introduction ofpolicy hierarchy gives a

policy template definition (Wei95].

Policies are very different in tenns of level ofabstraction and degree ofdetail. A

structure ofpolicies is mandatory in order to ensure that ail policies can he successfully

applied to their targets. Policy hierarchies divide policies ioto smaller groups ofdifferent

levels ofabstraction, later to be processed ioto applicable, low-Ievel policies

[Mac93][Ngu93]. Weiss presented a policy hierarchy that defines the levels within the

management environment in which policies are applied. As depicted in Figure 2.2, this

policy hierarchy makes the difference between the following aspects :

Corporate or High leve/ po/icies - direcdy following ftom corporate plans of

strategie business management. Technology presence is minimal. In order to be
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implemented, these policies have to be redefined as one of the other three policy

types detined below.

Task-orientedpolicies - define how management tools must be applied and used

in order to achieve the desired behavior

- Functional Po/icies - define the use ofmanagement functions, such as the OSI

systems management functions [lsoIOI64], the OSFIDME distributed services

[Dme92] and OMG's object services [Omg921, Omg922].

- Low-/evel policies - act at the level ofmanaged objects, the abstractions of

managed network and system resources.

In order to be implemented, sorne policies do not have to arrive al the lowest level

in the above hierarchy.

Policy Classification
"--

Definition +
, , -4- -~ Poli

Policy Templale
Definition

Transfonnation +

Available Infonnation on Managed Resources,

~ Management Tools and Management Services

Policy Objects 1
Management Scripts

Application +

Management System, Management Tools,

Services, Agents.

Figure 2.1 The path from policy classification to policy application
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The transfonnation process is used on policies to refine them as weil as to identify

the targets, subjects and monitor objects. As an example, a high·level security poliey ean

be further refined ioto two separate polieies: one responsible for the aeeess control, the

other responsible for the data eonfidentiality [1507498].

In sorne situations, the refinement proeess may be automated entirely, but,

usually, it is only partially automated. Extensive infonnation on the managed

environment, the managed eapabilities, the tools and platfonns available is essential for

the interpretation of the poliey semanties. An asyntaetieal approaeh to refinement is not

desired sinee it may eause most ofpoliey eonfliets. A refinement is considered complete

when the lowest leveI ofdetaiI has been reached or when a mapping between the value to

managed objects or management funetions of the management system is possible.

Another poliey hierarehy has been presented by Strassner (Str99]. Let us eonsider

the DEN (Directory Enabled Networks) poliey c1ass hierarehy in Figure 2.3 below.
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Figure 2.3 The DEN poliey elass hierarchy

The Po/icy C/ass is a subclass of the TOP class and is used to eontain infonnation

on the use and interaction between network resources and services in a specifie eontext. A

poliey represents an aggregation ofone or more Po/icyCondition and one or more

Po/icyAction objects.The NerworkingPo/icy class is a subelass of the Po/icy class and is a

base class for grouping different networking policies. The DifJServ Po/icy class is a

subclass of the NerworkingPolicy class and is used to define policies that apply

specifieally to using DiffServ as a tool ofaehieving the required results. The

PolicyCondition class is a subclass of TOP and describes a set ofconditions necessary to

detennine if the actions associated with a certain Po/icy should be executed. The

NerworkPo/icyCondition class is a subelass if Po/icyCondition c1ass and provides a

eanonieal representation ofnetwork poliey. The PolicyAction class is a subelass ofTOP

and descnbes a set ofactions that are invoked when the conditions for a Po/icy are

satisfied. The NetworkingPolicyAction elass is a subclass of the Po/icyAction elass and

provides a canonical representation ofcommon network poliey actions. The
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DifJServPolicyAction class is a subclass ofthe Networ/dngPo/icyAction class and is used

to describe actions specific to the IETF DitlServ effort [Str99].

2.2 PoUcy Framework and Architecture

2.2.1 Foundadon

Many organizations bave policies concerning security or specifications ofrights and

responsibilities related to a particular executive position. A role framework bas been

developed [Lup297], whicb can be used to formally express role concepts (explained

further), analyze these specifications for consistency and translate them into automated

agents to manage distributed systems. The re/ationships between multiple roles cao also

be considered to define the rights, duties and protocols related to interactions between

roies.

Polic;es

A domain is a collection of references to object interfaces that bave been grouped in order

to facilitate their management. The concept is very similar to a directory in a hierarchical

file system. A domain service manipulates the membership infonnation. Also, domain

scope expressions cao be specified and represent the set ofobjects to which a policy

applies. Policies that apply to a domain, will, by default, apply to ail the sub-domains of

that domain, but this default can optionally be tumed-off. A user representation domain

(URD) is a persistent representation of the buman in the computer system. When a user

logs onto the system, an adapter object is created within the URD and acts as the interface

between the person and the computer system. Other agents representing the human cao

also he created in the URD.

Management policies are rules used to change the behavior ofa system. They

establish relationships between managers and managed object domains, which cao he

either Obligation or AuthOrizatiOD.•iRights" can be modeled as authorization policies

specifying what activities a user, manager or agent is permitted or forbidden to perform
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on a set ofobjects. '~Dutiesn can he modeled as obligation policies specifying what

activities a user, manager or agent must or must not perform on a set ofobjects. By

separating policies from managers that interpret them allows for the change of the

behavior and strategy of the management system without re-coding the managers.

The general fonnat ofa policy is [Lup97b]:

Identifier Mode (Trigger) Subject '{'Action'} ., Target (Constraint) (Exception) (parent)

(Child) (Xret) ';"

The ditTerent modes possible are: (pennitted =A+) (forbidden = A·) (must =0+)

(must not = O.). The subjecl represents the set ofmanagers designed to carry out the

actions. The constraints limit the applicability of the policy.

Policies can specify actions at ditTerent levels ofabstraction. Authorization

policies are translated ioto access conb'ollists to he interpreted by security agents in the

target system, while obligation policies given to distributed automated management

systems for interpretation.

There are two situations in which severa! policies may apply ta the same abjects:

(1) when objects are members of the same domain and (2) when ditTerent management

functionalities need to he retlected by the same object.

Ro/es

A role represents a group ofpolicies specifying obligations and authorizations, and a

relationship represents a group ofinteracting roles [Lup97a]. A role groups the policies

specifying the duties and rights of a particular position inside an organization.

Policies reference a common subject domain called the Manager Position Domain

(MPD). The implementation ofa raie is an object which maintains a reference to the

MPD of the role and a table ofail the policies which are part of the raIe. Each entry in

this table contains a unique name within the raie, and a reference to the policy object to

be resolved by the underlying support system.

The issue ofconcurrency constraint rules, which apply to policies ofa role or ofa

relationship, has been addressed [Lup97bJ. It allows the expression ofsequences of
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actions, para11elism and synchronization. Concurrency constraints can be translated to

complex events that win trigger the execution ofactivities. A role object maintains a

concuneney constraint table containing a unique name and a constraint expression.

2.2.2 'oUey framework

ln order to establish a scalable policy control model for the ReSerVation Protocol (RSVP)

and the integrated services (lntServ) it enables, the RSVP Admission Policy working

group in the IETF (Internet Engineering Task Force) was created. The group proposed a

poliey framework that cao be applicable to other QoS technologies, sueh as differentiated

services (DiffServ). The framework is also useful for other technologies that need poliey

support sueh as network security (firewalls, system aceess, IP security, VPN (Virtual

Private NetworkS), etc) [Sta99].

Two main eomponents are at the core of the policy framework: the Poliey

Decision Point (POP) and the Poliey Enforcement Point (PEP). POP is the decision­

maker unit and PEP is the enforeer unit. The proposed poliey framework is depicted in

Figure 2.4 below:

1

1
Network
Border
Point

1

1

PEP

POP

Poliey
Repository

Authentication
Server

Other
Entities

•

Legend: PEP=Policy Enforeement Point; COPS=Common OPen Poliey Service;

POP=Policy Decision Point; LOAP=Lightweight Directory Access Protocol

Figure 2.4 The Policy Framework
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The PEP sends policy elements with the request and receives in turn a decision

&om POP, plssibly with poliey elements sueh as errors. POP exports infonnation from

monitoring and management units through Simple Network Management Protocol

(SNMP), Lightweight Directory Aeeess Protoeol (LOAP) etc. Here, the POP and the PEP

are considered separate entities from a funetional point ofview, but, physically, they can

be built ioto the same deviee. As a matter of fact, the Poliey Framework specification

[Yav99] describes a sub-eomponent of the PEP ealled the Local POP (LPDP) that enables

PEP to Perfonn sorne decisional funetions. However, a PEP is always required to send a

request to the POP for final poliey decision.

A poliey-enabled network is likely to have many PEPs in any network domain

with multiple interfaces on eaeh PEP. On the other band, the number of POPs or Policies

Repositories is likely to he mueh lower in order to simplify administration. For this

reasan, they will be more eentralized than PEPs, although still distributed. Having more

than one POP or Poliey Repository per network domain will provide sorne fault toleranee

(Sta99].

1.1.3 PoUcy functions

In addition to the funetions ofdec;s;on and enforcement that are assigned to POP and PEP

respectively, metering is another important funetion. The following is a briefdescription

of these three primary poliey funetions:

Decision-maldng: Decision-making represents the funetion of PDP and involves

retrieving and interpreting policies, detecting poliey conflicts, receiving interface (Raie)

descriptions, plliey decision requests and poliey elements (Conditions) from PEPs,

detennining which policy is relevant, applying the poliey and retuming the results.

Oecision-making by POP uses static or dynamic data in order to detennine ifa policy is

heing satisfied and, ifnot, what steps need ta he taken in arder to satisfy it. Oecision­

making also involves sending policy elements to the PEP "asynchronously," based on

policy updates or requests from external entities. The COPS "Policy Provisioning Client"
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message [Rei99] was created for this purpose, and it sends a Basic Encoding Rules­

encoded poliey instance called a "pm" to be installed in the PEP.

Enforcement: Enforeement represents the funetion ofPEP and involves PEP taking

actions aecording to the PDP decisions and based on relevant policies and curreot

network conditions. The network conditions, in tum, can he static sueh as source and

destination addresses or they can he dynamie such as cunent bandwidth availability and

timeofday.

Metering: Metering represents the active or passive examination ofthe network and its

constituent devices. The elements recorded and verified are network health, whether

policies are being satisfied and whether the clients are taking unfair advantages over the

network services. Metering by PEP is the auditing ofpolicy compliance to verify that the

policy consumers properly implement policies.

2.2.4 poncy architecture

The policy architecture describes how a policy management tool is related to the other

policy framework components.

Each entry/exit to the dotted box is an

POIiCrptions , ... ::~~~~must he designed

Policy Management Taol : •
+ Policy Repository

(Rules)
Poliey Decision Point ... 1-- :

•

.1 .........-------­
Poliey Enf~eement Point

Figure 2.S The Policy Architecture
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2.2.5 poney Core IDfo......UOD Model

The Policy Core Information Model (PCIM) detines the structure ofgeneric policy

information (StrOO]. It detines two hierarchies ofobject classes: structural classes

representing policy information and control, and association classes detining bow

instances ofthe structural classes are related to each other (SniOOb]. ft represents objects

and relationships between objects, and, in this sense, it is not confined to a specific

repository. The information model detines the mappings that translate the data specified

in the information model to a specific type ofrepository.

The Policy Core Schema defines a mapping that interprets the information trom

the PCIM in a fonn that cao be implemented in a directory. PCIM extends as to include

information needed to represent QoS policies with the QoS Infonnation Model (SniOOa].

The mapping ofthese information model classes to a directory that uses LDAPv3 as its

access protocol are defined in (SniOOb]. For the classes in the infonnation model, the

mapping is done one-to-one, that is, information model classes map to LDAP classes and

information model properties map to LDAP attributes.

The policy core schema consists of thirteen classes. From these, six are general

classes, namely po/icy, po/icyGroup. po/icyRule. po/icyCondition.

po/icyTimePeriodCondition. po/icyAction, and two are vendor-specific classes, namely

vendorPolicyCondition and vendorPo/icyAction [WabOO]. The Core Model ooly presents

general policy classes, but application-specifie policy models cao he derived trom this

general model by using the PolicyGroup, PolicyRule, and Po/icyTimePeriodCondition

classes.
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TOP (root oftlte direetory)

1--- policy (abstract)

------ policyGroup (structural)

---- policyRule (structural)

pO/icyCOlldi,;oll (1II1XiUllry)

1- policyTimePeriodCondition (auxi!iary)

1 vendorPolicyCondition (auxiliary)

---po/icyActioll (1I11Xi/illry)

1---- vendorPolicyAction (auxi!iary)

,--- policylnstance (structural)

,--- policyElement (auxi/iary)

1-- po/icySubtreePtrAuxC/ass (auxi/iary)

1----- po/icyGroupContainmentAuxC/ass (auxi/iary)

1-- po/icyRuleContainmentAuxC/ass (auxi/iary)

Figure 2.6 Class hierarchy in poliey core schema

The schema a1so contains two auxiliary classes po/icyGroupContainmentAuxC/ass

and po/icyRuleContainmentAuxClass and two other classes defined for optimized LDAP

retrievals : po/icySubtreesPtrAuxC/ass and policyElement. The last class, po/icylnstance,

is defined for attaching auxiliary classes representing poliey conditions and policy actions

(Sta99]. The Figure 2.6 shows schematically the classes hierarchy. Section 2.2.6 will

present more details on these classes as weil as on they are used to describe policies.

Subclasses and auxiliary classes extend PolicyCondition and policyAction.
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Z.Z.6 PoDcy eondiUoD and poDcy .CUOD classes

We have seen that policy core schema defines general classes for policies. However,

policy applications requiring QoS need specialized subclasses derived from

po/icyCondition.

The networlcingPolicyConditions subclass has five auxiliary subclasses (Figure

2.7, adapted from [Sta99]) used by network managers to cootrol access to network

resources and services [Raj99a]:

Host - host ID or source and/or destination address;

User - user identifier type and values for senders and receivers;

Application - source and/or destination port oumber ranges, transport protocols

and/or received IP ToS byte values;

Routing - Interfaces by Ipv4 or Ipv6 address or interface ID and the traffic direction

in them, and

Layer 2 - source and/or destination MAC (Media Access Conuol) address range,

Ethertype, 802.1Q VLAN (Virtual Large Area Network) identifier, etc.

TOP (,Dot 0/the di,eetoryJ

1-- po/icyCondition (structural)

1 1--- networkingPolicyCondilion (structural) __

1

1--------- hoslCondilionAuxClass (au.Ti/iary) __

1 userConditionAuxClass (auxi/iary)

1 applicationConditionAlLTClass (auxi/iary)

1 rouleConditionAuxClass (auxiliary)

1 layer2ConditionAuxCIass (auxi/iary)

Figure 2.7 Class hierarchy for the networkingPolicyCondilion subclass and other policy

condition-related auxiliary classes
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A vendor can attach any or ail of these auxiliary classes to

networkPolicyConditions class in order to meet hislher needs. Their definition simplifies

management, assuring extensibility and reusability. Different vendor goals are achieved

by extending networkPolicyConditions class differently. A1so, the auxiliary classes may

be associated with other subclasses ofpolicyCondition, DHCPPolicyCondition etc.

Since LDAP does not support multiple inheritance, a new subclass bas to be

created each lime new attributes need to be added, starting frorn structural objects. For the

auxiliary classes, the attnbutes can be mixed into an instance without attribute clashes.

8ecause of this, all attributes should he optional in auxiliary classes, but sorne should be

required [Sta99].

SunHar to the policyCondition class, the policyAction class also contains subclasses

responsible for QoS facilitation [Raj99b]. Depicted in Figure 2.8, these policy action

subclasses support RSVP and Differentiated Services. The idea was to provide support

QoS policies for the fol1owing situations:

the use of RSVP as a signal mechanism for integrated services inside a domain or

between domains (per flow reservations);

the use of DiftServ inside a domain or between domains (prioritized aggregates), and

the mapping of RSVP trom one domain onto DiftServ on another domain (mapping

per-flow reservations onto aggregates at a domain entry point and back at a domain

exit point).

TOP (root ofthe directory)

1-policyAction (structural)

1 1· difJServAction (stnlctural)

1 1· rsvpAction (structural)

1-- diflServResourceGroup (stroctural)

1 RSVPResourceGroup (stroctural)

Figure 2.8 Class hierarchy for the policy action subclasses and related group classes
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The following sections describe in more detail the issues related to COPS and PlBs that

have heen introduced in Chapter 1.

2.3.1 PoHey Informadon base

Poliey-enabled networks help network managers to allocate network resourees

more effectively and reduce the management overhead. These networks require poliey­

aware servers, switehes, routers and end-stations. Poliey servers, also known as Poliey

Decision Points (PDP), are designed to make most poliey decisions. Poliey-aware routers

and other network elements, known as Poliey Enforeement Points (PEP) are designed to

control the aceess to network resourees.

1 i
...............................•

PDP

: .
~ Poliey
~ Repository

LDAP :

I~P_I_B__-'"r~---.....~I S::a
+

. 1 Mm ~_M_an_Ea_n~_~_'es_e_n_t_
PEP

1

1

1

1

1

1

Network
Border
Point

1

1

1

1

•

Figure 2.9 The Policy Information Base (PIB)

•
Poliey is represented and stored in a poliey repository from where it is retrieved by

POP using LDAPv3. Aside trom the declarative infonnation ofpoliey mies, other

vendor-specifie information is needed. To interface the protoeol-specifie information, a

Poliey Infonnation Base (PIB) was introdueed, as depieted in Figure 2.9. As mentioned in
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Cbapter l, Section 1.5.4, PIB modules bold the collection ofpolicy rule classes and

follow the same structure as MIBs for SNMP.

2.3.2 COPS (CommoD Open PoUcy Semee) protocol

In arder to a1low POP and PEP to interoPerate, the protocol Common Open Policy

Serviee (COPS) is used. COPS is based on the query/response paradigm and needs

TCP/IP for its transport mechanism. Each COPS message earries client specifie­

information together with the aetions the requestor asks from a deviee. COPS protocol

a1lows for ten different message types, sueh as Request, Response, Report State,

Synehronize State, Client-Aeeept, Client-Close, Keep-A1ive [CooOO J.

2.3.3 LDAP PoUcy Schema

The LOAP implementation of the CIM poliey model forms the basis for the DEN Poliey

Model. Some differences exist between the IETF Poliey Model and the LDAP

eorresponding implementation (Str99]. These differenees are due to the limitations of

LOAP and to take into aecount how infonnation is organized in a directory. This

organization is ditTerent from other types ofrepositories, 50 a specialized mapping is

needed.

2.4 QoS PoUcy Schema

The QoS poliey sehema has at its basis the objeet-oriented QoS policy infonnation model

wmeh is presently developed by the IETF Policy Framework Working Group. The QoS

poliey information model defines the structural and auxiliary object classes used for QoS

poliey information representation. These classes extend the Core Poliey object elasses, as

seen in the Policy Core Information Model in Section 2.2.5. More precisely, the Poliey

Core Information Model defines the generic strueture ofa poliey and descnDes a

framework for declaring specifie conditions and actions used to built application and

domain-sPecifie policies. The QoS Poliey Information Madel retines the Poliey Core
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Infonnation Model to include poliey rules, conditions, and actions needed for QoS

networle polieies representation. Sorne of these concepts are discussed in the folIowing.

2.4.1 Mapplnp between PoUey Core Information schema and QoS Information

mode.

Sinee infonnation models are repository-independent, there is a need to map the data

contained in the information model to a fonn that cao be implemented in a specifie

repository.

In order to ensure this, two mappings are detined by the Poliey Frameworle

Working Group. The first mapping is the Poliey Core Schema, whieh maps the

information in the Poliey Core Information Model to a fonn that cao he implemented in a

directory. The second mapping is one from the QoS Information Model to a fonn suitable

to he implemented in a directory.

2.4.2 QoS poUcy information mode•

The QoS policy infonnation model provides the detailed semantics for the QoS policy

classes. [t retines the Core poliey infonnation model by retining the concept ofgenerie

policy rules, conditions and actions to cover extensions necessary for representing QoS

polieies. The QoS policy infonnation model a150 introduces QoS capabilities to integrated

and differentiated services by allowing poliey control on RSVP admissions (SniOOa]. The

classes defined bere are mapped onto a directory that uses LDAPv3 as its access protoeol,

as wilI he described in Section 2.4.3.

Different services have different eaPabilities 50 they may respond differently to

the same high-Ievel policy rule. To avoid this problem, a set ofcommon abstractions is

defined to be used to build high-Ievel QoS policies. Different devices use the same low­

level abstractions ofmechanisms when implementing QoS services. AIso, different policy

servers and applications provision parts of the networle differently if there is a lack ofa

eommon high-Ievel poliey.
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Figure 2.10 depicts the relation between classes in Policy Core information model

and classes in the QoS policy information model. Each class is clearly identified as

belonging to one ofthese models.

{unrootedJ
1
+-Policy (Core model)
1 1
1 +-Po/icyGroup (Core model)
1 1 1
1 1 +-qosPolicyDomain (QoS model)
1 1 1
1 1 +-qosNamedPo/icyContainer (QoS model)
1 1
1 +-Po/icyRu/e (Core model)
1 1
1 +-Po/icyConditio!l (Core model)
1 1 1
1 1 +-PolicyTimePeriodCondition (Core model)
1 1 1
1 1 +-VendorPolicyCondition (Core model)
1 1 1
1 1 +-qosPolicySimp/eCondition (QoS model)
1 1
1 +-PolicyAction (Core model)
1 1 1
1 1 +-VendorPo/icyAction (Core mode/)
1 1 1
1 1 +-qosPolicyPRAction (QoS model)
1 1 1
1 1 +-qosPolicyRSVPAction (QoS mode/)
1 1 1
'1 +-qosPolicyRSVPSignaICtrIAction (QoS model)
1 1 1
1 1 +-qosPolicyRSVPlnstallAction (QoS mode/)
j 1 1
1 +-qosPolicyPRTrféProf(QoS model)
1 1
1 +-qosPolicyRSVPTrfcProf(QoS model)
1 1
1 +-qosPolicyVariable (QoS model)
1 1
1 +-qosPolicyValue (QoS model)
1 1 1
1 1 +-qosPo/icylPv4AddrValue (QoS model)
1 1 1
1 [ +-qosPolicylPv6AddrYalue (QoS model)
1 1 1
1 1 +-qosPolicyMACAddrValue (QoS mode/)
1 1 1
1 1 +-qosPo/icyStringYa/ue (QoS moi/el)
1 1 1
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+-qosPolicyBitStringValue (QoS model)
1

+-qosPolicyDNValue (QoS mode/)
1

+-qosPolicyAttributeValue (QoS mode/)
1

+-qosPolicylntegerValue (QoS model)

•

•

•

1 1

1 1
1 1
1 1
1 1
1 1
1 1

1 1
1 +-qosPolicyMeter
1 1
1 +-qosPolicyPHBSet (QoS model)
1 1
1 +-qosPolicyPHB (QoS model)
1 1
+-CIM_ManagedSystemElement (abstract. Core model)

1

+-C/M_LogicaIElement (abstract. Core model)
1
+-CIM_System (abstract, Core model)

1

+-C/M_AdminDomain (abstract. Core mode/)
1
+-Po/icyRepository (Core model)

Figure 2.10 Hierarchy relation between Core and QoS policy classes

The class qosPo/icyDomain defines the root ofa single administrative QoS policy

domain, and contains the domain's poticy rules and definitions. The class

qosNamedPolicyConlainer represents an administratively defined poliey rule container.

Ali policies that are commonly adrninistered are defined in a particular

qosNamedPo/icyConlainer. This allows the administrator to group different sets ofpolicy

rules that perfonn different types ofoperations. The class qosPolicyPRAclion defines

DitlServ actions to he applied on a flow or group of tlows, including the marking ofa

DSCP value, dropping, policing and shaping. The class qosPo/icyRSVPAction

defines a policy action to he applied on an RSVP signaling message that matches the rule

condition. The class qosPolicyPRTrfèProf is a class that carries the policer or shaPe!' rate

values to be enforced on a tlow or a set of flows. The class qosPolicyRSVPTrftProf

represents an IntServ RSVP Traffie profile. Values of RSVP traffie profiles are compared

against Traffic specification and QoS Reservation requests trom the RSVP requests. The

class qosPo/icyRSVPSigna/Ctr/Action extends the functionality ofthe

qosPolicyRSVPAction class by adding detailed control on the signaling protocol behavior
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itselt: The class qosPolicyRSVPlnstallAction extends the functionality of the

qosPolicyRSVPAction class by adding detailed control for COPS Install decisions. The

auxiliary class qosPolicySimpleCondilion allows the declaration of simple conditions

composed ofan ordered triplet: <Variable> <Operator> <Value>. If<variable> matches

<value>, the condition is evaluated to True. With the class qosPo/icyVariable, variables

are used to build individual conditions; variables specify the properties ofa flow and

sbould be matched when evaluating the condition. The class qosPolicyValue is used for

defining values and constants used in policy conditions. The class

qosPolicylPv4AddrVaiue is used to provide a list of IPv4Addresses, hostnames and

address range values and the class qosPolicylPv6AddrVaiue is used to define a Iist of

IPv6 addresses, hostnames, and address range values. The class qosPolicyMACAddrValue

defines a list ofMAC addresses and MAC address range values. The class

qosPolicyStringValue is used to represent a single or set ofstring values, whereas the

class qosPolicyBitStringValue is used to represent a single or set ofbit string values. The

class qosPolicyDNValue represents a single or set ofDistinguished Name (name that can

be used as a key to retrieve an object) values, including wildcards. The class

qosPolicyAttribuleValue is used to represent a single or set ofproPerty values in an

object. The class qosPolicylntegerValue provides a list ofinteger and integer range

values. The class qosPolicyPHBSet serves as a named container for qosPolicyPHB

objects. The abstract class qosPolicyPHB extends the policy class with the infonnation

required to model a PRB service c1ass. The class qosPolicyMeter models a meter, that is,

a way to measure the temporal properties of the stream ofpackets selccted by a classifier

against a traffic profile.

1.4.3 Inheritance bierarchy for the LDAP QoS PoUcy Smema

Figure 2.11 depicts the class bierarchy for the LDAP QoS Policy schema (adapted from

[SniOObn. The classes that are found in the Poliey Core schema are presented in bold.
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TOP
1
+-poliq (1IbstrtIct)

1 1
1 +-po/iqGrollp (slrllctllnII)

1 1 1
1 1 +-qosPolicyDomain (structural)
1 1 1
1 1 +-qosNamedPolicyConlainer (structural)
1 1
1 +-poliqlllll~ (stnlctllrtJI)

1 1
+-pol;cyRII/~Co"ditioIlAuDcÜltio" (slrllctllrtJI)

1
+-policyRllleAClÎlJIlÂDDCÎIllÎlJII (strllctllrtJI)

1

+-poliqllUtlJ"c~ (strlletllrtJI)

1
+-poliqColitlitiollllUtlJllc~ (stnlctllrtJI)

1

+-poliqAClÎlJIIJlUtlJllc~ (stnlctllrlll)

1

+-policyEle.~lItAuCIIUS (lJailÛIIy)
1

+-policyColltlitiortAuatuS (tuai/illrY)
1 1
1 +-qosPolicySimp/eCondition (au:ci/iary)
1

+- qosPo/icyMeter (au:ci/iary)
i
+- qosPo/icyPRTrfcProf(auxi/iary)
1

+- qosPo/icyRSYPTrfi:Prof(auxi!iary)
1

+- qosPo!icyPHBSet (abstract)
1

+- qosPHB (abstract)
1

+-qosPo!icyVariable(auxi/iary)
1

+-qosPo/icyVa/ue(abstract)
1 1
1 +-qosPolicyIPv4AddrValue(auxi/iary)
1 1
1 +-qosPoficyIPv6AddrValue(auxi/iary)
1 1

1 +-qosPolicyMACAddrValue(au.Tiliary)
1 1
1 +-qosPolicyStringValue(auxiliary)
1 1
1 +-qosPolicyBitStringVa/ue(auxi!iary)
1 1
1 +-qosPolicyDNValue(auxi!iary)
1 1
1 +-qosPolicyAttributeValue(arai/iary)
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1 +-qosPolicylnlegerYa/ue(auxiJ;ary)
1

+-poIkyAcIÜ1IIAlIXC1&u (tUailÛJ1'y)

1
+- qosPolicyPRAction (auxiliary)
1

+- qosPo/icyRSYPAction (auxi/iary)
1

+- qosPo/icyRSVPSignalCtrlAction (auxiliary)
1

+- qosPolicyRSVPlnstallAction (auxiliary)

•

•

•

1

1
1

1

1
1
1

1

1

1

1

1

1

1

+-poIkyReptlsitory (strllctllrlll)

1

+--policyGrollpCo"tlli".~"tAlaalUS (III1Xi1Ü1ry)

1
+-poIiqRII/~Co"tllÜl.~"tAlaalJD (1IIailûuy)

Figure 2.11 QoS Policy Sehema Inheritance Hierarchy

The classes defined in the Policy Core Infonnation Model were dealt with in

Section 2.2.5 and the classes defined in the QoS Poliey Infonnation Model were

presented in Section 2.4.2. To achieve the mapping of the infonnation model's

relationships, the schema contains two auxiliary classes:

policyGroupContainmentAuxC/ass and policyRuleContainmentAuxClass [StrOObJ. The

LDAP policy schema mentioned in Section 2.3.3 is to be used by implementations that

use LDAP as their policy repository.

2.4.4 Containment and Seoping PoHey

Containment is an important eharacteristic ofdirectories. Figure 2.7 depicts the general

view ofthe QoS policy classes eontainment.

[n Figure 2.12, implied containment means that the elass policyGroup would not

contain an instance of the policyRepository class, but would contain instances of the

classes contained in the po/icyRepository class.

The QoS policy hierarchy is a set ofcontainment relationships. This hierarchy is

composed ofcontainer objects that each have sets of Domain Names that point to other
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• objects &om the policyRepository class. These other objects from the policyRepository

class model containment by placing the contained objects as leaf nodes ofthe container.

The container objects from the policyGroup model containment both by placement and

Domain Name reference.

.. polieyRepository

........... ~..........................................
... Conditions...
... Actions...
... Profites....

... Meters....

... PHBs....

... Variables..

... Constants....

POlicyGroup ,..---------
..... .........................................................

... qospolicyDomain...

~ QosNamedPolicy
Container

... qospolicyDomain...

--
f-+ qosPolicyDomain

Scoping provided by

QoS policy Domains
, .

•
Reusable Objects

\ .

Legend : .. containment

- - - .. implied containment

Figure 2.12 QoS policy class containment

•

ln tenns ofthe Policy Framework Core Schema, containers are based on auxiliary

classes. A container May be attached to a branch-Ievel elass so that specifie leaf-nodes of

sub-domainsy applications etc May be added below the branch-Ievel class. Poliey scoping

is depicted in Figure 2.13.
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• There are two types ofobjects:

Reusable Objects - these are objects that cao he used by many policy roles. They

referenee cross the containment hierarchy and are not considered part ofthe poliey

tree structure. The advantage they bring is that one object can he used by Many policy

roles. This allows one set ofconditions and actions to be defined once and used Many

tîmes. One drawback is that in the directory implementation, the object May demand

multiple aceesses, which cao become costly.

Rule-Specifie Dbjects - these are objects that cao be used only by a single rule. Their

advantage is the speed ofaecess and a simplified design. The drawback is that there is

no reusability and inconsistencies May arise if the same entity is defined in different

ways when used by multiple rule-specifie objects [SniOOb].

Repository Specific loeation within the Directory Infonnation Tree

•
....... qosPolicyDomain Defines the root ofan administrative domain

~ qosNamePolicyContainer Contains a set ofrelated policies

..... policyRule Scoped by the named policy container

..-

Generic and QoS
conditions, actions

ete

QosNamedPolicy
Container

Conditions, actions and other objects

Contains a different set of related

policies

•
Figure 2.13 Containment Hierarchy and Policy Scoping
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2.4.5 Fe.tores ofQoS PoUey rules

Section 2.4.2 mentioned the policy QoS class qosNamedPo/icyContainer which

represented an administratively-defined poticy rule container. Each

qosNamedPo/icyContainer contains a set ofpoticy rules or other policy containers. QoS

policy rules are modeled by thepolicyRule c1ass seen in the Policy Information Core

Model.

A rule is a statement of the form "IF condition THEN action'~. The application of

a rule impties evaluating its condition and execute the action when it evaluates to TRUE

or do nothing when it evaluates ta FALSE. A policy mIe must belong to only one

qosNamedPo/icyContainer to retain its coherence. Should it belong to more than one

container, many important rule features would be lost. For example, a mie would lose its

ability to know its position inside a container, a proPerty based on the relative values of

the Priority attribute ofeach of the po/icyRules, because it would belong to many

containers at the same lime. Rule ordering would then be impossible.

A rule is a composite object that contains conditions and actions. A condition is a

Boolean expression that is evaluated to see ifthe rule shouid apply. When it evaluates to

tnle, the corresponding actions should be taken. Actions are specifications ofQoS

operations.

The basic IF-THEN policy rule is extended to include other rule characteristics

that are brietly described below.

Polïcy Rule Stnlcture

In addition to the basic rule attributes, the following QoS-related attributes are defined :

Enable flag indicating ifa rule is enabled, disabled or enabled in debug mode

Condition set defined in Po/icyConditionlnPo/icyRule or

Po/icyConditionlnPo/icyRepository aggregation

Flag indicating ifthe condition is conjunctive or disjunctive Donnai fonn
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A list ofactions defined in PolicyConditionlnPolicyRule or

PolicyConditionlnPolicyRepository aggregation

Priority value inside a container

A U mandatory U atlribute used to define whether the conditions evaluation and

execution is mandatory or not

A SequenceActions attribute that defines how to execute the actions if the condition is

true

An anay ofpolicyRo/es attributes defining the roles used in the rule

A RuleUsage attribute describing how the rule should be used.

So, if the role is enabled and the conditions are evaluated to true, then the list of

actions should be used to dictate how this tlow should be treated.

QoS policy conditions

A condition is represented as either an ORed set ofANDed conditions or an ANDed set

ofORed conditions. Every single condition May be negated. From the networking point

ofview, sorne conditions rnay he modeled as tilters. There is no filter class defined, but it

is rnodeled in the Network Model of DEN.

The qosPolicySimpleCondition class models individual conditions. This class

retines the policyCondition c1ass and uses the triplet «variable>, <operator>, <value» to

fonn a condition. The <variable> field specifies the attribute ofa tlow that should be

matched when the condition is evaluated. Simple conditions may be reused by placing

them in a common portion of the policy infonnation tree. A simple condition May be

added to a policyRuie in two ways:

by direct attachment ofan instance of the condition to the ConditionInPolicyRule

instance in what is called an ad..hoc simple condition. This method creates private (not

reusable) simple conditions.

by indirect reference to an instance ofa condition from a reusable--object repository.

Four different ways to compose simple conditions are:
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Variable Representation

the class qosPolicyVariable May be contained in theqosPolicySimpleCondition

instance

the class qosPolicyVariable May he referenced from the

qosPolicySimpleCondition class

Value Representation

the qosPolicyValue class May be contained in theqosPo/icySimp/eCondition class

the qosPolicyVa/ue class May he referenced from theqosPo/icySimpleCondition

instance

QoS Po/icy Variables

QoS policy variables specify the attributes ofa tlow that should be matched when

evaluating the condition. Variables aIso constrain the set ofvalues within a certain value

type that cao be matched against it in a condition. For example, a variable for the source

port number must constrain the set of values to the valid range ofport values integers.

QoS policy variables are also are used for binding individual conditions. The three main

attributes for a value are:

qpVariableName of the qoSsPO/icyVariab/e class which specifies the weil known

name used for logical binding

qpValueTypes represents the list of value classes that can be matched to a particular

variable

qpVa/ueConstraints representing a list ofconstraints on a particular variable

Meta-data, obtained by combining the above main attributes, define the semantics

ofvariables to be used to form QoS conditions.

ln order for different policy management systems to interoperate the same

variables must be initialized to the same value by different policy servers. Even if their

binding mechanisms cao he different, the binding logic must give identical instantiatioR.

Each variable must be hound to a logical entity. When a policy server evaluates an

expression containing variables, it must first instantiate them. T0 he instantiated, a
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variable must he bound to a specifie value and associated with a logical entity. Sorne

variables are pre-detined.

2.5 Implementation Issues

After having seen the current IETF poliey framewo~we are now considering the main

implementation issues related to policy-enabled network management.

2.5.1 PoUcy-enabled tools

Management tools have to provide ways to faeilitate the specification ofroles, the

defining ofconditions, the detection ofconflicts and so on. Inside a domain, policy

conflicts cao be managed in an easier fashion, subject ofownership and focused goals. ln

the case of interdomain policy conflicts, one should possess sorne tools capable of

detecting and resolving at nmtime potential conflicts raised by ditferent ownerships and,

eventually, different goals.

2.5.2 PoUcy-oriented languages

The system management seeks the provision of the highest QoS possible to the users. The

two steps necessary to achieve this goal are: define the required QoS in tenns of

measurable properties and define suitable policies to ensure the desired QoS. Currendy,

most management activity is done by the network managers who monitor the system's

status, analyze the situation and take the appropriate actions to correct errors or improve

the system's fùnctioning. Severa! problems arise when management occurs in this manner

[Koc96]:

ditferent managers May interpret ditTerently similar situations resulting in ditferent

actions

management knowledge is not documented , so each manager bas to find hislber own

solution

network managers put a lot oflime in reactive action to urgent problems.
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To improve this situation, automation of the network management task is required.

For the basic fonnalization ofvarious attributes and MOs, ASN.l and GDMO cao

he used. However, an appropriate poliey oriented language must allow a user designer to

express new requirements sueh as events, relationships between actions, roles, and

temporal issues.

Management policies are specifie to eaeh functional area ofnetwork or system

management [Wei95]. Alpers and Plansky presented the domain-based management

polieies and a GDMO-based fonnalism within a policy-platfonn (Alp95].

Many approaehes consider the policy as class schemas. For example, in Object ­

Z, one cao specify the managed objects. A sunilar approach allows us to define an object

representing a poliey. A specialization ofthis schema leads to different policies. A poticy

has its own type. The most generic policy type inherits from the software type and bas

specific static features, sueh as the domain belonging to, the time interval it holds, its

target referring to the concemed managed object, the seope defining the level of validity

starting trom the target base within the Object Oriented hierarehy, and the policies which

are eoncurrently used. Other pllicies could inherit by specialization trom this generie

type. As dynamic properties, a poliey has the retinement status, trigger mode, and

administrative state. The refinement represents the degree ofmaturity ofa poliey, whieh

cao be detinitive or experimental. The trigger mode retlects the procedure ofapplying a

poliey. The administrative state is usually unloeked. Loeked state is used when testing a

poliey or when modifying it by meta-policies. AIl these properties are visible and can be

modified according to other policies. The important differenee between the behavior

attribute in GDMO templates for managed objects and a policy bebavior is that the

managed object behavior defines possible or available behavior of the resources they

represent expressed by their state values, while a poliey behavior is a restriction on the

possible behavior expressed as the desired behavior. The desired behavior ofa managed

object is dependent on different goals, whereas the real behavior ofa managed object

depends on the behavior of its cooperation relations and managed objects cooperating

with it.
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The poliey as an object approaeh is taken by standards [Iso19]. They focus on

policies for a management domaine A plliey is represented by a managed abject having

the following features: name, generie contents, and a set ofdomains ta whieh the poliey

refers to. From the management point ofview, a poliey encapsulates a representation of

system management goals. Other commercial produets present sorne « rudimentary

funetionality to define domains and apply polieies» [Wei95]. For example, the HP's

Dolphin uses an object-oriented Prolog-like language to specify policies [peI93]. The

TME (Tivoli's Management Environment) defines poliey abjects as a set ofcustomizable

programs written as shell or Perl scripts [WeI94].

A rule-based poliey is presented in [Iso19]. A policy is a set ofrules of the form :

Pl e cS 1

P2 e r (P 1) + cS 2

P3 e r (P1) + Ô 3

P4 e r (p2,P1) + cS 4

where P4 is the most specialized version ofa poliey PI and ô ft represents discrete rules

specific to that poliey. In P4, additional rules to those specified by PI and P2 cannot

eontradict any rule specified in either Pl or P2. Here, a correlation between ot, Pl's

rules and P2's rules must ensure that there are no confliets. Koch and al. present a similar

approach (Koc95].

2.5.3 Interoperabillty between poUey-enabled management tools

We have seen that, in fact, policy-enabled approaeh may refer to distinct technology

networks (ATM. IP, Frame Relay). Management tools must caver ail these.

Many SPeCification languages can he used and, eventually, Many different CIMs

or the same CIM being partially and, perhaps, differently implemented. Therefore, there

is an increased need for tool8 eoping with these issues.

The next chapter foeuses on poliey-enabled tools and the solutions they offer to

solve policy-enabled network management problems.
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Chapter3

Poliey-enabled Tools

3.1 MaDagemeDt Toois

From the large set of management tools (Figure 3.1), one can distinguish a subset of

policy-eoabled management tools. Their particularity is that they introduce means for

defining, editing, deploying and reusing policies as a way to manage the network. A

subset ofpolicy-enabled management tools is fonned by target-oriented policy­

enabled tools; these tools are designed specifically to suit particular applications, for

example, video-on-demand.

Policy
Enabled

Management
Tooi

Figure 3.1 Management tools and policy enabled tools

The transition from classical tools to policy-enabled tools reqUÎres more than a

simple standard body effort. We estimate that we are facing a new management

paradigm. Implementing it signifies a new infonnation model and decision model, and

needs appropriate protocols and new bosting and access mechanisms. The current

tendency is to OPen network elements via standard APis (Application programming

Interface), and to allow the push model to appropriate policies across these APis.

Before analyzing the major players in the policy-enabled-management, we will

tirst consider the relevant features of a policy-enabled tool. FoUowing is a '~wisb-lisf·

of the desired characteristics ofa policy-enabled-tool.

1) Upgradability - The tool should allow new mechanisms ta be incorporated in its

list of features.
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2) Standard / /ETF drafts - orientation - The tool should operate according 10 pre­

defined and widely used standards, such as the Common Information Model

(CIM).

3) Scalability - The software should he scalable in terms of:

(a) the number ofpolicies (should allow the specification of the number of

policies);

(h) the types ofpolicies (should account for different poliey types and allow the

definition ofsucb various types), and

(c) the number ofnetwork elements covered (sbould allow the specification of

the number ofnetwork elements to be affected by a particular policy).

4) Utilization ofRelational MIBs or PIBs. The classical version of network

management tools use MIBs, but policy-oriented software shouId use PlBs as their

information bases.

5) Legacy Protocols or COPS - Policy-enabled tools should use policy-oriented

communication protocols sucb as COPS rather than legacy protocols such as

SNMP.

6) Policy definition GUI - The software should provide a graphical user interface to

allow the manager to define policies.

7) Policy Conflict Detection - Policy conflict detection involves the verification of

role consistency, and the detection ofboth condition and action conflicts. Sorne

tools do offer sucb features [Lup97] whereas others doo·t.

8) Temporal properties concerning policies - A policy-enabled too1 should allow the

expression of lime or of the relative position of two events, including the time

intervals.

9) Co"elation between temporal properties - Within a given time zone, correlation

adjustment between temporal properties is not necessary. However, between time

zones, mechanisms that bandle correlation between temporal propenies should

existe

JO) E"or-Handling Mechanisms - Appropriate error-handling mechanisms shouId

exist to deai with situations in which policies fail partially or entirely.

/ J) Network Dependence /Independence - Sorne policy-enabled t001s are dependent

upon the presence ofparticular elements in the network and on the network

topology, whereas others are independent of the network they fimction on.
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11) Interoperabi/ity w;th olher exist;ng tools - When two different network

interoperate, the software tools on each of them should aIso interoperate.

13) Proaclive mechanisms - Policy-enabled tools should have measurement features

and pllicies to prevent certain event types such as network failure, CPU shortage,

linle bandwidth saturation, etc.

3.2 Geaerie Maaagemeat Taoll

In order to satisfy the previous Iist of features ll classical generie management tools

were developed. They are robust in representing the network topology and have a

friend1y operator GUI, a1though they offer very few automated mechanisms.

3.2.1 Intel

Intel' s network management solution, named Intel Poüey-Based Network

Management, uses policies in order to implement Service Level Agreements (SLAs)

by establishing contraets with user groups.

Using a single console with a simple GUI, managers cao define, edit and

deploy policies for multi-vendor networks. Another advantage is the use ofCOPS to

support heterogeneous network environments and legacy network elements. The

software is a1so scalable to aceommodate future changes in network resources [10100].

With Intel Poliey-Based Network Management, policies are stored in

directories, whieh are not policy brokers, but only common repository for user

information. COPS, LDAP and RSVP standards are supported.

3.2.2 Tivoli

Tivoli' s management solution, Tivoli Remote Control, regards policies as a set of

rules to he applied to managed resources in order to control the default values of

newly created resources (default plliey) and to maintain the guidelines when

administrators modify or operate on resources (validation policy). An example of

Tivoli policy is a rule requiring user login names to he eight characters or Jess.

Tivoli uses policy regions as containers for managed resources that use the

same set ofpolicies. These regions a1so serve as basis for assigning administrator
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permissions or roles. Poliey regioDS enable Tivoli Remote Control to provide granular

access control, whieh is necessary to implement remote control in large organizations.

The ability to eentrally manage remote control poliey makes the produet scaJable - the

eomplexity of management does not inerease exponentiaUy with an increase ofthe

size ofthe network.

Tivoli Remote Control's GUI enables quiek access to the available commands

and the display of the current state of the session.

Other features supported by the software include: cross-platfonn support for

eontroller and target: Windows family and OS/2, gateway support to provide efficient

and secure access through firewalls or across different networks, OHCP support and

dynamic target lists. On the other band, in terms ofpolicies support, the software does

not provide error-bandling or proactive mechanisms, temporal properties or

correlation between temporal properties or other policy conflict detection features

[Tiv97].

3.2.3 Sun

Finally, Sun's Bandwidth Allocator 1.0 allows for the easy specification ofbandwidth

allocation policy. At the same time, il provides reporting utilities to follow how

bandwidth is used and how efficiently the traffic provisioning rules are working.

The Packet Classifier component of Sun's Bandwidth Allocator takes an

outgoing packet and assigns it to a traftic class based on the information found in the

IP or application header. Some of the factors tbat are important when assigning a

packet to a particular class are: protocoI type, IP source and destination address,

TCPIUDP source and destination port. The assignment ofquality ofservice is done

according to a provisioning rules file, which can he updated by command-line mode

or via a Graphical User Interface (GUI). The Packet Scheduler component transmits

different classes of traffic according to the pre-defined priority and transfer rate for

each class. Statistics collected during the classification process are available via a

command-line interface or via GUI through a proprietary MIB. Monitoring can he

done via SNMP.
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The software uses the following filters for the provisioning nales:

(1) traffie type ( TCPIIP or UDP ports or services)

(2) source or destination IP address (allowed discrimination between different

machines or organizations)

Filters can he placed in a hierarchy. For example, a pre-defined quality of

service can he assigned to traffie coming from a partieular organizatioD. Within this

traftie, a subset of the pre-defined quality ofservice cao he reserved for FTP, for

example [Soo98].

3.3 Spe~i.1 Poli~y.ED.bledToois

As outlined in the introduction ofChapter 3, a partieular subset of the management

tools available, are poliey-enabled tools. Poliey enabled network management relies

on many protocols. Eaeb vendor ofpoIiey-enabled management tools must decide

how to implement the communication between Many poliey servers, directories and

the entities being managed. Following, we present a non-exhaustive Iist of special

existing policy-enabled tools with respect to the degree ofsatisfaction of the

previously outlined features wish Iist.

Some policy-based tools are vendor oriented because vendors are building

software tools specifie to their own equipment. In this eategory we consider Cisco's,

Lucent's, Hewlett Packard's and Norters, whereas others are more generie in bath

types of networks and problems to he solved (Allal, Orcbestream, Extreme Networks,

IPHighway, Spectnam).

3.3.1 Cisco Systems

Cisco Systems QoS Poliey Manager 1.1. (QPM) and User Registration Tool (URT)

1.2 (beta version) are two packages of software designed to solve poliey-enabled

networks management problems.

QPM is a configuration interface for Cisco devices. It enables difIerentiated

services for Web-based applications, VoiceOverIP, Internet appliances, and business­

critical processes, ensuring the desired QoS. It automates QoS configuration and

deployment and improves multi-service performance. QPM allows the definition of
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QoS policies at a more abstract level than can he defined using device commands. For

example, one cao define policies for groups ofdevices rather than one device at a

lime. Policies cao he ereated that apply to applicatioDS or groups of hosts.

The QPM Policy Manager aUows the definition ofQoS polides for devices or

interfaces, and sets the queuing mecbanism for interfaces. Policies cao he ereated for

groups ofdevices, interfaces, hosts, or definitions ofapplication traffic. Web-base

replrting to helps the maintenance ofpolicy definitioDS. The Distribution Manager

allows the depl0Yment ofpolicies and QoS configurations created by the Poliey

Manager to the network devices. Loggjngs and web-based reportings help to maintain

records ofpolicy deployments. The QoS Manager - distributes the changes requested

by the Distribution Manager, configures devices and maintains the QoS database

created by the Poliey Manager (CisOO).

Cisco's QPS strength relies in its mechanism to define multiple conditions. This

condition matrix supports: source and destination IP address, IP subnet mas~ pretocol

type (IP, TCP, UDP), application port numbers, and IP precedence.

When defining a policy, a manager selects an interface or group ofinterfaces from

the management console and detines the type ofqueuing mechanism to he used. Raies

are handled on a per·interface basis. The interfaces support a variety of roles including

priority queuing, custom queuing, weighted fair queuing, weighted random early

detection and class·based weighted fair queuing. The actions include coloring a flow

with IP precedence information, limiting the bandwidth to a particular value, apply

proritization by directing the traffie into a particular queue and custom queuing.

However, issues such as temporal policy conflict detection are not addressed.

Cisco·s URT software allows user·tracking mechanisms in Windows NT and

NetWare NDS·enabled IP environments. It uses a combination ofserver and client

technologies to dynamically ttack a user at logio, assign that user to a virtuallocal area

network and track the user~s location.

3.3.2 Lucent Technologies

Lucent Technologies proposes RealNet Rules (Bcta Version), a new policy

management application for multivendor environments that allows managers to drive

network behavior that maps to business needs. UnlikeCisco's solution, Lucent builds
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its policy based management software around the LDAP interface. The software

focuses on three main points ofpolicy-based control: QoS, security, and resource

allocation. These provide an automatic mapping ofusers 10 available local resourccs.

It otTers the inherent scalability and fault tolerance that solutions using COPS or CU

have to build in manually.

RealNet Rules reduces complexjty by providing an intuitive graphical user

interface. Network managers are alIowed to implement high-Ievel network rules into

detailed configurations, which are then applied to the network. Policies are stored in a

directory and can be acceded via LDAP-enabled applications [Luc99].

RealNet Rules is directed at the enterprise LAN. The software uses the CIM

directory schema to store policy in the LDAP server and allows applications to

manipulate and use this policy data. RealNet Rules supports conditions such as IP

source and destination addresses, layer 3 protocols, layer 4 port numbers, Diffserv

code points. However, the solution addresses only the basic features ofend-to-end

policy management, excluding features such as dynamic applications, ditTerent types

ofqueuing mechanisms, provisioning protocols (HTIP/CLIICOPS), DiftServrroS

markings or temporal policy conflict detections [Con99].

3.3.3. Hewlett-Packard

Hewlett Packard·s HP OpenView PolicyXpert alIows network managers to automate

the configuration ofQoS mecbanisms across a heterogeneous network environment by

capturing them in a high-Ievel terms. A single set ofpolicies cao he deployed across

many managed elements, so that there is no need for configuring QoS on each element

individually. The software supports three QoS abstractions that can be implemented

using various QoS mechanisms. Prioritized Class ofService policies cao use queuing,

IP Precedence marking, or IEEE 802.1 P frame tags to define a class of service for

application traffic. Assured Bandwidth policies cao use TCP rate control, class-based

queuing, and committed information rate mechanisms to assure bandwidth. RSVP

policics can include allow or disalIow, maximum bandwidth, and Oow priority to

control applications that signal QoS requirements using RSVP [HewOO].

PolicyXpert's conditions cao be complex combinations ofone or more ofthe

following parameters: time, date, day ofthe wee~ application port number, source or
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destination IP address, IP type ofservice, HTIP URL or VLAN ID. Traffie can he

aUowed or denied based on the RSVP admission control model. When a condition is

matched, a usage model can be applied to tbat f1ow. The main advantages of

PolicyXpert are:

its multivendor devices support ;

its RSVP capabilities, and

its use ofCOPS to provision network devices.

When COPS is not found on a target platform, a proxy agent acts to configure the

non-COPS-compliant device [Con99].

Some of the software's disadvantages include:

it does not provide any filtering or security features ;

it bas no LDAP integration, unlike Lueent's solution, and

does not provide any temporal poliey conflict detection mechanisms.

3.3.4 Nortel

Nortel's network management solution, Optivity Poliey Services 1.0, is built around

an Oracle database an~ like Lucent' s solution, works togetber with bath paliey

management and IP address management.

When dealing with policy management, Nortel groups devices into various

domains. The software uses a Java interface to access Nortel BayRS and Cisco lOS

router platfonns, but one interface cao be member ofooly one domain, which limits

the types ofpolieies that cao he applied to the network. Like Many of the solutions

offered by other vendors, Nortel's solution bas a condition/action model, including all

main IP layer 3 and 4 conditions.

The software bas the ability to deny service, mark tlows with a particular class

of service coloring, regulate and monitor traffie tlows and shape traffie to a specific

bandwidth. However, Nortel' s solution doesn·t allow queue behavior configuration.

SNMP and CLI are presently the communication means, but their replacement with

COPS is part of future improvement plans [Con99].

83



•

•

•

3.3.S Allot Communications

NetPolicy, the policy-enabled tool ofAllot Communications, is a Java-based

application that enables the deployment ofcomplex policies in already existing

networks [AllOO]. The software uses a unique, table-like interface to define conditions

and actions needed for policy definition, but does not treat mies separately as other

available products do. NetPolicy can define Oows in terms of the IP addresses and

netmasks, groups ofIP addresses, types ofprotocols, TCPIUDP port numbers, IP ToS

information, tinte ofthe day and other high-Ievel information. Examples ofactions the

software supports are: allocation ofminimum and/or maximum bandwidth, guaranteed

bandwidth, priority and limitation ofnumber ofconcurrent sessions.

NetPolicy works very weil in combination with other Allot network hardware.

[t supports load-balancing and cache-redirection based on policy. NetPolicy's modular

architecture works together with Allot's policy enforcement devices (NetEnforcer) to

ensure service and user provisioning, policy enforcement, service verification and

billing.

The software does support multiple platforms, but the features supponed for

each platform are restricted to queuing and access controllist. Il allows for the

management ofditTerent hierarchical groups. Single flows can be manipulated

independently and groups of flows can be acted upon as a single logical unit by

defming group policies that apply to a collection of flows.

Another feature present in NetPolicy is an active feedback mechanism by

which network administrators are able to see in real tinte the effects ofapplying their

policyon the network. COPS and CLI are used for communication [Con99].

NetPolicy creates a complete policy system intended for bath Internet Service

Providers and for enterprises. For the former, it gives the ability ta provision, enforce,

verify and bill service level agreements and to oiTer bandwidth on demand and

bandwidth brokering services. For the later, NetPolicy gives a unified view ofQoS

policies and network actions in real time.
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3.3.6 Orchestream

Orcbestream Enterprise 2.0, Orchestream's paliey-management solution, otTers a

complete set ofconditions, actions and roles. It is the tirst software capable of

automating the deployment ofQoS and security features across the enterprise.

Orchestream is the only product on the market based on the new IETF

DiftServ framework [Orc99]. One cao assign to eaeh device or interface a DiftServ

mie when theyare placed on a network domain, without the need to upgrade the

network hardware or software.

Eacb application Oow is aUocated the appropriate level ofbandwidtb by

aggregating Oows into a small number ofclasses. The network manager bas complete

control over the allocation process.

The Orcbestream software is designed to support multi-vendor environments

such as those from Cisco Systems, Xedia, and Lucent. Orchestream Enterprise 2.0

provides policy-based control ofaceess security, alloWÎDg ail existing routers ta be

configured into packet-filtering firewalls in one step. Devices ean he configured by

SNMP, HTIP and TACACS+ (Terminal Access Controller Aceess Control System

Plus). At the same time, its QoS polieies are equipped with protection against deDiai

ofservice attacks [Orc99].

3.3.7 Extreme Networks

ExtremeWare Enterprise Manager 2.0 (Heta version) of Extreme Networks is a

complete management tool enables you to set policies tbat provision bandwidth and

prioritize applications for specific end-user groups. It allows network-wide inventory

control, management and configuration of multiple Summit switches, the Summit

Virtual Chassis, VLANs and Policy-Based Quality ofService (QoS).

ExtremeWare Enterprise Manager uses a tbree-tiered architecture. The

platfonn is very extensible and allows the use of SNMP, Ja\8, HTIP and standard

SQL relational database management system. ft a1so supports ExtremeWare's

SmartTrapsTM feature, wbich rninimjzes bandwidth usage by enabling Extreme

switches to interact with the ExtremeWare Enterprise Managerplatfonn [pro98].
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The software defines conditions based on physica1 po~ a specifie VLAN, a

specific IP address or subnet, a particular Layer 3 protocol and Layer 4 TCP or UDP

port or group ofports. Using DLeS (Dynamic Link Configuration System), the

software is able to import users, groups and workstations in a Windows NT Primary

Domain ControUer (PDC) environment. When loggings are executed in or out the

POC, the user is tracked and reported to the policy server.

The software lacles some granularity because it applies the poliey to an entire

device rather tban on the per-interface basis. It also supports third-party network

management system software integration via HP OpenView (Con99].

3.3.8 IPHighway

Unlike Orchestream, IPHighway is taking a more strategic approach to policy-based

networking by giving intemally developed source code for COPS to any vendor

willing to implement the protacol on its deviees. COPS is implemented to manage

every deviee that supports the protocol.

IPHighway's network management solution, Open Poliey System 1.0, bas a

friendly policy definition GUI with concise defmitions ofpolicies and actions. Among

the conditions for policy management we cite: source and destination [P address,

application type and physical interface. A feature specific to IPHighway's Open

Policy System 1.0 is the enabling of several unique groupings ofsubnets and

interfaces such as « all interfaces supporting weighted-based queuing ». The actions

that the software supports include: FIFO queuing, WFQ (Weighted Fair Queue),

custom queuing, priority queuing, class-based distributed fair queuing and an

IPHighway hybrid queuing mecbanism that uses bath WRED (Weighted Random

Early Detection) and custom queuing.

On the negative side, the product does not support COPS functionalities, nor

does it deal with paliey eonfliet detection or multi-vendor support (Con99].
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3.3.9 Spectrum Management

Finally, Spectrum Management's solution, the Specb'Um Policy Based Network

Management Suite, takes advantage of the Cableton's SecureFast technology base.

The switch reports information such as IP and MAC addresses that are attached to a

particular switch port in order to simplify POlicy management.

The advantages this software offers include: a large range ofconditions

(ethertype, source and destination port numbers, IP ToS infonnation, IP protocol type,

IP soUlCe and destination addresses, IPX (Intemetwork Package Exchange) class of

service, IPX packet type, IPX port number), a large range ofactions (traftic

assigmnent to a particular VLAN, prioritizing packels ioto multiple queues, coloring

packets with IP ToS information, PaCket tiltering and rate limiting). The software uses

SNMP and CLI as communication means between the manager and the managed

objects. Aiso, LDAP and LDIF (LDAP Directory Interchange Format) infonn the

manager of the changes to the directory.

On the drawbacks side, we cao mention the lack of multioodevice management,

the lack ofPOlicy conflict detection support, the lack oftemporal properties

conceming policies, and ils dependence on SNMP and CLI to perfonn the job,.

Considering policy-enabled tools, a few features conceming policies have been

partiaUy implemented or are pan of future implementation plans. Table 3.1

summarizes some ofthese Particular characteristics.
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LAYER Policy Actions

Name
Temporal

Various Types Protocols
Issues

1 2 3 4 S+ Types of Of

Actions Queuing

Allot Yes No Yes Yes Panially Yes Partially PartiaUy Yes

Cisco No No Yes Yes Panially No Partially Yes Partially

Extreme Yes Yes No No Partially Partially Partially

Networks Partially Partially

Hewlett No Yes Yes Partially Yes Partially Partially Partially

Packard Panially Future

IP- Yes No Yes Yes No Yes Partially Partially Partially

Highway Future

Lucent No No Partially Yes No Partially Partially Future Partially

Future

Nortel Future Yes Yes Yes Yes Yes Yes Yes Panially

Future Future future

Orche- Yes Yes Yes Future Yes Partially Yes Partially

Stream Partially Future

Spectrum Yes Yes Yes Yes No Yes Yes Yes Yes

Manag.

Table 3.1 Summary ofpolicy-enabled management tools features

3.4 CODclusioBs OB EDstial Tools

We conclude that there is a paradigm shift in network the management community,

the industry and the service providers. The current achievements allow us ta predict

more emphasis on inter-domain correlation. adoption ofCOPS-lïke protocols for

policy manipulation. etc.

A good palicy management strategy can he divided in four steps.
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1) Identification ofthe type ofnetwork tramc using classical tools such as RMON,

SNMP or other packet-capturing tools. This includes measuring the amount of

bandwidth us~ the peak 108'1 times, traftic burst sizes, and packet size

distribution. The latencyapplications tolerate is also important. None of the

products we presented offer these functionalities yel.

2) Construction and deployment ofa set ofpolicies to help bandwidth and ditTerent

tyPes of traftic management. Most of the solutions we examined allowed the

dynamic creation of policies and provided means to shape the traffic to meet

various needs. The most dynamic solutions were offered by Cisco and

Orchestream. Also, Hewlett Packard and IPHighwayalIowed multi-vendor

polieies.

3) Deployment ofmecbanisms to measure the etTects ofdefined policies. Feedback

mechanisms ean eonstitute a tirst solution, but, ideally, network elements should

have the capability to report service level stati5tics 10 the policy-enabled tool.

Allol's was the only product solution from those eonsidered that provided

feedback on the deployment ofdefined polieies onto the network.

4) Network self-bealing and self-tuning. None of the solutions presented otTered 5ueh

a feature. A tirst step towards these eharacteristies would he the reporting based on

device statistics. SPeCtrum Management did olTer a reporting mechanism, but not

the necessary statisties to detennine if the policies were really working.

We have identified that some improvements still need to he made.

Summarizing, there is a special need for correlation a1gorithms to dea1 with confliets

arising from various situations sueh as ditTerent policies referring ta the same object

and triggering eonflieting actions, ditIerent poliey owners, having opposite interests,

setting ditIerent pre-conditions for the same set ofactions, the lack ofcompanion

policies, the same poliey triggering conflieting actions: parallel actions, sequential

actions or overlapping actions, or ditIerent polieies triggering eontlicting actions.

Sometimes a poliey is triggered by an event or set ofevents that already caused

a network failure. In this case, it is too late for a policy-based remedy. Prediction

mechanisms in order ta forecast the change tendency of the network state must he

used in such situations. Usually, this is done bya state refinement (waming

thresholds) preventing a poliey system to he late. For example, a retinement ofthe
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operational state enahled cau he specified by another state atbibute called UsageState

(idle, active, busy). By interpreting tbese values, the managing system mayeither

apply policies in the subsystem witb respect to the state ofone particular companent

or eboose to react directly across an administrative state attn"bute oftbis component,

by the use ofcommands. As opposed to the opera/ionalState (enahled, disahled)

attnoutes whose values are updated by the resource itself, commands act on attributes

wbose values are updated by the managing system [Bir96].

We estimate that temporal issues bave ooly paltially and insufficiently been

considered in the tools we bave studied. We will eonsider further the partieular

temporal issues related to:

(a) Particular requirement from a policy to he fired ooly under the presenee ofanother

poliey declared as valid and fueable or already fired.

(b) Dealing with Tinte Zones. When a policy and its required policies are in the same

time zone there is no temporal translation needed. When the required polieies used

by another poliey are defined in a different time zone, the necessary time zone

adjustments must he done. When a policy is defined in a particular time zone to he

fued in another time zone, ag~ the time zone appropriate modifications must be

effectuated.

(e) Dealing with temporal relative dependency between actions.

(i) the question is how to specif)' Ibis kind ofdependeneies in order to

capture actions ordering, actions overlapping, or other relationships

between the startlduration/stop temporal expressions.

(H) This kind ofconditions must he cbeckable with respect to the

effectiveness oftheir scope. Some systems bave sensors forcapturing

the fact tbat an action succeeded. Usually, management tools require

another ·'check-status" action on the MIB to whicb the target object

belong, via get/get hulk (SNMP) or m-get (CMIP) etc. Practieally,

when a poliey partially fails on a non-synehronism between its actions,

the entire subnetwork must he set.

We will consider these aspects to improve the existing poliey CIM.
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Chapter4

Proposai for Temporal PoUey Correlation

Policies need a richer CIM, especially in order to express types ofevents, types of

interactions between networks as weil as types ofpolicies that cao he applied upon a

netwon:.

Different correlation mechanisms and specification techniques can he used to

detect contlicts when policies are applied (temporallogic, temporal intervallogic,

correlation windows).

Due to the real time issues ofdifferent events that occur in networks and to the

fact that networks are widely spread on the globe, it is important to synchronize the

actions that result from pllicies with apparently non-related goals when applied.

4.1 Typing Scbema

Generally, events occuning within a network are weil typed (SNMP traps, CMIP

notifications, types ofalerts etc). Most ofthe companent parameter values are dependent

upon various kinds of relationships a given network component has with its neighbors

(sincc interactions take effect across these relationships). ft is logjcal that for a gjven

combination ofdifferent types ofevents occurring within a system, and considering

various component types and component interaction types, different pllicy types apply.

4.1.1 Typed Events

According to a given activation event type, a pllicy May trigger a given action or set of

actions. Basically, we will present the (i) SNMP (RMON) a/armGroup with different

types ofevents and a useful hysteresis mechanism for triggering, (ii) a solution for fautt

(alann) notification that prescn"bes what a nonnalized set ofa1arms must include, and (ili)

summarize how CORSA Event Service treats the event typing issue.
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Remote Network Monitoring (RMON) defines standard networle-monitoring

functions and interfaces to communicate between SNMP- management consoles and

remote monitors. In the context ofRMON, the alarmGroup is used to define a set of

thresholds for network perfonnance. When a threshold is crossed, an alann is sent to the

monitoring console. The alarmGroup consists ofan alarmTable whose entries are

variables to he monitored, sampling intervals and threshold parameters. The objects in the

alarmTable are:

a/armlndex - unique integer representing the row number in alarmTable

alarmlnterval- interval in seconds over which data are sampled and compared with

the thresholds

a/armVariable - object identifier ofa particular variable in the RMON MIB to be

sampled. The only object types allowed are those that resolve with to ASN.I type

integer, namely integer, counter, gauge. and TimeTicks.

a/armSampleType - the method ofcalculating the value to be compared with the

thresholds. When the value of the object is absoluteValueO, then the value of the

selected variable is compared directly with the thresholds. When the value ofthe

object is delta Va/ueO, then the difference between the value of the selected variable at

the last sample and its current value is compared to the thresholds.

a/armValue - the value of the statistic at the last sampling period

alarmStartupA/arm - the possible values are: risingA/armO,fa//ingA/armO and

risingOrFal/ingAlarm. Its value detennines ifan alann will he generated if the first

sample after the row becomes valid is greater than or equal to the risingThresho/dO,

less than or equal to thefallingThresholdO or bath.

alarmRisingThresho/d - the rising threshold for the sampled statistic

a/armFal/ingThresho/d - the falling threshold for the sampled statistic

a/armRisingEventlndex - index of the eventEntry used when rising threshold is

crossed.EventEntry is part of the eventTable ofRMON.

a/armFallingEventlndex - index of the eventEntry used when falling threshold is

crossed.
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occurrence (periodical, non-periodical). For example, according to their incidence in the

system, alarms cm be categorized as yeUow a1anns, sPecifYing wamings or red a1anns,

specifYing outstanding a1arms.

Smalt fluctuations in the values are prevented ftom causing alanns by a process

that RMON calls Hysteresis Mechanism (Figure 4.l).The a1ann generation mechanism is

viewed as a two-states process. In the rising-alarm s18te, a rising alarm will be generated

when the value ofthe observed variable reaches or is higher than the rising threshold. In

this situation, the mechanism is disabled from generating a falling alarm. After the rising

alann is generated, the mechanism enters the falling-a1arm state and remains there unti)

the observable value reaches the faiUng threshold [81893].

State of alann generation
~~ -

mechanism

Filling
Alann State -~

Falling alann Rising alarm

triggered ' r ~~ triggered

1 Sampled abject value
1

Raising Alann
State

1 1 ..
1 1 ..

Falling Raising
threshold threshold

•

Figure 4.1 Hysteresis Mechanism

•

Houck and Finkel (Hou95] present an a1ann notification system, commercially

available under the name ofNetFACT software. The idea is to use a collection of

techniques specialized to the type of topology that encompasses the faults or alanus being

considered. The two techniques used are:

- path analysis - deals with failure ofpath problems. Faults are reported by alarms,

which are then analyzed to evaluate which component ofthe path is faulty, and
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tree search - used ta detennine ifthe nodes identified in path analysis are directly

responsible ofa fault or ifthey are part ofa faulty companent.

The difTerent stages ofproblem solving with NetFACT are brietly presented below:

Awareness - build the internai representation ofthe a1ann and wail for related alanns

to anive;

Get Config - obtain the configuration information ftom the configuration model;

Diagnosis - identify the cause of the problem by the techniques presented abave;

Recovery - awail the recovery ofnetwork components afTected by the fault;

Closure - mark the problem as closed, and

Purge - an operator purges the problem ftom the system.

Upon the receipt ofan a1arm, its corresponding mode) object is located in the database. A

new a1arm must be normalized to a consistent syntax and semantics. A normalized alann

must include:

the identity of the object to which the alann refers;

the impact to the behavior of the object;

votes representing the probable source of fault, and

other information such as a1arm [0 and timestamp.

Another event model (Sch97] is used in CORBA-based monitoring and

management systems. In an object-oriented ftamewo~ event classes spccify the attributes

contained in event messages of the corresponding event class type. The definition of the

class Event contains the generic attributes ofnotification messages common to all

instances ofevent classes, which can be derived from this abstract base class. Two kinds

ofattributes may be assigned to each event: dependent or independent. The dependent

attributes are detennined by the particular type ofevent. The c1ass Event represents the

root ofinheritance tree formed by subtyping to descnoe events emitted my real Mas. For

this reason, event channels cao be used as typed event channels based on the CORBA

Event Service (Omg95] using Event as the expected type for push server and consumer

interfaces.
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4.1.2 Typed interactions betweeD Detwork elemeDts

Relationships are class properties that represent the dependencies between Mas.

Therefore, ail objects instantiated from a given class have similar relationship types. Fault

propagation in the network is dependent upon the network clements relationship

dependencies. Next, we will present a three levels dePetldency model:

the tirst level is the direct in indirect dePel1dency class;

the second level is composed ofthree relationships which inherit from the tirst level :

users and shares, connection end-point and matched connection, and

the third level is composed of five dePel1dency relationships : usage al/ocation

dependency. message passing dependency, shared resources dependency, existentia/

dependency and operationa/ dependency.

First Level:

Mas in telecommunication networks are dependent upon each other in complex

ways. Ali dependencies are comPOsed oftwo kinds ofbasic dependency (Figure 4.2)

Generic Relationship Class

1
1 1

Direct Dependency Class Indirect Dependency Class

Figure 4.2 Direct and Indirect dependency Class

In the Direct Dependency C/ass an object is referenced direcdy by another object

and appear as directed edges in the dePelldency graph (Figure 4.3). In the Indirect

Dependency Class, a sequence ofone or more direct dependencies exisls between two

objects. In a dependencies graph, if there is a directed path from A to B, then A is said to

dePeDd on B and B is said to he a supporter ofA. Ifanode is dependent upon itself, then

there is circularity. A node A is a candidate supporter ofB ifthe addition ofa direct

dependency ofB on A does not induce circularity.
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Figure 4.3 Example ofDependency Graph

In the Example ofDependency Graph (Figure 4.3):

A depends directly on B and E

A depends on B, C, E, and F

E is a supporter ofA and 0

D is a candidate supporter ofA and B, but not ofC, E or F

Second Level:

Three-second layer dependency relationships have been identified [Jor93]. They

inherit the fcatures trom the superclass direct or indirect dependencies. This means that

network elements that have these three relationships can depend directly or indirectlyon

each other. Indirect dependency is the result ofdirect relation composition. Figure 4.4

depicts an-layer connection between objects A and 8 with corresponding underlying

connections and links used to realize this connection.

1 Layer. 1 GJ
1 Layer .-1 1 C

1 Layer .-2 1~ ŒJ-.-.ŒJ

•
Figure 4.4 n-Layer Connection

(a) Uses and Shares Relationship relates the resources to the hardware or software

resources on which they are based. For an-layer connectioD, the application of this
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relationship will give the local view ofthe (0-1 )-Iayer connection, which is used for

transmission. In the example, object (A, B) uses (C, D) and (E, F). The layers in the n­

layer connectioo example do not retlect the OSI communication protocollayer, but

any organization in which the objects have ·'uses" relationships between them. When

two objects use the same resource, they have a ·'shares" relationship between them

based on'~" relationship.

(b) Connection EndPoint Re/ationships. Two MOs representing endpoints are connected

directly and the superclass is direct dependency class.

(c) Malched Connection Re/ationship. This relationship exists between peer connections,

which are linked by gateways or switches. The superclass is direct dependency class.

Third Level:

Level 3 contains tenniDai dependency classes in the dependency hierarchy we are

presenting. They are subclasses ofclasses from the second level which inherit from the

direct and indirect dependencies. Level 3 contains the following dependency models :

usage allocation dependency. message passing dependency, shared resources

dependency, exislenlial dependency and operationa/ dependency.

Very few existing management tools consider ail these three dependency models.

If we reconsider the NetFACT (Section 4.1.1), fault visibility cao he limited and not ail

the dependencies that point to a cause of fault are known. Only applying the NetFACT

heuristic may result in incorrect identification ofanode that is visible for NetFACT as a

fault cause, while the reaI fault cause is a hidden common element inside the carrier

network. To solve the problem, such failures are reported as independent faul15. Hidden

dependencies called for a change in NetFACT's heuristic from "minimum number of

faul15" to "best explanation for each symptom".

Another kind of interaction between network elements is also found in the

NetFACT example and concems the nature ofdependency relationships between network

elements. In the case ofsimple dependencies, the dependent resource depends only on the

binary availability of the supporting resources. More complex dependency relationships

depend on logical combinations ofother resources. Other resources depend on a
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quantitative 801000t ofcapacity in the sbared resource. In such cases, a drop in the

available capacity May cause failures in the dependent resources.

4.1.3 Typed PoUcln

As already outlined in Section 2.1, policies range trom high level, that is, abstract, non­

technical policies, to low level, that is, technical policies, immediately instantiable and

applicable. Usually, these low level policies specify as resulting actions some actions

&om those otTered by SNMP, COPS and LDAP, already presented. The level of

abstraction is a function of the degree ofdetail present in the policy definition and the

ratio ofbusiness issues to technologica1 issues within the poliey.

Policy classification bas a series ofadvantages, such as:

better understanding ofwhat exactly can be accomplished through management

policies;

identification ofsimilarities and ditTerences between policies to detennine their

corresponding elass;

availability ofa policy hierarchy for poliey transfonnation process, and

derivation and verify the eomponents of fonnal definition ofpolicies.

Sinee we promote a system with typed events and typed dependencies, a typed

plliey-enabled tool will ease pllicy conflict detection and resolution. This a1so depends on

the manner policies are specified and stored. Sorne service providers such as FidoNet or

VirNet maintain theirpolicies in informally written policy catalogues. Rene Wies [Wei95]

presents multi-dimensional criteria for policy classifications, the result ofdeep analysis of

these pllicy catalogues and talks with system administrators and operators. No matter how

abstract a policy is, it cao he studied according to these criteria The multi-dimensional

criteria for policy classification includes:

- Activity (reacting, monitoring, enforcing);

- Mode (prohibition, pennission, obligation);

- Services (mail, consulting, data storagc, network installation, etc.);
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- Management Scenario (enterprise management, application management, systems

management, network management, etc.);

- Management functionality of the policy's actions (performance, configuration, security,

fault);

- Functionality oftarget objects (traffic management, performance analysis, security, fauIt

location, accounting);

- Type of targets (pCs, hubs, routers, printers, employees, etc.);

- Trigger Mode (constandy active, periodic, asynchronously triggered, etc.);

- Life-time ofpolicy (short-tenn, medium-tenn, long-tenn);

- Geographical criterion (global, country, city, building, department, working-group,

office), and

- Organizational criterion for targets and subjects (corporate, personnel, marketing,

research and development, production etc.).

Another way ofspecifying policy types and active policy relationships [DinOO]

existe This model distinguishes between pre- and post-conditions ofa policy and

considers the rules of the fonn IF <pre-conditions> THEN <actions> WITH <post­

conditions>. However, post-conditions are assumed to hold. No feedback mechanisms are

provided. In tum, sorne well-defined policy types are provided, which May help to keep

policy correlation under control. An action is a command or method invocation and it has

pre-conditions, post-conditions and an activation event. A plan is a set ofrelated actions

and is used to specify dependencies between actions. The model cao be summarized as

follows:

policy ::= <policy-body> <policy-properties>

policy-body ::= IF <pre-cond> TUEN {<> 1<action> 1<plan>}

[ELSE {<> 1 <action> 1<plan>} <action> 1<plan>}]

«post-cond>]

Three distinct types ofpolicies conceming policy bodies have been identified:
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1) Daemon-basedpolicy. This type ofpolicy cm be represented by the If-THEN form,

with post-conditions guaranteed by the action. The daemon captures the pre­

conditions and triggers the action white the post-conditions are ensured by the policy

according to those guaranteed by the action.

2) Plan-Commandpolicy. This type ofpolicy assumes that a goal bas been given to the

system and an action or plan bas been appropriately establisbed.

3) Desirable-goal orientedpo/icy. In this type ofpolicy there are no guarantees on the

execution. A goal is registered as desirable, but nothing guarantees its satisfaction.

This approach allows us to specify the required policies to he active for a given

policy to he applied. Even if the majority ofnecessary elements bave been introduced,

very few are found in practice.

4.1.4 CODsidered PoHcy Schema

A poliey is a set of rules that have specifie properties. Considering previous proposais, wc

represent policies as depicted in Figure 4.5 where the abstract class PolicyFeatures bas

been inttoduced to capture various static properties ofa Po/icyGroup.

PolicyFcatures

PolicyCondition

PolicyAction

•

Figure 4.5 Policy Representation

The types ofevents and the types ofinteractions are represented by Po/icyActions

and PolicyConditions. Each different class ofpolicies bas its own policy type.
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4.1 Corre"UoD Mech.DislDS

Certain event models or type of interactions depend on lime, others don't. [n focusing on

temporal issues, the following components are desired:

an event model that takes temporal issues into account;

operations to express the relationship in lime between two events, and

a mies model that expresses the triggering ofparticular actions as a function ofreal

time.

4.1.1 EveDt Models wldl Temporal Features

An event can be represented as a pair

evenl = (message. lime componenl)

where the time component May take various forms:

(a) lime componenl = (tl. _ .t2). Il =start time and t2 =end time.

(h) lime component = (tl. ~ _1. Il = start time and 6= event duration.

(c) lime component = (_. ~ 121 J 6 = event duration and 12 = end time.

(d) lime component =[ _. b; _). 6 =event duration

4.2.1 Temporal Mechanisms for ProcessiDg Temporal Features

Temporal mechanisms play a critical mie in monitoring network events.

Knowledge about absolute and relative tintes ofoccurrence ofevents, their sequence and

duration is mandatory. Several temporal relations [Jak95] have been defined for time­

dependent event correlations. We consider the first tyPe ofevent notation introduced in

section 4.2.1 and define events el = (ml, [tl, tl']) and e2 =(012, (t2, a']). These two

events May have the following temporal relations between them:
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1) event e2 starts an interval h after event el:

e2 after(h) el<=> t2 > t1+h

el
i~ , ~

: h: e2
! :.. Il'

2) event e2 starts an interval h after the end ofevent el:

e2 foUows(h) e2 <=> 12 ~ t l'+h

el e2
~: ---h----~:..~------~...~

1 •

~ ~

3) event e2 finishes an interval h before event el:

e2 before(h) el<=> t l' ~ 12'+h

el
. ... Il'
: h:
'.. t ..

e2

4) event e2 precedes event e2 by an interval h :

e2 preeedes(h) el<=> t2 ~ t l '+h

el
1

•••...1
h

•

e2

5) event e2 hapPeDS during event e2 :

e2 during el <=> 12 ~ t1 and tl' ~ t2'

el

e2
.. Il'

6) event el starts at the same time as event e2 :

el starts e2 <=> tl = t2

el

e2
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7) event el ends at the same time as event e2 :

el flnisbes e2 <=> t1' = t2'

el

e2

8) event el coincides with event e2 :

el coincides e2 <=> t1 = t2 and 1l ' =t2'

.. el ..

.. e2 ..

9) event el overlaps with event e2

el overlaps e2 <=> t2' ~ t1'> t2 ~ 11

el

e2

From the above nine basic temporal relations between two events., sorne conclusions can

bedrawn:

trom definitions 1) and 2) and ifd = the duration ofevent el, it follows that :

ife2 foUows(h) el then e2 after(d+b) el

from definition 2) and 4) it follows that :

e2 foUows(b) el<=> el precedes(b) e2

from definitions 1), 3), 5), 6) and 7), il follows that ;

ife2 duriDg el, then e2 after el and e2 before el (and vice-versa)

ife2 after(h) el and el after(h) e2, then e2 startl e2 (and vice-versa)

ife2 before(b) el and el before(h) e2, then el flnisbes e2 (and vice-versa)
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4.2.3 EveDts CorrelatioD and CorrelaUoD WiDdow

Event correlation is becoming increasingly important in managing the large volume of

event messages present in today's networks. On one han~ it becomes extremely useful in

treating actions prescribed by policies defined in different time zones. On the other hand,

using such mecbanisms, one can reduce the time of policy conflict detection and obtain

network stability as a sign that a given policy bas successfully applies. Among the

advantages ofevent correlation we cao mention:

reduction ofthe infonnation presented to network managers by dynamic focus

monitoring an tiltering;

increase in the semantic content of the infonnation presented to the network managers

by aggregation and event generalization;

fault isolation, diagnosis and suggested corrective actions in real-lime, and

network bebavior and trend analysis.

A classical event correlation is a dynamic pattern matching over a stream of

network events. Other infonnation included in the correlation pattern includes network

connectivity information, diagnostic test data, data from external databases etc.

Several resu1ts May arise after applying event correlation rules:

a new event May be transmitted to the manager;

an action May resolve existing events;

a message could be sent about the existence of faults in the network;

an executable extemal procedure May be called, and

an internai system procedure May he called

Ali these resulting events are treated as regular events and are therefore also subject to

event correlation. This creates complex, multi..level correlations.

ln tenns ofthe tinte model, point time and interval time are used. In point tinte,

events take place at integer times on a pre-detined time scale. Examples ofpoint time

actions are system interrupts and user commands. In time interval, events have a time of

start and the time of finish. Examples of interval tinte events are network elements faults

and changes in DetwOrie behavior.
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According to the nature ofthe operations perfonned on events, severa! event

correlation types bave been identified.

1) Compression. Multiple occurrences of identical events are reduced to a single

representative event. The number ofoccurrences ofthe event is not taken ioto

account.

[1,1, •.• , al => a

2) Filtering. This operation is mainly used to reduce the number ofalanns presented to

the network manager. When sorne parameter p(a) ofan a1ann a does not belong to a

pre-defined set of legitimates values H, then a1ann a is discarded.

[a, p(a) < Hl => 0

J) Suppression. The event a is temporarily inhibited dependiog on the dynamic

operational context C ofthe network management process. A network management

context change can he due to other network events, resources, priorities etc.

[a, Cl => 0

4) Counl. This type ofcorrelation is countiog and thresholding the number of repeated

arrivais of identical events.

[o·a] => b

5) Escalation. This type ofcorrelation assigns a higher value to a particular parameter

p' (a) ofevent a.

[n·a, p(a)] => a, p'(a), p'>p

6) Generalization. In this correlation type, an event a is replaced by its super class b.

This allows network managers to view management situations from a higher leveI.

[a, ac b] => b

7) Specialization. This is the opposite mechanism to generalization. It replaces an event

by a specific subclass of this event.

[a, a :) b] => b

8) Temporal relation. Events a and b cao be correlated depending on their order and time

ofarrivai by using this type ofcorrelation mecbanism. Different types of temporal

relations have already been descnDed in section 4.2.1

[a Tb] =>c
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9) Clustering. Complex correlations can he created using the logical operators (and, or,

not) with simple events.

[a,b, ...T, 1\, V, ...,] => C

An event pending in an event list will he eliminated either by clearing by a

network manager or by the expiration of its lifespan.

As depicted in Figure 4.6, each event correlation process has a con-e/alion lime

window. A correlation time window is a maximum time interval during which the

component events should take place. The length ofthe correlation window and the

lifespan directly detennine the potential ofcreating correlations. A wider correlation

window and a longer lifespan increase the chances ofcreating a correlation. For fast

events, the length of the correlation window should he seconds, while for slow events the

correlation window cao be hours or days. The right value for the correlation window and

the lifespan cornes trom practice ofmanaging a particular network [Jak95).

• j
1
1
1
1
1
1
1
1
1

1.-1

eventa

eventb

eventc..
1 Correlation window..

•

Correlation lifespan

-----~---------------------....I Time 1

Figure 4.6 Correlation Window

4.2.4 PoHcy Conmet Det~tiOD

Policy contlicts can generally he classified in two categories:

(a) the tirst category related to policy definitions, mies (conditions and actions), etc.

(b) the second category related to temporal issues (poliey execution).
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(a) The first category ofpolicy contlicts bas been analyzed and discussed [Lup97]. As

already defined, authorization po/icies specify the aetivities a manager or agent can

perform on a set ofmanaged objects or what monitored infonnation can be received.

Authorization policies can hepositive (A+) or negative (A-). Obligation policies define

what activities a manager or agent must or must not perfonn on a set oftarget objects.

Again, obligation policies cao be positive (0+) or negative (0-). Positive and negative

authorization and obligation represent different POliey modes. Modality confliets are

inconsisteneies in poliey specificatio~which may oceur when two policies with opposite

modalities refer to the same subjects, actions and targets. Three types ofmodaIity

contlicts were identified:

1) 0+/0-: the subjects are at the same time obliged and not obliged to perform

the same actions on the target objects.

2) A+IA-: the subjects are at the same time authorized and not authorized to

perform the same actions on the target objects.

3) 0+/A-: the subjects are obliged but forbidden to perform the same actions on

the target abjects.

These kinds ofcontlicts are application specific and cao not be detected directly

from the poliey specifications. Therefore, additional infonnation specified in the fonn of

meta-policies is required to detect these contlicts. Meta-policies define application­

specifie eonsistency constraints related to the contents ofpolicies. They limit the set of

acceptable attributes for policies. Different types ofapplication specific conflicts have

been identified [Mot94]: resource priority confticts, duties confiiets, interest contlicts,

multiple managers contlicts, self-management conflicts etc. These confticts have been

classified according to the overlaps between the subject, action and target sets.

In the case ofmodality contlicts, they arise as a result ofa triple overlap betv/een

policies subjects, actions and targets. Detecting aIl trip:e overlaps between policies with

opposite signs modalities will detect many possible conflicts that do not necessarily result

in real contlicts. There exist several principles to establish a poliey precedence
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relationship used as selection rule to screen out some of these possible but not actua1

modality conflicts:

1) Negative po/icies a/ways have priority. A forbidden action will never he PemÙtted.

2) Assigning explicit priorities. A user cao sPecify priority values to policies. This is

extremely difficult to manage and May result in inconsistencies in a distributed system

in which different people are assigning policy priorities.

J) Distance between a po/icy and an MO. Higher priority is given to the poliey applYing

to the closer elass in the inheritance hierarchy when evaluating access to an object

from a query. This distance between the poliey and the objects to which it applies

indicates the relevance of the policy and can he evaluated &om the number of levels

of refinement of the organizational policies.

4) Specificity re/ated to domain nest;ng. A poliey that applies to a subdomain bas higher

priority than a poliey applying to ancestor domains. Usually, a subdomain is created

for a specifie management purpose, to sPeCÎfy a poliey that differs &om policies ofthe

parent domain. Precedence based on domain Desting cao he used to automatically

resolve some conflicts.

(b) For the second category ofpolicy coDflicts, those related to temporal issues, it is

essential that the dock system he synchronized and the absolute values of the intervals

have the same origin (TimeZone):

1) There are situations in which zonal clocks might become de-synchronized and

appropriate synchronization mechanisms are necessary iD those cases. This issue will

be further discussed in Section 4.2.5.

2) There is a zonal time delay which bas to he taken into account by a translation « A »

between time zones in order to obtain the same origin as reference. Section 4.3 will

address this concem.
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4.2.5 8ynchroniziDg Zonal Clocks

A general time synchronization algorithm exists [BerOO] that analyses the time offset

between any two computers~ clocks in a network using mathematical topology properties.

One network element, called a client, is synchronized in tinte with another oetwork

element, called a reference, i~ at any moment, il knows the time offset between its clock

and the other device~s clock, or it cao display the same lime.

A conversion rule from a clock on host a to a clock 00 host b can be expressed as
follows:

Th(t) = Fab (Ta(t» = (1 +(1). Ta(t) + a

Where

C1 = the shift in frequency (drift) between the two clocks.

ô = offset between two clocks at some moment

(C1 and ô are not assumed to he fixed but slowly changing over lime)

t = UDiversal absolute time

Ta(t) = time sbowed by local clock at host a at that time

Fab( ) = conversion function that transfonns lime ofhost a in time ofhost b with

a calculated error interval~ such that the result is guaranteed and within

requested maximum interval [...'1,'1]

Time syncbronization is entirely handled by clients and they are responsible for

guaranteeing the requested precision. To broaden the application range, the lime

synchronization process cao be divided in two levels:

1) Lnell mechanisms are responsible for detennining the offset and its uncertainty

between a client clock and a reference clock. As depicted in Figure 4.7, there is a Poli

mechanism that exchanges time infonnation between the two entities involved.

109



•
Hosta

1-];-a-(t-l)~1
Hostb

1 Th (12) 1

Figure 4.7 The Poli Mechanism

Through the poil mechanisms, hast a collects the values ofTa (t 1), Tb (t2), Th

(t3) and Th (t4) and detennines the current offset with an uncertainty which is funetion of

the round-trip delay

•
Tb (t3) - Tb (tl)

RTa =&a 1->2 + &a 3->4 =(Ta (t4) - Ta (U» -

1+ (J

The triplet (ta, tb, Eb) to remember in history is calculated as follows:

Ta (tl) + Ta (t4) Tb (t2) + Tb (t3) RTa

- ••--•••• -. - ----- ------ . (1+0)

2 2 2

(2)

•

2) Level! mechanisms are responsible for calculating the conversion function and

guaranteeing the required precision level. In summary, level two perfonns the

following sequence ofactions:

obtain observation data from Level 1. If the curreot reference can not be found, find a

new reference and restart. Else, add the new data to the history

run the synchronization algorithm on the history to calculate the conversion function

and bounding struetured used to calculate enors
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calculate when a new time infonnation should be brought in &om the reference in

order to ensure the requested precision.

The a1gorithm works to build mathematical structures on the elements ofthe history,

which are then used to calculate the conversion function and the uncertainty interval. The

history H is fonned oftriplets ofthe fonn H ={(t.l, lb., âbl), (tû, ~2, âb2), ... , (lm, 1œ,

âbn)} which represents the current set ofobservation data with their uncertainty intervals.

The algorithms bas the following steps:

1) Calculate two sets ofpoints, ofmaximum and minimum positions ofobservation data

in their error range.

2) Build the convex closures ofeach one of these sets.

3) Deteet crossing closures and correct them by discarding points &om history.

4) Remove &om history data that bas not been used by at least one ofthe convex

closures.

5) Using the convex c1osures, calculate infinite lines for maximum and minimum

gradient for the observed clock.

6) Remove useless data &om the history.

7) Choose conversion fhnction in terms ofconvex closures positions and infinite lines in

step S).

The bounding structures of the algorithm limit the range ofvalues ofeach parameter of

the conversion function. Clock granularities allow the algorithm to get rid oferrors as

observation data accumulates. More information on the details of the algorithm and

conclusions on its implementation are presented [BerOO].

4.3 Proposai OD Temporal Aspects CODsidering Time Zone

Certain formalities or specification disciplines must guide the definition ofa poticy.

According to the IETF ongoing work and sorne notable achievements, a policy cao be

represented at a high level as shown in Figure 4.S.

Although most of the policy definitions have generic, not ownership-related,

characteristics, due to the large space shared by either the same company or Many
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cooperating companies, considering temporal aspects is mandatory for correct policy

definition.

Introducing temporal aspects requires a specialization ofpolicy types (for other

policies to he in place), or a new timeooOriented data and action madels used in policy

definition.

4.3.1 Copiag with TlmeZone

With the advent ofglobal market, worldwide networks are common skeletons for

communicating. Implicidy, this means that the server bosting a policy set (POP) May he

widespread across Many geographical areas, having a definition Time Zone.

We assume an equal division of24 hours in a number N oftime zones. Without

loss ofgenerality, let's consider the natural24 zones used in any global temporal business

reference. Therefore, we understand thereafter that a Time Zone corresponds to a «one

hour band» within a 24 hours day.

We semantically distinguish between Time Zone ofa POP and Time Zone ofa

PEP when considering a given type ofpolicy and one or Many of its instances. Therefore,

Figure 4.5 becomes Figure 4.8.

PolicyCondition

PolieyActions

Figure 4.8 Poliey Representation revised (1)
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Among the desired features for a policy (Chapter 3), we introduced a category of

features ca1led "Temporal", as distinguished from those '7imeless". In the latter category

we included aU previous features with the exception ofthe temporal ones.

We define, in the Bachus-Naum Fonn, the data type called TimeZone as follows:

TimeZone :: = 1 1 21 3 1 ••• 124

and we introduce the policy attribute

timeZone: TimeZone

(the notation a : A means that instance "a" has the type, or belongs to the class <tA»)

A policy template cao he represented as follows:

Policy P ----

timeZone =J

which means "Policy ofc1ass P is defined in lime zone 3". This property will be useful in

synchronizing other temporal features.

We also introduce the parameter

app/ylnZone : set ofTimeZone

to express the fact that a given policy class, regardless of the time zone it bas been

detined (hosted) in, cao he applied only on a given set oftime zones. If il is not specified,

app(vlnZone takes the same value as timeZone by default.
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Finally, we introduce the attribute app/yingZone. defined as follows:

app/yingZone : TimeZone

with the semantics that app/yingZone represents the cuneot time zone an instance

ofa given policy is being applied in. Ifnot specified, the attribute app/yingZone takes the

same value as timeZone by default.

In conclusion, we introduced and defined the semantics ofthe following temporal

parameters:

timeZDne : TimeZone

app/yinZone : set 01 TimeZone

app/yingZone : TimeZone

where TimeZone : : = 1 1 2 1 ..• 124 and the following properties hold :

• app/yinZone = app/yingZone, when a policy is defined and used in the same time zone

and

• app/yingZone c applylnZone, when a policy is defined in one particular time zone and

used by a set of time zones.

ln the present definition we do not consider the change ofdate etTect that could

easily be expressed as:

timeZone = timeZone + 24

We note that, according to chapter 3, Table 3.1, there exist some policy·enabled

tools that do take iota consideration temporal elements, but these are limited to date, day

ofthe week or month.

4.3.2 Copina \Vith "CompanioD PoUcln"

The notion of ··companion policy" has already been needed in order to specify existential

intra·policy constraints [Alp95]. However, the notion bas not been extended to the policy·
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• enabled mechanisms. We consider a new extension ofthe policy schema in Figure 4.8 by

representing this dependency as a new type ofglobal constraint on a policy.

PolicyRule

PolicyCondition

PolicyAction

•

•

Figure 4.9 Policy Representation revised (2)

Let's consider the pseudo-operator:

require < po/icyType > with < po/icyTypeProperties >

where:

- po/icyType is is any of the policy types defined within the Madel and available to be

applied (PEP) within a given set of timeZones.

- po/ictTypeProperties expresses particular conditions on a given set of policy

instances, for example:

policyType.state = {triggered. triggarable. blocked}

means that the attnbute state ofan instance ofpolicyType May have values within the

set {triggered. triggarable. blocked}.

If we re-use a template-like specification, the representation of a policy cao he

written as follows:
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--- PolicyA

require < poUeyType > with < poUeyType.state ={triggered, triggarable}>

timeZone=2

applyInZone = 3

applyingZone = 2

with the semanties

"When an instanee ofPoliey A is necessary, then in that lime zone wbere app/yingZone

specities, the following condition must hold :

(po/icyA.app/yingZone c po/icyB.app/ylnZone) /\

( (po/icyA.slale = triggered ) A (po/icyB.slale=triggered ) ) =TRUE ....

Obviously, the discussion is more complex ifwe consider sorne "·precedenee

relationships" between policy states. Retined semantics may raise various case studies,

for example:

i) poliey A can he triggered iffpoliey B cao he triggered after poliey A.

A 8

ii) poliey A can he triggered iff poliey B is already triggered.

A
_______1

iii) Poliey A can he triggered iff poliey 8 bas been triggered and all B's actions

suceeeded.

8 A

•
This retinement is out of the scope ofour proposai since it is based on the same

poliey model.
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It is worth mentioning that Temporal Operators mentioned in Cbapter 4, Section

4.2.1, can he used to express supplementary conditions between properties ofpolicies in

terms of "firing".

It is also valuable to note that, by the "start" and "end9
' ofa policy, we understand

the events oudined next. Commonly, a policy bas sorne conditions to he fired. The last

condition that determines if the logical condition set becomes true determines the firing

point, or the "start". Also, ifone particular condition in a set ofconditions is considered

as "main condition" or "activation condition", it is the one to determine the "start". Firing

a poliey results in a unique action or a set ofactions. The "stop" point for a poliey is

considered to he when that unique action succeeded or failed, but tenninated, or when the

latest action in a set ofactions (temporally speaking) succeeded or failed.

4.3.3 Copiag with Reladve Temporal OrderIDg and DependeDcies between AcdoDS

We consider, by default, that an action or set ofactions resulting from a potiey belonging

to a given timeZone are defined with respect to the origin of the temporal interval

appropriate to that time zone. For example, Zone 1 <=> [0, 1), Zone 2 <=> [1, 2), etc,

where interval boundaries are hours and there are 24 hours in one day.

Sometimes, a policy having aetions defined according to po/icy.timeZone May

apply in another TimeZone.

1Temporal 1 1 Timeless

Constraints

•
PolieyCondition

Figure 4.10 Policy Representation revised (3)
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• The previous generic enhanced Figure 4.9 cm he revised to include the actions

perfonned by a policy with appropriate temporal relationships.

On one band, this a1lows us to properly descn"be the desired plan (a set ofactions

baving the same firing conditions, but with some temporal interaction constraints).

On the other band, one can express plans between actions having temporal

constraints, but defined and possibly applied in ditTerent time zones.

Our ana1ysis is focusing on providing the basis ofthe importance ofconsidering

time zones by considering the following example.

Example: Translating Temporal Events from one Time Zone to Another

•
Let a Ti ( t il, t il ] and

a Tj ( t j" t j2 ]

be two actions that must be triggered by a combined policy with the following temporal

constraints :

aTi -> 8 -> aTj

meaning that "an" will act with a delay of"ô" after "arj "is finished.

Therefore, when applied in "timeZone =k", with Ti < Tk < Tj, the following condition

must apply:

til + (k-i) + ô S tjl + (k-j)

because a Ti and a Tj in timeZone k will he :

a Ti [ til + (k-i), til + (k-i) ]

a Tj [ tjl + (k-j), tj2 + (k-j) ]

TkTi

1 Time zones

--~~-----~------~I~-----"'''·
Tj
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This condition automatically becomes a temporal coostraint for the poHey triggering an

and a TJ with adelay.

Conclusion

We foeused on pltiey CIM and means to provide temporal information to reflect the

distribution of the networks. Our proposai extends the existing CIM and enriches the

poliey hierarehy with new, reusable, temporal classes.
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ChapterS

Implementation Features of the Proposai

Chapter 3 presented an extensive list ofnetwork management tools eharaeteristics and

foeused on the features otTered by policy-enable tolls. While very developed in areas

conceming standardlIETF drafts orientation, sealability, multi-platform support, etc,

many tools don't otTer any support regarding temporal aspects ofpoliey confliet

detection.

Based on our tool analysis, we conclude that no temporal relationships are

considered by existing policy-enabled tools, but date and day of the week. At the last

IETF meeting (Adelaida, Australia, April 2(00) the issue of time zones was raised and

most participants recognized a need for a fonnal schema, eventually IETF Draft, on this

topie. The present study is intended to eontribute to this etTort.

From the feasibility perspective, in our consideration, we looked at Sun's

Bandwidth Alloeator 1.0 and tried to evaluate how our proposai can enrich its set of

capabilities.

S.1 SUD'S Bandwidth AUMator 1.0

Before evaluating how our proposai can enrieh the functionalities ofSun's

Bandwidth Allocator 1.0, we present the bandwidth allocation problem in networks, a

summary ofSun's bandwidth solution and its constituent building block$. __

~
S.I.1 The bandwidth problem

From a router's point ofview, quality ofservice support can he broken down in three

steps: definition ofpaeket treatment elasses, specification ofthe amount of resources
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• (usually bandwidth) for each class oftraftic, and sorting ofthe incoming packets ioto

their corresponding classes. DiftServ treats the tirst and the third steps above, while the

second issue is addressed devices called bandwidth brolcers (Figure 5.1).

r----------------------,

core /

~Do_m-ain-1_1__~e~-ro-.I,..-..Do-m81-.n-2---.1

Egress Edge
Router

Ingress Edge
Router

•

•

Figure 5.1 Bandwidth problem

Bandwidth brokers keep track of the current allocation ofmarked traffie and

interpret new requests in the light of the policies and the current allocation. They are

responsible for two important aspects:

Inter-domain resouree management - deals with provisioning and allocating resources

at network boundaries between two domains.

Intra-domain resource management - dea1s with bandwidth allocation within a

network or domaine ft supports infonnation tlows across a domain trom an ingress

point to an egress point.

5.1.2 Sun's bandwldth solutio.

Sun~s solution to bandwidth allocation~ Ba.dwidth AUocator 1.0 software (Sun98],

manages the bandwidth allocated to the applications, users and organizations that share

the same outgoing intranet or Internet link. The two key points are (1) to prevent a small

number ofapplications from taking up ail the available bandwidth by enabling control of

the allocated bandwidth and (2) to avoid congesting the network by prioritizing the
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traftic. The software provides guaranteed bandwidth and quality ofservice, monitors the

levels ofbandwidth and quality ofservice they are providing, keeps the appropriate

accounts and does the capacity planning.

The outgoing traffic is managed based on the tyPe oftraffic (FTP, e-mail, telnet,

etc) and on the end-user or organization source or destination address. Any tyPe ofTCP

or UDP-based traffic cao he managed by the Sun Bandwidth Allocator. It works in a

heterogeneous environment without any modification of the systems accessing the

gateway and cao run on top ofWAN links (PPP) or LAN links (Ethemet and FDDI).

The Packet Classifier component callcets packets from the IP layer, applies the

filters defined in the provisioning rules and assigns eacb of them to its appropriate class

queue where it waits to he processed. If the queue to wbere a packet is allocated is full,

the packet is dropPed. Its retransmission will ensure that the packet is resent.

The following factors are important when assigning a packet to a particular class:

( 1) Protocol (TCP or UDP)

(2) IP source address

(3) IP destination address

(4) TCP or UDP source port

(5) TCP or UDP destination port

The configuration ofSun's Bandwidth Allocator 1.0 specifies, in tenns ofsome or ail of

the above factors, the set ofknown classes for a network node. ft also allocates a priority

and a percentage ofbandwidth to each class. Classes are arranged hierarchically and

every class bas a parent.

The Packet Scheduler component decides the order in which class queues are

processed based 00 the percentage ofbandwidth configured and the priority ofeach class.

Within a queue, the FIFO (first in first out) priority is applied. When the network traffic

reaches the maximum allocated to a class, packets trom the next lower priority dass are

processed.

Sun Bandwidth Allocator 1.0 can he installed in two environments: as a Traffic

Manager or as an Application Cootroller.
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(1) As traffie manager

When installed in the uIP-transparentn mode ofoperation on a LAN, WAN or Internet

server, the SUN Bandwidth Allocator 1.0 can control the outgoing traffie and still

remains transparent to the IP users. In this mode ofoperation, any failure ofthe hardware

or software cao make the link unavailable. One ofseveral solutions can be used to ensure

higher availability, namely to reduee the path redundancy with intelligent routing

algorithms sueh as OSPF, to reduee router redundancy with Hot Standby Routing

Protocol combined with a routing protocol which converges very rapidly (such as EIGRP)

or to link redundancy with linle monitoring by fault tolerant switches.

(2) As application controller

When installed as an Application Controller, SUN's bandwidth allocation

software controls output ftom a server to a LAN, WAN or Internet. The server can he a

file, an application or a Web server. For example, traffic outgoing ftom a cluster of Web

servers ofan ISP can be prioritized according to server or application. In this manner, the

ISP can guarantee bandwidth to each customer, depending on the bosting contract.

Sun Bandwidth Allocator 1.0 gives real-tinte statistic infonnation including: class

id, class bandwidth, traffie volume, number ofdropped packets etc.

Statistics can he accessed directly via Java Graphical User Interface or via any

SNMP manager such as Solstice Domain Manager or Solstice Site Manager. A statistics

API a1lows the building ofuser~efinedmonitoring utilities or the integration ofSun

Bandwidth Allocator 1.0 statistics into the user's own monitoring system.

Accounting is done as depicted schematica1ly in the Figure S.2 helow.
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SUN
ASCO r-+

Accounting Rating
~ Billing r-+ Invoice

Bandwidth ~ Database - Table
Allocator 1.0

Figure 5.2 Sun Bandwidth A1locator 1.0 Accounting System

An accounting agent ofthe SUN Bandwidth Allocator 1.0 software collects

accounting information and outputs it in ASCII format which eventually is accepted by

the Billing system. The accounting infonnation includes sender/receiver IP address, port

numbers, packet and byte counts, time-stamps. The accounting data also a110ws for the

billing ofadvanced, quality-of-service-enabled IP services such as premium class-of­

service traffic.

5.1.3 BuUding Blocks

Sun's Bandwidth Allocator 1.0 has at its base the STREAM module found between the IP

layer and the network interface. Figure 5.3 below shows a schematic overview ofthe

building blacks ofthe software, which, as seen in Chapter 3, is a general management

too1.

A new building block cm he attached to the Sun Bandwidth Allocator building

blocks schema to deal with temporal issues ofpolicy conflicts. The resulting tool will he

temporal POlicy-enabled. This enrichment of the tool implies:

considering a new black implementing the issues related to time zones, calted

''''Temporal Building Black".

updating "notification" messages with appropriate a1erts for handling temporal

constraint violations.
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Figure S.3 Bandwidth Allocator building blocks

•
S.2 Temporal-Orlented Building Btock

The classes of the policy CIM are intended to serve us as an extensible class hierarchy,

through specialization, for defining poliey objects that enable application developers and

poliey administrators to derive easily temporal aspects and detect functional conflicts.

The main classes that must be used, aecording to the CIM schema, are presented

in Chapter 2 (Figure 2.6):

•

po/icy (abstract)

po/icyGroup (stnlctural)

policyRule (structural)

policyCondition (au:ciliary)

- po/icyTimePeriodCondition (auxi/iary)

vendorPolicyCondition (auxi/iary)

po/icyAction (auxi/iary)

vendorPo/icyAction (auxi/iary)

with the following attributes :
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Class: poliey (type: abstraet), AttnDutes:

- en (commonName, optional)

- caption (optional)

- description (optional)

- policyKeywords (optional)

Class: polieyRule (type: structural), Attributes:

- polieyRuleName (required)

policyRuleEnabled (optional)

POlicyRuleConditionListType (optional)

POlicyRuieConditionList (optional)

POlieyRuleAetionList (optional)

POlicyRuleValidityPeriodList (optional)

policyRuleUsage (optional)

policyRulePriority (optional)

polieyRuleMandatory (optional)

policyRuleSequencedActions (optional)

Class: policyCondition (type: auxiliary), Attributes:

... policyConditionName (required)

Subclass: policyTimePeriodCondition (type: auxiliary), Attnbutes:

- ptpConditionTime (optional)

ptpConditionMonthOtYearMask (optional)

ptpConditionDayOtMonthMask (optional)

ptpConditionDayOtWeekMask (optional)

ptpConditionTimeOtDayMask (optional)

ptpConmtionTimeZone(optional)

Subclass: vendorPolicyCondition (type: auxiliary), Attributes:
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vendorPolicyConstraintData (optional)

vendorPolicyConstraintEncoding (optional)

Class: policyAction (type: auxiliary), Attributes:

polieyActionName (required)

Class: vendorPolicyAction (type: auxiliary), Attributes:

vendorPolicyActionData (required)

vendorPolicyActionEncoding (required)

In order to specialize and aggregate various temporal policy-related classes, we

have introduced, we consider the last Internet Draft on Poliey CIM, version l, May 2000.

ln the following, we will situate the new classes we have proposed within the

IETF hierarchy. IETF introduced the notion ofLocalTime and UTCTime in

PolicyTimePeriodCondition. An instance of PolicyTimePeriodCondition has five

properties that represent times: TimePeriod, MonthOtyearMask, DayOtMonthMask,

DayOtweekMask, and TimeOIDayMask. Ali of these properties represent one of two

types ofrimes: (i) local lime at the place where the policy is applied or (ii) UTC time. The

property Loca/OrUtcTime indieates whieh time representation is ta be applied to an

instance of PolieyTimePeriodCondition. Because PCIM only provides for local and UTC

time, a plliey management tool that provides otber lime representations needs to map

ftom these otber representations to either local or UTC time.

Mostly, IETF temporal properties concern policy validity in terms ofpoliey

specification. Our input is mainly focusing on poliey execution and confliet detection at

the execution tïme.

We considered PolicyFeature as an abstraet « attribute-based» class and specified

two eoncrete classes, i.e. Timeless and Temporal.
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As an example of Timeless, we consider IETF Proposai of the policy property

called "Priority". The "Priority" property gives a non-negative integer for prioritizing

policy mies relative to each other. A larger integer value signifies higher priority. One of

the goals ofthis property is to a1low specific policy mies to temporarily override

established policy rules. This translates ioto the faet that instances having this property

set, have a higher priority that ail instances that lack this property. This prioritization

among policy mies provides a mechanism to resolve poliey conflicts.

Our Temporal class may contain ail the newly introduced attributes, i.e. timeZone,

applylnZone, and applyingZone and other IETF-defined properties such as TimePeriod,

whieh refers to the validity ofa policy definition. This property identifies an overall range

ofcalendar date and times over whieh a pllicy rule is valid.

By considering our proposai, the policy root will include the following supplementary

classes:

policyFeature

Timeless

Temporal

policyConstraints (companion)

We conclude that the new poliey bierarchy allows a policy-based tool to express

execution consttaints coping with TimeZones, whieh is a novelty.
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Chapter6

Conelusions and Future Work

Systems management represents the set ofactivities necessary to ensure that infonnation

systems function aecording to user requirements and objectives [Mof94]. Commonly,

large networks bave a number of types ofhardware/software with specifie features. These

features differ from component to component and cover many capabilities related to

capacity, scalability, speed ofconnection etc. In order to manage these components, they

are modeled by so-called managed objects (M0s).

We bave seen that severa1 problems present in large.scale management

systems bave been identified [SI094] and that mechanisms simplifying management are

proposed [Put95) [Mas93].

Policy driven management systems are proposed to COPe with poliey changes. The

desired mechanisms provided by a policy management service include (i) the creation,

modification, and deletion of policies, (H) the representation and interpretation ofpolieies,

(iii) the storage and retrieval ofpolicies, (iv) the negotiation ofthe outcomes ofpolicy

contlicts and (v) the communication ofnew polieies or modifications done to existing

policies to managers.

Today, Quality ofServîee (QoS), Type ofService (ToS), Class ofService (CoS)

mechanisms, such as Differentiated Services (DiftServ), as weil as Integrated Services

(lntServ) are al the base of poliey-based network management and prioritizing resources

to requirements.

The ongoing work on IETF Poliey CIM tries to standardize a common hierarchy

Ofpolicy features to facilitate poliey reuse and poHey-based tool interaction.

Sorne of the temporal issues coneerning poliey validity (definition) have already

been proposed and mainly adopted by the emerging poliey-enabled tools. However,

temporal properties dealing with execution are from far solved. We proposed certain

solutions for aspects conceming the notion oftime zones. We enhanced the current model

129



•

•

•

with appropriate classes ofrequired information. More specifica1ly, our solution copes

with:

companion policies;

time zones, and

startlstop translation from actions specified by different policies defined in different

time zones.

Future work that is under consideration refers to:

policy notification;

sensors and measurement for confinning the correctness offiring for translated

actions,and

nm..time policy conflict bandling.

For the tirst tapie, the work on typing appropriate events must he developed according

to COPS primitives and data structures prescribed by IETF Poliey CIM.

The second topie requires new mecbanisms for feedback to avoid the network

eollapse ifa policy fails or sueceeds only partially.

The third becomes a complex task. We estimate that dedicated '''conflict detection

mecbanisms" embedding temporal issues for nm..time solutions must arrive as a concern

trom many vendors and industrial researcb groups.
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