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Abstract

Planar and channel optical waveguides fabricated by field-assisted N~ ~ Vo™ ion
exchange in soda-lime glass are studied. An optical characterization of planar surface
guides for a given set of fabrication conditions has been performed to determine the
refractive index profile. Parallel ro this, the ion-exchange diffusion process has been
modelled numerically to predict the concentration profile of these waveguides. Direet
measurements of the profiles using electron microprobe analyvsis has been carried out.

The results of the characterization were used in the design and fabrication of
i novel vertically integrated optical directional coupler. This device. composed of
single-mode surface and buried ion-exchanged waveguides. allows for the optical fiber
coupling to the buried guide and efficient power transfer to the surface guide. where
the light can be detected by a modelled GaAs photodetector. An improved version
of the device using a sputtered A/hO; surface guide allows for edge coupling to the
detector. Calculations of the GaAs absorption coefficient show an optimum behavior
for i given thickness of Al,Oy.

An implicit finite-difference vector beam propagation method (FD-V'BPM). that
was improved to account for graded-index profiles. has been developed and used in
the design of both directional-coupler structures. Finally, a three-dimensional FD-
\'BPM algorithin was implemented for the channel-guide version of the improved

voupler.



Résumé

La fabrication de guides optiques planiires et canales par un échange d'ions
potassitm-sodiunm assisté d'un champ électrique dans un substrat de verve soda-
caleique est érudice. On a effectuc une caractérisation expérimentale des cusdes op-
tiques planaires dans ane ganune de conditions de fabrication pour determiner le
profile d'indice. Parallelement. le proces de diffusion par échange diions a é1¢ résolu
numeériquement pour predire le profil de concentration de ces puides d'onde. Des
mesures direetes des profiles en ntilisant un micro-analyvseur i sonde électronigue ont
été faites.

Les resultats de la caractérisation ont été utilisés ponr le design et fa fabrication
d'un nouveau coupleur directionnel integré verticalement dans le substrat. Cet ap-
pareil. composé des guides d’onde monomodes en surface ot ensevelis par P'échange
'ions. permet le couplage d'un fibre optique au guide enseveli et le transfer d'energie
au guide surface. oi l'onde est detecté par un photodescctenr model de GaAds (ar-
senide de gatlium). Vn version amelioré de cet appareil. fabrigné d'un guide surface
de A0y (oxide d’aluminum) permet le couplage i lmr(lrjmr le detecteur. Des caleuls
de la cocfficient d’absorption de GaAds ont a démontrés une conduite optimale pour
une épaisseur specifique de AflO;.

Un version implicite de la méthode FD-VBPM (*Finite Difference Vector Beamn
Propagation Method'). qui a été ameliorec pour des profiles d'indices rampés, a 6té
développé ot utilisé pour le design de deux structures de couplage directionnel. Fi-
nalement. un version en trois dimensions de la FD-VBPM a été emplové pour la

version amelioré de 'apparei]l composé de guide canal.



ACKNOWLEDGEMENTS

I would like to thank my supervisor. Professor Gar Lam Yip. for his close guid-
ance. encouragement and support during our eight-vear collaboration through my
Masters” and Ph.D. degrees. His wise. fatherly advice and optimistic artitude have
greatly inspired me.

1 am verv grateful to my former colleague. Dr. Feng Xiang. for his help during
my research work and for many interesting discussions. I also acknowledge a former
postdoctoral colleague. Prof. K. Kishioka. Osaka Electro-Communication Universirty,
for his technical expertise. especially in the design and construction of the field-
assisted jon-exchange apparatus. The technical advice of Dr. Jacques Albert of the
Communication Research Center is also greatly appreciated for the device aspeet of
the work. His financial support through a government contract is acknowledged.

I must express my gratitude to Lawrence Chen, an excellent undergraduate stu-
dent. who worked closely with me for two summers on the experimental and theoret-
ical aspects of the near-field profiling work. In addition, the help of students Thang
Pham and Serge Haumont are acknowledged.

Thanks go out to my fellow colieagues for their many stimulating discussions.
In particular. the contributions from John Nikolopoulos. Dennis Kan and Phillippe
Allard are acknowledged. Finally, I thank my friend and colleague Ziad Shukri of
the solid-state lab for his expertise on high vaccuum techniques for evaporation and
sputtering. In addition, his sense of humor and companionship throughout our Ph.D.
vears will always be cherished.

I have also benefited from the technical assistance of Glenn Poirier of the De-
parument of Earth and Planetary Sciences for the EPMA analysis. [n addition. the
prompt and accurate mechanical work of Don Pavlasek and Bela Disco of the Elec-
trical Engineering Workshop is also acknowledged. Finally, I give thanks to Joseph

Mui. our electronics technician, for his photographic work presented in this thesis

iii



and to Kesia Cheng for his assistance with our vacuum stations.

This research was supported financiallv by the Natural Sciences and Engineering
Research Council of Canada {(NSERC) through a post-graduate scholarship aud an
operating grant and by the Fonds Pour La Formation De Chercheurs Er L' Aide A
La Recherche (FCAR) of Quebec through o doctoral scholarship,  In addition, a

fellowship from McGill's Faculty of Gradunate Studies is acknowledged.



1]
Chy 2

N

UL

S

fq
Nenar
T

g

Definition of Greek Symbols

complement of the mobility ratio. 1 — jp /pex,
EPMA holder tilt angles

attenuation constant of photodetector
jrism angle

TBC relaxation parameter

TRT evanescent wavenumber
propaguation constant

complex propagation coustant

real part of J°

imaginary part of 3"

real quantity used in Von Neumann analvsis
complex quantity used in Von Neumann analvsis
parameter in S{x.y)

right-hand side function in RK method
deviation

step size in o

step size in y

step size in z

step size in ¢

dielectric constant

Modified Fermi parameter

permittivity of free space

TBC parameter

tiber-guide mode matching efficiency
maximum power transfer

end-fire coupling efficiency into detector
bevel angle

sunchronous angle

wavelength

mobility of A ions

mobility of Na* ions

permeability of frec space

micrometer

normalized depth used in RK method
local space charge density

phase shifts at interfaces

field component in RK method
parameters in phase shift

Fresnel field component

angular frequency
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Definition of Alphabetic Symbols

Modified Fermi fitting parameter
arbitrarv amplitude

amplitude of even mode

amplitude of odd mode

intermediate Fresnel differential operator
2-D and 3-D BPM numerical operator
3-D BPM numerical operator
intermediate Fresnel cross-coupling operator
3-D BPM numerical operator
concentration of A ions

concentration of Na™ jons

concentration of Ne™ ions prior to exchange
centimeter

3-D BPA nunerical operator

related 3-D BPM numerical operator
effective guide depth

probing depth in EPMA

substrate thickness

effective diffusion coefficient
self-diffusion coeflicient of K~ ions
self-diffusion coeflicient of Na* ions
thin-film thickness

Guds detector thickness

elementary charge

time dependent vector of electric field
time dependent vector of magnetic field
total d.c electric field

intrinsic d.c electric field.

applied d.c electric field

total applied electric field

correlation factor

field function of two variables in RIK-EIM
electromigrative coefficient

Faraday’s constant

transformation function In{l — ae)

field function in R method

hour

transverse parameter in guiding region
fraction of exchanged K™ jons at surface
Hanning window function

integer index along x

ion current density

digitized image data

diffracted intensity pattern
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sample intensity

standard intensity

integer index along y

ionic flux of A ions

ionic flux of Na™ ions

net ionic flux

integer index for ¢

paranterers in numerical RN scheme
Boltzmann constant

wave number in free space

I,‘/I(,‘) ratio

complex proapagation constants in TBC
TRT guided wavenumber

constant depth value

atomic A concentration ratio in substrate
atomic A'* concentration ratio at surface
maximum integer grid points in ¢

integer index along =

sampling displacement

Fresnel differential operator

coupling length

screen distance for diffraction pattern
interaction length

prism positions

maximum integer grid points in =

left boundary condition

minute

WHKEB integer mode number

geometric parameter in TBC

millimeter

maximum integer grid points in z direction
refractive index

substrate refractive index

thin-film index

prism index

value of maximum buried refractive index
reference refractive index

surface refractive index

GuaAs detector index

nanometer

maximum integer grid points in y direction
effective index 8/kg
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even mode effective index

odd mude effective index

atomic Va~ concentration ratio in substrate
trNsverse parameter in air region
normalized power in slab o

total power

near-field power distribution

correlation funciion

propagating power in detector

transverse parameter in hulk region
sputrering rate

mesh ratio M /(Ar)?

ratio of 4, to A,

tndex parameter across imterface in FD-V'BPAL
second

2-D ETF profile

time

temperature

index parameter across interface in FD-V'BP)M
modal eigenfunction

speed of the ions

voltage level

applied voltage

potential drop across salt melt

spatial variable in the depth direction
location of buried guide index maximum
turning point in WKB method
computational window size in r direction
spatial variable in the width direction
computational window size in y direction
spatial variable in the longitudinal direction
computational window size in z direction
weight value used in BPM

Gaussian mode field width

mask opening (width)

location of diffracted intensity minimum
wave impedance in TRT
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ADI
BPM
Cc.C.
CCD
DC
D.L
ELO
EXP
EPMA
ETF
FD
FFT
F\-ADI
GRIN
H.P.
H.V.
LBC
MSM
PDE
PSI
Q\V-ADI
rpm
RF
RK-EIM
STBC
TBC
TC-1
TC-2
TE
T™
TRT
UV
V'BPM
VDC
WDM
WDS
WKB
ZAF

Definition of Acronyms

two-dimensional

three-dimensional

alternating direction implicit

beam propagation method

cold cathode

charge-coupled device

direct current

de-ionized

epitaxial lifroff

clectron microprobe

electron probe niicroanalysis
effective transfer function

finite difference

fast Fourier transform

full-vector ADI

graded-index

high purity

high vaccuum

left boundary condition
metal-semiconductor-metal

partial differential equation

pounds per square inch

quasi-vector ADI

revolutions per minute

radio frequency

Runga-Kutta effective index method
simplified TBC

transparent boundary condition
thermocouple pressure gauge in Foreline
thermocouple pressure gauge in Roughing
transverse electric

transverse maguetic

transverse resonance technique
ultraviolet

vector BPM

vertical directional coupler
wavelength division multiplexing
wavelength dispersion spectroscopy
Wentzel-Kramers-Brillouin

Atomic number, absorption, fluorescence
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Chapter 1

Introduction

1.1 Fiber and integrated optics

Optical-fiber communication systems have advanced quite rapidly in the past quarter
century. In 1970, Corning Glass Works reported a major breakthrough that reduced
optical-fiber transmission loss to 20dB/km. Since then, research and development
(R & D) into fiber-optic components and svstems has accelerated and completely
changed the landscape of telecommunications. There has been a steady evolution in
technology from electronics to photonics as the demand for higher-speed voice and
data communications intensified. High-frequency lightwaves from newlyv-developed
laser sources began replacing lower {requency microwaves as .inlbrmat,iun carriers.
Consequently, smaller-sized dielectric waveguides, such as glass optical fibers with
improved losses of 0.2dB/km, became very attractive. Today, fiber-optic photonics
technology is prevalent as the backbone of the local and long-distance telephone
industry in many countries, providing services that improves the standard of living
of its citizens.

Parallel to this phenc nenal success, another photonics-based technology was ad-
vancing simultaneously (without as much fanfare) that would complement optical
fiber. Research and development into integrated optics, first proposed by S.E. Miller
of Bell Laboratories, would provide for compact active and passive devices integrated

on a common substrate [1]. These optical circuits would act as signal-processing ele-



ments for the optical signal emanating from the fiber. The functional performance of
these devices in high-speed modulation. switching. splitting and wavelength division
multi/demultiplexing (WDM) would add great benefits to optical communications.
Vartous technologies have been emploved to fabricate the waveguide structures
that form the basis of integrated optical devices [2]. Some of these include tita-
nium indiffusion into lithium niobate (LiNbO;) to make electro-optic devices and
ion exchange in glass for passive devices. In this thesis. we will focus on the larter

fabrication technology.

1.2 Glass integrated optics by ion exchange

Glass is an excellent material as a planar substrate in which to fabricate passive
waveguides [3]. Due to its compatibility with optical fibers in material properties,
Fresnel losses can be minimized. leading eventually to lower insertion loss. It is
also an inexpensive, physically stable material under a wide range of processing and
operating conditions. More importantly, it is an ideal mediumn for a simple diffusion
process known as ion exchange. This process is onlv one example of many processes
used fur integrated optics in glass. For further details, the reader is asked to consult
other sources (2, 4].

The ion-exchange technique [3, 6] has received attention as it creates a higher re-
fractive index wavegniding region by replacing ions in the glass by those of larger size
or higher polarizabiiity. The diffusion process is simple and casily amenable 1o eco-
nomical batch fabrication on a large scale. Purely thermal and clectric-field-assisted
ion exchange from a molten ionic bath have led to the fabrication of multimode and
single-mode waveguide devices [6]. However, due to the limitation in their information
carrving capacity (bandwidth}, multimode optical fibers and waveguide devices have
been gradually replaced by their single-mode equivalents. Hence, an ion-exchange
technology has been developed for this purpose.

The Kt — Na* ion-exchange process has by far been the most used for single-
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maode device fabrication. This preference is attributed to four main factors:

1. The small refractive index change An, with a pure A.NO, melt is highly com-

patible with single-mode fibers,

(L

Owing to its small diffusion coefficient. it is a relatively slow and vonrrollable

process that is important for good device reproducibility.

3. It has proven to provide low propagation losses [7] because A jons do not
reduce to a metallic form in the glass which are the major cause of scattering
and absorption centers [6]. This has occurred for pure AgNOy melts. requiring

concentration control {dilution) of Ag* ijons in the melt.

4. Unlike Ag* — Na* exchange, K*-ion exchange needs no concentration control

of the melt thus simplifving the fabrication process.

Yip and Albert [8, 9, 10] have reported an exhaustive study of purely thermal
K* — Na* exchange in soda-lime glass. It includes the determination of the refractive
index profile, measurement of the potassium diffusion coefficient and its temperature
dependence, the surface index change, and birefringence. Since then. this character-
ization procedure was repeated by another group to study A+ — Na¥ exchange in
BK7 glass [11].

Although surface waveguides have been characterized using potassium, there
lias been recent interest in fabricating graded-index planar buried waveguides [G).
There are two main reasons for this: the first is that burving a surface waveguide
considerably improves the index profile symmetry so as to match that of an optical
fiber. The other is that lower propagation losses are attainable because the guided
wave does not interact with the surface irregularities which invariably contribute to
losses via scattering. These guides are made by a two-step process; the first being an
ion exchange that creates a surface guide. This is followed by a backdiffusion process

in Na/NO; that replaces the Na* ions removed in the first step. The characterization
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of such waveguides is necessary in the design and fabrication of passive devices tor
efficient coupling with optical fibers to minimize the insertion loss.

The field-assisted ion-exchange process is a valuable technology for glass inte-
grated optics. It has been shown to have advantages over the purely chermal exchange
for many reasons. Firstiy, the application of an electrice field across the substrate dur-
ing ion-exchange considerably speeds up the diffusion time needed to fabricate single
and multimode waveguides [12. 13]. In addition. the shape of the index profile can he
tailored [13]. Finally, this process can be applied in the fabrication of deep. burixl

waveguides with the electric field enhancing the backdiffusion process [14].
1.3 Hybrid optoelectronics on glass

From 1970 to 1990, a lion's share of the R & D effort in glass integrated optics has
focused on passive components. In fact, these components are now commercially
available from companies that include Corning, 10T Schott and NSG. Examples of
such passive components include 1 x N branching devices [7], directional-coupler
power dividers [15] and wavelength demultiplexers [16]. Since 1990, active functions
in glass waveguides have attracted considerable interest. These functions consist. of
laser and amplifier action in rare-earth doped waveguides {17, 18] and light detection
in waveguides combined with semiconductors (19, 20]. Such active components can
be fabricated on glass and LiN#O, by combining waveguides with overlayers of semi-
conductor material in a hybrid structure. Earlier attempts include the demonsteation
of a silicon (S7) photodetector coupled to a LiNbO, waveguide by pressing the de-
tector against the guide [21] or by faceting the LiNbO; at 45¢ to reflect the guided
light onto the detector [22]. The techniques used in both these cases required careful
mechanical alignment and are difficult to adapt to the small detectors of interest, for
integrated optics [23]. More recently, research into integrating other semiconductors
besides Si has been pursued. Examples of such efforts include the work of Yi-Yan

et al [19] on grafted GaAs metal-semiconductor-metal (MSM) photodetectors using
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epitaxial liftoffl (ELO} and integrated with ion-exchanged glass waveguides. Also. the
fabrication of p-i-n detectors using SiGe : H [20] and InGaAs/InF on glass waveg-
uides have been reported [24]. These results are of considerable interest because they
have created a new application for ion-exchange technology in the arena of hvbrid
optoelectronic integration [23].

Quite recently, two U.S. companies have begun using this hybrid integration.
United Photonics Technology. manufacturers of LiNbO, integrated-optic compo-
nents, now offer a detector-on-chip option. which can supply a monitor voltage by
placing a detector directly on the waveguide surface [25). This hybrid approach is
advantageous because it shows how each distinct device. best suited for a particular
function, can be brought together on the same chip. Also. the Photonics Division of
Foster-Miller has developed fabrication techniques to transfer and bond thin epitaxial
lavers from Ga.ds wafers onto substrates such as sapphire. glass and prefabricated
silicon circuits [26). One particular device is a GaAs optical modulator placed on a
Si substrate that marries the merits of GaAs optical devices with the maturity of Si

clectronics.

1.4 Vertical integration

To fully exploit hybrid integration for glass integrated optics, one needs to consider
vertically integrated structures that would transfer the light signal from the waveg-
uide to the detector located just above it. The concept of vertical integration is well
known in the area of semiconductor optical devices [27]. However, for passive com-
ponents in glass, most of the research efforts have focused on lateral integration of
adjacent channel guides. In particular for glass waveguides, only a handful of verti-
cally integrated structures are available. Some of these include a five-laver coupler
composed of sputtered Corning 7059 thin-film slabs on Pyrex glass {28] and recently,
silicon-on-insulétor ‘waveguides on silicon [29]. When this thesis work was under-

taken. the goal was to design and fabricate passive waveguide structures made by ion
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exchange to be used for efficient coupling from an optical fiber to a photodenseton.
The work would focus on a vertical directional coupler (V'DC) that would allow &
fiber-optic signal to be transferred from a buried guide to a surface guide with a

high power transfer ratio. The coupling into the detector would be tackled only as o

theoretical design problen.

1.5 Thesis organization

The content of this dissertation comprises the study of both waveguide and device
fabrication and characterization. The objective of a planar waveguide characteri-
zation is to establish a correlation between the propagation characteristics and the
ion-exchange fabrication conditions. A systematic study that entails both micro-
analvtical and optical characterizations is presented in Chapter 5 based on ion-
exchange diffusion modeling and electromagnetic wave theory. Chapter 2 presents
the theorv behind the ion-exchange equation whose solution is used to predict the
dopant K *-ion concentration profile for given fabrication conditions. The waveguide
fabrication and measurement procedures are outlined in detail in Chapter 3. The
modeling of the propagation characteristics based on electromagnetic wave theory is
presented in Chapter 4. As for the device characterization, Chapter 6 presents the
planar vertical coupler made by field-assisted ion-exchanged slab waveguides and the
improved version, in both planar and channel-guide form, that comprises a 'iifuried

guide and a dielectric surface guide is detailed in Chapter 7.

1.8 Claim of originality

The original contributions of this work to the advancement of planar glass waveguide

technology are summarized as follows:

e the detailed characterization of planar field-assisted K*-ion exchange glass

waveguides including an improved model for the refractive index profile [30]



the study of the diffusion and propagation properties of single-maode surtace

and buried guides [31]

the novel demonstration of a vertical directional coupler in glass made by field-

assisted ion-exchanged slab waveguides [32]

the formulation of an improved two-dimensional (2-D) finite-difference vector
heam propagation method (FD-VBPM) that accounts for the gradients of GRIN

waveguides {33

the design and fabrication of an improved vertical structure used for optimized
edge coupling to an embedded photodetector [34] in both planar and channel-

guide form

the experimental and theoretical study of near-field waveguide profiles using a

CCD camera. frame grabber digitizer, and including all convolution effects [35)
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Chapter 2

Modeling of the Ion-Exchange
Process

2.1 Introduction

In this chapter, the theoretical foundations of the ion-exchange process are presented
for the purpose of modeling optical waveguide concentration profiles. Section 2.1.1
describes the basic chemical structure of the glass suitable for iun exchange. The
kinetics of the process at the microscopic level are detailed and set into a mathematical
formulation in Section 2.2. The numerical solutions of the jon-exchange equations for
the one and two-dimensional cases are described in the last section of the chapter.
These solutions vield the concentration profiles of surface and buried waveguides in
both planar and channel form. Although the modelling is quite specific for A+ — Nat
ion exchange, the methodology is quite general and can be used for other cation pairs

and substrate glass.

2.1.1 Structural properties of oxide glass

Glass materials and their related technologies have been known to man since antig-
uity. The ancient Egyptians and later the Romans developed techniques of making
household glass articles [1). In more recent years, specialty glasses have been made
with specific compositions for commercial applications, such as the fabrication of

tinted glass for automobiles. Nearly all these glasses are multicomponent compo-
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. sitions containing a high percentage of silica (5i04) and other oxides. These oxide
glasses are formed into an amorphous structure whose basic constituents are classified
into three types of network molecules [2]. The first type is the network former. such
as 5i0, and GeO,, that have strong double bonds. The second type is the nerwork
intermediate. such as ZnQ. that contributes ro the strength of the nerwork, Lastly,
there are the network modifiers, such as Na.O, CaO. and K,O. that are added to the
glass to give it some desired surface-mechanical propertics. Thetr respeetive alkali
ions (Na*, Ca*™. I'*) fit into the relatively large voids in the network close lu".nvgn-
tively charged non-bridging oxvgen atoms. as shown in Fig. 2.1. These modifier ions
are attracted rather weakly by ionic bonds to the network and can be replaced quite
readily by other ions of the same valence. This replacement. known as ton exchange.
-an be achieved at sufficiently high temperature by exposing the glass surface to a
source of ions from a salt bath (melt) that can occupy the same sites as the modifier
ions. Further details of this mechanism will be descibed in the next section.

The multi-component glasses suitable for ion exchange are widely available com-
mercially from companies such as Corning, Schott. and Fisher Scientitic. In partic-
ular. there are high-quality optical glasses, known as borosilicates, that are named
BK7 (from Schott) and Corning 0211. Also, there are good-quality soda-lime sili-
cate glasses available from many companies including Fisher. Both have been quoted
widely in the literature [3]. If these substrates are to be used to fabricate good-quality

optical waveguides, they must meet some desirable compositional requirements [4]:

¢ high transparency over a wide wavelength region (0.60 to 1.60 um) where the

low-loss and low-dispersion windows of optical fiber are available

¢ low optical losses achieved by the removal of foreign impurities, surface defects

and any type of inhomogeneity (bubbles, etc.)

. Although these commercial glasses have been used by many scientists and engineers,

there is yet no standard glass composition agreed upon by manufacturers of waveguide
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components. As examples. Corning and 10T Schott fabricate optical glasses suitable
for their particular ion-exchange processes. It is interesting to note that this substrate
standardization problem does not exist for device manufacturers that use ervstalline
optical grade substrates. such as LiN0Oy and LiTaOy. The main reason for this
may be that the glass 10 device companies are also glass manufacturers. making i
cheaper for them to use their own substrates. whereas the Li N0, device companies
are not in the business of growing crystals,

The substrate used in this thesis is the Fisherbrand microscope slide compuosed
of soda-lime silicate glass. It contains 72 % SiO.. 14 % sodivm oxide (Naa0)). also
known as soda. 6 % calcium oxide (CaQ). or lime and minor amoums of various
oxides including R»0. AlaQ;, and MgO, as shown in Table 2.1. (This chemical
composition will be looked at again in Chapter 3 along with the instrument used
to measure it.) Manufactured by Fisher Scientific. the slide nieasures 75 mm long,
25 mm wide and 1 m thick. It has a flame polished surface that is very simooth. The
main advantage for using this substrate is its very low cost {== $0.35 per slide) making
it ideal for exploratory research in an academic environment. However. it is not of
high enough optical quality to be used for the demanding low-loss perfornance of
commercial devices. Another disadvantage is that the manufacturer mav change the
glass properties without warning. This was experienced first hand in our laboratory
with a batch of substrates delivered in January 1995. The measured refractive index of
the substrate was found to increase from 1.5125 to 1.5208 at the operating wavelength
A = 0.6328 umn. Nevertheless, the soda-lime glass slides still provide most of the

desirable qualities mentioned earlier making it suitable for university research.
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. Silicon
(O Oxygen
(D Sodium

Figure 2.1: Structure of a typical soda-lime glass

Oxide | Substrate glass
(weight %)

510, 723
Na,O 14.3

KO 1.21

Ca0O 6.4
AlbO; 1.22
MgO 4.31

Table 2.1: Chemical composition of a soda-lime substrate
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2.1.2 Tlon-exchange kinetics

There are two basic driving mechanisms for ion exchange in plass. The first is due
to the thermal agitation of the ions in the glass at high temperatures and the second
is due to an externally applied potential difference that is ereated across the glass
causing an ionic current to low. The former is generally referred 10 as purely thermal
ion exchange and the latter as field-assisted ion exchange. Both processes have heen
used to fabricate optical waveguide devices in this work.

The purely thermal process proceeds as follows. A glass slide containing Na~
“-ns (supplied by Ne20) is immersed into a salt melt (K.NOy) containing another
monovalent ion. such as K. At the glass-melt interface. the abundam dopant K-
ions in the melt "see” the glass as a potassium-free medium and hence. are driven
into it by a chemical potential diffusion gradient. Simultancously. the more mobile
Na™ ions are released into the melt with the K+ jons replacing them on a one-to-one
basis. Actually, there is another force besides the chemical potential at work here.
Since potassium and sodium ions have different mobilities. there is a tendency for
the smaller Na™ ions to move faster than the larger K'* jons. leading to a buildup of
electrical charge. There is, however, a gradient in electrical potential along with this
charge which acts to slow down the faster Na™* ions and speed up the slower A ions.
Despite the difference in the ion mobilities. the gradient in electrical potential forces
the fluxes of the two ions to be equal and opposite thus preserving charge neutrality
[3]. In this purely thermal ion exchange. the enriched A'*-ion wavegniding laver is
formed on both sides of the substrate, as shown in Fig. 2.2(a).

In the field-assisted case, a potential difference is setup between two melts on
either side of the glass that are in contact with the electrodes. When a positive dc
electric field is applied, a positive flux of the ions is created. As shown in Fig. 2.2(b),
these ions are forced to move in the same direction as the electric field creating a

waveguiding laver only on the substrate side facing the positive electrode. To avoid
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space-charge buildup. the sum of the jonic fluxes produces a net positive jonic Hux
with magnitude J, which is a constant function of position [6}. As in the purely
thermal case, the temperature is high enough for ion exchange to occur and hence.
there is also a thermal contribution to the field-assisted process.

For two-dimensional (2-D) surface channel waveguides. the purely thermal pro-
cess is now limited to & narrow opening defined by masking part of the substrate prior
to ion exchange. Evaporated aluminum (A7), about (L2 g thick. was used as the
masking material. It is not susceptible to deterioration by the ionic melts and hence,
it blocks ion exchange to the rest of the substrate. The resulting 2-D concentration
profile has a semi-elliptical shape with lateral dimensions that exceed the width of
the mask opening, 11", by about twice the exchange depth [2]. This creates difficulties
for efficient coupling to optical fibers that have circular svmmetry. For field-assisted
2-D exchange, this lateral spreading is further amplified by the quasi-static field lines
[7] that emanate from the mask opening and extend to the other side of the sub-
strate. Hence, to minimize lateral spreading, this field-assisted process was avoided
for surface channel guide formation. Instead, the purely thermal K*-ion exchange
process was used. For buried channel guide formation, the A/ was etched awayv com-
pletely and the above surface channe] guide was then field-assisted ion-exchanged
in a NaNO; melt over its entire surface [8]. In this manner, the K'*-ion region is
moved deeper into the substrate. Further, the electric field lines are straight and
the resulting buried channel guides have inproved svmmetry. Further experimental

details will be given in the Chapters 3 and 5.
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Figure 2.2: Diagram showing the process for (a) purely thermal ion exchange and (b)
field-assisted exchange
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2.2 Derivation of the ion-exchange equation

In the previous section. a qualitative understanding of the ion-exchange mechanism
was developed. The objective of this section is to cast this knowledge into mathe-
matical equations that can be solved numerically and be used to model the dopant
concentration profiles which are assumed proportional to the waveguide refractive
index profiles. The general field-assisted ion-exchange equation will be derived and
the purely thermal equation will be shown to be a special case.

The change in the concentration. ¢, defined as the number of ions per unit volume.

of a given cation is related to the flux of ions J by:

dc

ot

-~
1

(2.1)

The ionic species are assumed to diffuse isotropically in the z — ¥ domain and the

flux obeys Fick's first law of diffusion

= = dc, dc
J=-DVe= —Déza, - Da—yay (2.2)

where D, the diffusion coefficient, is dependent upon ¢ and the fabrication conditions.
Substituting (2.2) into (2.1), we get Fick’s second law:

(7 = o0 dc a dc
rri V- (DVc) = B (DE;) + B_y (Da_y)

which can be solved for ¢, given appropriate initial and boundary conditions.

As mentioned in the previous section, there exist two forces that act on the
exchanging species. The first is due to the gradient in chemical potential. The other
is due to the presence of gradients in electrical potential, one arising intrinsically,
E;, and the other being applied externally, E,. The contribution of the total electric
field, E, = E".- + E,, to the flus is determined as follows. Consider the ratio of the

speed of the ions to the magnitude of E, given by the mobility u,
v=puB, (um/min) | (2.3)
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and, according to the Nerst-Einstein definition. the mobility is related to the self-

diffusion coefficient. Dy, by:

eDy 2 e
" T e — = 9.
UK TaT {(m=/V"min) (2.4)

where e is the elementary charge (1.602 x 10~ Coul). &y is the Boltzimaun vonstant
(1.381 x 10~>*J/*K). and T is the temperature in “K". It most -glasses. however, the
purely thermal migration process is slightly different from the eleetrie field induced
transport and (2.4) is not obeyed [3]. Instead. the relation between Dy and puy is

written as
BD I
fkpT

where f is the correlation factor whose value depends on the glass composition |9)].

Then.

g = (2.5)

D .
J=cp= L2k 9.
cu (‘kaTEp ( 6)

Using (2.2) and (2.5). the total fluxes of the ions become
Jx = —DgVek + pxek Ey (2.7)

J-Na = _DNUV"CNU <+ ILNHCNCIE“.I (2'8)

As mentioned previously, the net flux, J,. must be constant across the substrate to

maintain the neutrality of the glass. Hence,

Jva+dx = Jp= (2.9)

L

F.
6' (j.h' + an) =0

where 7 is the measured ion current density (mA/mm?) and F, is Faraday’s constant

or 96500 Coul/mole. Also, since the K* ions replace the No* ijons on a one-to-one

basis, the total ion concentrations remain equal to ¢,, the concentration of Na* ions

present in the glass prior to the exchange. Thus,

Ck + CNa = €, = constant (2.10)
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Defining ¢n = 4 /. €80 = Cxe/t =1 — ¢ then
Vi ==V ixg
Substituting (2.7} and (2.8) into (2.9). we get
fi = ]i,l\'é}\'fp - D;"\:’.'t:‘;\' - D;\',,ﬁ('.'.,\',, -+ _H_,\',,(‘.‘,\‘,, E, {2.11}

L)

After a few simple algebraic manipulations.

r e [1- (- ) e + (- 5 %
= 1- wl+ (1 Vi
(-uDI\a kaT r\u t D.Nu “

and upon letting o = 1= Dy /Dxy =1 = g /it x,- one obtains an expression for the

total electric field

« _ g .5 lkaT x a¥éx -
E’ - Ea + El - c {CDD,\",(I - O‘f:,r.;) 1- (.H:'h'} (-.1-)

The externally applied field is
E, = Jo (2.13)

T cottnall — aix)
using (2.5) for sodium ions. Note that the total field depends on the total lux density
J,. the concentration ¢, and the gradient in chemical potential. This expression
explicitly shows that when there is no externally applied field (i.e. the net flux
J, = 0), the intrinsic field, E; is still present. As mentioned, this field arises naturally
due to the nnequal diffusion rates of the ionic species {a # 0) and, in particular for
K+ — Na* exchange. E; depends on a.

Using the equation of continuity (2.1) and (2.7) for Ji vields!

o¢ . o= =
3:‘ +V - (uwinE - DxViy) =
%k | (ex¥ - E, + Véx - E) = Dk Ve
ot HK \CK ' Cx - Ey) = LUy N
The divergence of the total field is deduced from (2.12) to be:
ﬁ = kaT 06&}\' . j:, 06263 _ 0‘2661{ . ﬁék
' e VeDna(l—aég)l  1-atx  (1—aég)?

'The vector identity ¥ - (éx E) = éxV - Er + Cép - By is used.
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and vne obtains. after a few manipulations.

déy = -Dh" ﬁgé[" + aViéy - YE'I\' _ ﬁ“'i\' ) j:: :
ot 1 - ady 1 - ady CoDxu(l = ay)
Now, since
= Dy =. Dy =
(1250 - 2 (e ).
1 — aéy Ch 1 —ack Ch l—m;\‘-th Ve (=1

then the nonlinear partial differential equation describing the general jon-exchange

process is

Ir _ o ( Dy V-:'r':;\-) (1 =a)Veig -, (2.15)

ot 1 — aéy coll = ey )
An alternative expression for the above equation can be deduced by incorporating
{2.13), so that it becomes independent of the current density ./,

ach = ( Dy ﬁi ) _ ,!L,!"E,, . V(.';\‘ (2.16)

=V. -
at 1~ aéy (1 - acy)
Equation (2.15) is used to model current-controlled ion exchange [10] whereas (2.16)
is used for voltage-controlled field-assisted ion exchange. Finally. in the case of purely

thermal ion exchange. when J, = 0 or E, = 0. the equation becomes:

Oix -5 Dy & 0=
9 =V (l—uc;\vc ) (2.17)

2.3 Solution of the ion-exchange equations
2.3.1 One-dimensional solutions: planar waveguides

Planar (or slab) waveguides are made by ion exchange without any mask and hence,
the process is one-dimensional along the depth direction. x. The gradient terms

involve only partial derivatives with respect to z, and {2.16) becomes:

g _ 9 ( Dy 35:\') __mxE, 9y

Ok _ D 2.1
5t 0z \T—oir 0z ) 1 -oip Ox (2.18)

This nonlinear parabolic partial differential equation (PDE) is second order in the
spatial variable z and first order in the time variable ¢. Hence, it requires two bound-

ary conditions in = and an initial condition in t to be solved uniquely. At time ¢ = 0,
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there are no K™ jons in the glass so thar
cxle.0) = 0. (2.19)

For the boundary conditions, a zero concentration at infinity (i.c. far into the sub-
strate to the right} is expected. while at the surface. a constant value of concentration
represents the effect of the K NOy melt providing A'™ ions for ion exchange. It was
observed that for A — Na™ exchange. the maximum concentration of the exchanged

ions 1s about 90% of the total concentration of available Na= sites [11. 12]. so that

(.!}\'(U.t) = CH(U. t)/c(, - fl.[" = (L9

énloc. 1) 0. (2.20)

Note that with ¢, = ¢x.(0,0). one boundary condition becomes
en(0.t) = hpena(0.0). (2.21)

Since there are negligible amounts of A" ions in the substrate prior to exchange.
then ¢y (0,0} = 0. Hence. (2.21) is valid only for ¢ > 0 and it takes a finite amount
of time for the surface concentration to reach its final equilibrium value. This poim
will be discussed further in Chapter 5 in the context of EPMA surface concentration
measurements of single-mode waveguides.

With these conditions. it is convenient to renormalize ¢, so that é = ¢y /iy and

the boundary conditions become
f0.8) =1 . éoc.t) =0. (2.0
Hence, (2.18) becomes

¢ a(DK&J_m&Qg (2.23)

T or\1-acdz) 1-aéoz

ot or

with & = ahg. To simplify the numerical procedure, the following transformation is

made [13]

¢ = In(l — a¢) (2.24)
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0!! -a i o
—— == =~ OXP{—y)-
hr

dr  1-acor

and with similar expresions for dg/dt. we et

(2.25)

d-y 0
= exp(—g) {D!\ py "KEHB_!:}

at
The initial and boundary conditions are the same as those in (2.19) and (2,200, exeepl
that. in terms of g. they become:
gl 0} = In{l - aé(e.0)) =0
g(0.5) = In(1 = a¢0.4) =In(l — o)
gloc.t) = In(l — aéfoc.t)) =10
The numerical solution of (2.25) is based on an explicit finite-difference (FD)
scheme with conditional stability, The partial derivatives are expressed as:

0y _ o™ —gf By _ g — ol

ot~ At '#r 2Ar (2.26)
and
Ty _ gl =20 + g1 (2.27)
or* (Ax)?
The solution at the next step gf““ hecomes:
g¥* = g¥ + Atexp(~g) {D;\- (g'k“ —(if):r ‘q"k") — ik E(J*—LA-J—Q} (2.28)

The calculation proceeds as follows: first the matrix ¢F is initialized with zeroes,
except at the boundary x = {0 where the values are fixed at In(l = &). Note again
that g” = 0. Then, the values of g/ are calculated using (2.28). This solution replaces
g¥ and the process is repeated for another time step until the desired time has been
reached.

As mentioned earlier, the numerical stability of this explicit scheme is conditional.
The criterion for Af can be determined using a standard von Neumann stability
analysis [14]. The details are outlined in the Appendix. It is shown that for stability:

2Dk (1 - aé)(Az)? |
ALS D 4 eEuBa?

(2.29)
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By assuming ¢ = 1. we obtain a lower bound for At. Using typical values of ¢ =
0.898, Dy = 0.06429 um?/min, px = 20.925 ym?/V'min, Az = 0.02um and E, =
0.02 V//um, we obtain At = 3 x 107¥min. Other values for At in the range of 10~
were also tried to achieve stability.

An example of a field-assisted ion-exchanged concentration profile is shown in Fig.
2.3for E, =9.3V/mm,t = 10min and T = 385°C. Note the Fermi-like nature of the
profile with the diffusion depth d located at the half-point of the profile. The values
& = 0.898, Dy = 0.06429 um?/min , and pp = 20.925 um?/1V'min were used. The
diffusion coefficients and mobility values are obtained from optical characterizations
to be discussed in Chapter 5. In addition to the field-assisted exchange. a subsequent
cooling process, required to avoid substrate cracking, was carried out [15]. During
the 10 min cooling time, the temperature T decaves exponentially. with the average
measurements yielding 379°C, corresponding to Dy = 0.0544um?/min. Here, (2.28)
was solved for ¢t = 10min with E; = 0 using the first-step exchange concentration
profile as the initial condition and (2.22) as the boundary condition. All the other

parameters {Az etc.) remained the same.

1.0
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0.6
0.4

4

0.2-

ﬁ-
0.0 e ' .
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Figure 2.3: Numerical solution for a planar field-assisted ion-exchanged waveguide

-
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2.3.2 Two-dimensional solutions: channel waveguides

The purelv thermal ion-exchange process was used to make surface channel puides.
A 8

Starting from (2.17) and using ¢ = ¢, /¢ and 6 = ac¢. we have

g = _a_ Dy QE : 2 __DI‘. E)_.l. 2 30)
ot dr\l-acdr) dy \1 = acdy (2

Using the same transformation as in (2.24). we arrive at:

Fg &y
art Oyt

dy

— =oxp{~g) Dy 2.4
Equation (2.31) is solved numerically using the FD explicit method on a 2-D rect-
angular grid. as shown in Fig. 2.4(a). The time-independeut boundary cowlitions

are:

(0.y9.t) = L |y <W/2

dc
— [ I 1710 DIRU]
5= (0.9.8) = 0, |yl > W2 (2.32)

and all other boundaries are chosen to be far away so that ¢ can be fixed at zero there,
Note that since no flux is possible in the »-direction at z = 0, due to the presence of
the mask, this means that d¢/dz = 0. Initially, at ¢ = 0, there are no K jons in the
glass and ¢(x, y.0) = 0. In terms of ¢. the initial and boundary conditions become:
g(0y.t) = In(l -a). |yl <W/2
9

or
glec,y.t) = 0

0, .8) = 0. |y|>W/2

g(x. oc,t) 0

it

9(z,y,0) = 0 (2.33)

To save computing time, the numerical solutions are computed for only the pos-
itive half of the spatial domain since the resulting concentration profile is symmetric

about y = 0. Thus, an additional boundary condition is implemented at y = 0:
dc dg
-—(z,0,t) =0= —(z,0,¢ 2.34
5 (00,0 =0= @0, (234)
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The finite differences that correspond to the above partial derivatives are:

8 _ 9 oy,

ot At
8 _ ey Oy
dr 2ATr
@ - .q:i_;-i-] - g:‘:;—l
Oy 22y
Py _ g, = 208 + gk,
or? (Ar)?
i’y _ .‘l:':hl - 29?:; + glk:J—l (2.35)
ay* (Ay)?

The above equations are plugged back into (2.31) to determine the values of _qf'__','l in
terms of gﬁj fori=0,..M1, j =0..N1l.and k¥ = 0....L1. The calculation procedure
begins by initializing g7, with zero except at the unmasked surface (i = 0} where
the values are fixed at In(1 — &). Due to the symmetry condition at y = 0 (j = 0).
¢, = ¢°_, and &g/y* becomes 2(g{| ~ g¥o)/(Ay)*. Similarly. under the masked
areas at 2 = 0 (i = 0), gf; = g2, ; and 8%g/dz* becomes 2(g); — g5 ;)/(Az)*. All
the other interior points for gffj" are calculated explicitly. Then. these values replace
those of gf; and the process is repeated.

A typical simulation is shown in Fig. 2.5 for ¢t = 20min, W = 4.0 um. & = 0.898
and Dy = 0.01174 um?/min. The spatial dimensions are Xy, = 10 um and Y, =
d e with the rectangular grid sizes Ax = 0.02 pm and Ay = 0.2 pum. The stability
criterion for At is chosen to be 4. The contour plot of Fig. 2.4 was drawn using the

commercially available NNATLAB software. Note the appreciable side diffusion that

occurs under the mask’s surface (i.e. |y| > 2 um).
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2.3.3 The backdiffusion process: buried waveguides

As mentioned in Chapter 1. backdiffusion has become an important fabrication pro-
cess in the manufacturing of buried optical waveguides. In this technique. a sample
with the first exchange surface K'*-ion concentration profile is introduced into a pure
melt of NaeNO, for a diffusion time ¢, and applied field E,;. To model this process
mathematically for planar waveguides. it is necessary to solve (2.23) and to modifv
the initial and boundary conditions. The first exchange concentration at time ¢, and
applied field E,; are now used as the initial conditions for backdiffusion. In addition.

since it is assumed that there are no potassium jons in the Na/NO; melt. the bound-

= gk = g% = 0.0 and g" is determined

ary condition is zero at # = 0. Hence, g~
from the numerical solution of the first exchange.

For buried channel guides. the first exchange 2-D profile arises from a purely ther-
mal exchange through a mask opening followed by a second field-assisted exchange in
NaNQOj over the whole surface. Mathematically. this corresponds to solving (2.31)

for the concentration ¢ for time ¢t; and then using c as the initial condition to solve

(2.16) with Ey = Eity:

de d ( D;\' QE)+ 0 ( D;\‘ a(_) _y.}\'EaQQE

3 o 1-cedr -63 ]_—dc—aTJ 1— acor (236)

ot Oz

Similarly to the planar case, the surface boundary condition ¢(0,y.t) = (.

For the planar case, profiles are calculated at E,; = 18.3V/mm. t, =5s, E;3 =
94.7V/mm. and 1» = 100 and 140s. In this case, we used & = 0.2994. Dy =
0.06429 um*/min, and g§ = 0.03 for reasons to be discussed in a Chapter 5. The
cooling effect was included in the simulations after each field-assist process. Figure
2.6 shows the evolution of the buried concentration profile as its concentration peak,
located at & = Zp.qk, moves deeper into the substrate with increasing t,. For the
channel case, Fig. 2.7 shows a contour plot of a buried guide with ¢, = 2min,
Ex = 98.5V/mm, & = 0.898, Dg = 0.06429 um?/min, and g§ = 0.03 using the

initial conditions quoted in Fig. 2.5 and a cooling simulation as described above.
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Figure 2.7: Contour plot of buried channel guide profile with t, = 2min, Eg =
98.5V/mm at T = 385°C

30



2.4 Conclusions and discussions

Before leaving this chapter. it is worth noting that the equations developed thus far
provide us with a theoretical model that is valid only under certain approximations.
Although this model takes into account most of the factors affecting the ion-exchange
process, there are a few physical phenotnena that are not included. These consist of
the space charge effect. the mixed alkali effect and the charge depletion observed
under the masked areas. Fortunately, as we shall see. these effects do not plav any
significant role in the modelling of planar and channel K'*-ion exchanged wavegnides.

The space charge neutrality conditions expressed in (2.9} and (2.10) are valid
only when the local space charge is small. Strictly speaking. the electric field and the

ion concentrations should be related via Poisson’s equation (3. 16]:
V-(eE)=p (2.37)
where the local space charge density is;
p=elcg + ey = o) (2.38)

For some cases when the change in the dielectric constant € due to ion exchange is
very small, (2.37} is replaced by (3]

)

V.E=£ (2.39)
and hence. the space charge neutrality condition becornes:
» €V E
Cx + CNg = €y = [E =— d (2.40)

This topic was dealt with recently in a paper by Oven et al who showed that the
approximate space charge condition (2.10) is still valid for field-assisted ion-exchange
over a wide range of fabrication conditions [17]. Their conclusions were based on data
of silver-film diffused into soda-lime glass [18] and on our own data for field-assisted

K*-ion exchange [15] to be presented in Chapter 5.
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The mixed-alkali or double-alkali effect is basically the reduction in the self-
diffusion coefficient of the original alkali ion when a second alkali is added to the
glass. This results in a concentration dependence of the self-diffusion coefficients and
is believed to be significant only when the size difference between the exchanging
ions is large. For example. in C's™ = Ne™ exchange. this effect has shown 1o liave
considerable influence on the diffusion profile [19]. H-wever. for K™ — Nat exchange.
this effect has not been shown to be significant. In fact. Doremus showed that the
diffusion profile modelled with constant diffusion cocfficients sho': ed better agreement
to experiments than that modelled by the mixed-alkali effect [20).

Finally, there have heen some recent experimental findings on the effect of mask-
ing films on field-assisted ion-exchange in soda-lime glass [21]. When the first process
is a field-assisted exchange, it was found that in the regions under a metal mask.
there is a depletion of Na* ions that arises from the applied electric field between the
metal masking film and the melt (in the negative cell) that acts to drive the mobile
Na* jons away from these regions. Owing to the extraction of the sudium ions, some
structural changes appear in the depleted glass laver that totally inhibits the ability
for a second ion exchange. However. this blocking effect. is not established in the case
of purely thermal ion exchange in the first step or when a dielectric mask is used
since the electric field in these cases is too small to form the Na* depleted laver. For
the purposes of modelling buried channel waveguides presented in this chapter, this
depletion laver doés not pose any problem since a purely thermal process was used
in the first step.

In summary, the theoretical model needed to establish the concentration profiles
of planar and channel ion-exchanged waveguides has been presented. These profiles
are directly related to the refractive index profiles that will be used in the analysis

of the waveguide propagation characteristics to be presented in later chapters.
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2.5 Appendix

This is the detailed derivation of the stability crirerion using the Von Neumann
analysis for the planar field-assisted ion-exchange equation.

We begin with (2.28) and by letting r,, = At/{Ar)*, we obtain:
= rpAgl + (1 2rmC)gf + 1w Byl 2.41
gi Tmagi-| <T'm )gr + T Uin1 (-' )
where

4 = exp(—gf)(D;\-+;.-.;\-E,,Am/‘2)
B = exp(—g!)(Dy — uxE,Az/2)

C = Dyexp(-gf) (242)
Let g¥ = +* exp(jBmi). where 3, is real. Substituting into (2.41), we arrive at:
g plJ
7 = rm(dexp(—j8nm) + Bexp(jfn)) + 1 — 2ry,C (2.43)

Assuming that exp(—g) is locally constant around each grid point, the compiex quan-

tity v can be simplified even further to
7 = 1= 41, Dy exp(—g) sin®(Bin/2) — jirm exp(—g)px Ea Az (2.44)

For the scheme to be Von Neumann stable, the magnitude |y| < 1 and the criterion

for r,, reduces to
.2 1—ac
™ = 2Dk + (uxE.Az)? /2Dy

Plugging back At = r(Az)?, we obtain the stability criterion for the time step At:

(2.45)

2D (1 — éc)(Azx)?
At <
ALS 108+ (i BBy

(2.45)
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Chapter 3

Fabrication and Measurement
Techniques

3.1 Introduction

The fabrication and measurement techniques of planar and channel optical waveg-
nides are described in this chapter. The experimental apparatus used in both the
purely thermal and field-assisted ion-exchange processes is described in detail, in-
cluding that for the sputtering process. Optical waveguide measurements used to
determine relevant propagation characteristics are presented together with the micro-
analvtical measurement techniques used for the K*-ion concentration. In addition,
near-field imaging techhiques used to determine the waveguide mode profile are de-

scribed.

3.2 Fabrication methods
3.2.1 Substrate cleaning

The soda-lime glass microscope slides are packed ‘pre-cleaned’ in sealed boxes but
they must be cleaned thoroughly if they are to be used as optical substrates. This
step is compulsory so as to avoid contamination of the melt and subsequent diffusion
of foreign impurities into the waveguide layer. In addition, the surface must be defect-
free because imperfections as small as a fraction of a wavelength of the light source

can cause scattering losses.
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The cleaning procedures are performed it a suitable clean-room environment.
The slides are rinsed in flowing de-ionized (D.L) water (> 10M€ — em resistiviey)
and then blown dry with high-purity (H.P.) nitrogen gas. Using soft cotion swabs.
they are cleaned in a dilute non-abrasive Sparkleen detergent sulution and rinsed
again with D.1. water. Then. they are placed in an aluminum holder for further

cleaning steps that include:

1. a 3 minute wash in an ultrasonic bath containing a few grains of detergem in

300 ml of D.I. water.

[V

. a rinse in flowing D.1. water.
3. a 3 minute ultrasonic wash in D.I. water,

4. an organic cleaning whicli consists of placing the holder in an cmpty beaker
containing 20 m! of 2-propanol and then capping it with a Pyrex dish. The
setup is then placed on a hot plate (‘LO" setting) so that the vaporizing alcohol
cordenses on the substrate resulting in a cleansing action that is cflective for

organic decontamination.
5. a final rinse in D.I. water

To assess the substrate cleanliness, a simple inspection technique known as the
water break method is used {1). If the slide is free of organic residue, the DI water
wets the slide evenly and evaporates slowly, showing interference colm:u's as the laver
thins out. When judged clean, it is blown dry and placed in a drying oven kept. at

80°C for about 10 minutes to ensure that it is completely dry before jon-exchange.

3.2.2 Purely thermal ion exchange ya

In this study, pure potassium nitrate (K/NQO;) and sodium nitrate (NaeNOy) salt

crystals were used as the ionic sources for the K+ and Na™* ions, respectively. Since

38



the melting points are quite high (334°C for A N0y and 307°C for Na.N () (2. a fur-
nace is needed. The Lindberg crucible furnace has a vertical core and a thermocouple
controlling the temperature in the 200 — 1200°C range to within 1°C. The A NO;
crvstals are placed in a stainless steel crucible inside the furnace which is closed at
the top by an asbestos cover. When molten. the A" NOy occupies about 200 mil. Two
substrates are held vertically in a steel clip which is attached to the end of a brass
rod that emerges from a small hole in the cover. Thus. the slides can be lowered into
the melt without opening the cover.

The clean substrates are taken from the drying oven and placed in the steel clip
which holds them vertically in the furnace. The setup remains suspended over the
melt for a warm-up time of 10min so as to bring the slides into thermal equilibrium
with the melt, hence avoiding any thermal shock. They are then lowered slowly into
the N NOy melt for an exchange time ¢;. Once this time has elapsed. they are raised
from the melt. the setup is removed from the furnace, and the substrates are taken
out of the clip using steel calipers. They fall into a soft bed of tissue paper where they
are allowed to cool for about 20 minutes. Since some residual K NO4 recrystallizes
on the glass surface during cooling. the slides must be washed clean of the salt in

running D.1. water before they can be measured.

3.2.3 Field-assisted ion exchange

The configuration used for the fabrication of optical waveguides by the field-assisted
ion-exchange process is basically comprised of three structures. namely the electrodes
and their supporting structures, the molten salt support, and the external electrical
equipment. The clectrode configuration, as shown in Fig. 3.1(a), is comprised of two
‘C’ shaped steel blocks which have been milled to form half-cells for holding the salit
melt [3]. These cells are made of stainless steel so as to avoid contamination of the
salt. They are placed facing each other with the glass substrate and Teflon isolation

sheets (see Fig. 3.1(b)) sandwiched between them. The two holes in the corners
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of the electrodes are used for attaching Teflon-prorected wires 1o form positive aud
negative potential. The electrodes are held together by two steel plates which are
connected with seven screws and bolts. as shown in Fig. 3.2.

At the top of the electrode configuration. a flat aluminum plate is used 1o suppon
two stainless steel cones used to funnel the salt into cach half-cell. This plate is
fastened to the two steel plates by angled brackets. The melt is held in two stainless
steel evlindrical containers that lie just above the cones and are supported by o T-
section with wire levers (see Fig. 3.3).

The electrode setup. up to the aluminum plate. is then put into a vin can and
filled with sand for thermal isolation. This is important to avoid thermal shock and
subsequent cracking of the substrate during the cooling process. This can and the
whole apparatus is placed in an aluminum cyvlinder which is then put in the vertieal
furnace. An asbestos lid with a hole in its cemer (for the emerging wires) is used to
cover the furnace top. The wires are connected to the external electrical equipment
which include a voltage-controlled DC power supply and a current meter. as shown
in Fig. 3.4. The current meter has a variable DC (m.4) current range and the voltage
source is internally protected against short circuits that may ocenr if there is o leakage

of salt. The step-by-step fabrication procedure is outhned in Appendix 3A.
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3.2.4 RF sputtering

Sputtering is the process in which material is removed from the surface of a targer as
the result of a bombardment of ions with energies in excess of 30 1" [1]. The particles
removed from the target are deposited on a substrate to form a thin film. In this
work, the target is a disk of pure aluminum oxide {Af,Oy) and the ions are penerared
bv the discharge of an argon/oxygen (Ar/O,) 4:1 mixture (four parts Ar to one part
() under an applied rf (13.96 Af Hz) target voltage. The violot-coloured plasma can
be excited under a gas pressure of 2 x 1072 Torr in a vacuum chamber by applving »
high voltage between the target and substrate holders. If the discharge conditions are
kept stable, the sputtering rate r is linearly proportional to time £, with the resulting
index n; being humogeneous throughout the film. Typical sputtering conditions are
tabulated below. The Cooke Vacuum CV-300 sputtering svstem was used and its
detailed operation is discussed in Appendix 3B.

We fabricated sputtered Al, Oy thin films on soda-lime glass for various power lev-
els and durations in order to characterize the film's refractive index and the sputtering
rate. Two input powei levels, 12.5 " and 27.5 1" corresponding to target voltages
0.5 £V and 0.75 kV" were used. The optical measurements of the film's properties
will be described in the next section whereas the characterization procedure wiil be

discussed in Chapter 5.

Background pressure 2 x 10~7 Torr
Target 5 inch diameter Al;O5 disk
Gas Ar/O; (4:1) mixture
Qutput pressure 12 PSI
Chamber pressure 20 pm TC-1; 50 pym TC-2
RF target voltage 0.5-0.75 kV
RF power 12.5- 27.5 W at 13.56 M Hz
Pre-sputtering 20 min

“Table 3.1: Typical Al,O; sputtering conditions
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3.2.5 Channel waveguides

The fabrication of channel waveguides is more complicated than that of planar guices
because of the high-vacuum metallization and photolithographic processes that are
required to define the channel pattern. The metallization of the substrates is the
first step of the process. The aluminum (AN evaporation is perforined in o vacmnn
chamber at a pressure of less than 2 x 107% Two 20cm long folded wires of high-
purity Af (Marz grade) are inserted into two tungsten coils. These coils are then
heated by passing a high current through them causing the aluminnm to evaporate in
the chamber. A part of the evaporated .4/ condenses on the glass substrate and forms
a uniform thin film of about 0.2 pm. Standard photolithography is now performed to
remove the Al from the channel pattern through which the jon exchange is 1o oceur.

The following steps are carried out in a clean room environment:

1. Photoresist coating: Initially, a coating of Shipley primer was depozsited onto
the Al surface by spinning the substrate at 3000 rpm for 205 on a controlled
spinning station. Then, a 4:1 mixture of photoresist (Shipley 1450.1) and thinner
(Microposit) was deposited by spinning at the same rate and time as above.

Then. the resist laver was baked for 30 rin at 80°C' in a drving oven,

UV exposure: The photomask was brought into contact. with the resist film

o

in a mask aligner station. Ultraviolet (UV) light from a mercury arc lamp was

used to expose the mask openings for 90 s.

3. Development: The photoresist was developed in a 2:1 mixture of Microposit
developer and D.I. water for abouf. 1 min. This results in the removal of the
resist from the exposed areas. The exact developing time was determined by
inspecting the pattern under a microscope until the channels become free of

any resist. Then, the sample was baked for 1 & at 120°C to harden the resist.

[
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4. Etching: The Al was clearly etched away from these exposed arecas by immers-
ing it in a solution of 16:1:2:1 mixture of phosphoric acid (H3P(,). nitric acid
(HNOy). acetic acid (CH;COOH) and D.I. water. respectively. for 5-10 min.
As was the case for development. careful inspection of the pattern was needed

to ensure that the channels were well defined and clear of A/,

. Resist removal: The photoresist was removed by immersing the sample in a

-l

1:1 solution of Shipley remover and D.I. water. If neceded. this solution was set
on a hot plate (‘*LO" serting) and swirled occasionally to remove any residual
resist. Then. the sample was dipped in a beaker of D.I. water, blown dry with
[I.P. nitrogen gas and placed in a dryving oven set at 80°C for 5 min, Fig. 3.5

shows a photo of an actual channel guide pattern with 11" = 5 um.

For surface channel guides made by purely thermal ion exchange. the sample was
immersed in a ANQOy melt for time ¢; at 385°C. as described in 3.2.2. Then, the
Al mask was removed completely using the etching solution (for about 30 min) and
the sample was cleaned in D.1. water. For buried chanpel guides. the above sample
was jon-exchanged via Beld assistance over the whole surface as described in 3.2.3 in
a NaNOQOjy melt for time ¢, applied field E,», at 335°C. The channel-guide vertical
coupling device is made by sputtering a planar layer of AL O; (see 3.2.4) on top of

the above buried channel waveguide. The fabrication steps are illustrated in Fig. 3.6.

Figure 3.5: Photo of channel guide pattern with W = 5 um
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1. Aluminum coating 6. Removal of resist

2. Resist coating 7. Purely thermal exchange

UL o e

3. Exposure 8. Removal of aluminum

! |

4. Developing 9. Field-assisted burial

5. Chemical Etching 10. Sputtering of surface guide
Figure 3.6: Diagram of fabrication procedure of buried channel-guide vertical direc-
tional coupler
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3.3 Optical waveguide measurements

3.3.1 Introduction

Once these waveguides have been fabricated. thehi optical propagation characteristies
need to be measured. These include the refractive index profile parameters. sueh as
the wavegnide dimensions, index change. and the propagation losses. In this thesis.
two well-established techniques based on two-prism coupling were used. The first
mechod involves measuring the propagation constants of all the modes that can be
excited in a waveguide. It offers an indirect way of determining the index profile.
The second method involves measuring tie propagation losses of optical waveguides.
In addition. an accurate technigue based on far-field diffraction is nsed to determine

the channel guide width before ion exchange occurs.

3.3.2 Modal spectroscopy

Modal spectroscopy involves using a two-prism coupler configuration to selectively
excite the guided modes of a waveguide so as to measure their effective mode indices
[4]. These indices represent the mode’s propagation constant 3; normalized with re-
spect to the free-space wavenumber kg, i.e. Nys 7.i = Bifks. The theoretical aspects of
the prisn. coupler have been described often [5] and are not presented here. However,
the measurement setup is described below in detail.

To measure the effective mode indices with great accuracy, the coupling ‘syn-
chronous™ angles. #,, must be known precisely. The measurement of these angles was
performed using the setup in Fig. 3.7. Laser light from a 5 mW™ He-Ne source. oper-
ating at 0.6328 um, passes through a polarizer to select TE and TM modes. Then,

the incident beam is coupled into the waveguide using a LaF60 glass prism. An iden-

tical output prism located a short distance away couples the beam out of the guide.

The resulting far-field pattern shows sharp vertical lines, known as m-lines, which

can be excited individually (see Fig. 3.8(a)). The prism-waveguide holder, shown in
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Fig. 3.9. rests on a precise angular measurement instrument with tive degrees of {ree-
dom (see Fig. 3.8(b)). It consists (from bottom to top) of a magnetic base, a 3-axis
micropositioner (z, y.z) and a rotational stage () with 5 arc-second aceuracy, The
holder rests on a goniometer (¢) that is mounted on top of the complete sevup. The
., angular measurement at which the m-line appears brightest by eve is recorded.
The reference marker is used to measure the zero reference angle 8, by adjusting the
rotational stage until the incoming beam is reflocted back onto itself, Hence. the
synchronous angles can be determined by 8, == 6, — 6,.

The normalized propagation constants. N,pp,. are obtained from the angle of
incidence using the following formula [1] derived from peometrical opties:

3 . . sinf
Neppi = -I:I, = 1, sin {u,, + sin~! (“::’(') } (3.1

where n, is the prism'’s refractive index and a, is the prism’s base angle. The value
of ap = 58.37" and n, = 1.780 at the wavelength A, = 0.6328;un. This experimental
scheme vields an error of £0.015 — (1.02% in the measurements of #, corresponding
to an accuracy of £2 x 1074 in the measured values of Noyyi. The aceuracy in the
valie of a, is £0.017° and for n, is equal to £1 x 107, In total. this leads to an
uncertainty of about £2 — 3 x 10~ in the measured N, Il

Another parameter that can be determined rather easilv is the substate index
my,. The simplest way is to use the set-up of Fig. 3.7 and to find the incident. angle
at which the waveguide hecomes cut-off by observing the end of the substrate. At
a particular angle, one can see the point where the light is no longer confined and
starts leaking into the substrate. At this point, the cut-off condition. Ny = 1y is

satisfied.
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3.3.3 Propagation loss

Waveguide propagation loss is dominated by absorption (owing to the presence of
foreign impurities) and scattering contributions caused by glass inhomogencity aud
surface defects. In the literature. a variety of techniques have been developed 1o
measurc the propagation loss [6. 7]. Here. the two-prism sliding method [8] was used.
The experimental setup is presented in Fig. 3.10 with the identical prism-coupler
configuration of Fig. 3.9. First, the sample and both prisms are cleaned thoroughly
as described in 3.2.1; the accuracy of the measurements may be affected by dust
particles. The input prism is fixed rigidly to avoid any change in the input coupling
efficiency. When a mode is excited. the m-line on the white screen is imaged by a
video camera. The camera’s output signal is then displayed on a - 0 monitor whose
analog output is fed into a channel input of an oscilloscope. The m-line is observed
on the scope by scanni:_np; the time base in Horizontal Mode A. This allows for one
frame of the video signal to be displaved by sharp vertical lines. The voltage level,
V7. of the line with the largest magnitude is recorded when the mode is excited. The
output prism positions. Lpi.i = 1..... N. are measured accurately using a Veruier
caliper. At cach Ly;. the voltage is measured and the output prism is moved a few
millimeters towards the input prism. This is done repeatedly to get at least 7 data
points. The last prism position. L,x. closest to the input prism (roughly 1 wom) is
used as the reference to measure the propagation distance AL, = L,x - L,,. At each
new output prisin position. one must ensure that the coupling between the prism and
the waveguide remain constant. This is quite difficult to achieve considering that the
point pressure on the prism fluctuates for every measurement. Hence, reproducibility
is affected. Propagation losses are evaluated from the slope of the log |V |* versus AL
plot using a minimum least-squares linear fitting through the data points. A typical
experiment shows that measurement of losses down to about 0.1dB/cm is possible

with errors of £0.01dB/cm [4).

o
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3.3.4 Channel guide width

Due to varyving photolithographic processing conditions. the channel width 1" of the
Al channel mask may turn out to be quite different from that of the original pho-
tomask. Hence. a measurement method is needed to quantify 1" accurately prior to
any ion-exchange process. The method is based on the classical far-field (Fraunhofer)
diffraction pattern that results when the aperture (channe! slit) is illuminated by the
He-Ne 1aser at A, = 0.6328 um. As shown in Fig. 3.11. the light passes through the

substrate side of the sample and then through the channel slit where it is diffracted
| onto a screen that is Ly = 2m away. The samples are mounted on a micropositioner
allowing vertical movement aiong the channel slits. On the screen, 4 one-dimensional

diffraction pattern is seen whose intensity is expressed by the well-known formula:

. sin®(mW sin@y/),)
= oW sing, oo (3.2)

la(y)
where 8, is the angle subtended from }" = 0 to ¥7,,. The intensity minima correspond
to W sin@;/), = nw,n = 1,2.3.... By measuting the distance between the first two
dark lines, i.e. 2Y;, and n = 1, and ass ' 1ing that ¥, &« Ly, then W = A, Ly/Y,
This measurement was repeated at five d.fferant vertical positions for each channel

width. The measurements for Yy, ranged betwee. 25cmi anr “ cm with the average

being 29cm. By taking the differential of W, AW = ),LyAY,, /Y2, we obtain the

measurement error in W to be £0.15um. | Dtrectien
patters. My}

77
ol

Sstaple
Figure 3.11: Measurement setup for channel guide width
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3.4 Near-field mode profile measurements

3.4.1 Introduction

The intensity distribution of a mode. or its mode profile. is another important charac-
teristic of a waveguide. This protile gives us useful information about the waveguide
dimensions and syminetrv that can be used to determine the coupling eficiency 10 an
optical fiber [9]. In another application. the mode profile can be used to determine
the refractive index profile [10]. 1 this thesis. the near-fizid mode profile of a buried
channel guide was studied. The following sections describe our new experimental
approach that uses a lincar CCD camera and a frame grabber digitizer to capture
the near-field pattern pixel-by-pixel {11] rather than a vidicon camera and digitizing
oscilloscope as in [12]. The 8-bit frame grabber can digitize and provide 256 inten-
sity levels to represent the measured data in its entirety. Specifically. the complete
near-fiel pattern can be imaged at once, thereby eliminating the need to perform

any transverse scanning of the image as in [12, 13].
3.4.2 Frame grabber calibration

The experimental setup used for measuring the near-field intensity distribution is
shown in Fig. 3.12. The near-field pattern appearing on the cleaved edge of the
waveguide sample under consideration is magnified by a 40x microscope objective
onto the CCD camera. An attenuator, placed between the laser source and the
waveguide. is used il necessary. to avoid saturation of the CCD camera. The inten-
sity distribution imaged by the camera is then digitized pixel-by-pixel by the frame
grabber signal processing board and stored in the computer memory for future use.
In particular, the frame grabber stores the image obtained by the CCD camera in a
two-dimensional array: the spatial coordinates of the image correspond to the array
elements while the array entry represents the intensity level. Note further that each

array entry represents one pixel.

ot
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The CCD camera we used provides excellent lincarity in the vegion 0.4 ~ 11,
provided that it has not been saturated. Saturation occurs when the intensity level
measured by each pixel is a maximuﬁx Jor the 8bit frame grabber. FFy, is the
maximum level obtainable). To avoid saturation. the attenuator is adjusted so tha
the intensity levels digitized by the frame grabber are not near this maximunu value.
This does not affect the near-field pattern since the CCD camera provides relative.
and not absolute. measurements of intensity levels. In fact. the units are arbitrary
and the data may be normalized with respect to the maximum value.

Calibration of the frame grabber is vital: this is the only means available to obtain
knowledge of the spatial dependence of the near-field distribution. More precisely.
we need to determine the number of pixels/um. To do so, the distance between the
microscope objective and the CCD camera is fixed. Then, a micro-ruler is mounted
onto the stage and back-illuminated by a white lamp. It is in then adjusted until
the micro-ruler is properly focused. The image. which can simultaneously be viewed
on the display monitor, is then stored by the frame grabbor. The micro-ruler is
chosen here with a particular known spacing, namely every 10 pm. The image of
the micro-ruler will consist of a series of bright bands separated by dark fringes in
the horizontal (y) direction. These bright bands represent the grid markings and the
dark fringes represent the spacings. as shown in Fig. 3.13. The distance between
two consecutive bright bands corresponds to the known spacing. The data stored by
the frame grabber in a two-dimensional array reflects the viewed image. Specifically,
the arrav will consist of columns of high intensity levels corresponding to the bright
bands separated by columns of low intensity levels, reftecting the dark fringes. Since
each pixel represents one entry in the two-dimensional array, the number of columns
between successive high intensity level bands vields the desired result: the number of
pixels per um. Following this calibration procedure, we obtained a scale of 50 pixels

/ 10um, or 0.2 um / pixel.
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3.4.3 Imaging system transfer function

It is well known that any imaging svstem distorts the actual object due to diffrac-
tion and aberration of the optical components [13. 14]. In our case, the microscope
objective, CCD camera. and frame grabber system distort the actual near-field pro-
file (object). The stored image does not correspond exactly to the near-tickl profile
emerging from the waveguide. The image is in fact a convolution of the object with

the system transfer function [11] given by the following convolution product
Iz, y) = Salz.y) * Salx.y) = Sy (. y) » Plr.y) (3.3)

where I{z, y). Ss{x.v). Salz. ). Si{a.y). and P(x. y) represent respectively the dipi-
tized image or the measured data, the effects of near-field (Fresnel) diffraction at the
cleaved waveguide edge, the microscope objective transfer function. the transfer func-
tion of the CCD camera and frame grabber system, and the actual near-field power
distribution (se Fig. 3.14). Alternatively, if S(x,y) = Sa(z,y) * So(x, y) * Sy (2, ¥)

represents the effective transfer function (ETF) of the optical imaging system, then
Hz,y) = S(z.y) » P(x,y) (3.4)

To recover P(z,y), a deconvolution process in the spatial domain, or an invefsc
Fourier transform in the spatial frequency domain mayv be needed. Deconvolution
algorithms are readily available [15] as are inverse FFT techniques [16].

The ETF S(z,y) was determined from measurements of the system’s input and
output. We used a process similar to that used to calibrate the frame grabber. The
image of a simple inverted photomask consisting of dark fringes of known widths
on a transparent background was grabbed and stored in memory. Theoretically, an
intensity plot of the inverted mask would have a step-like form as shown in Fig,
3.15. However, due to the convolution of the imaging system transfer function, the
measured data is not step-like at all. The ETF can now be determined using an

iterative minimization procedure. A first estimate to the transfer function is made

58 -



and convoluted with the theoret'cal step-like inpur to give an estimate of the output.
After each iteration, the ETF 5(z,y) is modified so as to minimize the mean-square
error between the measured data and each successive estimate of the ourput. Once
a prescribed error criterion has been achieved (< 1 x 107%). the process terminates.
This process, though described in the spatial domain. can also be carried out in
the spatial frequency domain. In fact, our computations were made on MATLAB
which computes convolutions as the inverse of FFT processes. Following this iterative
procedure, we determined the effective transfer function to be of the form
2
Sy) = A { Jl('r,'y)} (3.5)
Ty

where 4 = 4.00, 4, = 2.50, Jy(y) is the first order Bessel function. and y is a
variable in the horizontal direction. This particular function, sometimes referred to
as the Sombrero function, was chosen since microscope objective transfer functions
generally have this form [17). The same functional form was used in the vertical

direction.
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3.5 Electron microprobe measurements

3.5.1 Introduction

The electron microprobe (EMP), also known as electron probe microanalvsis (EPMA)
was first described by Castaing in his doctoral thesis in 1948 [18]. The basic principle
of the method consists of the electron beam bombardment of a sampie and the sub-
sequent study of its X-rav emission. Of all the signals generared by the interaction of
the primary electron beam with the sample in the EXIP. N-rays are most comnmonly
used for material characterization {19]. The X-ravs have energies characteristic of
the element from which thev originate leading to elemenral identification. The X-ray
intensity can be compared with intensities from a known sample (called a standard)
and the ratio of the sample intensity to that of the standard is used to measure
the amount of a given element in the sample. The highest accuracy in quantitative
concentration determination is obtained if the standard is identical or at least very
similar in composition to the sample under investigation. Further details of the EXP
and its applications are presented in many textbooks [19. 20, 21. 22].

This section presents the quantitative electron microprobe analvsis (EPMA) of
sada-lime glass substrates and K*-ion exchanged waveguide compositions. Two types
of analvsis were performed: surface and bevelled. The surface analysis was done at
the samples’ planar surface at different locations while the bevelled analysis was per-
formed along the samples' angle-lapped surface to determine its spatial variation in
depth using an angle lapping polishing method. The CAMECA electron microprobe
was used for the experiments and its operation is explained as follows. An electron
beam is focused onto a small (= 10 um diameter) spot on the surface of the sam-
ple from which X-rays characteristic of the chemical compnsition are generated and
emitted. The spot analysis time usually takes about one minute. Provision must be
made so that the area is small enough to resolve spatial chemical variation.

Fig. 3.16 shows the schemaiic diagram of the entire setup. The wavelength
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dispersive N-ray spectrometer consists of a bent cevstal monochromator, a gas-filled
detector and a single-channel (pulse-height) analyzer [21]. In the fully-focusing spec-
trometer, the sample. crystal and detector all lie on the same focusing Rowland cirele.
The X-rays emitted by the sample are analyvzed by the crvstal. If this latter is set at
the Bragg angle for a given wavelength. the N-ravs are refiected and focused ono the
detector. These X-ray wavelengths and their intensities depend oun the concentration
of the element in the sample and are measured quantitatively in an N-ray detector,
that is an argon/methane gas proportional counter. The output signal is amplitied
and the elemental and oxide concentrations (determined from relative intensities with
the standard) are printed on an output device. This technique is usnally referred 1o
as wavelength dispersion spectroscopy (WDS), since it is the wavelength of the char-
acteristic X-ray lines that is being measured [20].

In actual practice, the analvsis does not give the concentration exactly at the
sample surface. EMP is not a true surface technique because the X-ravs are emitted
from withiu the sample volume. Hence, it gives a statistical average of the con-
centration over a small depth of up to 0.5 on near the surface. Fig. 3.17 shows
a theoretical prediction of the probabilistic penetration depth calculated by Monte-
Carlo simulations {22). The calculations, provided by CAMECA software, are based
on the chemical composition of the soda-lime glass and its density. Two bounding
curves describe the signal information. The upper curve is the intensity of the X-rays
generated by the electron beam and the lower curve is that of the X-ray intensity
emitted from the sample. Although the penetration depth is up to about 1.3 um,
the major part of the information exists up to about 0.5 urn. For larger accelerating
voltages. the penetration depth increases. Hence, the voltage should he kept as low
as possible so as to provide for accurate results near the surface vet be high enough

to excite the X-rays of all the glass constituents. For the soda-lime silicate glasses

used in the experiments, the accelerating voltage was set at 10kV to satisfy the

aforementioned requirements.
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Figure 3.17: Probabilistic curve vs. penetration depth for a Fisher glass substrate
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For the surface analyvsis. the focused electron beam was not suitable for the
soda-lime glasses. Due to the long spot analysis time and the high energy density
of the beam. the soda (Na20) was ‘burned off* (i.e. Na was dislodged from the
glass structure) during the measurements, hence destroving the samples” compaosition.
The solution to this problem was to use a defocused beam of 2000 in diameter
that provided for much lower energy density and spatial resolution. Consequently,
another tvpe of surface analysis to be discussed below is called for to accommodate

the defocused beam resolution.

3.5.2 Sample preparation

For the EMP surface analvsis. the waveguide side of the sample was cut tuto 3 x S em
pieces so as to fit into a special holder. These samples were then carbon coated under
high vacuum with a 15 nm thin film so as to prevent charge buildup on the dielectric
sample from the electron beam during *he spot analyvsis. The carbon coating provides
a conductive path for the e-beam.

The sample preparation for the bevelled analvsis is more elaborate. An angle-
lapping polishing technique, popular in semivonductor work. is used to expose the
aryving potassium concentration. This approach provides for an accurate measure-
ment of the concentration in the depth direction which has been effectively ‘stretched’
out by polishing at a desired angle 8. as shown in Fig. 3.18. This method is known
to provide for betier results than simple butt polishing in which the defocused ciec-
tron beam is incident perpendicular to the polished edge. For our waveguides. with
depths less than 10 gm, the defocused electron beam resolution (with 20 g diame-
ter} would have been inadequate for butt polishing. Fortunately, the resolution can
be substantially improved by the angle-lapping approach. As an example, if # =17
and the spatial sampling displacement along y I, = 25 ym. then the depth d can be
resolved for d = [, tan(8) = 0.44 urn. A more accurate expression for this depth will

he presented in the next section.
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A simple bevelled polishing chuck made of aluminum was designed and built to
hold the sample during polishing. The waveguide was first cut to .. suitable size of
5 cm and then epoxied to the metal chuck. The epoxied sample protruded about 2 em
on the flat side of the chuck and was ground to remove the protrusion. as shown in
Fig. 3.19(a) and (b). It was then polished on a variable speed machine. set at 100

rpm, in the following manner to achieve a flat, smooth surface:
e a 240 grit disk for 15-20 min to remove the protrusion
o a 400 grit disk for 5-10 min to remove the scratches
e a 600 grit disk for 3-10 min for the final grinding
¢ alumina suspension for about 10 min for the intermediate polishing
¢ colloidal silica for about 10 min for the final polishing

Finally, the sample was carbon coated as before. The total polishing procedure

provided a smooth surface, as photographed in Fig. 3.10(c).

Glass substrate

Figure 3.18: Potassium concentration measurement by angle lapping
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3.5.3 Data reduction

Quantitative EMP analysis seems to be extremely simple at first. All that needs to
be done is 1o form the ratio &, of the characteristic X-ray inrensity measured from the
sample (1,) and the standard (1)) where k. = 1,/1;,). This k-value is assumed 1o be
equal to the concentration ratio ¢, /ey between the sample and the standarcd. It forms
the most basic experimental measurement that underlies all quantitative analyses {20].
However, in most practical cases. the measured intensities from sample and standard
need to be corrected for differences in the electron backscatter. density. X-ray cross
seetion. and energy loss as well as absorption within the solid in order 1o arrive at
the ratio of generated intensities and hence the value of ¢,. These matrix effects are
divided up into atomic number {Z), X-ray absorption (A) and x-ray fluorescence (F)
and the correction to ¢ifciy = (ZAF);k; is known as ZAF correction. It is done
internally by the CAMECA software.

After ZAF correction, the electron microprobe analysis gives the concentration of
the elemental oxides in the soda-lime glass in terms of its weight fraction. The atomic
concentration of the constituent elements (K. Na. Si, Cu. Mg, Al) are also provided
in terms of atomic concentration ratios. These ratios are usefu] in determining the
fraction of exchanged potassium ions (occuring at the surface) with the available
concentration of sodium jons. This value by is calculated as:

I"surf - Ky

hy = (3.6)

Ny
where Ay, is the atomic potassium concentration ratio at the sample surface. Ky
and Nag,, are the concentration: of the potassium and sodium in the substrate,
respectively, before ion exchange. Note that the background R in the substrate must
be subtracted from the KR at the surface to give an accurate measurement of hy,.

For the surface analysis of the soda-lime glass substrate, at least five spot analy-
ses, randomly chosen on the surface, were performed with the average measurements

and deviations presented in Table 3.2. The chemical composition of the bulk sub-
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strate. measured by our ENMP (third column), is shown to be in excellem agrecment
to that published by Fisher Scientific (sccond column). The NG20 glass sauple. pro-
vided by the National Institute of Standards and Techuology (NIST) was used as the
standard sample in our experiments since its cherieal composition is very similar tao
that of our substrate (see Table 3.2). In addition. the AN standard wis used inothe
elemental analysis of potassium because its higher A contem provided for aceurate
measurenient of A in the exchanged guides.

An example of a surface analysis 1o determine by is performed on a K -ion-
exchanged surface guide (8-92D). fabricated at EN = 19.8V /i for t = 20min.
The aromic concentiation ratios of the elements ave presented in Table 3.3 for the
waveguide and substrate.  Ouly the potassium and sodium values are of interess
because they are the ouly elements that participate in the jon-exchange: note that
the other elemental ratios remain unchanged within experimental error, Hence, we

ohtain

(.089.4 — 0.0042
’l v = = .'- Y
Ly 0,001 90.5 £ 1%

which is tvpical of A" — Nea™ jon-exchange in glass and is in excellent agreement
to the 90% value published by Doremus [23]. The results of this surface analysis
also suggests that there is no effect from other impurities on the field-assisted jon-
exchanged sample. Other surface analyses done on both surface and buried guides
are to be presented in Chapter 5.

The analysis becomes more complicated for the bevelled sample hecause the
bevel angle and interface location must be determined accurately. In addition. an
automated line scan with auto-focusing of the direction perpendicular to the sample
surface (= direction) is very desirable in the analysis. In general, the sample may be
tilted by an angle a;, while in the EMP holder, as shown in Fig. 3.20. The probe
does a spot analysis at a given y position, then the holder stage moves horizontally
along y by a small amount and the process is repeated until the whole sample has

been scanned. By geometry, we see that dy, = y tan(d), where # = ay — o, and
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y = y/ cus{a) to vield the probing depth dy,

ytan(f) _ yian{ay — ay)
cos{ay)

ph =

cos(a ) (3.

This variable depth. perpendicular to the sample surface. is along the sample’s 2
direction and henee. 2 = dyy,. The variation of the atomic A with 2 gives an accurare
measure of the concentration profile. An example is presented for sample 8-92D. A
plot of the z-focus distanee versus displacement y is shown in Fig. 3.21. From this
plot, the interface location {to be used as the : = 0 reference) and the bevel angle
can be determined. The dark circles. representing actual focusing measurements, can
he fitted by lincar regression to find the intersection point and the angles o, and a..
For this sampie. we find that & = 1.0113" which provides for good resolution in depth
ol about 0.5 gm. This angle is titen used with (3.7) and the atomic A" concentration

to determine the profile.

Oxide | Fisher glass EMP measured | N620 KN9
(wt. %) fwi. %) (wt. %) | (wt. %)
Si()y 72.25 72.35 £ 0.32 72.08 74.70
Na,O 14.31 14.04 £ 0.11 14.39 .18
N.Q 1.20 0.95 £ 0.02 041 4.40
CuQ 6.40 6.18 £ 0.10 7.11 0.14
Al O,y 1.20 1.27 £ 0.01 1.80 10.74
MgO 4.30 4.22 £ 0.05 3.69 (.01

Table 3.2: Quantitative electron-probe microanalysis

Element siubstrate 8-92D
Si 0.2501 == 0.0004  0.2538 £ 0.0005
Nu 0.0941 £ 0.0008 } 0.0003 £ 0.0001
K 0.0042 £ 0.0001 | 0.0894 £ 0.0013
Ca 0.0229 £ 0.0004 | 0.0237 + 0.0001
Al 0.0052 £ 0.0001 | 0.0052 £ 0.0001
Mg 0.0217 £ 0.0003 | 0.0219 = 0.0002

Table 3.3: Atomic concentration ratios of the elements
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Figure 3.20: Schematic of bevelled sample in EMP holder
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Figure 3.21: Plot of z-focus vs. horizontal displacement
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3.6 Appendix 3JA

Ve tedcasststed nopeescianee tabntcation provedire s deseribed befow

The Dot Sheers e necded to electiealiy isolate e clectrode andd ~ubstrare
P U shaped preces and one rectanznlar prece are one o <howy e e
b Fhe Teffon can withstand the ek temperatiines of the turaee ol
thonoh 1 shows stens or deciadation atter cach process New heets muss be

11~ '(] tnl e p]wu't'(il]h'

» Electrode sandwich T he vectanoulan sheet s placed anone steel plate e
one electrode s putoon top ot i followed by o U7 sheets the olass substne
anather 17 sheet, the other electrode and the other steel plate o sandwich-
ke process. One mmst ensure that the smooth part of the glass substrige s
ficinn the bhottom (positived electrode. Alsol the steel plives shonhd alwavs he
flat and smooth: 600 grit polishing paper should be ased. The seven sevews and
holts are inserted in the plates and vghtened genty, Tichtening too hard will
canse the substrate to crack during cooling however, il the setap s too foose,
the molten salt will leak into the sand. Practice s needed o develop the correet

P1ehitness,

30 One Teflon-coated wire is fastened by serew into o small hole Tocated an the

cornet of the positive electrode.

Lo Chens the aluminum plate with the atvached angled hrackets is Listened ta hoth
stee] plates by two small serews, The other wire s now attached toone of these

serews on the steel plate that is in contact with the other elecirode

3. At this point, a simple resistiance check is needed 1o ensure eleetrical isolation.

This is done by measuring the resistance between the two electrodes. A high

resistance (> 20 M) signifies good electrical isolation.



0.

oo

10.

11

13.

The whole setup is now placed in a tin can which is then filled with ordinary

sand using a funnel.

. The melt containers. artaciied to the T-section wire levers. are then filled with

salt ervstals. About 10=12 g of salt is measured and placed into each container.
This amomt may be decreased in order to obtain a smaller jonic current, if

desired.

The tin can and the T-section configuration is then fitted into the special black-
anodized aluminum evlinder and placed carefully in the furnace using o U-
shaped wire. The furnace is then covered with the lid with rwo wires emanating

from a hole in the center.
The electric circunit is completed as shown in Fig. 3.4.

The furnace is turned on and a waiting period of about 3/ is needed for the

temperature to reach 385°C.

After this time. the lid is removed and the containers holding the molten salt
are tiled by lifting the wire levers with a steel caliper so that the salt is poured

into the cones. Cotton gloves should be nsed to avoid any burns.

. After pouring the melt, the containers and the cones are removed immediately

and the lid is replaced. The voltage source is turned on and the ammeter begins
recording the ionic current in desired intervals of time. If a short occurs. the
voltage will be low and the current high. Turn off the furnace and voltage

source and return to step 1 after the furnace has cooled down.

When the exchange time is reached. the power supply and furnace are turned

.—off and the asbestos lid is removed by placing it near the side of the furnace

opening. A steel caliper is helpful to remove the lid.
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14.

16.

1.

Wait for ten minutes. This step avoids thermal shock and subsequemt crawk-
ing of the substrate. However. it means that the waveguides are stil! being
influenced by ion exchange. During these ten minuntes. the temperature de-
creases and the average temperature is measured to be 379°C. This cooling
step must be included in the concentration profile modeling {see Chaprer 2.

Future improvement of this step is needed to simplifv the process.

5. Finally. the whole serup is removed from the furnace nsing the Usshaped wire

and is allowed to cool down for one hour.

After cooling, the tin can is removed. the sand is poured back i its place and
the seven screws and bolts are undone. The electrodes are still quite hot, so
cotton gloves should be used. Then. the clectrede strueture is placed into a
pan filled with boiling hot water. Within a few minutes, the salt has mostly
dissolved and the substrates can be removed casily. They should be vinsed with

D.I. water to remove any residue.

3.7 Appendix 38

The sputtering procedure is described below in detail. The Cooke Vacuum sputtering
syvstem is shown in Fig. 3.22. It consists of a substrate holder. a J-head target holder.
a rf matching network, a rf generator, and a water cooling svstem. Further details

may be obtained from the Cooke CV-300 manual and an internal lab report [24]).

Follow the instructions for setting the metal ring for GLO-discharge. connecting,
the electrical terminals, and grounding the mesh guard of the bell jar to the

vacuum system chassis [24].

2. Make sure all valves are closed, turn on a mechanical pump and open a water

valve. Switch to the Foreline position and allow the vacuum system to reach

equilibrium. A thermocouple gauge located on the adjacent unit is switched o
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10.

TC-1 and should indicate less than 25 g, Switeh on a diftusioi. pump that

takes 20 min to warm up.

The J-head target holder shauld be turned over and Iving on a desk. Open a
fan-tvpe shutter and turn the J-head clockwise by 20 enough to fix the substare
with the steel strips. Turn back the shutter and the J-head. Clean the baseplate
of the rf matching network with acetone. Using H.P. nitrogen gas. spray the

substrate 1o remove any dust.

. Grab the neck of the J-head and lift the module so as to place it carefully on

the bell jar. Fasten the suspended metal cover to the box housing and connect
the wires on the mesh guard to one of the four steel fasteners. Couneet the

plastic water tubing for the J-head target and turn on a second water valve.
Unlock a counterweight by removing a screw and lift up the module slowly.

Place the AlLOy target on the J-head holder and adjust its position so that it

is flush with the holder.

. Push down the module slowlv and lock the counterweight. Ensure that the

haseplate of the module covers completely the upper rubber seal of the bell jar.

Also re-check the target position to ensure it hasn’t moved.

. The vacuum system should now have reached full operation with TC-1 heing

lower than 25 um.

Switch to the Roughing position and turn the gauge to TC-2. After 15-20 min,

TC-2 should reach 20 um.

When TC-2 reaches 20 um, open the main valve of the Ar/0, gas cylinder and
set an output pressure of 12 PSI. Then, push up a toggle valve on the left-hand

side of the vacuum system and open fully a needle valve. IKeep the two valves



11.

13.

14.

1G.

17.

18.

19,

20.

open for two minmutes to exhaust air in a gas intet line with the tmeehaneal

pump.

TC-2 should return to less than 20 g about two minutes after the togele and

needle valves are closed.

Move the switch back to the Foreline position. After TC-1 returns 1o less than

25 pm. open the high-vacuum (H.V)) valve,

After TC-1 recovers to about 30 pm. turn off the thermocouple gauge and
switch on the cold cathode (C.C.) gauge. The vacuumm level shonld reach 3-1

% 10" Torr in about 30 min.

Pour abour 1/ of liquid nitrogen into the cold wrap of the diffusion pump.
Within 2 min. the vacuum level should reach less than 2 x 107" Torr. which is

necessary background presure for sputtering.

. Turn off the C.C. gauge aud close the H.V. valve.

Push up the toggle valve and turn the needle valve four and a half tarns coun-

terclockwise.
Open the H.V'. valve in small increments until TC-2 reaches 20 prn.

Check TC-1. Ideally. it should be around 50 gem: if it is lower. open the needle
valve slightly. Adjust the H.V'. and needle valves so that TC-1 and TC-2 read

30 jirn and 20pm. respectively.

Turn off the thermocouple gauge and turn on the rf generator. After three
minutes, the ‘ready’ lamp should be on. Wait about three minutes more and

then turn on a rf switch.

Slowly begin to turn the ‘output control’ dial clockwise until the forward and

reflected power begin to increase. Also, check thé target voltage on the box
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housing of the module. Adjust capacitors C1 and C2 until o dip in the refivered
power is noted and a violet-coloured plasma is ignited. One can also try o
open slightly the fan-type shutter 1o cxﬁtv the plasma. After plasma iznition.
close the shutter. increase the power a=d re-tune C1 and C2 until the reflected

power is zero. Check the target voltage ro be close 1o 0.5 /17
21. A pre-sputtering process of abont 20 min is needed to clean the target surface.

22, After pre-sputtering. open the shutter fully and re-tune C1. C20and the ourpnt
control to obtain the desired target voltage and zevo veflected power. The
sputtering process is now started. Monitor the process every 10 min to ensure

proper behaviour.
23. When the sputtering is complete.

(a) turn the control dial counterclockwise to decrease the power
{b) turn off the rf power upon which the plaéma disappears
{¢) close the toggle and needle valves completely
(d) close the main valve of the gas cvlinder
(e) wait for 2 min
I ~ (f) open the H.V. valve fully to cool down the chamber {wait 45 min)
2. After cooling,
{(a) close the fan-type shutter
(b) close the H.V. valve
{(c) turn off the diffusion pump

(d) open the vent valve

(e) close the second water valve and remove the tubing
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28.

As soon as the sputtering module can be detached from the rubber ring of the

beli jar. close the vent valve.

. Unluck the counterweight and lift up the module slowly. Remove the target

from the J-head holder carefully and place it in its cover.

. Push down the module and lock the counterweight again.

. Unfasten the metal cover and the grounding wires from the module. Lift up

the module from its edge, grab the neck of the J-head and turn it over on the

desk. Turn the J-head slightly to remove the substrate with the sputtered film.

Turn off the mechanical pump and the water valve and vent the system.
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Figure 3.22: Schematic of the sputtering system
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Chapter 4

Modeling of the Waveguide
Characteristics

4.1 Introduction

In this chapter. the theoretical aspects of the optical waveguide propagation char-
acteristics are presented. The planar and channel guide structures are described
followed by the dispersion relations that are used to calculate the effective mode in-
dices as a function of the waveguide dimensions. The general vector Helimholtz and
Fresnel equations are also derived and their numerical solution is presented based on

the Runga-IKutta technique and the vector beam propagation method,

4.1.1 Waveguide structures

Here, both planar and channel guide structures are studied. The planar guide struc-
tures of Figs. 4.1(a) and (b). are of the step-index and graded-index type, respectively.
They are used to confine and propagate light along the z direction. The geometries
are asymmetric since the bulk index n, is different from that of the air-cover region,
n, = 1.0. For the step-index guides, the film index n; is homogeneous thronghout
its film thickness d, whereas the graded-index guides have an inhomogeneous refrac-
tive index distribution n(z) = n, + An,f(z) where An, = n, — n; is the maximum
index change and f(x) is any function describing the profile shape. For graded-index

channel guides. shown in Fig. 4.2. the index distribution n{z,y) = n, + An, f(z, 7).

81



(a) (b)

Figure 4.1: Planar waveguide structures: (a) step-index (b) graded-index

Figure 4.2: Graded-index channel guide structure
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4.1.2 Helmholtz wave equations

The propagation of electromagnetic lightwaves in an inhomogeneous, source-free

medium is governed by Maxwell's equations:

\zxﬁ—_;;.f = o
VX E+jep,H = 0 | (4.2
Toeb) = 0 (1.3

VA =0 (-h4)

with the fields having an exponential time dependence exp(yat). Taking the curl of
(4.2) and replacing (4.3) in the resnlt. the veetor Helimhoitz equation o E can e
derived as:

Ve-E

f

SE+ YV ( ) +ueE =0 (4.9)

with Ve # 0 since the dielectric term ¢ = ¢,n*(x.%.2) is inhomogeneous, I the
refractive index is uniform along z. the trausverse electric field components can he

written separately as Helmholtz wave equations:

) mpap _ 0 (10 a (1 on* ‘
VE +nhikEs = Ox (n'—' Or E:) dx (n'-’-a—y-Ey) (+4.6)

" oep o 0 (100 a {1 an* -
V°E,+n°kE, = 5 ("2 p E,) a_fl (;_:'3”—5';) (4.7)

A waveguide mode describes a set of electromagnetic field components that satisfy
Maxwell's equations and the appropriate boundary conditions. These field commpo-
nents maintain their spatial distribution as they propagate alonpg = with the propa- )
gation constant §: the phase term exp(—j;8z) is understood to be inZlmIml. Thu's.
(4.6) and (4.7) reduce to:

2 2 2 .
aaf: + %E;—:-} (n'-’-(:z:,y)ks - ﬁ2)E, =- - (n2 E—E,) = % (%% ,,) (4.8)
)

2
0
1 dn? 1 9n?
o+ s - 05, = -2 (5506 - 2 (55

92 B2
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These are the vector Helmholtz equations for the transverse electrie field components:
a similar set can be derived for the magnetic field. Note the coupled nature of the
orthogonal components E, and E, that occurs due to the graded-index profiles.
The above equations can be classified generally into two tvpes of mode solutions.
If we consider a 1-D planar guide with » = n(x) and 8/8y = 0. then it can support
transverse electric (TE) modes with E. = 0 and transverse magnetic (TM) modes

with H; = 0. For TE modes. the non-trivial field components are (E,. H,. H.) with

8E,

He = (4.10)
e
H. = ﬁ% (4.11)

and for TM modes, the non-trivial components are (H,. E;. E:) [1] with

— BH’I S 9
Es. = weon?(z) (4.12)
- - J 94
E. = we,n?(z) Or (4.13)
Equations (4.9) and (4.10) are now simplified into
9°E, ng _ 0 f(1an® _
a .! ﬁ )Ez = —E (;—2-—6;5}) . TM (4.14)
6' .
oy Y4 (n(z)k?-BHE, = 0 TE (4.15)

For 2-D channel guide profiles, n = n(z, y), (4.8) and (4.9) represent the coupled
E. (TM) and E, (TE) equations. If we neglect this cross coupling, the modes can be

classified as eitner quasi-TM or quasi-TE:

8’5‘ BE: 2 2 ang 0 (10m _
Gt + (0K - BB, = 5 (;-2-3?5,) , quasi—TM  (4.16)
8’E, &%E, 1 6n2

a + =53 a 2 + (ﬂ2(I, y)k2 Bg)Ey = "% ( ) y quaSi -TE (4.17)

n? 8y



4.1.3 Fresnel wave equations

The Fresnel wave equations are an approximation to the full vector Helmholtz equa-
tions. These Fresnel equations assume that the wave propagation is paraxial. Let
us presume that the transverse field components E; (E; or E,) can be expressed as
plane waves:

E; = W™ 7mrkes (4.18)

travelling along = in a homogeneous medinm where n, is a reference refracrive index.
Substituting (4.18) into (4.6) or (4.7) and assuming the ficlds are slowly varving
with respect to z. i.e. 8°¥,/8z* = 0. we obtain the coupled set of parabolic partial

differential equations:

_j2n,.k,,% = L,V +L;,7, (4.19)
A
in.k, pralli L,V + LY, (4.20)
where the differential operators are defined by:
] 13 2 v,
LV, = 5 |2 = a:c ‘I’,) + a7 Z 4 (n® - nd)kiy (4.21)
ai1e6 Y,
L,¥, = 3 _nlay( 3\11!,) + 7 L+ (n? - nd)kty, (4.22)
_ 0 '1 2 2 oy,
Laylly = ar |n? | n? 2 9y ‘I,"') Ozdy (4.23)
a1 9 oV,
LY, = 3 |2 5, 'Y )_ o (4.24)

The right-hand side of (4.19) and (4.20) can be expanded out and written more

conveniently using intermediate operators:
il

i2n.k,

where

B\Il,

° 8z
ov,

6.9

= (Ar+ A+ Ay + A)Y; + B, ¥,
(Ay + Ay + Az + A)Y, + B, ¥,

(4.25)

(4.26:):



r o

[@n  ond _1(om
or: Ordr n

(820 on 0 1 (an)"
an
dy

a2 " Bydy n
s 2[Fn  ond 1 (on) (on
¥ loydr  erdy n\dxr) \dy

&°n . ond 1 {6n
ordy Oydr n\or
These are the general vector differential operators for three-dimensional (x, y. =)

-~

structures. The vector properties are responsible for the polarization dependent prop-
agation of the optical guided waves due to the inequality of the £;; and £, operators.
The coupling between the two orthogonal polarizations occurs through the £;, and
L, operators. These general Fresnel equations will be used in the beam propagation
lgorithms in the following sections. The cross coupling polarization effects and the
re.ractive index gradients are taken fully into consideration. The only aproximation
made is that of paraxial propagation. Note that for planar waveguides with n = n(x),
the cross coupling between @, and ¥, vanishes and the waves are decomposed into

purely TE and TM modes that can be treated separately:

ko TE = (st A+ AN, TH (4.27)
j2nrka% = (A, +A)Y,, TE (4.28)
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4.2 Dispersion relations

Waveguide dispersion relations are important in the design of integrated optical de-
vices because thev convey the relationship between the effective mode indices and the
waveguide dimension. These relations are presented in many textbooks [1. 2], Hoere,

the dispersion relations for step-index and graded-index profiles are stated only.

4.2.1 Step-index profiles

For the special case of planar surface guides fabricated by rf sputtering, the index
profile has been shown to be step-like [3] with film index. ny. as shown in Fig. 4.1(a).
The well-established relations for such slab waveguides can be solved by applying the

continuity of the relevant field components to obtain [1):

ot + &2 + m7w
=8 TR m=012,... (4.29)
ko n? - Ayzf!

where the phase shifts ¢, and o: at the guide-substrate and air-substrate interfaces,

d

respectively, are:

o = tan™’ (x'\/.’\’;-’ﬂ - ni/nj — 1\’3”) s g = tan~! (x‘/Nf” - 1.0/n} ~ Nfﬂ)
(4.30)

and

_J1 TEmodes __ | 1 TE modes
X = (ny/ns)? TM modes X~ n3 TM modes

The exact TM mode field solution for this three-layer structure, shown in Fig.

4.3(a), is:

Aexp{—gq;z) 0<z<o0
Hy(z) = A{(cos(hiz) — & sin(hiz)} -D,<z<0  (4.31)

A {COS(h,‘Dz + gli-sin(h.-Dg)} exp(pi(z+ D;)) —co<z<-D;

where q; = ko /N%; — nk,pi = ko\[N¥;p — 0, by = koyfn§ — N7, and §; = niqi/ni.

Using (4.12), the corresponding electric field component E; = BIJ,,(:)/ME.,rl2 with
B =koNeys-
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4.2.2 Graded-index profiles

The WKB method can be used to obtain approximate solutions of the Helmholtz
equation for slowly varying inhomogeneous profiles. This method is well-known. espe-
cially it the quantum mechanics literature. and its applications to planar waveguides
has been discussed by many researchers [4].

For planar surface guides, the WKB integral relation

£t
kod [ﬂ (@) - Nidi =0, +0p +mr. m=0.1.2.... (4.32)

with @, and @, similar to (4.30) except that ny is replaced by n, (see Fig. 4.1(1)).
The other parameter 7 = z/d. and x, is the turning point defined by n(1,) = Ny,

The dispersion curves for the surface planar guides are generated by this method.

4.2.3 Four-layer step-index relations

The dispersion relation of a four-layer structure, used to model the Ga.4s photode-
tector etnbedded in .Al,O;, can be derived using the well-known transverse resonance
technique (TRT). It is based on the transmission line model of the transverse cross
section {5, shown in Fig. 4.4. The TRT condition requires that the total impedance
looking towards the cover region and the substrate region is zero, i.e. Z, + Z, = 0.
The TE and TM dispersion relations and further details are provided in Appendix 4A.
Since this method offers the dispersion relation only, the field profiles can be deter-
mined by solving the Helmholtz equation with the appropriate boundary conditions

-[6]. The TM solution for the four-layer structure shown in Fig. 4.3(b) vields:

[ dexp(—g¢,z) l<zr<o
A(cos(hjz) - f—f;sin(hj:r)) -Dy<z<0
Hy(z) = { A(cos(h;Ds) + & sin(h;Ds)) cos(r;(z + Dy))+

(& sin(h;Ds) - (2)° & cos(h;Ds))sin(r;(z + D)) ~Dr <z < ~Ds

na

| AHy(-Dr)exp(p4(z + Dr)) x < -Dr

(4.33)
where Dr = Dy + Dy, ¢; = koy/N3j; — 13, pa = koy[N2; — 03, hj = koy/n} — NZ,
= k.,‘/ng - NZH, f-lj = n%h,/ng and §; = n%qj/ng.
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L b, __;‘ i_i“ -é
O s ﬁ—‘
8, n; fi f, 4 % % %
b, b, —0O —~— —
[ z : Z
@ (b)

Figure 4.4: (a) Transverse cross section (b) TRT transmission line model
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4.3 Runga-Kutta solutions
4.3.1 Background

As we have seen. the propagation constant and modal field discribution can in general
e obtained from the solution of the vector Helmholtz equation. However, excepr for
a few refractive index profiles [1]. analytical solutions do not exist. Hence. one uses
cither approximate methods such as the variational method and the WKB method
or uses numerical methods to obtain the solution [7]. It has been shown that the
WKB method does not give accurate results for lower order modes close to cutoff
[8]. Hence. one must try another method to obtain more accurate dispersion curves.
vspecially in the single-mode region. One numerical method that vields promising
results [9) uses a simple Runga-Kutta technique after transforming the Helmholtz
equation into a first order linear (Ricatti) differential equation. Results show that

more accurate effective index values are obtained than by using WKB.

4.3.2 Computation of the effective mode indices

For a planar waveguide with n = n(z), the Helmholtz equations (4.14) and (4.15)

can be written as [9)]

%H [n*(€) - Nyl = 0. TE (4.34)
d*¢ 2 2n? 371 an?\? 1 d‘n‘ .

where ¢ = E,, for TE and ¢ = n(z)E; for TM with £ = z/d. Using

_1dé

¢ d§

(4.34) and (4.35) reduce to first-order Ricatti differential equations:

f’&% = —G? = Kd’[n¥(€) - N2,,) (4.36)
4G _ a2l 3 1 dn?\® d?n?/de?
s G* - ik2d [n €) - W (nz df) + SRIdn? - Ny (4.37)
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which are solved using Runga-Kutta techniques with appropriate boundary concdi-
tions. To obtain the boundary conditions on G. we observe that for TE modes. both
o and do/dS (proportional to tangential fields) are continuous everywhere, including
the boundaries. Thus. G is continuous everywhere. In air (n = 1.0 and £ < 0). (1.36)

and (4.37) become:
d*o

d—E,_, - k;';dl',[.-\"gf! - 1]0 =

with general solution

6(€) = Cy exp [kodg\ /N3, = 1] + Caexp [—k,de

Since the modal field must vanish away from the surface. then 0 = O as £ = ~ao0,

so that the second solution must be rejected. leaving us with
B & exp [k.,d{ =1

E :nce, the boundary condition on G is

L, _ Ldo o
G(E = O+) = G(f =1 ) = E}E o = kad Ac}'}' -1 (4.38)

However. for TM modes, H, and (1/n?)dH,/d€ (proportional to tangential ficld E.)

are continuous everywhere, and using (4.13) we get for H, continuity:

n(€ = 0%)d(€ = 0%) = n(§ =07)(£ =07) (4.39)

Similarly. using the above condition, we get:

1_dH,| 1 dH,
1“2(6) d& £=0* 7'2(E) dE =0~
and after some manipulations we get,
An, df

G = 0+) = kod(n, + Ansf(ﬂ))g‘/stf -1- ma’g - (4.40)

Sinice the refractive index saturates to ny, far into the substrate (i.e. £ = £,, £, = 00),

the field is expected to tend as exp(—k.d€\/NZ;, — n}) and thus,

G(f)]g-pg, = "kod\/ NEI! - n} (4.41)
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To summarize. for a planar surface or buried waveguide with given vilues of £,..
a (Or Tpeak). s An,. and f(£). the problem of computing .\,ss tfor a particular mode
is reduced to the solution of the differential equation (4.36) or (4.37) with boundary

conditions given by (4.38) or (4.40) and (1.41).
4.3.3 Single-mode field profiles

The numerical model is also useful for deducing the transverse modal fields E, and
H, as functions of £. Since ¢ satisfies a linear differential equation. the solution is
unique apart from a constant multiplier. Hence. without loss of generality. we may

assume the field to be unity at the air-guide interface (i.c. o(0) = 1.0). Since.

do .
d—f = G@t

~ the separable differential equation can be solved at anv arbitrary value of £ as:
£
o(&) = exp { _[u G(E')df'} (4.42)

Once Ngg; is determined, the integral is computed numerically using Simpson’s rule

110] with the integrand G(£').
4.3.4 Numerical methodology

Equation (4.36) or {4.37) can be solved numerically using a fourth order Runga-Kutta

method [10] as follows:

G, = G,+ %(k., + 2y + k3 + y) (4.43)
ki = Aal(E,G.) |
Fo o= AaT (e,, +22.G,+ %‘)

_2-!
ks = Azl (g;’+ %EG+’-‘2-)

ki = Azl(& + Az.G, +ky)
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where Gy is the value of G after o step of size Ar has been taken, G, is the houndary
condition expressed in (4.38) or {4.40}. The function [(£.G) represents the right
hand side of (4.36) or (4.37}). The associated truncation error is ~ ()"

The differential equation for G must be solved simultancously while “shooting’
[10] for the boundary condition at infiniry (4.41). This transcendental equation can
be tackled using the Secant root search method [10}. The aceuracy of the solution
depends on the value of §, which can be chosen arbitrarily. Hence. before proceeding,
one has to choose a value of &, and two initial guesses for N,;y. These two values
are related in the sense that. if Ny is not sufficiently close to the true value of
s {(which must be determined). the solution niay blow up even before € reaches
&,- Hence. the correct choice of the initial values of N,z and &, is quite important in

the analysis [11]. The following steps have been taken to solve the problem:

# Choose a low enough value of &, say 1.0 < &, < 1.5, and two initial guesses for
Nepp (my < N, < np + Any). The step size Ax is 0.005 and the new value of

Ness is determined by the Secant method.

¢ Increase the value of &, by 0.1. using the N.;; obtained above as the initial

guess to solve N.y; with better accuracy.

¢ The process is repeated until the desired accuracy of N,.pp (about 1 x 107 is

reached.

These steps can be easily programmed to determine the effective index of the mode
and its field profile. Typical computing times for these simulations, that depend on

the chosen value of Az, ranged from 30 s to 1 min on a SunSparcd siation.

N
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Figure 4.3: Discrete form of index at Ar/2

On a final note, it is worth mentioning that (4.43) can be used to accommodate
for index profiles that can be represented analvtically, such as the Gaussian and
exponential. However. in the event that n(z) is provided in discrete form, i.e. n(z;)
with z, = iAz, i = 0,1, 2.., ther some small changes to (4.43) need to be made. For

ky and k4, n(z;) and n(z, + Az) are needed and can be discretized in the spatial

domain to yield derivatives:

dn _ Mgy — 1y d*n Tiel — 20 + Ny

drx Az dz? (Az)?

However, for k2 and ki, n(z; + Az/2) is needed and not available in discrete form.
Hence. we define the index in between two discrete points as the average #; = (n; +

n,+1)/2 (see Fig. 4.5) and the derivatives (in central-difference form) now become:

dn _niy-n  dn _ ny - 20+
&~ Az 4R (BAz)2)

Finally, we note that the forward-difference form for dn/dx used for k, and k; and
the centrai-difference form used for k; and k3 was implemented in this way solely for

the convenience of numerical implementation.
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4.3.5 Effective index method

The effective index method (EIM) is a widely used anal\'ti(-nl tool in integrated optics.
First proposed by Knox and Toulios in 1970 [12]. it has lwvn improved and extended
to inhomogeneous channel guides by many researchers including Hocker and Burns
{13]. Basically. the method describes the reduction of the 2-D Helmholtz equation
into two simpler 1-D equations. The version described below has been modified 10
. create a vertical effective index profile instead of the conventional lateral profile. In
this thesis, the EIM was used to complement the 3-D BPM by providing the initial
2-D field profile. In addition. this profile is used in mode mismatch loss caleulations
to be presented in Chapter 5.

We begin with the vector Helmholtz equation for the quasi-TM mode represented

bv E (z,y) that satisfies (4.16). A separation of variables approach is then used:

E:(z,y) = F(x,y)G(z) (4.44)
and (4.16) becomes:
&F .0°G _0°F _aF3G ) dn 20
G6I2 +F6.’L'2 +G6y- +2 a’a +Uu n°(x,y)— 6 WG = (a) F(‘—;EF'(‘
(4.45)

Since most of the gradient in x is taken up by G(z) then the first and fourth terms of

(4.45) can be neglected. Defining an efiective index function in the depth direction

Negr(z) by:

326' 2 7 2 0"1:
and substituting it back into {4.45) reduces to:
&*F
Wt k2 (n*(zi,9) = N3 () F =0 (4.47)

Equation (4.47) is solved using the Runga-Kutta method, described in Section
4.3, along the lateral ¥ direction for each different value of z; in the vertical direction.

This is analogous to solving a planar, one-dimensional waveguide problem extending

95

/



n(x,y)

Figure 4.6: Schematic of the EIM

infinitely along y. The root-searching technique provides for the vertical effective
index function N,;s(z) and F(z,y) for all the z values. Then, (4.46) is solved to
vield G(z) and 8 for the planar waveguide problem extending along z. To calculate
B for a particular polarization, one must he careful to choose the proper modes for
the two one-dimensional problems. Forl example, the calculation of the TM mode
(Ey{z,y)) channel guide propagation constant entails the solution of the TE mode
planar problem along y in the first stage and the TM mode problem along z in the
second stage. This is because the E, field, normal to the waveguide surface of the
2-D problem, becogies equivalent to a TE mode field parallel to the z direction of
the first 1-D problem and a TM mode field normal to the surface of the second 1-D

problem. Fig. 4.6 outlines the method graphically.



4.4 2-D finite-difference vector BPM

4.4.1 Introduction

In 1978. Feit and Fleck developed the beam propagation method (BPXND to caleulate
the modal properties of multi-inode optical fibers [14]. In the ortginal BPM scheme.
the wave propagation was modeled as a spectrum of plane waves in the spectral
domain. Then the fast Fourier transform (FFT) was used to solve the paraxial
wave equation linking the spatial and spectral domains.  This method has come
to be known as the FFT-BPM and its accuracy and applicability have heen studied
extensively [15. 16]. The paraxial (Fresnel) wave equation may also be solved directly
in the spatial domain by a finite-difference scheme involving a split-step technique.
The beam propagation method using finite differences (FD-BPM) to solve the scalar
paraxial wave equation has been compared to the FFT-BPM and shown to be superior
[17. 18]. |

Although these schemes have been used extensively in the literature. they can
only solve the wave equation under the scalar approximé:ion in which the electric and
magnetic fields are simply assumed to be continuous across all boundaries. This miay
be adequate for some devices. but not for those with birefrigence and abrupt index
changes [19]. One cannot neglect the vectorial nature of the guided waves in these
cases. A vector beam propagation method based on finite difference schemes (FD-
VBPM) has been developed [20} with a detailed analysis and assessment performed
for a 2-D step-index slab waveguide directional coupler structure [21]. In this section,
we describe the 2-D FD-VBPM formulation, our new improvements to account for
GRIN structures [22] and the method used to calculate the propagation constants and
modal eigenfunctions. in addition, some numerical results are included and compared

to those computed by the Runga-Kutta technique.
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4.4.2 Numerical algorithm

The paraxial wave equations (4.27) and (4.28) are solved using a finite difference
method in which the spatial domain is discretized into a lattice strucrure defined in
the computation region. The fields at the lattice point (. 2) is given by o+ = /Ar and
= = 1Az and represented by Wi (i) and ¥ (). for TM and TE modes. respectively,
As presented in [21. 23]. the operators £, and £,, can be approximated with

i .-,-l‘I’ (i+1)=[2- H-l - R t]q';(i) + -T.’-:‘I';-(*" -1)

g2 (Ax)? (4.48)
where
{ 2("%;1)2
Tt = WP+ G 49
R = Tj,-1 (4.50)

are index parameters across the interfaces between iAz and (7 £ 1)Az. In addition.

the other operator is given by

Wi+ 1) — 20 (i) + ¥l (i -

2npkolyy Wy = (Az)?

+(( 7 = nd)k! (1) {4.51)

An implicit weighted finite difference scheme (with weight w) [24] can be used to

solve (4.27) resulting in a tridiagonal system of linear equations

AP ARG+ 1) 4 Al (i - 1) (4.52)
= AV + A W+ + 4 v6i-1)
where
I+l _ “’Az 2- R~ RN e 22
A 1 2konr { (Az)g ((nl ) nr)ko
h i _ . WAz
4i:i:l '7211,]&0(.&.’1:)2
(1= w)Az 2-Rl., - R, 12 _ o2\p2
4- =147 ) 2konr (AI) - ((ni) - nr)ko
_ Al ( w)TrilA"
N il = 2n,k (AI:)2
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For TE modes. the tangential transverse fields are cominuons across the imertaces
and hence. T)., = 1 and R\, = 0. This tridiagonal system is solved using an

elimination method [10).

4.4.3 Improved GRIN formulation

Although this scheme works well for step-index structures [21]. improvements must
be made for the TAl mode in GRIN structures [22]. The wain reason for this is
that the operator £, in finite difference form has not been represented accurasely
for inhomogeneous index profiles. The first term on the right-hand side of (4.21) as
expressed by (4.48) is insufficiently accurate since:

3 1 0 3"‘1’,
(n-(:r) Bz 2(3:)‘11:)) or®

To correctly account for the index inhomogeneity, the partial derivates of n{x) must

be included. This modification results in an improved operator £,

M-lq" (3 + l) (0 - R3+1 - Rl !)\I" (7) + ‘I’Sr("

MnpkoLsz ¥y = o (4.53)
2("1‘4—1 - 2"1‘ + "L—l)q,f (’) + 2("i-ﬂ-l - "f)(\pﬂ-(’ + 1) - ‘1',1-(7))
ni(Az)? 7 nl(Az)?
2(nj,, — n)*
-(;—,‘M—\Iﬂ (1) + ((n')* = n?)k2¥! (3)

with £,,, T/, and R;:) remaining unchanged. These three new terms are now

incorporated into (4.52) leading to an improved tridiagonal system: where

- gl (2= R

=1 14142 24,2
o \ T A ’”‘“}

. wAz nitl — pl¥! nltl = pl+1\?
+J I+1 -\
kon,.(Ax)? n; 1,

j wAz altl -l
4‘_“ . TUAZT;':l
= oneka(Az)?
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b Al—w)dz 2RI =R, Pyr g
A,=1+ T ENSE = ()" = npkiy,

{l—w)Az [ (nl_, -nl _ ., —nl 2
= kot (AT)? n! 7!

(1= w)Az o, —nl
by = o=
Ay =7 pky(Ar)? {T"' * ( n'

. (1 - w)A:zT_,
.k, (Ar)?

No adjustment is needed for TE modes since the partial derivative 829, /o

-
Ao =

does not include n(z. z) as shown in (4.28).

4.4.4 Transparent boundary condition (TBC)

At the edges of the computational window. a numerical transparent boundary condi-
tion (TBC) that allows the traveling waves toward the edges to pass through freely
without reflection is implemented [23]. For example. near the boundary at the right
end of the computational window along the z axis {i.e. z = A/Az). the field ampli-

tudes should satisfv

S = ik, (4.59)
or in finite-difference form
WELA) = WM = 1)t (4.55)

where the transverse complex wave vector k; is computed from the previous step by
calculating the ratio ¥! (M - 1)/TL(M —2). As long as the real part of k, is positive.
there will be radiative energy flowing out of the problem region. The TBC'’s are shown
to be superior to the conventional absorbing boundary conditions. In addition. their

implementation is relatively independent of the waveguide structures.

4.4.5 Propagation constants and modal eigenfunctions

The computation of the modal eigenfunctions and propagation constants are very

useful in the design stages of the device. The field distribution that satisfies (4.27)
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can be represented by the superposition of a mode eigenfunction

Ue(r.2) = Apug () exp(—jdpmz). (4.56)

The paraxial eigenfunction u, (x) of the nth mode is identical to that of the Helmhottz
equation though this is not the case for the eigenvalues. The Helmboltz propagation

constants G, are related to the paraxial ones 3, by the relation [26}:

dn = ko1 + 23,/ kuny. (4.57)
[u the course of the BPM calculation. the correlation function
P(z) = [ O (. 00, (2. =) (4.38)
is computed and multipiied by the Hanning window function
HWW(z) =1 - cos(27z/Zmar) (-1.59)

where Z,,,, is the maximum propagation distance. The Fourier transform of the
product of (4.58) and (4.59) is performed at the end of the computational run using a
standard FFT algorithm. The eigenvalues g, are determined by locating the resonam

peaks of this modal power spectrum. The eigenfunction is determined by computing

numerically the integral [27]
zmu.r
up(z} = constant x f W (e, 2) HW (2) exp(j Bpn =)z, (4.60)
0

The eigenfunction computation can proceed simultanconsly with the FD-VBPM so-

lution for ¥, using the calculated eigenvalue,
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Figure 4.7: FD-VBPM simulation of‘f;ropagating TM mode in planar buried guide

4.4.6 Resiits and discussions

A typical 2-D improved FD-VBPM simulation of the propagating TM wave in a pla-
nar buried waveguide is shown in Fig. 4.7. The index ptofile n(z) was calculated using
the concentration profile of Fig. 2.6 with ¢, = 100s (see Section 2.3), An,(TM) =
0.0134 and ny = 1.5125. The initial field profile at 2 = 0 was calculated using the
three-layer TM field solution of (4.31) with n, = n;, n; = maz(n(z)) = 1.5162888
occuring at T = Zpear, D2 = 5.0 um, and Ny, = 1.5156 deduced using (4.29). The
value of D, was chosen roughly to account for the buried guide field width. Also, the
midpoint of this 3-layer structure was chosen to match that of the GRIN buried pro-
file in the BPM program. The chosen step sizes are Az = 0.5 um and Az = 0.02 um.
The compﬁtational window sizes are Xp,: = 20 um and Znq; = 500 um. The weight
w = 0.53 and the reference index n, = 1.5125 = n), were chosen for this weakly-
guiding structure 21} with An,(TM) = 0.0134. This particular run took about 55 s
.on a,SunSpaicS.
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The improved scheme was assessed in the calenlation of single-imode T propa-
gation constants for two GRIN profiles. namely Gaussian and exponential. The step
sizes Az and Ax were chosen as 0.025 pm with the lateral and longitudinal computa-
tional windows equal to 25 um and 1638 um, respectively. The chosen « was (.53 and
the optimum n, = Npy was calculated by the Runga-RKutta (exact) method |97 than
provides for an accuracy of < 107" in the value of the effective index. A teansparem
boundary condition was used at the window edges [25]. Both strongly and weakly
guiding samples were tested for cases close to and far from cutoff. The surface in-
dex changes An, varied from 0.0113 to 0.13 that are tvpical of ion exchange iu glass
{bulk index n, = 1.5125) and of annealed proton-exchange in LiNbOy (1, = 2.20) at
Aq = 0.6328 um. The results (see Table 4.1) show that there is no difference hetween
the existing and modified schemes for the weakly-guiding case. However, the devia-
tion § between them is more evident for the guides with the larger index change and
even more serious for those operating close to cutoff. Fig. 4.8 illustrates the modal
power spectrum for a Gaussian profile defined as n(z) = ny + An, exp(—x?/d?*) with
the effective depth d = 0.30 um and An, = 0.13. The improved scheme shows closer
agreement to the exact effective index in comparison to the existing scheme. These
deviations were also verified using the Runge-Kutta method. with and without the
index gradient terms, and were found to vary from 2 —4 x 10~ for the strongly gnid-
ing case and about 1 x 10~° for the weakly guiding case. Although only Gausyjan
and exponential profiles were tested here, such improved accuracy is believed to occur

also for other GRIN profiles.
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209

2212 2215 2218 222

Effective index Ne (x 10° )

existing (dashed line) and improved (solid line) schemes

1 2224

Ar, d Nets Ness Neyy 161
(profile) (um) | (exact) | (old BPM) | (new BPM) | (x10~4)
0.0113 1.10 | 1.5131200 | 1.5135062 | 1.5135062 0.0
(Gaussian) | 2.00 | 1.5164097 | 1.5167959 | 1.5167959 0.0
0.1300 0.30 | 2.2139642 | 2.2166662 | 2.2143505 | 23.16
(Gaussian) | 0.50 | 2.2472587 | 2.2495748 | 2.2476448 | 19.30
0.10 0.40 | 1.5257407 | 1.5272848 | 1.5268080 | 3.86
(exponential) | 0.55 | 1.5356583 | 1.5372024 | 1.5368165 | 3.86

Table 4.1: Comparison of Nz using existing and improved FD-VBPM schemes
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4.5 3-D vector ADI-BPM formulation
4.5.1 Introduction

Recently. there have been a number of 3-D vectorial BPM schemes reported, A full
vector FD-BP) based on an explicit scheme has been studied. although it is only
conditionally stable for a small propagation step Az [28]. A numerical scheme based
on the alternating-direction implicit (ADI) method has been applied to vib wavegunides
although only in the quasi-vectorial approximation [29]. A full vector BPM based on
a block iterative ORTHOMIN matrix solver has been implemented [30]. Recemly.
a 3-D BPM based on a joint FFT and FD scheme was also studied [31]. Al the
above 3-D schemes that treat the full vectorial nature of the ficlds have been applied
numerically on step-index waveguide structures. However, the Fresnel operators in
a finite-difference form do not include the terms that account for ¥n*. Although
this approximation may be valid for weakly guiding structures, it causes significant
deviation for single-mode guides with large index changes. In this section, 3-D GRIN
strucutures are studied using the full vector ADI BPM. The cross coupling cffects
between the transverse electric field components and the refractive index gradients

are taken fully into consideration.

4.5.2 Finite-difference scheme

The Fresnel wave equations (4.25) and (4.26) are solved using a finite-difference
method in which the 3-D spatial domain is discretized into a lattice structure. The
fields at the lattice point (z.y. z), where r = iAzx, y = jAy and z = [Az, are rep-
resented by ¥, ;. and ¥} .. As discussed in [21, 23], the second-order intermediate

operator can be approximated by a five-point central-difierence scheme

.A ‘I’ - T;’+1.J"I’l:.i+l.j - [2 - R:'+|.J' - RS-IJ]‘I’LJJ + T}l—l.jq’;
T T ==

(Ba)? = e
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where

Anl_, )

! 1=l .
., = Y 1.62
= fni..l,)- + ()2 (36
Risy, = Ty, - (1.63)

with the transmission (T2, ) and reflection (R]_, ) parameters across the refractive
index interfaces between Az and (¢ £ 1)Az. In addition. the other operators are:

‘Iz:: 1 )‘I'.ru'l'q’

— Tug—1 .
A, = VL (4.64)
0y, 20+
A, = (_\';_)' 2l (4.63)
T —2=RL —R . T W |
. \I,’ = i3+ T pdg+l i3=~1 Fa=U T i T A= V=t 1.66
Ayl Ve (4.66)

Note that in (4.66), the transmission (T} ., ) and reflection (R! ., ) parameters across
the refractive index interfaces between jAy and (7+1)Ay. The other GRIN and cross

voupling operators are derived as:

! ! ! Loy 2
4w, = 2 ity T Mg ) _ (Miey = M) | g
mEr = (AL)" n"j nl . E RN
* 1]

n!t , -
+ _\.1) ( - )‘I"“"’ (1.67)
AW, = '-J- _ n‘i".j+l_n€-j : \I’f
yn Xy (A'!,‘ n{'.j TR
l
B.W = rr"r-i-lw-!-l "E.jnli,j-!-l - "£+l.j”’i._1+1 + ("’i.j)g ey
Tyt A.LAU ("i,j)Q g
l d-I
nn -n.nl b+ (nh )
B, ¥, = :4—1J+| 1,41~ T, M4 7% ] \I"
vx A:z:Ay (nf;)? Tih
|+1 J ni.j o

In Section 4.4, an implicit weighted finite-difference scheme (with weight w)

was used to solve the Fresnel equations resulting in a tridiagonal system of linear
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equations. ADI methods used for 3-D problems preserve the wridineonal foature of
the 2-D scheme by first solving a sequence of 1-D equations along r. then another
along y for every Az, The operators in (4.25) and (4.26) must be split carcfully into

two steps {29. 32]. The first equation is solved for ¥5"'/* using ¥, and ¥ along

for j =0....\:
141/2,g,1+1/2 1142 2 l+1/2 14172 o i+1/2 -
AT L AT W ANV e = (.71
o
utJ\I.cz_; ' t,n.;-.-quuﬂ 'lyu !quu-i"B ‘I’,“J |--l_;q£u-
where
Rt +1/2 ! 1
gl g ; (2- 'IIIJ -.5) _ ((ny, Py - ke
TR 2k 1, (Az)? 2
12 14l 1412 :+1/..
+j wilz n;_y r,J" \ _ n,+,’, -1,
.’.‘,,,‘".,.(A.’L‘)z 1!1—:1/- ) Tll,':l/"
. 14172 1+1/2
Qe wAz Ti*V2 L 9 Mg,y = My /
i+l — J2H,-k,,(.ﬁ.’l.’)2 i+1,J - ":.;1/2
qlFe j wAz T:Hll{;
TEily T oy ka(Ax)?
Aoy L wAs 2 () -k
wid = 2k, (Ay)? 2
Al = (1 —w)Az _ 4
wig+ = T o g vt
! a
B’ =—j Az ni,jni-i-l.j+l " na g+l "£+l.j"‘li.j+l + ("l.:.j)'
Fnd Nk, AT Ay (n,-‘ i)

~ i !
zi+lg nek,AzAy nf ;

Then, the second equation is solved for Wi+ using ¥.F'/? and W along y for i =

0,.M:
ATLORL + AT Y ATV = (4.72)

{+1/2.50+1/2 i+1/2 Lt1+1/2 l41/2 L l+1/2
41:1.1/ ‘I’::,J/ + Al: H{I,J‘I': l-!fl J + Al: l-!l.J\I’I i=1,j + B:‘: :‘J‘p!y %) + B:‘: t+1.1q"y.t+l.1

(\{ 107 =



where

g A { 2 (i) nsu-;-:}

vig 2k.n, | (Ay)? 2
o wA:
Apige = Jm -1y,_, )

a1 gy (L w)As f2 RIZ - RO ('3 = ndas
R T (Az)? 2

14172 14172 2\ 2
L= [ (1P RY (el
kone(Az)? n 131/- 1:’,-3”2
1+1/2 14172
_lll-h— (1 - w )—\: Ti+l/’ \ n::lfj —n,;
Litly = anr (A_.L.)z 1+l 2 nl_-s-l/..

L 2%
411+% _ (1= ) TH-”?
Maim1g = T (A7)

The solution ¥+! js now used in another similar set of ADI equations to deter-

]

mine \Il‘y. As before, the first set of equations are along z for j =0, ..\

Ci-';.l.ruq';:g2 C;ti-llza‘p:::{lzu Ciﬂ- ‘I’;tl_/f,; = (4.73)
y.,,‘I';“,, +G, 1-J+1‘I’v ij+1 Cslru lq'yu- B;!; w‘I’fnJ + B, lJ+l‘I’£’:.iJ+I
where ‘
1

oz oy wAz [ 2 (i - kg
i 2k.n, | (Az)? 2
w12 . WAz 1+1/2
Crit1y = JW CHl

o g LmwAS (2Rl R unz,,-)ﬂ—na)k;-:
b 2k,nr (Ay)? 2

it (o) (g rl)')

a-was nlyy = n
C;r-i-i+l == gnr ko(Ay)R T.J+l +2 L;f“—l

L%
i _ (1 - w)AT},_,
Coaim = =T33 B
B! Y "s.j"f‘ng-c-l -nﬁ.j"fﬂ.; n£+l.jnli.j+l + (”15.,')2
vid = nrko AzAy (nl;)?
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B ‘ A: ”l:-l.a - ”i.:
pag-t = ko AT AY n'

)
followed by equations along y for i = 0. ..\/:

I+1 i+l 1+l pl+1 I+1 +1 -
Cle‘I’vlJ-i-CJ!J-H PRNLa! Cut] l‘puu; 1 = (4.74)
e I+172 1172 qi=1/2 bty gl R Lekie !
Cxu '11,“_, Clrr-v-l,: ur-*-lJ+C1rr la u#—U""Buu Fuy Buu-—l u;»l

where

v I ey (39) 2

oA = 1+1 1+1 141 T4y 2
+j wAs M-y = Wiy \ _ e = 18
ku"—r(Ay)"’ ﬂl-sl n i-:l

! !
C:I—::T+l = J___u,..\.. TH—LI +2 -11,:','.14.1‘“1!,";'
2n.k(Ay)? | "

Cc!+l —_ wAz Tl’jl

=1 = J‘)nr ko(Ay)*
Cll.H/g =1 +j(1 — w)Az { 2 ((n“‘lu) Tl.;')kﬁ}

C'- - 1 '“.'.L: {( Rl gl P,J ;) ((ni:l)." - ";.!)k:..:}

EXX Fomr | (B2 2
e _ L (I=w)Ar e
Cliis; =— i FAT) C1:5

As an example, one can model TM mode propagation by initially calculating ¥,
at = = 0 by the EIM described in Section 4.3 and setting ¥, to zero. Then, using
(4.71), one solves for WE/2 which in turn is used to calculate 5! via (4.72). To
calculate ¥, one solves (4.73) for WL*!/? using P, just calculated which in turn are
used to determine \Il;‘” via (4.74). The assessment of this 3-D scheme on our GRIN

channel-guide devices will be presented in Chapter 7.

4.5.3 3-D implementation of the TBC

The TBC is also used in our vector 3-D ADI scheme [33). This conditiou accounts

for plane waves that impinge on the boundary at an angle which is an improvement

over the simplified TBC [25] (referred to-as STBC). We have found that the STBC

alone is not sufficient in the 3-D scheme leading to numerical instability.
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Let us look at this in more detail. The method proposes to seleer the complex
propagation constant k, that is depenuent on the angle at which the wavefront im-
pinges on the boundarv and the relative mesh spacings. as shown in Fig. 4.9. The
right boundary is considered here: the treatument of the other boundary is essentially
identical. We first consider the case depicted in Fig. 4.9(a) where we are looking at
a cross-sectional view of the waveguide structure in the r — = plane. The value of &,

is computed as

}
exp(jk,Az) = Vo rt-mrncy (4.75)

‘p.r.M -mrac—-1.

where mypge is found by simple geometrical considerations to be
m Ar ks
TBC = 7=
: .. .2
AT kg ~ k2

and the value to be inserted for &, in (4.76) is that determined from the previous step.

(4.76)

Note that the field is computed at mesh points further from the boundary. reflecting
the steeper angle made by the phase front, or possibly a larger step size. Next,
consider the opposite case shown in Fig. 4.9(b). Here. the value of kr computed
from mesh points A — 1 and M — 2 are expected to provide a good estimate for

propagation. Thus. we underrelax the updating of &k, according to

‘I‘:.M-l.j

¢t = a, 3 + (1 =a.)¢ (4.77)

A2,

where the parameter ¢ is related to &£, via the relation
¢ = exp(jkrAz). {4.78)

The relaxation parameter a, is taken as

g =22t
Ak

As for the other direction along y, a similar procedure is implemented by solving for

(4.79)

k,. Both of these TBC algorithmns are also used for the ADI equations to solve ¥,.

Thus, in practice, the following procedure is implemented for the 3-D TBC:
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¢ Compute the right-hand side of (1.79) and test its magnirude

e If it is greater than or equal to unitv. we round it to the nearest integer. interpret

it as mrge and apply (4.73)
o If it is less than unity. we interpret it as o, and use (4.77) 1o compute &,
¢ If the real part of k; is negative. it is reset to zero
¢ The value of ¥, at the boundary point is redefined to satisfy

\IIII.J\I.J = ‘I';.:u-l._, exp(jb,Ar)

using the value of k&, just calculated

¢ The next propagation step is performed using the simple condition
I/ )

is

‘I'Z\’I.J = ‘I',::{l—l.j exp(jk;Ar)

The above procedure has been used successfully with the TBC algorithm being ap-
plied along each row and column. In this case. the values of &; and k, are allowed
to be different for each row and column accounting for variations of phase tilt along

the boundaries.
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4.5.4 Typical simulations

The full vector BPM (FV-ADI) was tested on a weakly-guiding buried channel guide
with parameters W = 4.0um, t; = 20min, ty = 2.0min. ET = 98.51/mm and
T = 385°C. The concentration profile ¢(z.y). calculated in Chapter 2. is used to
determine the index profile n(z,y) with ¢(z.y) = f(x,y) as described in Section 4.1.
with Any,(TM) = 0.0108 and n, = 1.5208. The initial TM mode field profile E,(x.y)
at z = 0 was calculated by the EIN. The step sizes are Az = 0.5 pm. Ar = 0.02 um
and Ay = 0.2 um. The computational window sizes were Xyor = 20 um. Yyor =
10pm and Zpmg; = 500 um with weight w = 0.53 and reference index n, = 1.5208.
For\' tais weakly-guiding case (An, « 1), the cross-coupling terms are neglected [21]
vielding a much simpler numerical quasi-vectorial (QV-ADI) scheme for quasi-TM
propagation using (4.25) only with B, = 0. The contour plot of the buried field
profile is shown in Fig. 4.10(a). This particular run took 72min to complete on a
SunSparcd. ldentical results are obtained for the more accurate FV-ADI, however,
at the penalty of twice the computation time. |
On a final note, it is also interesting to compare this field profile to that of nr
circularly symmetric optical fiber in the Gaussian mode approximation, exp(-(r? +
y?)/w?) [34] with w; = 2.30 um centered at the same position as the buried channel

guide, as shown in Fig. 4.10(b). Note the similarity between the two profiles.
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4.6 Appendix 4A

The TRT is used to derive the dispersion relation for the four-laver complex index

structure. First, we write the wave impedances for TE and TM modes as:

7 = whof/kzi. TE
"7 kpifwein?, TM

where k;; = k,\/(n.-)2 - (Ngy)? and i = 1,2,3,4. If we assume field guidance in
regions 2 and 3, then Re(N{;;) < Re(np),n;. Using impedance transformation:

z = Zzl+jzzt8n(kx292)

?Z; + jZ, tan(kzDy)
R ey (80
and since Z; + Z, = 0, we arrive at the TE mode dispersion relation:
(kzz + kz3)(kzokzs — 010z sin(kzo Dy + kzaDs)  + (4.81)
(kz2 = k23)(Ks2kzs + Q10z4) sin(kzo Dy — kzsDs) — '(4.82)
(kz2 + kz3)(Qztkzs + ka20zq) cos(kzo Dy + kzaD3) - (4.83)
(k2 — kz3)(0z1kzs — kzaQzq) cOS(kzaDy — kpaDy) = 0 (4.84)

where kz; = koy/nf ~ (N&;/)? for the regions i = 2,3 and for regions 1 and 4, with

field evanescence, az; = koy/(N. 5102 —n? and ky = —jay with i = 1,4, Similhrly,
for the TM tode:

(Kur + Kes)(KuaKos — AmAwsin(kaDy + kD) + (485)
(Kiz - Kes)(KaaKaa + Anidst)sin(haDy ~ kusDy) = ,-(480)
(Kz2 + Kz3)(An1 K23 + KzpAzq) cos(kzo Dn + kzaDs) - (487) -
(K~ KallAnkia = KacsoubaDs - kaDs) = 0 - (488) !

where K, ; = kyi/n? and , kzi = ko n, (N'=)2 for the regnons i=2, 3 For reglon
(N‘)"‘ and a,i = -Jk"

1 and 4, with ﬁeld evanescence, A,. = a,;/n‘, k,, k@‘ n2

Wlth i= 1:4
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Chapter 5

Wavegtiide Characterization

5.1 Introduction

In this chapter, the theoretical modeling and experimental characterizations of the
plahar field-assisted ion-exchanged waveguides and the Al;O; sputtered guides are
presented. The propagation characteristics, such as the refractive index profile and
dispersion curves, are determined and compared to the effective mode index measure-
ments. Parallel to this, the diffusion characteristics measured by EPMA, such as the
L'*-ion dopant profile, are presented. The results from these studies are also used to

predict the characteristics of the buried channel guides.

5.2 Propagation characteristics
5.2.1 Background

The field-assisted ion-exchange process has been shown to have advantages over the
thermal exchange owing to the drastic reduction in the diffusion time. It is also
possible to-obtain various refractive index profiles [1], including the step profile [2, 3].
in planar waveguides. Furthermore, this exchange has been used in a two-step process
for the fabrication of deep, buried waveguides made by Ag*-ion exchange [4] which
are attractive in the design of passive devices optimized for efficient coupling with
optical fibers. The field-assisted K ™-ion exchange was previously studied for chemical

strengthening in commercial glass [5]. This process has led to low-loss planar and
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channel buried waveguides in soda-lime and BKT glass {6] and reproducible directional
couplers [7]. Recently. this technique has also shown promise in the demonstration
of integrated optic lasers on neodymium doped soda-lime glass [8].

However. a detailed characterization of the planar waveguide properties such as
the effective field-dependent diffusion coeflicient. guide depth and index change in
soda-lime glass is lacking. Here, we report our experimental results of these charac-
teristics for TE and TM modes and establish simple formulas for this coeflicient and
waveguide depth {9]. These relations would be useful in the design of passive devices
which use field-assisted A'*-ion exchange waveguides as basic structures. >

The characterizations of the purely thermal migration of 4¢* ions [10] and I\'“j
ions [11] in glass vielded a square root dependence between the eflective waveguide

depth d and the diffusion time t, as given by

d=/D,t, (3.1)

where D, is the effective diffusion coefficient dependent on the temperature T'. For ex-
ample at T = 385°C, D.(TE) = 0.0649 um?®/min. and D.(TM) = 0.0637 prm*/wmin.
for K'* ions in soda-lime glass [11]. However, for the electromigration of silver [12, 13]
and potassium ions [3, 6], several researchers have found a linear relationship between
d and ¢. In particular, for low values of the total applied electric field ET, the diffu-

sion term can not be ignored. For Ag* ions, Ramaswamy et al. found that a linear

—

combination of the diffusive and electromigrative terms [Eq. (12) of [12]] was more
suitable for expressing the guide depth. Here, a similar approach can be adopted [9)

and hence,

d=D.t + F.t + K, = O (5.2)

C e

where F, is defined as the electromigrative coefficient and K, is a constant. This

coefficient is linearly proportional to the applied field ET such that
Fo= pg EZ'
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where jey is the A -jon mobility in glass. The importance of establishing refations
(5.2) and (5.3) is that. given the fabrication conditions (ET.1.T) for a waveguide.

one can easily determine the guide depth without the need for further measurements.

5.2.2 Experimental observations

To fabricate the waveguides, the glass substrates were placed between symmetrical
stainless steel half-cells isolated by Teflon seals in a container. as described in Chapter
3. Potassium nitrate crystals were placed in small steel containers suspended just over
the half-cells. Once the furnace reached equilibrium at 7 = 385°C. the melt was then
poured into the anode and cathode cells and a constant voltage was applied across
the sample. Electric fields £, and diffusion times ranged from 5.3 to 52.1 V'/mm and
2 to 20 min. respectively. The samples made for ¢ < 2min will be presented later.
To overcome the preliminary difficulties of substrate cracking, the samples remained
in the furnace for an additional 10 min before cooling in air.

We ohserved that the ionic current decreased sharply to about one-half its initial
value in the first minute of diffusion and then decaved exponentially with time, as
shown in Fig. 5.1. This phenomenon was also reported by other researchers (5. 6]
and can be explained based on ion-exchange theory. Since o # 0 for soda-lime
glass. a constant applied field will not result in a constant ionic flux. This can be
deduced from (2.13). Since the concentration of K ions increases with time and E, is
fixed. then the term (1 — acy). which is proportional to the ionic current, decreases.
Furthermore, when the applied voltage was removed and the two half-cells short-
circuited through a voltage meter, an average value of 1.31" was measured for all the
samples. This voltage decayed to about 0.5 1" by the end of the cooling process. This
potential drop V, (battery effect) was also observed by previous researchers [12, 14]
and can be represented by a constant field E, so that ET = E, — E,, where E, is the
applied ﬁeld.r In terms of voltages, ET = (V, — V;)/dy. where V; the applied voltage

and d,,; is the substrate thickness.
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Eqo= 10.6 V/mm

t =15 min.

~&
]
"".-.-..__.
-0-0-¢
~0-0-0

lonic current (mA)

0O 2 4 6 8 10 12 14 16
Time (min)
Figure 5.1: Typical example of ionic current variation with time

5.2.3 Data reduction and dispersion cutrves

From the measured effective mode indices, presented in Tables 5.1 and 5.2, the re-
fractive index profile can be deduced. We have chosen a direct, statistical approach
that involves a priori knowledge of this profile {10, 11]. The crux of the method lies
in finding a suitable refractive index profile for which a solution to the WKB disper-
sion relations yields effective indices that fit as closely as possible to the measured
oﬂes. The choice of the profile is based on jon-exchange theory and is justified by
the successful reproduction of the measured data in comparison to the theoretical
curves. Another popular approach is an inverse method, known as the inverse WKB
method [15], which involves reconstruction of the index profile from the mode indei

measurements. This method is only accurate when many modes are measurable.
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Wog.#

17 39 41 37 14 38 29 22
TE,|1.5196 | 1.5215 | 1.5217 | 1.5206 | 1.5223 | 1.5230 | 1.5204 | 1.5221
TE, | 1.5140 | 1.5169 | 1.5178 | 1.5156 | 1.5192 | 1.5210 | 1.5154 | 1.5190
TE, 1.5125 | 1.5136 1.5155 | 1.5181 1.5153
TE; 1.5148

Wug.#

15 21 8 .32 33 2 30 5
TE, | 1.5232 | 1.5235 | 1.5236 | 1.5222 | 1.5232 | 1.5235 | 1.5227 | 1.5235
TE, | 1.5219 | 1.5227 | 1.5229 | 1.5180 | 1.5214 | 1.5225 | 1.5204 | 1.5230
TE, | 1.5199 | 1.5213 | 1.5218 | 1.5137 | 1.5189 | 1.5212 | 1.5174 | 1.5224
TE, | 1.5176 | 1.5197 | 1.5207 1.5163 | 1.5194 | 1.5141 { 1.53214
TFE, | 1.5149 [ 1.5178 | 1.5190 1.5131 [ 1.5175 1.5204
TE, | 1.5125 | 1.5136 | 1.5172 1.5145 1.5191
TE; 1.5133 | 1.5154 1.5129 1.5176
TE; 1.5133 1.5161
TEg 1.5145
TEy 1.5129

Table 5.1: Measured effective TE mode indices at T = 385°C

i
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Wog.# |
17 39 41 37, 14 38 2 2

Tal, | 1.5214 | 1.o241 | 1.5243 | 1.5228 | 19247 | 1.5203 | 1.0224 | Ladon
TA, | 15151 | 1.5191 | 1.5200 | 1.5173 | 1.5213 | 1.5229 | 1.5171 | 1.5924
T AL 1.5137 | 1.5155 1.5173 | 1.5200 1.5183
T Ay 1.5132 | 1.5164 1.5141
TA, 1.5128 |

Wog |

15 21 8 32 33 ;| 2 30 5

| TA, | 1.5257 | 1.5257 | 1.5258 | 1.5242 | 1.5255 | 1.5260 | 1.5250 | 1.5260
TM, |1.5243 | 1.5248 | 1.5252 | 1.5198 | 1.5240 { 1.5250 | 1.5226 | 1.5255
TAM. | 1.5222 | 1.5235 | 1.5241 | 1.5150 | 1.5210 | 1.5236 | 1.5194 | 1.5249
TM, | 1.5197 | 1.5218 | 1.5228 1.5180 | 1.5217 | 1.5159 | 1.5238
TM, | 1.5170 { 1.5197 | 1.5212 1.5148 | 1.5196 | 1.5125 | 1.5227
TM; | 1.5139 | 1.5174 | 1.5195 1.5174 1.5213
T 1.5149 | 1.5174 1.5148 1.5198
TM: 1.5125 | 1.5152 1.5125 1.5182
T My -1 1.5130 1.5164
T M, i 1.5144
T My | 1.5129

Table 5.2: Measured effective TM mode indices at T = 385°C
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The refractive index {concentration) profiie of constant applied current {37 and
constant applied electric [5. 6] field-assisted A'*-ion exchange planar waveguides was
found to be step-like and in the former case. this step-index model was used to
generate dispersion curves. Although this may be suitable for waveguides fabricated
by either high current or electric field. it may not vield accurate results for the lower
field strengths used in our experiments. For reasons discussed in Chapter 2., we used
a modified Fermi index distribution [16] which was previously used to model glass
waveguides made by TU* ion exchange. The profile is modified to accommodate the

fact that f(0) =1 for surface guides. The index profile

d r—d\]™! .
n{z) = n, + An, |1 —exp - + exp . (5.4)

(1

where An, = n, — n,, n, is the surface index and ¢ is a fitting parameter associated
with the shape of the profile. The effective guide depth d is such that n{d) = n, +
An,/[2—exp(—d/a)]. For the mult-mode measurements, it was found that d/a ranged
from about 4 to 23 and exp(—d/a) < 1, so that the guide depth occurs close to the
half-point of the profile,

The WKB dispersion relation for graded-index profiles (4.32) was used. Letting

£ = exp(—d/a}, so that a = ~d/In(e), in (5.4), the profile becomes
n(z) = n + An, [1 —& + cexp (—Sln(e:))]_l \
which, upon defining the normalized variable £ = z/d, it becomes
n(€) = ny + An,[1 — ¢ + cexp(—€ln(e)) ]~ (5.5)

At the normalized turning point, n(§) = N, and after some manipulations, we

obtain

__ 1:@&4
&=-ln {1 ¥ (Ness — 1) /In(e)

=Also, the depth d can now be expressed with the help of (4.32) as

mn + ¢ + P2

N — e 0.6
kol (e — NG de >0
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To find the unknowns n,. d. and a. we started with multimode (i > 2) wavep-
uides. This is necessary because this three parameter svstem needs at least three
modes to be solved deterministically. Equation (5.6) involves the unknowns n, and
. Thus, given any pair of measured indices, one can eliminate d using (5.6) and. for
a given value of =, n, can be determined by a root-searching technique. Then, n, and
£ can be substituted back into (5.6) to find d. Applying this procedure repeatedly 10
all the possible pairs .f mode indices for a particular waveguide, one can determine
the average values of n, and 4 for that guide. The best value of ¢ that minimized
the deviations of n, and d from their average values was chosen for each guide. The
profile parameter a is then determined from ¢ = —d/ In(s). For single and two mode
waveguides, we used the average values of n, and ¢ from the multimode samples 1o
determine the depth d using (5.6).

We have observed that the value of the surface index, n,. is affected only by the
temperature and applied field but is independent of the diffusion time. In addition,
n, was found to be higher in comparison to that of the pureiy thermal ion exchange
[11). This increase may be due to the stress-optic effect [3. 17). However. any further
investigation of this point is bevond the scope of this thesis.

For each chosen field, waveguides were prepared with various diffusion times
and the average values of n; and « for all the saﬁ':’ples were then used to compute
the theoretical dispersion curves from the WKB dispersion relation. In Fig. 5.2,
these curves are presented together with the experimentally measured data for both
polarizations in the samples prepared at E, = 21.1 V/mm, respectivelv. The values
‘ /rof n,, d and a for each waveguide are listed in Tables 5.3 and 5.4. Furthermore,
as:__mentioned previously, step-index approximations to the refractive index profile
ii‘rer‘e;h‘:uﬁié.de by other researchers. For comparisdn, we also used this model for tlie
E, = 21.1V/rum TE case. Based on the step-index dispersion relation (4.?9)%.“(:
curves were generated and compared to those of Fig. 5.2 as shown in Fi;';. 3.
6learly, the modified 7Fermi profile gives better agreement to experimental data.
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" Figure 5.2: Theoretical dispersion curves (modified Fermi profile) compared with
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measured mode indices for wavegunides prepared at E, = 21.1 V/mm (diffusion time
in minutes) (a) TE modes (b) TM modes
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As we have seent. the relation berween n,. d. and ¢ can be modeled accurately
using the dispersion curves. However. a deterministic relation between the applicd
field and time duration (ET.t)} and the refractive index change. guide depth and
profile parameter (An,,d.a) needs to be established so that necessary waveguide
parameters can be predicted from arbitrary fbrication conditions.  As described
earlier. the effective depth d can be expressed by (5.6) for cach applied field. The
validity of this relation can be verified by plotting o against ¢ for all the mensured
guides (TE and TM), as shown in Figs. 5.4 (a) and (b). The copstant i, and the
coefficient F, are obtained by using a least square fit for every ET and extrapolating
the fits for ¢ < 2min to intersect the ordinate. We note that the lhmin cooling
time contributes to K,; further discussion will be presented in the next section, All
the relevant parameters are tabulated in Tables 5.5 and 5.6. In Fig. 5.4(a) and
(b). the F, values are plotted against ET with the help of linear regression viclding
pr(TE) = 21.33 um?®/Vmin and ug(TM) = 20.52 pm*/V'min.

These values compare well with the results of other researchors that, dealt. with
field-assisted K *-ion exchange used for the chemical strengthening of glass. Using
EPMA to determine the potassium concentration profiles in silicate glass. Urnes
measured the depth of penetration of three exchanged samples (see Table 11 of {5]).
From his results we deduce that py varies from = 21 to 23__7_;.1‘1".2/lf'm.-in for £, =
60V’ /mm and temperatures ranging from 350 to 365°C. Ohta and Hara studied
the same process, and from their rersults (see Fig. 3 of [18] we deduce that jufy =~
30um?/V'min at 420°C and 99 V/em. Recently, Miliou ef al reported a mobility
value of 1.63 um?/Vmin [6]. However, they used a much lower temperature of 330°C,

E, = 100V /mm, and a diluted K NO3 melt.
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Wog.# E, H d N, «

(V/mm) | (min) | (pm) (g}
17 10 3.03 | 1.5233 | 0.60
39 5.3 15 4.16 | 1.5233 | 0.43
41 20 4.72 | 1.5232 | (.61
37 3 3.72 11.5238 ; 0.66
14 10.6 10 5.06 | 1.5237 | 0.76
38 15 7.06 | 1.5238 | 0.69
29 2 3.55 [1.5234 | 0.75
22 3 2.04 | 1.5235 | 0.6
15 21.1 10 9.15 | 1.5235 | 0.57
21 15 §11.56 | 1.5237 | 0.63
8 20 |13.31 | 1.5237 | 0.67
32 2 4.04 | 1.5240 | 0.64
33 32.1 3 8.00 |1.5235 | 0.50
2 10 | 11.08 | 1.5237 | 0.66
30 52.1 2 6.74 | 1.5235 | 0.68
5 10 | 16.38 | 1.5236 | (.79

Table 5.3: Calculated TE mode modified Fermi profile parameters at T = 385¢C

Wug.# E, t d T 0

(V/mm) | (min) | (um) ()
17 10 2.97 | 1.5254 | 0.64
39 5.3 15 | 4.10 | 1.5265 | 0.58
41 20 | 4.74 [ 1.5261 | 0.70
37 3 3.72 | 1.5255 | 0.57
14 10.6 10 5.61 | 1.5258 | 0.55
38 15 7.05 | 1.5258 | 0.51
29 2 3.62 | 1.5260 ( 0.75
22 5 5.88 | 1.5263 | 0.48
15 1.1 10 | 9.14 | 1.5260 | 0.65
21 15 | 11.51 | 1.5258 | 0.50
8 20 |13.45]1.5259 | 0.58
32 2 4.60 |1.5261 | 0.66
33 32.1 ) 7.90 | 1.5264 | 0.80
2 ' 10 | 11.29 ] 1.5260 | 0.53
30 92.1 2 6.87 | 1.5255 | 047
9 10 | 16.17 | 1.5261 | 0.85

Table 5.4: Calculated TM mode modified Fermi profile parameters at T = 385°C
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15.0

E, An,(TE) | An,(TM) |e(TE) | a(TM)
(V/mm) | (x107%) | (x107%) | (um) | (um)
53 (1080013703 053 | 0.64
106 |[11.2+02(133+01| 0.69 | 0.52
21,1 (11101 (13402 065 | 057
321 [11.2£0.1(136+02| 061 | 0.60
521 (11.1+£00[135+02]| 078 | 0.79

Table 5.5: Measured An, and profile parameters for various £, at T = 385°C

E, F(TE) | F({TM) [ K,(TE) [ K,(TM)
(V/mm) | (um/min) | (um/min) | (um) (pm)

5.3 0.136 0.144 0.96 0.81

10.6 0.292 0.291 1.74 1.76

21.1 0.509 0.503 2.56 2.72

32.1 0.742 0.765 3.09 3.01
- 52.1 1.149 1.107 4.08 4.30

Table 5.6: F, and K, values for various applied fields at T = 385°C ’
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5.2.4 Discussion of errors

From the dispersion curves of Fig. 5.2. the agreement berween the experimentally
measured mode indices and the theoretical curves seems quite good. The discrep-
ancies between theory and experiment were calculated for each of the 153 measured

indices and the average of these was found 1o be:
| A (meas.) — N(theo) = (1.1 £ 1.2) x 107

with the largest singie deviation being 6 x 107!, Another key factor in this char-
acterization involves the reproducibility of such waveguides under given fabrication
“conditions. To evaluate this property. two v.aveguides were fabricated one week apart
under identical fabrication conditions. It was found that the differences in the mea-
sured mode indices were within the measurement error (see Table 5.7). Although
short diffusion times were used. we were able to control the fabrication process quite

accurately with the estimated error in the time measurements being +1 s.

Wug#15 | Woug.#11 | 4 (x107)

1.5231 1.5233 2
1.5218 1.5219 1
1.5199 1.5200 1
1.5173 1.5177 2
1.5149 1.5150 1
1.5125 1.5125 0

Table 5.7: Comparison of the effective indices of two waveguides fabricated under
identical conditions
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5.2.5 Single-mode surface guides

The characterization of single-mode planar surface guides is also very important for
device design. Here, the modified Fermi profile parameters (An, and a) are assumed
to be the same as those for the multi-mode case. Two applied ficlds (20 and 50
V'/mm) were investigated more closelv 50 as to determine the range of ditfusion times
needed for single-mode operation. The effective depth d is determined using the
measured Nopp in (5.6) with m = 0 and for the twoamode cases with m = [, Fip.
5.6 shows the dispersion curves together with the experimentally measured data for
E, = 30V /mm. The effective depths d are compared to those obtained for the mnlti-
mode waveguides in Fig. 5.7. Note that the multi-mode region begins when { > 60 &
for 20 V/mm and t > 15 s for 50 V/mm. It seems that the depth varies linearly with
time and then saturates to another level with a smaller gradient. This ‘dual slope
effect’ was also observed by Cliba et al [19] in the fabrication of planar microlenses
using K'*-ion electromigration in glass. The reason for this is due to the thermal
diffusion effect (x v/} becoming more dominant when the diffusion time is small.

Mathematically, this can be seen by diiferentiating (5.2) viclding

t2
0=t (DT) +F,

7' =3
At larger diffusion times. the first term is negligible and the slope is constant and equal
to F,.. Ast decreases, the first terin gains importance causing the slope to become
steeper, as shown in Fig. 5.8. This diffusion-dominant region has corvinced some
authors that (3.1) alone is needed to characterize field-assisted K *-ion cxch;mgud
waveguides also [20].
Finally, the index profiles for the 20 and 50 V/mm single-mode samples arc
plotted in Fig. 5.8. Note how the profile shape changes as d increases; this is expected

to occur when the profile parameter a and d become comparable. Here, d does not

occur at the half-point of the profile as was assumed for the multi-mode cases.
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5.2.6 Single-mode buried waveguides

The single-mode buried waveguide propagation characteristics were also of interest.
For these guides. the characterization procedure was markedly different from that of
the surface guides. We did not pursue a detailed multi-mode analysis to determine
the profile. Instead. we relied on the concentration profile ¢(z) calculated in Section
2.3 using the value of uy determined previously to construct the index profile n{.r).
Further details of the diffusion characteristics are to be presented in the next section.
Then, the Runge-Kutta method was used to calculate the effective indices for various
t+ and compared to measured data as shown in Table 5.8 for £, = 20V /mm. t; = 5 s,
and E, = 100V /mm. Here, the 20 V//mm surface guide data An(TE) = 0.0111
and An,(TM) = 0.0134 (see Table 5.5) was used. Note that at ¢, = 0. the surface
guide results are presented. The good agreement shows that the buried index tnodel

based on c(zx) is quite reliable.

Table 5.8: Comparison of caiculated and measured buried guide effective indices at

T =385°C

ts | Negf(TE) { Negs(TE) { Neyy(TM) | Negg(TM)
(8) | (theo.) (meas.) (theo.) (meas.)

0 | 1.5131712 1.5138 1.5135798 1.5145
30 | 1.5138598 | N/A | 1.5143349 N/A
60 | 1.5142305 | N/A | 1.5147429 | N/A
90 | 1.5142997 N/A 1.5147995 N/A
100 | 1.5143023 1.5148 1.1.5147975 1.5152
120 | 1.5142963 1.5147 1.0147833 1.5149
140 | 1.5142835 1.5146 1.5147636 1.5148

138 -




5.2.7 Propagation loss

The propagation losses of both surface and buried waveguides were measured as
discussed in Chapter 3. One single-mode surface guide fabricated at E, = 50V /inm
and ¢ = 55 was measured vielding a loss of 0.22 2 0.02dB/cm for the TM mode. The
logP versus AL linear regression fit is shown in Fig. 5.9 (a) showing small deviations.
In addition, one single-mode buried guide fabricated at E,, = 10V\/mm. t, = b+,
E.; = 100 V/mm, t; = 120 s vielded a lower loss of 0.1£0.04d B/cm (see Fig. 5.9(b)).
These two measurements show that the field-assisted A™*-ion exchange process vields

low-loss guides that are suitable for integrated optics.

1.0E-2;
™ mode
(a)
T
K=
S
[ )
2.0E-3 + t - +
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Figure 5.9: LogP vs. AL variation yielding propagation loss for a single-mode (a)
surface guide and (b) buried guide
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5.2.8 Discussions

A few points for discussion should be brought forth. The first deals with prism
coupling into the single-mode buried waveguides for the effective index measurements.
We were able to couple the light into these guides because the index peaks oceurred
only at 2 -G pum below the surface. thereby allowing for evanescent coupling. Also. it
has been noted that using pure NaNQ; in the backdiffusion process allows for ample
out-diffusion of A'* ions inducing tensile stresses that promote crack formation in
the glass (21. 22]. This has been observed for purely thermal backdiffusion processes.
However. for field-assisted cases. it has been shown that the electric field in the
sccond step [23] prevents out-diffusion of K'* ions and retards microcrack formation.
This process vields good quality, low-loss waveguides without microcracks. Qur own
observations and loss mcasurements confirm this point.

Finally. it is worth noting that the diffusion depth d is slightly different for TE
and TM modes due to the polarization dependence of F,. This was observed by other
researchers for the corresponding value of D,, in the case of purely thermal A*-ion
exchange [6. 11]). Ideally, these depth valurs should be equal because the K*-ion
concentration is assumed to be the same as the index profile. In our study, we used
Dy and ug in our ion-exchange model to be the respective average values for both
TE and TM polarizations. The lllqdelilng of the index profile including polarizability

and stress-optic effects [3, 21) is beyond the scope of this thesis,
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5.3 Diffusion characteristics

5.3.1 Introduction

The diffusion characteristics of these 6pticul waveguides refer to the dopant = -ion
distribution in the glass that can be measured directly using the EPMAL In addition.
these characteristics can be modelled using the jon-exchange equations developed i
Chaprter 2. As we are well aware. the knowledge of these dopant profiles is importaut
since they are directly proportional to the refractive index. In this section, we prosem

the results of the diffusion characteristics for both surface and buried waveguides.
5.3.2 Electron microprobe analysis

In the past. other researchers have used the probe for ion-exchanged profile measure-
ments [6, 10]. Here, analyses for both flat and bevelled surfaces were carried out
providing us with information that is relevant for modelling the diffusion character-
istics to be presented in the next section.

The flat surface analysis is used to determine the fraction of exchanged K™
ions close to the surface, hy, leading to a knowledge of the boundary condition
Ew(0.1). This value hy was defined previously in (3.6). Various multi-mode and
single-mode planar guides are studied with the results shown in Tables 5.9 and 5.10.
for surface and buried guides. respectively. For the surface guide 8-92D. fabricated
at ET = 19.8V/mm for t = 20min, hy was found to be 90.5 = 1%, as mentioned
in Chapter 3. However, for short exchange times (eg. { = 5s), by is quite far from
the value o' “1.9. This 1s to be expected since it takes a finite amount of time for the
initial surface K* concentration {¢x(0,0) = 0} in the glass to reach this value. The
variation of hx with ¢ shows a rapid saturation to 0.9 with applied fieid. For 20 V/mm,
saturation is reached within one minute of diffusion time, whereas for 50 V/rmn, it. is
;ached within 20s. From this data, it is now evident that the boundary condition

ér(0,8) # 1 even though ¢y is normalized with respect to ¢,. The renormalization
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of (2.18) to fulfill the boundary condition ¢(0.) = éx(0.t)/hy =1 yields a value of
& = a x hg. For the buried guides, the potassium surface concentration decreases
dramatically as the applied field increases up to a maximum of 100V’ /mm. The
higher potential in the backdiffusion process in NeNQ; allows inore of the .Na™ ions
to displace the K ions of the initial surface guide. allowing the guide to achieve
almost complete bucial. Hence, the boundary condition for backdiffusion at z =0 is
equal to hy of Table 5.10.

The analysis for the bevelled surface is performed along the samples’ angle-
polished surface, as described in Chapter 3. with # = 1.01°, to measure the waveguide
concentration profile. Sample 8 — 92D was measured yielding the profile shown in
Fig. 5.10, which is in good agreement to the optically measured Fermi index profile

for the TE mo'e with @ = 0.65 um and d = 13.3 um.

—
o

O
oo

| ® Scaled EPMA data
~— Mod. Fermi profile

o
'

0.2-

Normalized Concentration

S " rl

O e e —— —
0.0 4.0 8.0 12.0 16.0

X (um)

Figure 5.10: Comparison of the modified Fermi profile to the EPMA data
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Table 5.9: Moeasured fractional exchange for various surface guides ar 7 = 383°C

Sample ET t hy
(1 /mm (s:min) (%)
8.92D 19.8 20min {90.5 £ 1.0

50-20 20.8 205 89.6+ 1.0
20-60 19.3 G0« 85.1 = 1.0
20-5 19.3 o 274 £ 1.0

Table 5.10: Measured fractional exchange for various buried gnides at 77 = 383¢
Sample E,,l 4 Eﬂg [ h IN
(V/mm) | (s:min) | (V/man) | (s:min) (%)
B20-20/10| 21.1 20 min 21.1 10min | 28,3+ 1.0

B50-20/20 30.4 20s a0).4 208 218+ 1.0
BT75vace 50.4 158 5.2 Smin 57+ 1.0
B100vae 50.4 5s 101.8 | 2min | 3.0£1.0

5.3.3 Modelled diffusion profiles

The field-assisted lon-etchange equation (2 23) was solved by the numerical scheme
described in Chapter 2. Surface guide profiles were modelled using .1pproprmt(- initial
and boundary conditions. Initially at ¢+ = 0, there are no K™* “jons in the glass and
hence. o(z.0) = 0. For the exchange of A and Neat jons in sodu-limu glass at
T = 374¢C. it has been established that the much smaller Na* .:‘ons have a higher
mobility than the K~ ‘ions vielding a ratio (Dy/Dy,) of 1/500, corresponding to
o = (.998 [24]. The valus Dy and ji; were determined fro:-u the average of the TE
and TM mode values to be Dy = 0.06429 prn? /min and jue = 20 ‘)20um‘ /Vmin. For
surface guides that have reached saturation (hy = 0.9), we used 6 = O 898 and the
left boundary condition (LBC) ¢(0.1) = 1. The right boundary condition ¢{00,{) =0
was assumed. Equation {2.23) was solved for time ¢ and then followed by the ten

minute cooling simulation. The solution for ET = 9.3V/mm and t = 10min is shown

=~ in Fig. 3.11 m comparison to the modified Fermi profile where good agreement 15

obtained. Here, the TE and TM mode values for a and d. shown in Tables 5.3 and
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5.4 were used.

For samples that had not vet reached saturation (mostly in the single-maode
region), we used the Ay values of Table 5.9 to find @. Fig. 5.12 shows the diffusion
profile for ET = 183V/mm. t = 5s. 6 = 0.2994 (hy = 0.3. LBC = 1) including
the cooling effect. This profile is compared to the Fermi profile for both TE and T\
modes showing good agreement.

For single-mode surface and buried waveguides. no EPMA bevelled data is avail-
able. However, using the results of Table 5.10. the profiles were numerically sinm-
lated. In Chapter 2 (Fig. 2.6). the evolution of the buried waveguides was shown for
E! =183V/imm. 1) = 5 s. Eg = 94.7V/mm. and {» ranging from 30 to 140 s using
o = 0.2094 and LBC = 1. These simulations include a 10min cooling process after
both field-assisted processes. _The location of the concentration peak. xpeqp. and its

_mnximum value, npeq are plotted against iyiu Fig. 513 (a) and (b), respectively.
:\'ot.e the flat behaviour of n,..: over a wide ra‘nge range of {;. Assuming that the
refractive index profile is proporfional to the concentration profile. these profiles were
then used to determine the index profile n(r) = n, + An.e(x) with the surface index

values of Table 3.5.
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5.3.4 Discussions

Before leaving this section. some further discussion of the results is called for. From
our measurements and numerical modeling. we observed two importamt effects of the

field-assisted backdiffusion process at E, = 100V"/mm. as shown in Table 3.8:
1. An initial increase and very gradual decrease of Ny with
2. A decrease of the waveguide birefringence (N7 = N7 with 1,

The first effect can be understood by realizing “hat the buryving process acts to sym-
metrize the index profile which tends to increase the effective index. Fig. 2.8 of [23]
shows clearly that as the asymmetry parameter « tends to zero (i.e. symmetry). the
normalized guide index b (related to Ny;) increases. Even though this is shown for a
step-index guide, the same trend is true for GRIN profiles [26). This effect is ditferent
from that reported for purely thermal buried guides in which the 1., decreased more
dramatically with ¢; dominating the declining effect of N,;;. The second effect may
again be attributed to this symmetry. The asymmetry parameter for the TM modes
begins to approach that for the TE modes [25]. Table 5.8 shows that the measured
birefringence begins at a value of 7 x 10~ for the surface guides (t: = 0) and ends up
at 1.3 x 10~% at t, = 140 5. This finding may be very useful to fabricate single-mode
polarization insensitive waveguides wh'ich have attracted interest for improving the
characteristics of 1 x N branching devices in glass [27].

As for the numerical ion-exchange modeling in particular, we used & = a x by
throughout the simulation. assuming Ay to be the same for all £. This was done for
convenience, but it may not be a true reflection of the actual process. In fact, for
the surface guides, we saw how h increased from zero to the saturation value (Table
5.9) during the diffusion time. This approximation in the nli}nerical mode] remains
as a source of error.

Finally, we must addreés the reason as to why we used Dy = 0.06492 um?/min =

D, [11] in the field-assisted jon-exchange simulations. For the purely thermal simu- -
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. lations, the self-diffusion coefficient Dy = 0.01174 um?/min has been used in (2.17)
[22, 28] to model surface and buried waveguides. However, for field-assisted icn ex-
change, this Dg was not used. In the literature, other researchers have also used the
effective diffusion coefficient [13. 29] since it is well known that Dy is different for
electromigration [30]. We have compared the modelled profiles using Dy = D, in
comparison with those using Dy = D, /4(1.17)? and founs that there is a comparable

difference. Fig. 5.14 shows this discrepancy for the data shown in Fig. 5.12.
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Figure 5.14: Comparison of ion-exchange profiles using different Dy values
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5.4 Buried channel guides

5.4.1 Introduction

As mentioned earlier. the buried channel waveguides are kev components in the verti-
cal directional couplers. In this section. the ion-exchange model desceribed in Chaptar
2 was used to determine Zpeqr and npeqr. Also. the theoretical mode mismateh loss to
an optical fiber was calculated so as to assess the compatability of the buried channel
guide with a fiber. Finally. the measured near-field mode profile is compared to that

calculated by the 3-D BPM scheme.

5.4.2 Modelled diffusion characteristics

The diffusion profiles were calculated for various fabrication conditions W', ;. ta,
and E, as described in 2.3.3. The chosen conditions were W’ =K4'.0,4.4,4.8,5.2,um,
t = 15.20,25min, t; =, _1_.6;1'.:5, 2.0min with £, = 100V/mm. Fig. 5.15(a) and

(b) show the variation of Tyeax and npe, with t,, respectively, for various t;, and

1" = 4.4 ym. Similar behaviour occurs at other channel widths.

5.4.3 Calculated mode mismatch loss

The insertion loss is made up of two components, namely the Fresnel loss and the
mode mismatch loss. The Fresnel loss arises from reflections of the ficld from the
fiber to the buried guide. Since the refractive index of the fiber and buried guide are
very similar. this loss is very small. In fact. it can be made negligible if the fiber-
guide spacing is adjusted for maximum transmission [31] or if antireflection coatings
are used. The mode mismatch loss arises due to the different field distributions of
the single-mode fiber and the buried channel guide. This power loss is calculated by

evaluating the normalized overlap integral [32]:

(12 1% Eylz, ) Byl v)dady)’
Y (o 2% Ejdudy) (1%, 1%, Edady)

(5.7)
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where £y and E, are the amplitudes of the single-mode tield profiles of the fiber and
buried guide. respectively. This loss can be expressed by —10/ogp1y, in the decibel
dB scale.

Here. 7, is evaluated based on the calculation of E, (. ») = F(r. )G {r) from
the EIM. as deseribed in Chapter 4. and the Gaussian mode nppro&immion for the
svmmetric fiber field profile. For the fiber mode. a step-index fiber with a core
diameter of 4 2m and a relative index change of 0.3% is chosen with its mode size

wy = 2.3 um [33, 34}

2, =
E;(x,y) = exp (—I. -i;y') {5.8)
TU]-

In the calculations. the spatial coordinates of the peaks in both E; and E, were
made to coincide. Fig. 5.1G(a) shows the variation of this loss with t, for various t,
and W = 4.4 um. Similar behaviour occurs at other values of W, The lowest value
(0.47 d B) occurs for the narrowest width and deepest guide (W =4 pum. t, =25 min,
t» = 2.0min) where the lateral diffusion is lowest and ﬂne buried guide profile is most
svmmetric (see Fig, 5.16(h)). o

A related issue involves the improvement in the fiber-guide insertion loss of a
buried channel guide over a surface channel guide. As mentioned earlier, the ad-
vantages of the buried guide consist of lower propagation and mode-matching loss
vielding lower insertion loss. The improvement in ihsértion loss was studied theoret-
icatly for two different channel widths, as shown in Table 5.11. The surface channel
guide was simulated with ¢; = 20min and the buried guide with t; = 2.0 mnin using
the surface guide as the initial condition. The improvement is about 1.7dB. Ex-
perimentally, such measurements were not carried (r&t_ in this work, however, others
have published results for buried channel guides usi‘ilg fabricqtgionn conditions quite
different from ours [6]. An improvement of 0.43dB was mem’:ured at A, = 1.3am
and further improvement of at least 0.61 dB can be achieved by a careful choice of

the process parameters.
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Table 3.11: Calculated insertion loss improvement

W =40um | W =d4um
Surface 224dD 2.20dB
Buried 0.51dB 0.52dB
Improvement 1.73dB 1.67dB |

5.4.4 Modal field profiles

As described in Chapter 3, the ncar-field intensity distribution of a buried channel
guide was studied for the purpose of examining its circularity and verifving the numer-
ical models used in our design. The measured mode profile of a buried channel guide
fabricated with the conditions W' = 5.4 £ 0.2um, ¢, = 25 min, EL, = 98.517/mm.
and 1> = 1.0min is shown in Fig. 5.17(a). The vertical (z) and horizontal (y) in-
tensity scans are shown in Fig. 5.17(b) and (c). respectively, together with those
caleulated b\ the 3-D ADI-BPM and including 2-D convolution for the microscope
objective. Good agreement is obtained when the measured and calculated intensity
peak locations are made to coincide. It was found that the calculated peak occurred
at x = 3.68 um whereas the measured peak was found at x = 3.0um. This discrep-
ancy may be attributable in part to the difficulty of determining experimentally the

exact position of the waveguide edge because of the diffraction effect.
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5.5 Al,O; planar guide characteristics

5.5.1 Introduction

The characterization of the Al20; sputtered thin film is important in the design
of the improved vertical directional coupler. The waveguide properties such as the
film index n; and the sputtering rate r need to be determined. The experimental
techniques and conditions for fabrication and measurement were presented in Chaptor
3. Initially, high target voltage levels (> 1£17) were tried but this did not produce
any waveguiding effect: prismn coupling measurements showed no m-line output.
is believed that the high power caused the escaping Al,Oy atoms from the target to
hombard the glass substrate with high energy causing microdefects and very lossy
waveguides. In our study, two different target voltages, 0.5AV" and 0.75k1" were tried

vielding better quality, low loss waveguides.
5.5.2 Dispersion curves

It is standard practice to characterize optical waveguides using multi-mode effective
index measurements (see Chapter 3). For these thin film sputtered guides however,
these multi-mode measurements can be replaced by single-mode measurements by
taking advantage of two important characteristics of plasma sputtering of which we
have a priori knowledge. The first one is that the sputtered index profile is a step
and the second is that the filin thickness varies linearly with time. These two known
observations [36] were utilized in conjunction with the step-index dispersion relation
(4.29) with m = 0. To determine the unknowns n; and r, we begin with one pair
- of single-mode effective index measurements, say (Neysysi, Nespz), for the two corre-
sponding sputtering times, say (i,;,t,2). The two equations are set up, as in (4.29),
with d = rt,,, Ny for one and d = rt,2, N4y for the other. Then, dividing one by
the other leads to a nonlinéar transcendental equation which is root-searched for n;.

This value is then substituted back into (4.29) to find d, which when divided by the



Table 5.12: Measured ny and r for 0.5 and 0.754V

Target voltage (k17) n I(T.'_W ) r{pum/h)
0.50 1.576G £ 0.007 | 0.080 = 0.015
0.7 1.617 £ 0.008 | 0.18G6 = 0.013

appropriate tg or i, vields the sputtering rate. 7. This shortened approach provides
for an accurate characterization of the sputtered thin films based on single-mode
measurements alone,

Single-mode measurements were made at 0.5k1° for #, = 4.5.5.0.6.5h and at
0.7k fo;' t, = 1.5 — 3.5h. iu 0.5h intervals., The thin films produced by the latrer
conditions were performed on the new substrates with n, = 1.5208. The TM mode
dispersion curve for 0.75k1" is shown in Fig. 5.18 in good agreement to experiment.
Also. the thickness versus sputtering time graph (Fig. 5.19) shows a linear variation.
The results for the TM mode are shown in Table 5.12. Note that the accuracy of ny

is only in the third decimal place.
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. 5.5.3 Propagation loss

The propagation loss of the Al;0; single-mode guide was measured using the two-
prism sliding method described in Chapter 3. One sample iabricated at 0.7541". 5 =
1.5k was measured for the TM mode vielding a propagation loss of 0.27+0.04dB/cm.

This loss is comparable to that of the surface and buried single-mode waveguides.

1.0E-24

™ mode

Log(P)

10E_3 PP S BN NP P S
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Figure 5.20: LogP vs. AL variation yielding propagation loss for a single-mode
sputtered Al2O; guide
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Chapter 6

Planar Vertical Directional
Coupler

6.1 Introduction

The field-assisted ion-exchange process described in Chapter 3 has l)ee.n used in the
fabrication of a novel vertical directional coupler [1] whose configuration is given in
Fig. 6.1. As described in the first chapter, much attention has been attracted to hy-
brid sctive components made by combining ion-exchanged waveguides with overlayvers
of semiconductors.

In these waveguide-detector geometries, the single-mode glass waveguides are
fabricated by o exchange and must not be buried Holow the sirface so as to increase
the coupling efficiency of the light to the phot.udetiéctor. However, these waveguides
are not adequate when tryving to couple light from an optical fiber with minimal
insertion loss. Buried guides arc desirable because, compared with surface guides,
they exhibit less surface scattering and therefore lower propagation loss. In addition,
their more symmetrical index profile provides better mode matching to an optical
fiber. Consequently, a better solution is to couple the signal into a buried wa#g)guide.
which can transfer almost all the power throu, . seent coupling from a j):mssive
vertica! directional coupler (VDC) into a surface guide just beneath the detector.

The concept of vertical integration is well known in the arca of semﬁ:onductor
guided-\\;uve optical devices. However, for passive components, most research efforts

L
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have focused on lateral integration of adjacent channel guides. In particular for
glass waveguides, only a handful of vertically integrated structures are available, as
described in Chapter 1. The novelty of our structure is that it is composed of graded-
index planar guides fabricated by field-assisted K*-ion exchange [1].

The objective of this chapter is to present an in-depth study of the optimized
VDC characteristics such as the refractive index profile, the coupling length and the
power transfer ratio. Firstly, a diffusion model of the GRIN profile is developed based
on the waveguide characterizations presented in Chapter 5. This profile is then used
in the design of the coupler using the vector beam propagation method (see Chapter
4) within the framework of the normal mode analysis. The measured characteristics

of the fabricated device are compared to those predicted by theory.

PHOTODETECTOR
£
y
w777/ 77 7 ke
5 | COUPLING | GunED
OnTicAL | REGION |
GLASS
SUBSTRATE

Figure 6.1: Vertical directional coupler used in waveguide-detector geometry
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6.2 Determination of the index profile

From the optical characterizations. EMP studies and diffusion modelling presented
in Chapter 5. we now have the confidence to decide upon the optimized ibrication

conditions of the VVDC. The main eriteria thar should be satisticd are:
1. both surface and buried guides must be single-moded

2. the buried guide should be as deep and as completely buried as possible to

avoid significant overlapping of the surface guide

For the buried guide made by two-step backdiffusion. 1, = 1001 is chosen sinee it
vields the most completely buried condition (lowest fi¢}). For the surface guide. the
single-mode conditions V, = 201", ¢ = 5s provide for a shallow guide that does not
overlap too much with the buried guide.

The modelling of the GRIN coupler is rather complex involving the sequential
solution of (2,23) for the field-assisted and cooling processes with the appropriate
initial and boundary conditions. Table 6.1 shows the fabrication parameters nsed in
(2.23) for the six ion-exchange steps. Note that the values jer = 20,9250 /Vinin,
Dy = 0.06429um? /min. 6 = 0.2994 (with hy = 0.3 from Table 5.9) and the mea-
sured substrate thickness d,,, = 1.04 mm are used throughout the simulations. Fig,.
6.2 shows modelled profiles for two different times t,. The ENP data for such a cou-
pler with 15 = G0s is presented i Fig. 6.3 showing fairly good agreement. Note that
there is significant overlap between the surface and buried index profiles which can
be improved by driving the buried guide deeper into the substrate. Thus, couplers
were designed and fabricated with longer t, (60 < t; < 140s) to provide for more
isolation between the guides and as we shall see, higher power transfer. Once ¢(x) is
determined, the index profile is given by n(z) = n, + An,c{x), where ny, = 1.5125,

An (TE)} = 0.0111 and An/(TM) = 0.0134.
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Table 6.1: VDC fabrication parameters

Process t 1, 1, E’I LBC
(ssmin) | (V) | (V) | (V/mm)
K* — Na* 28 200 [ 1.0 18.3 1.00
Cooling 10 min | 0.0 | 0.9 0.0 1.00
Nat-A"160-140s 11000 | 1.5 94.7 0.03
Cooling 10 min 0.0 | 0.0 0.0 0.03
K* — Na* 5s 20.0 | 1.0 18.3 1.00
Cooling 10min { 0.0 | 0.0 0.0 1.00
P 1.0
= —-—- t2= 90 s
° 084
a - — t2= 120 s
< ]
9 0.6
£
® 0.4
~N \
S A
g 0.24 N
| . .
s ]
0.0 +—r—1t } + ¢ =
0 1 2 3 4 5 6 7 8
X (um)

9

Figure 6.2: Numerical simulation of coupler GRIN profiles for ¢, = 90s (solid line)

and ¢y = 120s (dashed line}
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o
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Figure 6.3: Comparison between EMP data and simulated coupler GRIN profile
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6.3 Fabrication and measurement

The vertical directional coupler. comprising two parallel slab waveguiaes, is fabricated
by a three step field-assisted ion-exchange using pure A N0y and Na N0y melts in
suda-lime glass. The fabrication conditions are chosen with the aid of (2.2 and the
2-D FD-VBPAM design tool. The buried guide is made by a two-step exchange. using,
an applied voltage of 201" and exchange time t; = 5s in the first step. and 100V iy
the second step with {» varying from 60 rto 140 s. The single-mode surface puide is
made by a one-step exchange with 2017 and ¢y = 3 at a temperature of 3853°C.

The TE and TA! effective indices corresponding 1o the normal even (N, ) and
odd (Nyge) mode m-lines (see Fig. 6.4(a)) were measured via prism-coupling tech-
niques at A, = 0.6328 pm. The coupling length L. is given by [2]:

™ Ao .
T 33 T 2AN, ©-1)

L

where AN, = N = Nogt. AJ = £, AN, and &k, = 25/X,. To observe the two-
mode interference. we used a lens to focus the light into the input prism to excite
initially the fundamental mode of the surface guide. Subsequently, the even and odd
normal modes of the voupler are excited simultancously, vielding a streak of periodic
dots on the glass surface as shown in Fig. 6.4(b). Thesc dots represent the power
transferred to the upper surface guide from the lower buried guide and their period
is equal to twice the coupling length. This length was measured carefully for all the
fabricated samples from the photograph of the coupling pattern vsing an accurate
Vernier caliper. 1t was found to be in excellent agreement with the L, deduced from
the measured AN, in accordance with (6.1).

In addition, the power transfer can be deduced by measuring the relative in-
tensities (power ratios) of the normal mode m-lines {3] with an IR vidicon and an
oscilloscope. These are measured at three different locations along the coupler by
changing the position of the prism. The measured R = A,/A,.. where 4, auid A, are

the amplitudes of the odd and even modes, respectively, remains relatively constant.
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The maximum power transfer i, can be calentated aom the following formula based

l on the normal mode analvsis [1):

|
e = 5+ ] 57 L2

(a)

Figure 6.4: (a) Qutput m-lines of even and odd normal modes aned (b)) periodic
variation of coupled power seen on glass surfiee
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6.4 Coupler design and measured performance

The objective of the coupler design is to determine the optimum fabrication condi-
tions that allows for high power transfer from the buried to the surface guide. The
approach involves using the 2-D FD-VBPA and the modal power speetrm within
the framework of the normal mode analysis. The index profile nir) is used in the
BP) simulations to track the propagating wave. The chosen step size along = is
Az = 002 and along o s Xro= 0.02m. The computational windows are
Noar = W00, Zyur = 3000 e, the weight is o0 = 0.53 and the reference index is
ny = ny used for weakly guiding structures {3]. The incident field is that of a buried
slab guicde which is then coupled periodically berween the slabs (see Fig. 6.5).

The coupling length L, is determined by locating the = positions of the power
transfer intervals of the BPM plots. Alternatively, N and N, are caleulated
using the modal power spectrum [6} and L, is deduced via (6.1). In this case. a
longer Zyner = 10485.76 yrm is chosen to provide for a finer spectral resolution [G] of
about 6 x 107% in the effective index. Both niethods vield very similar results except
that the computational times are very different. Due to the long Z,,,, needed. the
spectrum method took eight hours to compute on a SunSparce whereas the BPM alone
took about 1.5-3 i depending on L. Fig. 6.6 shows two distinet peaks identifving
the effecrive indexes of the coupler’s normal modes. The coupling lengths for the TE
mode are shown in comparison to the measured ones in Fig. 6.7(a). showing verv
good agreement. Similar agreement is obtained for the TM mode when the improved
FD-VBPM algorithm [7] is used. A comparison between both algorithms and the
measured data is shown in Fig. G6.7(b). Tables 6.2 and 6.3 show the calculated
and measured effective indices of the normal modes to be in good agreement. The
behaviour of these indices as a function of £y (shown in Fig. 6.8) is very similar to
that observed for conventional lateral couplers varying with interguide spacing [2] if

it is remembered that #» is related to the depth of the buried guide.
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Figure 6.5: TE mode BPM simulation of power transfer for VDC calculated with
ty = 120s
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Figure 6.6: Peaks in the modal power spectrum identifying coupler's even and odd
normal TE modes for t2 = 120s
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Figure 6.7: (a) Comparison between measured (dots) and calculated (solid line) TE
mode coupling lengths (b) TM mode calculations based on existing (dashed) and
improved (solid) FD-VBPM schemes
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Theory Experiment
ta(s) Noad N.ven Le(um) | Nogg Neven | Le(pem) |
100 | 1.5132843 | 1.5144902 262 1.01389 ) 1.51495 | 298 &= 10
120 | 1.5134049 | 1.5143094 330 1.51357 | 1.51450 | 340 = 10!
140 |1.5134653 | 1.0141888 | 437 | 1.51392 | 1.51468 | 416 = 12

Table 6.2: Calculated and measured TE effective indices of the V'DC normal modes

ta(s) Theory Experiment

Nodd Neven Lc(um) Nodd Neen Lo(pm)
100 | 1.5137065 | 1.5150325 239 1.51373 | 1.51507 | 236 £ 10
120 | 1.5138271 | 1.5147915 328 1.51387 | 1.51492 | 301 4 10
140 | 1.5138874 | 1.3146107 437 1.31391 | 1.51477 | 368 £ 10

Table 6.3: Calculated and measured TM effective indices of the VDC normal modes

15155
@)
— 1515.0+
x
?1514.5-“ mode
3
< 15140+
151351
O 0dd mode
O 1513.0+
N—
Y
|
1512.5 — } ¢ . + ‘ 4
90 100 110 120 130 140
t(s)

Figure 6.8: Variation of normal mode indices as a function of ¢, for TE mode
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The calenlation of the maximum power transfer requires the knowledoe of the
power that propagates in each «lab. This normalized power can be expressed by the
projection |8, 9] of the output field £{r. 2). calculated at the end of the interaction
region = = L,y onto the individual field (eigenfunetion) of the surface guide £, (0).
caleulated using (4.60):

< EHIE(Lmr) >* .
‘pﬂ - Lol Eﬂ!Eu X E(L””)IE(L””} oS (()3“

with the inner produer definition:
™
< fly >=f flrlglr)de
-

In our study of vertical couplers, light is ideally launched as a single mode of the
buried guicde *h' that subsequently excites the normal modes. as shown in Fig, 6.9.
The maximum power transfer into surface guide “a’ is defined as:

Iy

s = :P_] (G'”

where Ppis the total power at = = L,,,,. Three different interaction lengths. Ly, = L,
Loy = 2L and L, = 3L, where P, is a maximum. are chosen to calculate E(L,y)
and determine the average 1ar. The measured ., values are in fair agreement to
those caleulated using (6.2). as shown in Fig. 6.10. The curve displays an optimum

alue of 9,4, for a given range of ta.
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Figure 6.9: Schematic of the VDC structure in which the fundamental node of the
buried guide excites the coupler’s normal modes '
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delore conchuding this chapter, it may he interesting o see what effecr o smeaell
change in the compiicated six-step jon-exchange model has on the coupler’s charac-
teristies. Stnee there are so many different parameters in this model, we decided to
focus on one in particular: the left boundary condition (LBC) during backdiffusion.
B3y changing it from 0.03 1o zero, the caleulared TE mode L, vadues are compared
{see Table 6.1) and shown o have a discrepancey of up 1o 7.6%. Heneeo we see that
the mode] is guite sensitive to even modest changes.

Finally, we should also mention the results of our preliminary, unoptimized deviee
[1] that was fabricated using different process conditions. The buried slab was made
by i two-step process. using an applied field of 530 V/mim and exchange time 4, = 15s
in the first step. and 75 V/mm in the sceond step {backdiffusion) with time #, varving
from 3 to 10 mzn. The single-mode surface guide was formed by a one-step exchange
with an applied field of 50V/mm and time 3 = 55, The caleulated and measured

results showing good power transfer are tabulated in Tabie 6.5.

f Lo{pm) LAnum) Change
(s) | (LBC = 0.03) | (LBC =0.00) | (%)
100 262 276 5.3
120 Jal) 350 0.0
140 137 { 404 -7.6

Table 6.4: Comparison between calculated L, using different LBC values

Coupler Letgemy | Lot} | tinaz () | tonas ()
(BPM) 1 (meas) | (BPM) | (meas)
\VDCUTE) 239 23348 95.4 09,2 +

‘ \'DC1(TAD) 219 2369 93.7 98.8 %1
VDC2(TE) | 276 | 288 =8| 0G4 |893=4d
VDC2(TM) 250 264 + 8 93.2 95.1£3

Table 6.5; Calculated and measured characteristics of preliminary VDC



6.5 Conciusion

It conclusion. the characteristics of this planar vertieal coupling strueture ave hoen
measured and compared to modelled resules bhased on optical and micro-analvtical
waveeuide characterizations. The combination of ion-exchange modelling and a veeton
beam propagation method provide for a computatioual destgn tool thae vields goad
accuracy. Good agreement between caleulated and experimental results was obtained
within fabrication and measurement error {for TE and TX polarizations. This passive
coupling structure with high power transfer efficieney mayv prove to be v useful deviee
in hybrid waveguide-detector geometries on glass. The following chapier will present
another vertical coupler configuration that offers other advantages 10 wivegnide-

detector coupling.
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Chapter 7

Improved Vertical Coupler

7.1 Introduction

In the previous chapter, we studied the characteristics of a directional coupler that
allows for vertical coupling of light to the photodetector. However, this coupling
efficiency has shown to be impaired by the presence of a thin laver of low index
amorphous material at the semiconductor-guide bonding interface [1]. An effective
way to avoid this problem is to use edge coupling to the detector which can be
achieved by cladding the structure with a dielectric thin film having a refractive
index higher than that of the waveguide [2|. Recently, we reported the realization of
a new vertical coupling structure [3) composed of a planar buried guide in glass and a

dielectric overlayer (see Fig, 7.1) that takes advantage of this edge-coupling scheme.

rAle, Surface guide

T . -
P T R s
4 eet drergr b9 e T e T

L GaAs photodetector

Sz

K* Buried guide substrate

Optical Fiber

Figure 7.1: Improved vertical coupling structure for optimized edge coupiing
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In this chapter. the design. fabrication and measurement of sueh o device,
both pianar and chanuel-guide form. for optimum eqee coupling to o modelled Ga.ds

photodetector is described.

7.2 Fabrication and measurement

The improved planar vertical coupler is comprised of two parallel slah waveguides.
The lower buried guide is fabricated by o two-step field-assisted K -on exclhianse. An
applied voltage of 20 17 and exchange time £ = 5 is used in the first step, and 100V
in the second step (backdiffusion) with exchange time {5 = 1205, The sitgle-mode
dielectric surface guide of thickness Dy and refractive index ny is made by of plasma
sputtering with an A6L0; target under the conditions of 2 x 1072 Torr Ar/O. {4:1
mixture) gas pressure and targer voltage of 0.5 417, as desceribed in Chapter 3. The
sputtering time ¢, ranges from 280 to 320 min.

The channel-guide VDC is composed of a buried channel guide and a planar
dielectric thin film. The buried gaide is fabricated by a two-step A -ion exchange.
The first purely thermal exchange in KNOy at T = 385°C is carried out 1'm'<t,i|uus
t) ranging from 15 — 25 min through various mask openings between <10 and 5.2 0n
to achieve single-mode operation. The masking material is then etched away and a
field-assisted exchange in NaN O is performed over the whole surface with applied
field strengths of 100 V'/rmm and times ¢ ranging from 1 = 2min at T = 385°C". As
mentioned in Chapter 2. the purely thermal exchange in the first step was preferred
over the feld-assisted exchange to minimize lateral spreading of the concentrition

profile. resulting in channel guides with better circular symmetry. The AL Oy planar
surface guide is fabricated with a higher targes voltage of 0.75 £V fer a fixed £, = 1.54
to obtain 0.26 < Do < 0.30 g using the measured sputtering rate r = (0.186 %
0.013 p/h (see Table 5.11). This higher voltage is chosen to achieve a larger ny =
1.617 for reasons to be discussed later, The planar structure is needed to embed the

photodetector since the width of the Gas layer, typically 13 prn [2] is greater than
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that of the buried channel giide.

For the planar strueture, the two-mnode interference effect is observed via prism
conpling 1echnigques. The onrput m-lines and the periodic variation of coupled power
are shown in Fig. 7.2(a) and (b), respectively. For the chaunel-g - device, a
single-mode fiber is buti-coupled 1o the buried channel guide to excire initially the
fundannental mode. Subsequently. the even and odd normal modes of the coupler
are excited simultanconsly, vielding the periodie conpling pattern representing power
transfer {see Fig. 7.3). The conpling length L, is deduced as half of the period of the
striped coupling pattern. The maximum power transfer ratio iy, is deterinined by
measuring the relative intensities (power ratios) of the normal mode m-lines for both

the planar and channel struetures. as described in Chapter G.

(a)
Figure 7.2: (a) Output normal mode m-lines and (b} periodic variation of coupled
power scen on the glass surface
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(b)

Figure 7.3: (a) Top-view photograph of fiber butt coupling into buried channel goide
. {b) periodic conpling pattern



7.3 Modeling of the photodetector

With the buried-to-surface guide coupling accounted for. the following aspect of the
work involves directing the light from the upper surface guide into the embedded
GaAs detector, Although the detector is not included experimentally here. its im-
portant characteristics such as the attenuation coefficient and the end-fire coupling
efficiency have heen modelled numerically.

The power attenuation cocfficient can be deduced from the complex propagation
constant, (3° = 4 —48". 8" > 0) of a guiding structure containing the absorbing layer.
It is well known that the guided field follows an exponential exp(—j3°2) dependence

along the direction of propagation. Thus.
exp(—jB°z) = exp(=j(8 — jf')z) = exp(~6"z) exp(=j4 )

where 3" accounts for the light absorption along z. The power. Py(z), proportional

to the square of the field, yields
Py(z) = P,exp(=24"z) = P, exp(~a,z)

where a. is the power attenuation coefficient. If the effective index is used instead

then
.'r\’:ff = ﬁc/,\fu = H‘/kn - jﬁn/kn = 'N,: - Jj\r:'

whence we obtain

00 = 2, N' = 47 NP/, (7.1)

The optimum design of the detector is based on calculating the TM mode a, of a
four-layer complex index waveguide structure using the TRT described in Chapter 4.
We focused our study only on the TM polarization because a, yields a larger value
than that for the TE mode [2, 4]. The imaginary part of the complex effective index
(Nepr = NJ = jaecAo/47) is used to calculate o, for the four-layer model shown as an

inset in Fig. 7.4(a). The detector’s index ny is based on (2], and the other indices
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have been measured in our laboratory, o, is calenlated for varions 12, presented
Fig. 7.4(a) for ny = 1.576 and n, = 1.5125. Care must be taken to ensure single-
mode operation of the surface guide without the detector. Step-index dispersion
calculations show that this region occurs for .32 pym < Dy < 1.0 i, Note that the
maximum a, of 1220em=" oceurs at Dy = 04700, For the channel-guide version
fabricated on the new substrates with n, = 1.5208 and ny; = 1617, a, shows a
sitnilar behavior with Dy (see Fig. 7.4(D)). The maxinuun o, of 1d30em=" ocenrs
at Da = (.40 pm with the single-mocde region of the surface gnide (without detecior)
being 0,26 e < Dy < 0.83 .

The physical reason for these high o, values is due o an improvement in the
geometry of edge coupling. Previously. the five-layer structure provided for edge
coupling by cladding the K™ guide with a higher index of AlOy film that lifted the
guided wave closer ta the interface [2]. The largest reported value a, = 200em™!
may be improved by optimizing the thickness of the GuAs laver Dy [2]. However,
in our four-laver structure, the cladding acts as the waveguide confining the guided
wave well above the interface and thus providing a better ‘head-on collision” with the
detector.

We can determine the end-fire coupling efficiency. 7),,, from the three-laver diclec-
tric surface guide into the four-layer detector by caleulating the overlap integral [5)
of the mode field profiles presented in Chapter 4:

N = ([12 Epy(x) Epydir)*
= ([12 ELda)(JT2 B2 dx)

where Ey is the three-layer planar field profile obtained from the I, of (4.31) and
Ez4 is the four-layer planar field obtained from (4.33). For n (TA) = 1.576 and ny, =
1.5123, the GaAs thickness Dy = 8%.5nm is chosen to vield the largest », = 86%.
For ng{TAM) = 1.617 and n, = 1.5208, the GaAs thickness Dy = 88.0nm is chosen

to yield the largest n, = 89 %.
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Figure 7.4: Theoretical absorption coefficient versus dielectric thickness for the four-
layer model as indicated in the insets for (a) ny = 1.576, n, = 1.5125 and (b)
ny = 1.617. Ny = 1.5208
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7.4 Coupler design and performance

7.4.1 Planar structure

The device performance can be simulated numerically for comparison to the experi-
mental data. The GRIN profile of the buried waveguide is determined directly from
the dopant concentration profile ¢(z), as described in Chapter 5. With e{x) deter-
mined, the buried index profile is given by n(z) = n, + An, e(x) with n, = 1.5125 and
An, = 0.0134 for the TM mode. This index profile is then used in an improved 2-D
vector BPM (Chapter 4) to determine the device characteristics. Fig. 7.5 shows a
typical BPM simulation of the guided wave being coupled verticaliy from the buried
guide to the surface guide over one L.. As shown, the dielectric guide confines the
field well above the interface, providing an efficient edge coupling. In the BPM cal-
culations, the input light excites the fundamental mode of the buried slab waveguide.
The coupling length is determined by locating the z positions of the maximum power
transfer from the buried to the surface guide. This power transfer is calculated by

projecting the coupler’s output field onto the individual field of the three-layer surface

guide, as described in Chapter 6.

Figure 7.5: BPM simulation of coupled power for D, = 0.40 um
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. The Lehavior of the ealenlated and measured coupling tengths with thickness .
is shown in Fig. 7.6 where fair agreement is abtained. except at Do = 0.40 g where
the larpest L, = 750 e is obtained. This discrepaney occurs due 1o the sensitiviey
of the sputtering process that provides only three decimal accuracy in ny and an
error of 0,015 p/h in the spurtering rate r. In addition. the variation of 1., with
D, is shown in Fig. 7.7, where a maximum in the power transfer is also observed at
Dy = 040 prnn, This g, was measured to be 89229 with 7 = 0.48=0.04, Tdeally, ir
would he desirable to have Dy = 0.d7 gm to match that of the maximum absorption
(see Fig, 7.4(a)). Nevertheless. the calculated o = 1082 em=! at Dy = 0400 is

still quite high,
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7.4.2 Channel-guide structure

For the channel-guide structure. the improved 3-D FD-VBPAI based on the ADI
method (Chapter 4} was used to model the device characteristies. Both the full-vector
(FV-ADI) and the quasi-vectorial (QV-ADI) schemes were tried and compared. The
GRIN channel buried guide c(x. y) was obtained as described in 2,3.3 with E,f =
98.5 V/mm and a = 0.898. \\"ii'h c(z.y) determined. the refractive index profile
n(roy) = my = Ange(r.y) with n, = 15208 and dn, = 0.0108, The planar Al
guide with ny = 1.617 and D = 0.30 zm is chosen based on the BPM design that
vields the best power transfer. Sinee np = 1.576 did not vield a high enough power
transfer. the next available target voltage of .75 17 was used. Fig. 7.8 shows rvpical
('.rmt.‘our plots of the 3D field profiles at = =0, = = Le/2and = = L. Note how the field
evolves front a channel to a planar profile over one’ L.. These fields were calculated
using the QV-ADI scheme. Since the structure consists of a weakly-guiding buried
ghide and a stonglv-guiding planar guide, it was thought initially that the FV-ADI
scheme would be necessary. ~However, the QV-ADI scheme was tested and found
to give identical results with the advantage of being twice as fast computationally.
Table 7.1 shows the results comparing these two schemes for a channel-guide VDC
simulated with parameters W = 4.8 um. t; = 20min. and 3 = 1.5min. Excellent

agreement is obtained.

Scheme | Lo(pm) | tpaz (%)
FV-ADI 501 88.9
OV-ADI| 300 | 830

Table 7.1: Comparison of calculated channel VDC characteristics using the FV-ADI
and the QV-ADI schetnes
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Using the QV-ADI scheme. the VDC characteristics were caleulared for the T
mode. The coupling lengths show an increase with #;. as shown in Fig. 7.9. for
M = 4.0 pm: similar behavior is obtained for the other channel widths, We see that
the values of L,. ranging from about 200 — 900 prm. are larger than those obtained for
the planar V'DC described in Chapter 6. This is 1o he expeeted hecanse the ALO),
planar surface guide's field is confined above the substrate surface yichiiug better
isolation from the buried guide and hence. larger L. values. The maxtmuam power
transfer shows an optimum value for a given range of t» (see Fig. 7.10).

For the experimental part. we decided to choose conditions that would yield a
high 7ee: with a fairly large L.. A larger L. would allow for easier alignment of
the photodetector. Thus. guided by the BPM design values. we chose to fabricate
four devices on the same substrate with various . #; = 20mun and t5 = 2.0 min.
Considering the tradeoff between L. and 5. shown in Figs. 7.9 and 7.10. the chosen
conditions provide a good compromise for a large L. (= 900 um) and a reasonable
mer of about 85%. A simple photomask was used with various channel apertures
ranging from 4.0 to 5.0 pm. After photolithography. the channel guide widths were
measured using the far-field technique described in Chapter 3. They are presented in
Table 7.2 in comparison to the photomask apertures for two samples. The discrep-
ancies are due to the fluctuations in the development and wer etching processes that
do not always vield repeatable aperture widths. The entries marked *N/A" indicate
that the processed channel was not acceptable due to the many defects that were
observed under the microscope. The last column shows the values of W chosen in

the BPM design caleulations that are closest to the measured values.
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Figure 7.10: Calculated maximum power transfer vs. t; for W = 4.0 um
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Two samples A2 and A3, each consisting of four channels. were fabricared s
channel-guide V'DC's. From A2 three devices (channels 1.3 and 4} were measured
and from A3J. only one device (channel 1) was considered. The comparisons to the
BP) destgn calculations are shown in Fig. 7.11 and Table 7.3 for the coupling length
and maximum power transfer. respectively, Fairly good agreement is obtained.

On a final note. it is worthwhile to determine if the vertical coupler actually gives
hetter performance than the channel guide sirucrure [210 To determine this quantita-
tively, the calculated maximum power transfer ratio (89.8% or a loss of 0,47 dB3) and
the improvement in insertion loss (1.7 dB. see Chapter 5) are needed. For our vertieal
coupler to be deemed better than the channel-guide structure of [2]. the improvement
in the insertion loss must be large enough to offset the loss involved in the buried to
surface guide power transfer. As shown. the 1.7d 8B improvement is larger than the
(AT d B of power rransfer loss. hence justifving the need for the vertical coupler. Ex-
perimentally, the improvement in insertion loss may not be as high as that predicted
by theory. Since we did not pursue any such insertion loss measurements in this
thesis. the only comparison we can make is with the results published by Miliou et of
for buried A -ion exchanged channel guides [6] made under very different fabrication
conditions. An improvement of at least (.43 dB has been measured at A\, = 1.3 um
which can be further improved to at least. .61 B by a careful choice of the process
parameters. Similar results are expected at A, -- 0.6328 prn. This measured value is
not as large as we would like when compared to the vertical coupling loss. However.
we must be optimistic and keep in mind that 0.6dB is a lower limit that can be

improved by proper optimization.
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. Sample | Channel | Mask aperture  Measured 11”7 | Modeled 11

() {um) (gernt)
1 4.0 3.98 i 4.0
A2 2 1.0 N/A -
3 13 148 14
4 5.0 4.95 4.8 ;
1 4.0 2.01 5.2
A3 2 4.0 3.59 -
3 4.5 6.26 -
4 5.0 L 6T -
Table 7.2: VDC channel width measurements
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Figure 7.11: Comparison between measured {dots) and modeled (solid line) coupling
lengths
W | Nmaz (BPM) | Tlmaz (meas.)
(um) (%) (%)
4.0 83.8 87.2+09
44 84.8 826+1.1
48 83.2 81.6 £ 0.6
. Table 7.3: Comparison between measured and modeled power transfer ratio 7ma:
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7.5 Conclusion

[n summary, the characteristics of an improved vertical direerional coupler comprising
a buried waveguide in glass and a dielectric surface guide are reported. Both a
planar and a channel-guide version of the device have been investigared. This new
structure takes advantage of edge coupling instead of vertical coupling of lighi 1o the
photodetector. The measured coupling lengths and power transfer ratio are shown 1o
be in good agreement within experimental error in comparison to those compnted by
the beam propagation method using the graded-index profile maodel. Caleulations of
the attenuation coefficient and the coupling efficiency of the modelled detector show

an optimum absorption behavior.
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Chapter 8

Conclusion

8.1 Thesis contents

The main goal of this thesis has been to study the design. fabrication and measure-
ment. of novel vertical directional couplers made by field-assisted A -ion exchange in
soda-lime silicate glass. The characteristics of two vertical coupling structures have
heen modeled from fabrication conditions based on both optical and micro-analytical
characterizations. The combination of ion-exchange concentration profile simulations
and a vector beam propagation niethod provided for a fullvy numerical design tool that
viclded very good accuracy. Good agreement between calculated and experimental
results was obtained within the fabrication and measurement errors. This potentialiv
useful device can be applied directly for optimized coupling from an optical fiber to
a hybrid waveguide-detector structure.

Besides the device characterizations presented in the last two chapters. a fair
amount of work has been devoted to the understanding of the field-assisted ion-
exchange process for the purposes of optical waveguide formation. The ion-exchange
physics and the modeling procedures used to obtain the solution of the differential
equations, presented in Chapter 2, laid the foundation for predicting the dopant
concentration profile. The micro-analytical study of the waveguides using the electron
microprobe yvielded direct measurement of this profile. In addition, it provided us with

information on the surface concentration {Ly) for both buried and surface guides.
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The results. especially in the single-mode region. shed new light of the pre-saturation
behavior of hiy. that were needed for design purposes.

Parailel to the study of the concentration profile. an exhaustive optical charac-
terization of the planar surface guides for a given set of fabrication conditions has
been performed to determine the refractive index profite. Standard mode-index meq-
surements were carried out to determine the maximum index change A, the profile
shape (modified Fermi) and the mobility gy In addition, these measuremoents were
performed on single-mode waveguides to determine the effective index values and
results showed how the thermal effect became more prevalom in this region,

Finally. the channel-guide profile characteristics were modeled solely froms two-
dimensional jon-exchange simulations. One channel-guide sample was measured for
its near-field mode profile showing good agreement to that predicted by theory. This
provided us with an indirect verification that our 2-D profile was fairly aceurate. how-
ever, 1t does not go far enough. Further characterization work needs to be performed,
especially for buried guides. Recently, the characterization of channel surface guides
made by purely thermal K *-ion exchange were reported showing an unexpected
saturation behavior for long difusion times [1]. Future characterization of our field-
assisted buried channel guides needs to be performed to see if this similar hehavior
is observed.

The experimental data derived using both optical and micro-analytical character-
izations allowed us to numerically model the refractive index profile quite aceurately
without the need for any analvtical functions. This fully mumerical approach proved
to be quite useful in the modeling of the complex diffusion and cooling processes nsed
for the vertical coupling structures.

The numerical methods of Chapter 4, including the vector BPM, provided us
with accurate computational design tools for the device characteristics. Here, the
main contribution of our work has been to account for the graded-index nature of the

index profiles in the finite-difference formulation that was not attempted previously.
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Although this provided some minor improvements for our weakly-guiding structures,

it is helieved that this scheme is needed for strongly-puiding struetures.

8.2 Future directions

Finally. the novel vertical couplers presented in Chapters G and 7 were demonstrated
only at one wavelength, A, = 0.6328 pm. to accommodate the Ga-s detector whose
wavelength absorption region includes A,,. However. nothing prevents us from study-
ing this structure at other wavelength regions that are more applicable to fiber-optic
conmunications. namely A, = 1.3 um and 1.55 . In these latter cases, the VDC
needs to be re-designed to accommodate the GalnAds/InP grafted detectors [2] in the
Ao = L3 um range. Another possibility is to have wavelength-fattened performance
over both wavelength ranges by taking advantage of the vertical coupler’s strong
asvinetric strucsure. Previous work on lateral asymmetric couplers using Si(,/Si
have demonstrated this type of performance [3]. If this can be realized. the potential
of the VDC may become attractive for hvbrid detector applications in WDM systems
where many wavelengths are used.

As for other applications. the improved VDC structure may prove to be a good
-andidate as an optical wavelength filter [4]. In fact, there is some recent work showing
how a buried waveguide cladded by a thick filin of photoresist can act as a notch filter
with the best resolution being 11 nm in the 1.22 um window. Future work with a high
index A0 cladding may offer similar filtering behavior. In addition. our VDC can
hecome quite useful in the arena for integrated optic sensors. For example. the VDC
may be used as an evanescent field sensor for any tvpe of refractive index change
that may occur on the device's surface. These index perturbations would change the
VDC's power transfer ratio and coupling length. When properly calibrated, the VDC
can monitor any changes in its environment such as detecting a gas leak or a water

flow level.
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