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Abstract 

One of the main responsibilitles of a sound engineer is to control the quahty of the 

sound during the recording process. An important qualitative aspect of a recording, beside~ 

the mu~icalJty of the perfonnance, is its timbrai content. Proper level and spectral balance 

het\\-een the mixed elements of the recording and the absence of extraneous nOIses and dis-

tonion arr key elements. Therefore, timbre perception acuity IS an essentIal Sklll for sound 

cngmecrs. 

Thi!. the'm proposes a computer-assi!.ted system as a training tool for developmg and 

maintammg auraI skills related to timbre perception. A set of criteria for the design of such a 

system based on CUITent knowledge in timbre perception is presented and an exploratory 

implemcntation is descnbed. Limits of the CUITent system are discussed and areas that need 

further investigation are identified . 

., 
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Résumé 

Une des tâches prinCipales de l'lI1génieur du son est dc contrôler la qualIté du 'iOIl tout 

au long d'un enregistrement. Mise à part la mUSicalité de l'mterprétatlon. un dc~ ék'mcnt~ 

qualitatifs important~ d'un enregistrement sonore est ~on tlmhre. L'éqUllIhre de~ IllVCil\lX 

sonores et la répartition spectrale entre les divers éléments d'un enrcgl~trell1ent. de même 

que l'absence de distortion et de bruits ind6:whks sont partl(:ulIèrcmcnt important!'>. 

L'acuité de Il! perception du timbre est donc une habileté e~~entiellc à l'ingélllcur du !'>on. 

Un système aSSisté par ordinatcur e~t proposé comme outil de fon11:\lIon pOlll Il: déve­

loppement et la prè.ervation des facultés auditive~ reliéc!'> à la perception du tlll1hre. Un 

ensemble de critère~ pour l'élaboration d'un tel ~y~tème e~t pré~enté. bil!'>é ~ur lc~ connai~­

san ces actuelles sur le timbre. Un système prélIminaire e~t décrit. Le~ lacune~ de cc sy~­

tème sont examlOées et les aspects nécessitant de plus amples rechcrche~ ~ont idcntifié'i. 

vii 
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INTRODUCTION 

Timbre perception acuity and a good timbraI memory are essential tools that sound 

engineers must develop and maintain in order to achieve excellence in their work. At every 

stage of the recordmg proces3, from microphone placement to final mixing, sound engl­

ncers must rely on thcir abihty to perceive fine timbraI changes and on their knowledge of 

the physical parameters of sound responsible for a given sound quality, 10 order to success­

f'llly ~hapc the timbre content of the recordmg. 

A ~ub~tantial body of research on timbre perception has developed over the past 30 

years. Chapter two of this thesis will review the CUirent knowledge on timbre. When one 

considers the great importance of tImbre perception in the field of sound engineering, it is 

surpnsing to realize how little attention the topic has attracted in books and joumals on 

sound recordmg. Chapter 3 will discuss aspects of sound rccording that are related to tim­

bre perception. 

If timbre perception is a perceptual skill, it should he possible to develop that skill so 

thm engineers hear better and make better recordings. Topics in perceptualleaming a.1d 

memory will he disCll~scd in chapter 4. Chapter 5 will specifically address the subject of 

timbraI car traming. Attempts to develop auraI skills for sound engineers have already been 

reported in the literature. Sorne of these were successful; in partkular, a course was devel­

opcd al the Chopm Academy of Music in Warsaw (Letowski 1985). The resllits pre~ented 

III that paper IIldicate that Vf'ry high levels of performance can he achieved wnh proper 

training. 



The present the!\is proposes criteria for the hlllldmg of a cOlllputer-l'llntrollcd ~y~tl'Ill 

for timbraI ear training. Advantages cl' using computer technology for tllnhral cm tfallllllg 

will he presented. A prcliminary computer-a!\!\isted !\y~tem wa~ huilt and rC!\lIlt~ t'Will 

mfonnal te!\ts will he examined. Flllally, the Iimits of the current ~y"tell1 togcthl'I wlth "ug 

gestions fûr further research are presentcd in the final chapter To the knnwkdgc of thl' 

author, no other computer-assisted system for tlmhral car trainmg has hccn dcvel0pl'd e!-;l' 

where. 

, 
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CHAPTER 1 

TIMBRE PERCEPTION: CURRENT STATE OF 

KNOWLEDGE 

1.0 Introduction 

Of ail the attflblltc~ of complex tones, timbre is probably the most poorly lInderstood 

one. Its muilldimensionai character, us complex interactions with other perceptual 

attnbute~, and the hlgh cornplexlly of the signais encountered in mmlcal context~ have 

contnblltcd to the lhffiClIll1es lllvolvcd in that lesearch area. The recent devcloprnent of 

computcr-ba ... cd tool ... for ~Olll1d <lllaIY"'ls and ... ynthe"'l~ allow a more accurate ~tudy and 

de~cnptIon of the phenolllcna a~~ocIated wllh the perception of timbre. However, the 

phys!cal and acou ... tlcal faclor~ related to the perception of tImbre are better understood than 

the perccptual dIl11en~lOn), or ~c(ùes wong which timbre can be evaluated and Chls),ified. 

1.1 Definitions and concepts 

Il ~eem), IInpo~slble, wIth the CUITent state of knowledge, to define accurately and 

lInamblgllolisly what is timbre. ft is nevertheless necessary at the onset of this discussion to 

at Icast dcl1ll11t the possible meamngs the word can take. It mu),t he made c1ear that timbre i~ 

not il physical characterisl1c of sound: it is an attribute of perception 1. Strictly speaking, 

- -----------

l "llallteur ct timbre ne sont pas des paramètres physiques: ce ~ont des attributs de la 
perception" (RI~~:et 1978, 1). 

3 



timbre is not a given distribution of spectral energy; it is the resultlllg aurai perl'cpl1on of 

that spectrllm when made available to the hearing sy~tem. Timbre IS generally l'on"ldclcd tll 

be, together with pitch. loudness, and pen:eptual duration, one of the malll ~ubjcl'l1\'t' 

attfibutes of complex tones. But as mentioned ahove, the concept of timhre IS not well 

defined and researchers do not al ways agree on what the word "tImbre" should mdude or 

know what it shollid mean. 

Words hke tone quality, sound quality, tone color, texture are oltcn uscd inter-

changeably with timbre, the precise meaning varying to a ccrtall1 degrec among llldiwluab 

Timbre. may refer to the charactcmtic tone qualtty of a parttcular l11u~ical \l1..,trumcnt or 

family of tnstnlments as oppo~ed to another tn~trument or famlly of 1I1strumell~". MlI~iClall~ 

will often u~e the word timbre .0 refer to the tone colors of the dlfferent registcrs of a glvell 

instrument (e.g., the tone qllahty of the chalumeau reglstcr vs. the tone {jualtty of the 

darion regl~ier of the clarInet). Timbre IS abo u~ed to refer to the charactem,llc '\OlIl1<1" of 

one playt'r compared to the ~Ol\lld of another player of the sa me in~trul11ent. Tl11lhle Id'cr~ 

also to the palette of ins!rllmental colors availab1e to the orchestrator, the compmcr, and the 

conductor. 

Attempts have been made tG standardize the definiuor. of timhrc but wlth lillllted 

SllCceSS. In almost every publi~hed study on timbre perception, the dcfll1il1on provlded hy 

the American Standards A~sociatlon (1960) i~ citcd. Il ~tatc~ that: 

Timbre is that attnbllte of audItory sensation 111 temlS of which a II ... tener l'an JlIdgc that 
two ~ounds ~Imilarly presented and having the same pitch and loudne!-... arc dl~~lmJlar 
... Timbre depends pnmarily upon the spectrum of the ~timlllu.." but it al'io dcpcJ1(J<.. 
upon the wavefonn, the sound pressure, the frequency location of the ~pcctrlllll, and 
the temporal characteristics of the stimulus. 

This defil1ltion ha~ been critlcized by ~everal authors (Bregman 19<)0; Strawn 1 <)X2, 

Risset and Wessell982) as bemg vague and ambiguous. ft re~tricts the mcan1l1g and 

mea~urement of timbre to very specific experimental condiuon~ whilc implYll1g that any 
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difference between two sounds besides pitch and loudness can he laheled as a difference in 

timbre. Seen with this angle, timbre can be related to a very large Humber of acoustical and 

physical phenomena, which makes its study very complex. Letowski (1989) made a useful 

distinction between timbre and sound qnality. In his view, timbre is "the perceived sound 

spectrum" and timbre parameters should he evaluated on quantitative scales. Sound quality 

is a mor,,: global parameter which con tains both timbre and spaciousness and implies a 

judgement of appreciation. Sound quality should be evaluated on preference scales. In the 
, 

present thesis, timbre will indeed refer to evaluation and quantification processes and 

"sound quality" will be used 10 refer to listeners' preferences :tnd qualitative assessments2. 

ln conclusion, the question of standardizing the timbre definition precisely must be 

left open in the present state of knowledge. Until we can identify more aecurately the 

perceptual dimensions of timbre, it will remain a somewhat intuitive notion with multiple, 

varying but not necessarily contradictory meanings. 

1.2 Physical pararneters of timbre 

Although a meaningful definition of timbre seems diffieult to formulate, eenain 

aeoustical parameters of sound generally recognized as ha\ ing an effeet on timbre -Le., 

paramelers whose variation produces changes in perceived timbre to various degrees-are 

weIl identified and can he precisely measur~d. However. theirrelative importance for 

timbre is still a matter of debate. 

These parameters combine together to produee a potentially unlimited number of 

different timbres. As a consequence, one ean much more easily identify acoustical parame-

20thers have proposed definitions of timbre: ~ for example Kitamura 1986 and 
IJregman 1990. 
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ters related to timbre perception than define its perceptual dimensions, i.e. scales along 

which timbre sensations can he ordered and evaluated. Unlike pitch and loudness which 

can both he evaluated along single scales from low to high and from soft to loud respec­

tively, timbre is a multidimensional attribute of sound. 

The structure of a sound event 

When discussing timbre perception, it has become usual to model in time a single 

musical note as a sound event consisting of three sections. The attack or starting trélnsient IS 

the portion during which the sound starts and builds up to full amplitude. The next portion 

is called the steady-state during which the sound is relatively stable. Finally, the dccay 15 

the sectior between the end of the excitation and the return to silence (Meyer 197R, 21-

23)3. Although mu~h simplified, this model will he useful for the present thesis' purposes 

The acoustical parameters underlying each section are different and their relative importance 

to the "verall timbre will vary depending on the musical instrument, the musical context, the 

acoustics of the room, etc. 

1.2.1 Frequency spectrum 

The distribution of energy along the frequency spectrum is a major determinant of 

timbre and has been recognized as such by virtually aIl researchers in the field. References 

to it are found from the pioneering work of Helmholtz in the nineteenth century to the lalc~l 

research on timbre in musical contexts. 

3This is a rather crude division and a much finer resolution is possible. For examplc, 
Luce (1963) funher subdivides the attack transient of the string family into 3 "epoche~". 
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Many researchers have limited their study of timbre perception to the steady-state 

portion of isolated sounds for reasons c; simplicity and ease of manipulation (Slawson 

1968; Plomp 1970; von Bismarck 1974, etc.) or because they lacked powerful enough 

tools to analyze the transient states of sound (Helmholtz 1954). AIl these studies identified 

the distribution of energy along the frequency spectrum as being responsible for the timbre 

of a sound. Helmholtz's classical theory proposed that timbre depends on the presence and 

relative strength of the t:armonics of a sound. This resuIts from the ability of the ear to 

decompose a complex sound into its spectral components through the frequency-selective 

action of the hair ceUs along the basilar membrane. 

The resolution of the ear for the perception of the discrete partials of a complex 

sound was further investigated by Plomp (Plomp 1964; Plomp and Steeneken 1968). It 

was found that for both harmonic and inharmonic complex ",ounds, between five to seven 

pm1ials can be heard separately under optimal experimental conditions. The results of these 

experimcnts were found to be in accordance with the concept of critical bands. 

According to this concept, the basilar membrane can be viewed as a bank of band­

pass filters the bandwidth of which varies with center frequency. The bandwidth 

corresponds typically to 10% to 15% of the center frequency (Moore 1989). For pure 

tones, each fre<)uency will produce a vibration pattern with a single maximum whose place 

along the basilar membrane depends on the frequency. For complex sound s, individual 

components falling into separate critical bands can be heard separately. Partials within a 

single critical band will interact and their respective loudness will add to produce a single 

cornplex response on the basilar membrane. They will therefore combine into a single 

percept. 



Fonnants and the source-filter model. 

In the voice, the different vowel sounds are characterized by fonnants. distinctive 

peaks in their spectra that remain re1atively fixed in frequency as the fundamental is 

changed. As a result, the vowel "a", for example, can he identified as such whether a hass 

or a soprano is producing il. This phenomenon has been explained by the source-filter 

model (Slawson 1981). In this model, sound production is viewed as a two-stage proccss. 

Vibrations in a resonating body are produced when acoustical or mechanical cnergy 1'\ 

applied to il. This is the source stage. Due 10 its physical characteristics, the rcsonating 

body will impart on the original source spectrum a characteristic envelope: amplitudes of 

certain frequency regions will be increased or lowered in d distinctive pattern (due to the 

physicallayout of the body). The body or cavity thus acts as a filter on the source. 

In the source-fil ter model, the source is independent l'rom the tïltcr: thcy are weakly 

coupled. Therefore, the spectral envelope themetically remains unchangcd whcn the 

frequencyor the intensity of the sourct, is varied4. The mode} has been successflllly applied 

to speech and vowel sounds where the source is constitllted by the vocal cords and the tïlter 

by the vocal tract, the mouth, and the nasal cavities. 

Because musical instruments can be identified throughout thcir range although thcir 

SPi .;tra can change significantly, invariant fa(;~ors in the sound were sOllght and the fomlanl 

model was proposed (Fletcher 1934, Bartholomew 1942). Accordmg to Bartholomcw, "the 

characteristic tone quality of an instrument is due to the relative ~trengthenmg of whatevcr 

partial lies within a fixed or rel:.t:,vely fixed region of the musical seale" (p. 17). 

4The spectrum, hence the timbre, of the singing voice does change from the low to 
the high registers. But the difference in timbre is of a lower magnitude th an the diffcrence 
between two different vowels (Bloothooft and Plomp 1988). 
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Using vowel-like synthesized tones that were to he judged both on their vowel quality 

and their musical timbre quality, Slawson (1968) detelmined that maximum timbrai similar­

ity between two sounds an octave apart is achieved when the lower two formants of the 

higher tone are shifted up about 10 %. He also found strong similarities between 

invariances in musical timbre and vowel quality in terms of the underlying acoustical factors 

responsible for that invariance: "At least in musical sounds with fairly pronounced, broad 

spectral peaks, the complex of auditory attributes that make up what is known as musical 

COlOT are identical with the auditory attributes of vowel COlOT" (p. 1(0). He also mentions 

that "the sounds of most musical instruments have spectrum envelopes that are either fixed 

in frequency or that shift in proportion to shifts in the fundamental frequency" (p. 1(0). 

More restrictively, Plomp demonstrated that "timbœ depends upon the frequency position 

of the spectral envelope and not upon its position relative to the frequency of the funda­

mental" (Plomp 1976, 108). 

However, the source-filter model cannot be applied without resef\!~ to ail musical 

instruments. As Grey pointed out, "many musical instruments do not have physical formant 

regions fixed in frequency across a wide range of pitches but rather exhibit transposable 

patterns of harmonie amplitudes relative to the fundamental" (Grey 1975,5). In the case of 

vowels, the source (the vocal cords) and the tilter (the ,"ocal tract and mouth/nasal cavities) 

are independent from each other: they are weakly coupled. Most musical instruments, on 

the other hand, have strongly coupled source (bow/buzzing reed) and filter (string/horn): on 

many musical instruments, to change the pitch, one must change the filter and not the 

source. The result is that the spectral envelope, instead of lemaining fixed, will he displaced 

as the pitch is changed. On many instruments, the timbre will be markedly different from 

registers to registers. However, a number of musical instruments have additional fixed 

resonances that COlOT the sound in a characteristic manner. Good examples are the 
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resonances from the body and the back plate of the violin, or the resonance in lhe double-

reed instruments originating from the tube connecting the reed to the body of the 1I1S1m1llCn\ 

(Slawson 1988). 

Several researchers have analyzed musical instrument tone.,. Unfonunalc1y, thelr 

results do not aiways agree. Analyzing sounds produced by a C tnllnpct in an anedlOic 

chamber, Risse and Mathews (1969) found that for a given intensity, the shape of the 

spectral envelope remains relatively unchanged with a peak (fonnant) betwcen 1 (X)O and 

1500 Hz. Meyer (1978) identified one main formant in the B-flat trumpet around 12(X) III 

and three subsidiary higher formants. On the other hand, an analysls of the lrllmpet hy 

Grey and Moorer didn't reveal any formant peaks 111 the ~pcclrum (Strawn 1(77) Meyer 

(1978) identified formants for the members of the string family, dOllhle-rced inslrlll1lent~ 

(oboe, bassoon), brass (trumpet, trombone, French hom, tuba), and clarinct. The clarinc\ 

presents a more complex spectral structure and must he descrihed by two ~pcctral 

envelopes, one for the odd and one for the even harmOnies: odd harmomc~ arc strongcr 

than even ones for lower harmonies while even harmonies have a peak around 3000 III. 

with decreasing amplitude on either side (Strawn 1977). Luce (1963) ~tudicJ 14 non-

percussive instruments of the orchestra and found a number of invariant factors hOlh in the 

steady state and in the attack transients of the acoustic wavefonns, that allow a ~ollrcc (hcre 

a musical instrument) to be identified under a wide vanety of condll1on~ such a ... : "diffcren\ 

pitch (subjective frequency), different loudness (subjective mten~lty), different Myle and/of 

intensity evoked by player, different players, different envlronment~, diffcrent !->amplc!-> of 

the same instrument" (pp. 16·17)5. Among the possibly perceptually ~Ignificant 

SOne must not forget that the sample rate (20.833 kHz) for AID conver~lon and the 
IO-bit resolution used by Luce produced sounds that were not always very faithful to the 
originals. It would even seem that the D/A conver~ion was donc at 27.777 kHz (p. X(). 
Still, the dissertation provides useful findings on resonances and invanant~ within thc limite., 
of the method's accuracy. ~ Strawn 1985). 
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"regularities of the wavefonns which represent invariants with respect to the instrument 

sounding the tone" (p. 97), Luce inc1udes: phase changes in lime, amplitude and wavefonn 

modulations, duratlOn of both amplitude and structure transients, inharmonicity both during 

the attack transient and stt'ady-state portions, invariance (or regular changes) of phase with 

respect to fundamental frequency that may reveal information on the characteristics of the 

excitation of the instrument, random characteristics in the wavefonn, short lime fluctuations 

in the intensities and frequency characteristics, changes from note to note, presence of 

additive noise which can be a sign of poor execution and/or "an important ?nd perhaps not 

unpleasant identification clue for the instrument" (p. 99). Luce did not test the auraI signifi­

canee of the regularities of the waveforms that he presented. 

That not all musical instruments seem to have a formant structure may be partially 

explained by the fact that the source-fil ter model cannot be applied integrally: while the 

construction of musical instruments do produce characteristic resonances that filter the 

original vibrations, there is also a strong coupling between the excitation and the body 

vibrations/resonances in a feedback process that causes the resonating body to control the 

pitch and the loudness of the sound (Slawson 1981). 

ln summary, the source-filter model of sound production and the resulting fonnant 

structure cannot be generalized to ail musical sounds. It has been found that the fixed-pitch 

theory or the modified fixed-pitch theory (formant frequencies rernain fixed when funda-

mental is changed) assures a minimum change in timbre. Most musical instruments are 

strongly-coupled systems in which the spectral envelope is not fix ~d when the fundamental 

is changed. This is in agreement with Slawson and Plomp since the timbre of musical 

instruments does vary along their range. The identification of sounds of different timbres to 
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the same instrurnent has been explained by learning processcs (Slawson 19RR)tl. --a 

listener would learn to associate a collection of sounds wuh rlifferent timhres as originatlllg 

frorn the sarne instrurnent- • by the fact that some instruments exhihit addltlonal. weakly 

coupled resonances that do not vary with pitch (vIol in. ohoe. bassoon. etc.) and hy the 

characteristic evolution in time of cenain acoustical parameters. 

Spectrum in musical contexts 

Grey (1978) pointed out that in a musical context, a listener can compare the different 

spectra of a given instrument at different registers and that timbre perception and evaluallon 

may he influenced by that "composite spectral map" of re~onance patterns acro~s the regl~­

ters of the instrument. For his experiments, Grey used computer synthesized vcr~lon~ of 

three timbres that were presented within smgle-voice patterns, rnulti-voice patlcrn~ and III 

isolated form for cornparison. Ali notes were equaItzed III loudne~s and prcsentcd unifonn 

spectral and ternporal shapes (within cach timbraI category). 

From the resuIts of his study, Grey concluded that ~ingle-vOlce musical paltcrn~ 

ernphasize spectral differences between dlfferent verslOn~ of a timhre. Grey sllgge~ted that 

the extended stimuli as in the single-voice patterns help the lbtencr to store and compare the 

different tirnbres. In addition, the poor timbre discrimination ob~ervcd in the mliltivOicc 

6"ln rnost cases, one cannot isolate a single phy~ical inval Jant charactcn.,t1c of the 
tirnbre of a musical instrurnent. Throughout the puch and loudne.,~ range, the phy~lcal 
parameters cf the sound of a given instrumerlt vary considcrahly, to the extcnt that the 
perceptuaJ invariance, the unit y of timbre of an instrurnent hke the clan net ~ccm~ to he a 
learned concept. However a propeny, a law of variation, rather than an mvanant, often 
appears to play an imponant part in the characterizauon of an in~trument (or a c1a.,., of 
similar instrurnents)" (Risset 1977, 29-30). In addition, "wlth cxpcriencc, we learn the 
kinds of transformations in spectral relations within a clarinet tone that can accompany 
register changes, loudness changes, and so on" (McAdam~ 19H2, 293). 
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patterns may he caused by masking and by the increased complexity of the spectral energ,. 

distribution. 

Strawn (1985) studied more closely the region between successive notes in a musical 

context. He defines such a region as including "the ending part of the decay of one note, the 

beginning and possibly aIl of the attack of the next note, and whatever connects the two 

notes" (p. 2). In general, these transitions may be characterized by a drop in amplitude, a 

roll-off of the high frequencies producing a low-pass filtered version of the spectrum at the 

end of the steady state, and the addition of noise cu"l1ponents, especially when the second 

note is detached. Even with slurred notes, noise may be produced by the action of the 

fingers. No systematic ciifferences seem to exist hetween ascending and descending inter-

vals, although the articulation between sorne notes may reveal audible idiosyncratic diffi-

culties. Strawn's experiments indicate that test subjects "consistently preferred the 

transitions with spectral changes to those without" (p. 179)7. 

1.2.2 Phase 

In his definition of timbre, Helmholtz conduded that timbre depend "in no respect on 

the differences under whi:h [the] partial tones enter into composition" (Helmholtz 1954, 

127). Phase was an important issue in early research on timbre because it strongly affects 

the waveform and it was believed that the waveform of a sound was related to its timbre. 

Plomp and Steeneken (1969), studying steady-state complex sounds of equal 

loudness and pitch, found that phase does affect timbre but that the effect is very sm aU 

7Strawn's study tries to identify the ingredients for a good synthesis of transitions. 
The importance of transitions for the perception of timbre is not clear. From his definition, 
the magnitude of the contribution depends on the perceptual importance of the attack and 
de<~ay portions of sounds. Attack and decay transients in context should be different from 
those for isolated notes. 
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compared to the effect of the amplitude pattern of the hamlOnics. They dctennined thatthe 

effeet of phase is greater for tones of lower fundamental and that its greatest possible cffect 

on timbre can he quantitatively eompared to the difference in timbre between the vowcls 

[~], le], and [œ]. 

As will he se~n later, phase play~ a more imponant role in natural, reverbcmnt 

listening environments. Woszczyk (1978) points out thm "pha~e interferencc is largcly 

respollsible for the panicular timbre of many instruments. It plays an important part 111 

shaping the sounds of ,nstruments in a room or next to a single retlective surface. In pmc­

tice, phase interference is always contributing to the sound we pcrceive" (p. 92). A~ will be 

seen in chapter 3, the perceptual effect of phase on timbre of reprodllced sounds IS ~\I11 a 

matter of debate. 

1.2.3 Temporal fùctors 

Dynamie features of a sound abo play an important role in the perception of its 

timbre. Studies that investigated timbre using a single looped period or Isolatoo stcady-!->tatc 

ponions of synthesized sounds do not provide a complete, fmthfu) dc~cnplJon of ~ountb a.., 

the y are prodllced and perceived in a nùrmallistening context. Ilelmhoitl ( 1954) rccogni/cd 

that "many of 1 theJ peculiarities of musical tones depend upon the way in which they hcglll 

and end" (p. 6\)). Similarly, other researcht'rs investigating only the stcady ~tatc (Fletcher 

1945; Plomp 1970, 1976, 1987) agreed on the imponance of the tcmp(,ral evolution of 

sound for timbre. 
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Att.tck and Decay 

The acoustic features of the attack portion of a sound differ substantially from those 

found during the steady-state. Because of the sudden character of the attack, aIl resonance 

modes of an instrument are brought into vibration. The very high number of partials present 

rcsults in a strong noise comp<ment 10 the sound. Certain mharmonic components are only 

present during the attack and plOvide very important cues for the identification of different 

instruments or family of instruments (Meyer 1978,30-31). 

The carly studies mvestigaung the attack and deeay portions of sound used magnetic 

tape splicing techniques. Clark et al. (1963) condueted a senes of experiments on various 

portions of sounds from orchestral instruments. Their results suggested that the attack 

tntllsicnt IS more important than the steady suite for instrument identificatIon. Berger (1964) 

~tlldied the effects on timbre of removing the attack/deeay portion of a sound, of playing 

tones backwards, and also of filtering out aIl harmonies. Results suggested that the 

spectmm was the mo~t critieal factor in timbre recognition (subjects obtained a score of 

only 18 % in a musical instrument recogmtion task when al1 partials were removed) while 

the attack/decay portIon was the second most important (subjects scored 35 % when the 

attack and decay werc spltced out). One ~hould note the extreme character of the sound 

processing for the filtered version. More subtle variations of the spectrum could have 

yielded dlfferent results. Saldanha and Corso (1964) investigated the relative importance of 

attack/decay transients, spectrum, and vibrato for timbre identification. They found that best 

identification was obtained with both attack transients and the steady-state portion of the 

sounds present. Both Clark (1963) and Saldanha and Corso (1964) conc1uded that the 

decny portion of a sound doesn't affect instrument recognition. Obviously, the decay 
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portion of a sound is very important to dctennine the timbre of sounds which do not have 

any steady state such as percussion instruments, the piano, pll1cked strings.H 

Data Reduction 

Results from a computer analysis of the physical paramcters of tunhre l'an he testcd 

by resynthesizing the tone using the data obtained from the analy~ls. If the onglllai ~nul1(l 

and the resynthesized one cannot he told apart, this IS li good lI1dlCaltOn that ail cssentlal 

infonniltion for the timbrai de~cription of the ~ound was detcctcd 111 the analy\i!.. 

Thb type of analysis produces a huge amount of data dc~enbtng the amplttlllJe and 
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frequency funetions for eaeh harnlonic as they evolve over time (Grey 1975, 17). Several 

attempts have becn made to simplify the acou~tlcal reprc~cntallon of tlmhre wllhout altcl ing 

the perceived quality and hence to detemline the mo~t perccptually Important parametcl~ 01 

timbre (Risset 1966; Grey 1975; Charbonneau 19R 1; Chowmng ct al 19X2). 

Such a data reduction perfonned by Grey (1975) revealcd that: 

1 Q removal of low-amplitude, inharmome eomponents 111 the attack scellon of a note IS 1110 .... t 

discriminable; 

22 the replacement of the time-varlant frequeney fllnetioll!. hy eon<;tant Ircqllel\~lC~ approx-

imations IS very eailily detectable; 

3Q line-segment approXImations of amplitude and freql1eney fllnctiollil, wherehy Illlllllte 

fluctuations were discarded, were very hard to detect, sllgge~ting that they arc not 

essential to the perceptIon of timbre. 

8While percussion instruments do not have a steady ~tate, modiflcatlOn~ of the 
spectrum will produee strong perceptllal changes of the timbre. Spectral manipulatJoll~ 
affect both the attack portion and the decay which cames mo~t of the timbre. 



The perc,--ptual significance of the various types of daia reductlon mentioned above 

varies !o\trongly bctween m!o\truments. For example, the attack simplification was highly 

di!o\cnminable for the bas~ clan net but not for the French horn; the soprano saxophone 

17 

tlmhre wa ... grcatly affc~tcd by the con~tant frequencies approximations whlle the change in 

Ilmhrc of the Engh!o\h horn was very smal\. 

SimIiar re~ults were reported by Chowning et al. (1982). Patterns of onsets-offsets 

and the ~pcctral envelope of the harmonies seem to be the most important features of the 

time-vanant amphtude funetions for timbre. In addition, it appears that the highly complex 

timing pattern of on!o\ct~/off!o\ets c. be simphfied (producing differences in the order of 5 

lm.) WIthout bClIlg deteetable. On the other hand, even slight changc~ 10 the amplitude 

lcveb of the hannonrcs arc obviou~9. 

Computer analy~i~ of musical 111 strume nt tones provides us with a four-dimensional 

phy~ical model for tlmbre consi~ting of amplitude, frequency, time, and phase. Since phase 

does not affect timbre ~Ignrficantly (Plomp 1969), we can reduce the model to three d:men-

!o\lons. Data rcduction ean further ~implify the model by discarding physieal features that are 

aurally inslglllficant. However, as Risset and Mathews point out, a more detailed physical 

descriptIOn of sound may he necessary in order to confuse alliisteners in A-B comparison 

tcslS IO. 

9"The mosl important aspects of the temporal amplitude functions of the hannonics 
are thcir patterns of onset-offset and the Ir spectral envelope, and not necessarily the fine 
details and di fferences of their individual shapes." The authors also achieved lia simplified 
rcprc~cntatIon of the timing pattern of on sets and offsets for the harmonies of atone .... 
The differenccs that were produced were generally on the order of 5 ms; hence the 
mdlscrillllnahillly of the operation points out a temporal integration in hearing ... The 
pcrœplual elles Important in the temporal structure of an instrumental timbre in the attack 
and decay, then. may often v' represented in a more simplified manner than actually occurs 
acoll~lically." (pp. 2-3). 

I(l~ the ~eetion on levels of timbre perception sophistication in chapter 4. 
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As with spectrum, the context in which sounds are hcard l'an modify the pcrceptu.\1 

significanœ of temporal factors. Grey (1978) found that Isolatcd tones hclp the discrimina­

tion of temporal-related features of a sound. He furthcr suggesled that maskmg l'Ould caU~l: 

greater difficulties in hearing fine temporal details within musical pattcm~. On thc olher 

hand, the isolation of single notes allow the listener to concentrate on thc tine dCI.\ÏIs nf 

attack and decay of the sound. Campbell and HelIer (1978) defined Ihe 'legato lrallSlent' as 

"the transition between two notes in a legato passage played on a l'onlinuous tone IIlstru­

ment. It is initiated when the perfornler interrupts an existing standing wave and cnds whcn 

a new standing wave has been established" (p. 1). The authors mvcstigatcd the relative 

importance of attack and legato transients and steady-~tate portions of soumIs for identIfIca­

tion of different instmments. They conc1uded that both types of lran~'(.;nt~ were more 1111-

portant than the ~teady-state alone and that posslbly the legato translcnl would he a 11Clter 

eue than the attack transient with sorne rescrve due 10 the possible contrihul1on of steady­

state elements during the legato transient Il. 

Other time-variant features of a sound contribute to its timbre. Computer analysis of 

musical instmment tones (Risset and Mathews 1969; Grey 1975; Strawn 1977; sec also 

Luce 1963) have shown that each partial of a complex sound has ilS own temporal 

envelope. Amplitude and frequency modulation assocIatcd with thc~c envelopcs arc charac­

teristic of the different instruments. For example, low harmolllc~ 111 the lrumpel have a 

shorter attack time and a longer decay than higher harmonies (Risset and Malhcws 19(9). 

11& also Strawn 1985. 
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1.2.4 Additional factors 

Musical instruments are imperfect mechanical systems that produce various noises 

and irregularities in their sound. Puffs of air in the attack of a flute, the sound produced by 

the impact of the hammers on the strings of a piano, the blips in intonation in brass instru­

ments, bowing noise in the violin, ail are highly idiosyncratic features of various sound 

sources) 2. The imponance of these imperfections for the overall tone quality of musical 

instruments was recognized early in the pioneering work of HelmhoItz (1954) who stated 

that "such accompanying noises and littIe inequalities in the' motion of air, furnish much that 

is characteristic in the tones of musical instruments" (p. 68). In a musical context, inequali­

ties intentionally or unintentionally introduced by the player will come up and influence the 

overall perceived tone quality. Playing styles, phrasing, and various articulation techniques 

ail become part of the overall sound produced (Risset and Mathews 1969). And as Risset 

(1977) points out: "Very often idiosyncrasies of sound production resuIt into tone particu­

larities which are strong cues for instrument recognition: frequency glides between notes in 

the trombone, because of the slide; intonation troubles in the hom, because of the difficulty 

to hit the right mode; initial erratic vibration in string Înstrumellts, when the string is fust set 

in motion by the bow; burst of tonguing noise al the beginning of recorder sounds" (p. 30). 

Balzano (1986) even suggested that "the kinds of things we are capable of hearing that are 

imponant for timbre perception are events like pounding, blowing, bowing, plucking, 

roIling, whistling, screaming, and aIl sons of physical processes that words can only hint at 

but which are nonetheless specified in the underlying dynamics of the signal, and therefore 

just as potentially 'available' to the perceiver as a Fourier spectrum" (p. 13). 

J2The noise background resu!ts from irregularities in the excitation of the source that 
put into vibration ail the natural mode:.; of a panicular instrument, hence its distinctive 
characler and ilS imponance for the sound quality and naturalness (Meyer 1978). 

l 
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1.3 Spectral fusion, perceptual grouping, scene analysis 

The complexity of timbre perception phenomena reaches a maximum III musical 

contexts such as a symphony or in pop/rock music, when different instmments playing 

different notes or chords (01 the same ones) are mircd together. In that case, timbre is not 

detennined only by the hannonics but rather on how they group together into distinct sound 

objects. 

When wc hear a dense, complex piece of music, sorne of the sound components 

reaching our ears will group sequentially while others will group simultancously. In sllch 

complex sound settings, coherent sound images are the result of two complemcntary 

processes, namely fusion and parsing. Perceptual fusion of components will occur accord­

ing to sorne rules: for ex ample, sounds that start and stop al the same lime, sounds that 

undergo synchronized frequency or amplitude modulation will tend 10 group togcther. Two 

pure tones that group togcther will result in a perceived ncher tone. Thercfore, timbre can 

be viewed as the result of the fusion or spectral grouping of several components (Brcgman 

and Pinker 1978). McAdams (1982) identifies three eues influencing perceptual f u~ion of 

complex tones: h armon ici t y of the frequency content of atone, coordinated modulation of 

the spectral components, and the relative familiarity of the spectral envclopc (p.281). 

Perceptual fusion increases as the degree of hannonicity increases. It would seem 

that the auditory system is biased toward fusing hannonic elements into single ~ources. Il 

should he noted however, that many musical instrument are characterizcd hy the inhar­

monicity of their partials, notably percussion instruments in general, but also the piano 

(Meyer 1978). 

It seems that sounds with familiar spectral envelopes fuse more readily than others. 

Fusion then depends on "the shape and location in the frequency spectrum of resonancc 

peaks characteristic of sounds we frequently encounter" (McAdams 1982,285). This 
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implies that the auditory system would he able to "evaluate the shape of the spectral enve­

lope of a source independently of ils evaluation, at any given moment, of the presence of 

the frequency components whose amplitudes are shaped by that spectral envelope" (p. 

285). 

A monophonie recording of a symphony orchestra will present the listener with a 

single wave front containing a11 discrete sound sources that were origina11y recorded. The 

listener will nevertheles~ he able to parse with great accuracy the various original sources 

into separate streams and will hear individual instruments an,l individual timbres. 

Complex listening situations involve the concept of pattern recognition. As Moore 

(1982) explains, "Firstly, complex stimuli will contain more than one frequency compo­

nent, so that the patteming of spectral energy as a function of frequency will he important. 

Secondly, auditory stimuli typically vary with time, and the temporal patteming can be of 

crucial importance to perception" (p. 186). 

A multiplicity of auditory eues can be used in a typicallistening situation. As pointed 

out by Grey (1978), Risset and Wessel (1982), and Strawn (1982), the nature of the 

context of presentation will strongly influence the listener's choice of individual parameters 

as being important cues in the elaboration of a timbre percept. As Bregman (Bregman 1984) 

further points out, 

Human perceptual decisions appear to make use of man y sources of information, sorne 
of which are undoubtedly redundant. Their effect~ are made to compete and collaborate 
in shaping the final percept. Perhaps this is the source of the great robustness of hum an 
perception in the face of aIl sorts of distortions (p. 173). 

1.4 Interactions between timbre and other attributes of sound 

In studies on timbre, variations of the parameters of sound other than timbre are 

usually removed from the stimuli ~J that the factors determining timbre can be isolated and 



the experimental variables better controlled. However, in a musical conlext, attributes of 

sound interaet with each other to produce the final percept. 

Intensity 
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Clark and Milner (1964) found that the spectrum of a non-percussive instrument 

varies with intensity: as the intensity increases, the proportion of high-frequency compo­

nents increases as weIl. Their results, however, indieated a very low correlation bclwecn 

playing intensity and perceived timbre. The method used casts some doubts on the validuy 

of the results. Tones from musical instruments were recorded in an anechoic room with an 

omnidirectional microphone at different dynamic markings (pp, mf,fj) and then playcd 

back at an equalized level.This procedure may have introduced errors as the frClluency­

dependent sensitivity of the ear can affect the timbre pereeived. independent of the onginal 

markings. It may be significant that for sever al instruments, recordings made al pp wcre 

judged asff when played baek atff. Clark and Milner' s findings contradicts more rccent 

research (Risset 1966, Meyer 1978, Hall 1980). Risset (1966) describcd thIS factor for the 

trumpet as being characteristic of the spectrum of the brass fam il y . Meyer (197X) takes as 

an example three spectra of a high note played on a hom at three different levels. Atff, 

hannonics around 10 kHz have amplitudes of about 45 dB while in a mJ, the sixth 

hannonic around 2.2 kHz will barely stand above the noise floor (pp. 33-34). The effect of 

intensity on timbre may of course vary wilh different instruments. The poor scn~itlvity of 

the ear at low and high frequencies is another factor contributing to the influence of Inten­

sity on timbre. Even though they may be present, low and high frequencie~ will be less (or 

not at aIl) perceptible at low levels. Loudness, whieh is largely detennined by intensity, 

was found to eorrelate weil with sound quality of reproduced sounds (IIlényi and Korpassy 
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1981 ). As will be diseussed in the next section, distortion produets may increase as the 

Iistening level is increased. 

Frequency and physical duration also interact with timbre but the nature of their 

influence is not weil understood yet (Grey 1975, 21-22). The perceived quality of a sine 

wave changes from low frequencies to high frequencies even though, obviously, the 

spectrum stays the same (Risset 1977, 15)13. Wapnick and Freeman (1980) presented 

evidence of the interactions between timbre and perception of musical flatness and 

sharpness. The effeet of duration on timbre would seem to depend on the spectral 

integration lime of the ear (Wang and Gossick 1978). 

Reverberation 
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Little attention has been paid to the effects of reverberation on the perceived timbre of 

sounds. At any point in a room, the perceived sound will be a mixture of direct and 

reflected sounds. The closer \1) the source is a listener, the greater the proportion of direct to 

reverberant sound will be heard. Reverber~lion modifies significantly the pha~e and 

frequency relationships of the sound spectn:m. Differences in frequency response up to 20 

dB have been reported (Risset and Wessel 1982,29). In addition, these variations in the 

physical structure of the sound will be different at every location in the room. 

Plomp and Steeneken (1973) studied the effect of reverberation on the timbre of 

steady-state complex tones. They found that for tones above 100Hz, the perceptual effect 

of phase randomness is negligible. Reverberation impairs identification of sounds \\hose 

spectral differences are less than the variation introduced by the reverberation. The magni­

tude of the spectral differences caused by reverberation are close to the differences between 

t3The spectrum does not change but the sensitivity of the ear does. 
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the same vowel sound pronounced by different speakers (Plomp 1976, 101) 14. This sholiid 

obviously depend on the amount of reverberation added to the sOllnds. More recently, 

Toole a~d Olive (1988) studied the effect of reverberation on the alldibility thrl'shold of 

spectral resonances. It appears that the addition of reverberation lowers th~ threshold of 

nondelayed medium- and low-Q resonances in impulsive or transient sounds while low-Q 

resonances delayed by more than 1 ms are more easily detected without reverberation with 

differences of up to 10-14 dB (pp.130 and 138). 

The importance of room reflections and reverberation on musical instmmcnts' timbre 

depend on the source. For percussive instruments such as timpani in which the decay is 

most important, reverberation becomes the main carrier of the timbrai infonnation of thc 

instrument. But "for percussion instruments with low damping (Iike bells, gongs, low 

piano tones) the instrument's decay usually dominates the room's reverberatlon. In sllch 

cases, the details of the decay have a strong bearing on the timbre" (Risset 1977, 31). 

It has been recently pointed out that since musical instruments exhlbll frcquency­

dependent radiation patterns l5, a complete spectral description of an instrument's timbre is 

only possible if information from the important directions of radiation is made availablc to 

the lislener (Woszci1vk 1978, Benade 1985) 16. In a reverberant room, such information is 

provided by early rdtections (Benade 1985). As Woszczyk points out, "the environll1cnt 

plays an important part as the integrator and carrier of (an) instrument's timbralmforma­

tion" (p. 78). Woszczyk conducted listening tests which indicated the Ibteners' preference 

14See aiso Kates 1984. 

15" ... les instruments de musique ont un rayonnement anisotrope: lorsqu'on tourne 
autour de l'instrument, le spectre entendu varie considérablement, mais cela n'affecte guère 
la reconnaissance de l'instrument" (Risset 1978.6). 

16~ also Clark et al. 1963, 46; Luce 1963; and Risset 1978. 
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for reeordings using multiple microphones positioned to integrate an overall spectrum of the 

sources over single-microphone recordings providing only a truncated spectral view of the 

source. Benade (1985) obtained high identification scores on steady-state one-second 

samples of an oboe when both source and microphones used for the recording were 

moving so as to samp1c the instrument's sound at different locations. Unfortunately, he 

didn't include any supporting data. Benade further sugge"ts that results from earlier studies 

indicating the predominance of attack transients as identification cues could he explained by 

the faet that the recording technique used (stationary source and microphone) provided only 

"a Iimited single-view auditory 'picture' of the instrument, from which recognition turns 

out to he very difficuIt until sorne additional piece of information is made available (such as 

onset behavior)" (p. 229). This could explain why identification scores for unmodified 

sounds as reported by Berger (1964) and Saldanhh and Corso (1964) were so low. 

1.5 Dimensions of timbre 

Physical parameters of sound that affect timbre can he precisely measured by 

calibrated instruments. The measure of timbre perception is more complex. Because timbre 

cannot he evaluated on a single scale from low to high like pitch, it is said to he multidi­

mensional. At present, we know more about the physical factors affecting timbre than about 

the corresponding perceptual dimensions. In other words, we still do not have a satisfac­

tory psychophysical model that could he used to quantify differences in timbre. Because 

timbre is a multidimensional attribute, its study is much more complex than other attributes 

like loudness or pitch. 

Several attempts have been made to determine and de scribe a manageable number of 

dimensions along which timbre can he "measured". Plomp (1970, 1976, 1987) suggested a 
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model using the spectrum level in 1/3-octave bands for steady-state periodic complex 

sounds. He obtained a three-dimensional model that correlated weIl with the intensity levels 

in 18 l/3-octave frequency bands. It would seem howeverthat these 1/3-octave hand lcvcls 

are not independent factors due to masking patterns (Grey 1975, 13) Using 35 stcady-statc 

timbres evaluated along 30 pre-defined bipolar scmantic ~cales, Bismarck (\974a, 1974h) 

performed semantic differential scaling and factor analysIs to obtain four dimensIons, 

among which the scale dull-sharp seemed to he the most important. Bismarck idcntitïcd 

sharpness as the main perceptual attribute of timbre. According to BIsmarck, sharpness is 

defined by the relative proportion or balance between low and high frcqucncles. It incrcases 

as the amount of energy in the high frequency region increases comparcd to the lowcr one. 

Furthermore, the sharpness of a sound is independent from peaks or dips in the 

spectrum 17. Although the reliability of Bismarck's results has bcen CritiCIzcd (Grey 1975; 

Strawn 1982), the attribute of sharpness (dull-sharp, dull-bright) has emergcd from other 

research as weil (Lichte 1941; Grey 1975; Grey 1977; Wessel 1979). 

A hetter approach to study timbre dimensions may he the use of multidimensional 

scaling where stimuli are presented in pairs to subjects who have to Judge their similanty. 

The data is then fed to a computer program which produces a sImplified geometrical map of 

n dimensions in which the distance between any pair is inversely proportional to the 

similarity between the stimuli. The investigator then links these psychologieal evaluations to 

possible physical correlates. 

Grey (1975, 1977) used this technique to in'lestigate the possible perceptual dimen­

sions of timbre. He used 16 instrumental tones that were analyzed, ~implificd and resyn-

thesized by a computer. AlI stimuli Were equalized in pitch, loudness and duration in ordcr 

17There is sorne ambiguity in the litterature about the conflicting use of the words 
sharpness and brightness and the difference in their meanings is not alw~ys clear. 
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to focus on timbre dimensions. A three-dimensional spatial configuration was found to he 

the best solution to interpret the psychophysical relationships hetween tones. One of the 

dimensions was related to energy distribution along the frequency spectrum. At one end of 

the scale (dimension), the bandwidth is narrow with a low ratio of high/low frequencies. At 

the opposite end, the bandwidth is larger with a corresponding higher ratio of high/low 

frequencies. The physicaJ description of this dimension closely resembles the sharpness 

attribute described by Bismarck (1974b) and the brightness reported by Wessel (1979). 

The two other dimensions described by Grey referred to temporal characteristics of 

the tones. One seemed to he related to the degree of synchronism between upper harmonies 

while the other one involved the presence (or absence) of high-frequency inhannonic 

energy being present before the full attack. Another interpretation of the last two dimen­

sions indicatP,d a clustering of stimuli according to instrumental family. Subjective 

correlates for the last dimension were suggested (Grey 1978): the more there are inhar­

monie components before the attack, the more noise-like is the sound. In addition, the 

perceived "explosiveness" or "hardness" of the sound decreases as the amount of 

"precedent high-frequency energy in the attack" increases (Grey and Gordon 1978, 1499). 

Using multidimensional analysis techniques, the investigator does not need to make 

any assumptions about the possible dimensions prior to the experiment. However, the 

identification of the obtained dimt:.nsions will depend on the experimenter' s interpretation 

of the results. 

In the studies reported above, the experimenters looked into the parameters of the 

sound produced for factors determining perceptual dimensions. A number of researchers 

considered instead the factors pertaining to the methods of sound production, such as 

hardness of mallet for percussion instruments (Freed and Manens 1986). More generaJ1y, 

Balzano (1986) states: "Perceiving timbre is more a matter of perceiving underlying 



dynamics of physical processes [involved in the sound production] than perceiving the 

places of things in abstract ordered structures" (p. 16). 



CHAPTER 2 

TIMBRE PERCEPTION IN SOUND ENGINEERING 

2.0 Introduction 

Sound engineers must evaluate timbre of live sources (in the studio or the concert 

hall), and of reproduced sound (in the control room) through loudspeakers and head­

phones. The study of timbre of reproduced sound must take into account the additior.al 

physical factors introduced in the recording/reproducing chain which shape, favorablyor 

unfavorably, the resulting sound quality of the program material. The sound engineer can 

control these parameters to obtain the desired timbre. 

2.1 The recording/reproducing chain 

The recording/reproducing chain or more simply the audio chain is the usual path that 

audio information will follow from the source (e.g .. , a musical instrument) to the listener. 

Between the two end points of the transmission system are several stages which can each 

modify the timbre of the sound an'Ïving at the listener's ears. Therefore, the sound engineer 

will evaluate the original sound source indirectly and the knowledge of these signal trans-

formations is essential for effective control of sound quality. 

Typicully, a musical instrument produces a sound which will be more or less affected 

by the acoustical environment depending on the type and placement of the microphone(s) 

and the size of the room. The sound waves from the instrument will be converted to an 
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electrical signal by the microphone. and then will go through amplifica\ion and vanous 

signal transfonnations (spectral filtering, level b1lance) in a 111lxing console. and then 

amplified again and fed to loudspeakers. The signal is then convened hack to ~Olll1d wavc~. 

transmitted through the listemng room, and finally reaches the hstel1cr's cars. In an alternatt: 

transmission path, the signal goes from the mlxing console to option al outboard signal 

processors to a storage device and th en played back through the loudspeakers Another 

stage in the chain is the final mixing when multiple channels are mlxcd togethcr, gencrally 

to two chanaels. Here, the delicate b.ùance hetween aIl sources will ~hapc the ovcrall ~olllUl 

of the recording, allowing cenain instruments or certain timhres to come out. and maskll1g 

or modifying others at other times. 

Each element in the chain can modify the original spectrum of the source by being 

frequency discriminating (microphone), by adding resonances of various kinds 

(equalization, signal processing, loudspeakers, listening room), by IIltroducing di~tortiol1 

elements (basically every link). The significance of these ~pectral and temporal 

perturbations depend on the extent to which they are audible. Thereforc, the perccptual 

thresholds of these phenomena must he taken into account. 

Sorne of the links in the chain are variable and can he controlled by the enginecr: 

microphone choice and placement, signal processing. Others are modifiable to a hmitcd 

extent: acoustics of the recording room (through the use of acoustIc haffles, for examp\e). 

Others are basically fixed: monitoring system and listening environmcnt (once a control 

room has becn designed and is built, it is usually not modifyable to a large extcnt). 

The elements of the audio chain and their respective "timbre modifiers" l'an he 

schematically listed as follows: 



Source 

Recording Room Acoustics: 

MilTophone: 

Mixing console: 

Tape recorder: 

Loudspeakers: 

Listening Room acoustics: 

Listencr: 

musical instrument, perfonner, score. 

reflections, phase cancellations/reinforcement, 

reverberation, time delays, resonances. 

diwctional properties, resonances, frequency response, 

proximity effect, off-axis colorations. 

lev-el balance, equalization, compression/limiting, other 

signal processing. 
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storage limitations (saturation), distortion, hiss (analog), 

dither (digital), wow/flutter (analog), drop outs. 

resonances, distortions (linear and nonlinear), clipping 

(amplifiers), off-axis irregular spectral response. 

room modes, reverberation, reflections, spectral 

abc~rrations. 

perception acuity, attention, biases, fatigue, hearing 

impairrnent 17. 

The clements of the audio chain are intimately related to each other. For example, a 

particular microphone will strongly deterrnine the nature of the signal transmitted to the 

loudspeaker which in tum will he2tVily bear upon the sound quality perceived by the engi-

ncer in the control room (Somerville 1952; Toole 1973; BS<:1rja 1977; Olive 1990). 

As Somerville points out, the way a recording is mixed or a microphone is placed 

depends largely on the monitoring system on which the balance or microphone is evaluated. 

l70live (1990) provides an extensive list of all interactions of the elements of the 
audio chain that can modify the original spectrum of the source except for the listener. The 
rcader may refer to this paper for more details. 
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When the frequency response of the loudspeakers or the room reveals serious irregularitics 

(peaks/dips), equalization will be applied by the engineer to eompensate for the bad 

speaker/room response rather than for artistic/ereative enhanccments of the recording (B~1ria 

1977). The three last elements of the chain interact strongly with each othcr: "Th,: loud-

speakers, room and listener comprise a system within which the sounds and spatial 

illusions of stereo are deeoded, and they must be considered together" (Toole 1990, 1). 

Toole provides a list of factors in the loudspeakers/room/listener combination thm can 

affect the perceived timbre: the acoustical eoupling of loudspeakers and the rOOI11 which 

depends on room modes18, listeners seating position in respect to the lombpeakers, 

acoustical interferences (comb filiering) resulting from the combmation at the listcncr's car!> 

of the direct sound and one or more strong early reflections, the frequcncy-selecuvc sound 

absorptive qualities of room boundaries which modify the integrated spcctnull of the sound 

field, off-axis colorations of loudspeakers, vanous effects of reverberation 

(amplification/attenuation) on delayed and non-delayed resonances. Portunately, room 

resonances often have medium to high Q's to which the hearing system is less sensitive 

(Toole and Olive 1988, Toole 1990a). 

2.2 Timbre of reproduced sound 

The timbre of sounds reproduced over loudspeakers and headphones is mo<hfied by 

variables specifie to such transmission systems. Generally, a non-flat rc~ponsc of a ~ystcm 

will result pereeptually in a change of timbre: 

18"The proportions of a room, length to width to height, detennine the distribution of 
room modes in the frequency domain, whether there are clusters or gaps in the distributiun. 
The dimensions themselves detennine the frequencies at which the resonances occur" 
(Toole 1990, 4). 
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... response refers to the transmission characteristics (of a linear system) which deter­
mines the spectral composition of the output when the input is a signal of complex 
frequency composition. In musical terms, a non-flat response is recognized by a 
change in timbre, the amount of change depending on the source spectrum and the 
response of the sound system (Salmon 1950, 14). 

Most of the research in the field of timbre of reproduced sound has been aimed at the 

evaluation of the elements (loudspeakers mainly) of the reproducing system. The focus of 

the engineer remains the sound itself, not the devices through which it is reproduced. One 

must thcrefore he cautious about the conclusions of the reported research as they may not 

he 10ially relevant or rcadily applicable to the listening strategies of the sound engineer. 

2.2.1 Timbre modifications 

Distortion 

Whenever the output of a circuit is not the exact replica of the input signal, we can say 

that the original sound is distorted. When recording a sound source in a room, many 

variables can introduce error factors that will modify the original sound. Whether they are 

beneficial or detrimental to the desired sound quality, a knowledge of their nature and per-

ccptual significance is important. 

Linear distortion 

Linear distortion modifies the spectral balance of a sound by either changing the 

amplitudes of sOllle harmonies or by delaying sorne harmonies, or a combination of the 

two. The delay will produce cancellations and reinforcements al particular frequencies, 

hence a change in timbre. As Preis (1984) states, "in electrical or mechanical systems, 
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linear distortion occurs because portions of the signal energy are selectively absorbed, or 

reinforced, or stored and released at a later time, or reflected, or propagated through mate­

rials at different relative speeds" (p. 4). 

The perceptual significance of phase distortion is still a matter of debate. Findings 

from Plomp and Steeneken (1969) reported in chapter 2 were obtained From isolatcd aniti­

cial signaIs and are not representative of music recordings. The listening context in the 

control room introduees several variables that can affect (mask, enhance, or modify \11 SOIllC 

other way) the perceptual importance of phase relationships between components of a 

complex sound. 

There is sorne evidence that phase shifts can produce audible effects on sclcctcd sIg­

naIs in specifie listening conditions. Group delays, defined as "the diffcrence between the 

rime delay occurring towards the extremes of the audio frequency band and the delay that 

occurs at sorne suitable reference frequency in the middle of the band" (Moir 1976, 84), arc 

often used as a measure of phase sensitivity. SensitivÎty lO group deJay depends on 

frequency. The ear is most sensitive to delays between about 500 Hz and 50(X) Hz whcrc 

group delays of ± 0.5 msec can be detected, using broadband clicks or impulses on hcad­

phones. Below 500 Hz, the thieshold is around ± 2.5 msec. Other experiments on group 

delay distortion produced by anti-alias filters indicated that delays up to 4 msec in a 3000 

Hz bandwidth about 15 kHz are not audible (Preis 1984). Blauert and Laws (1978) point 

out that perceptual thresholds for group delays de pend "on the shape of the group delay 

eurve, the nature of the test signal, the conditions of stImulus presentation and the ~tatc of 

training of the subjeets" (p. 1479). It was found out that the highest sensitivity occurred for 

short impulses under aneehoic listening conditions. Using 25-~sec rectangular pubes with 

headphones, the authors obtained thresholds of 0.1 to 0.5 msec. Since group deJays 

introduced by non-minimum phase loudspeakers and headphone~ are on the order of 4(X) 
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~sec, the authors concluded that in practical situations (music programmes heard over 

loudspeakers in a room), group de1ays nonnally encountered are not perceptually 

significant. 
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Deer, Bloom, and Preis (1985) investigated the perceptual significance of group delay 

distortions introduced by second-order all-pass filters which aIlow the independent ad just­

ment of peak value (in millisecoild) and of bandwidth of group delay distortion (p. 2). A 

two-alternative forced-choice test procedure was used, with six subjects listening over 

headphones. The required response from the subjects was to detennine if the two memhers 

of the pair were the "same" or "different". A perceptual threshold of around 2 ms at 2 kHz 

was obtained. Peak group delay ranged from 1 to 16 ms and broad, medium, and narrow 

tlelay bandwidths were used. 

Moir (1976) reported an experiment in which simple square-wave type signais wer~ 

additively constructed. The listeners themselves could modify the phase of the third and 

fifth hannonics in respect to the fundamental while monitoring visually on an oscilloscope 

the resulting changes in waveforms. Changes in sound quality cou Id not he heard. The 

aUlhor reports another experiment in which the steepness of the wave front was seriously 

altered by shifting higher hannonics by 180 2• No audible difference could he heard. Moir 

reports the results of some experiments on the effects of group delay on speech. He notes 

that the effects of differential time delays are more apparent on speech than on music Rnd 

that the audible effeet sounds like a "metallic echo following each syllable or word" (p. 84). 

Thresholds of five to eight milliseeonds for the frequency band between 5 and 8 kHz that 

was delayed behind the 1 to 3 kHz band were observed. At the low frequency end, delays 

up to 70-90 msec were inaudible. [n these tests perfonned at Bell Laboratories, subjects 

hild to increase the amount of delay until a change in quality was perceived in a process of 

direct comparisons. 
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It seems that the effect of phase shifts is very subtle if not negligible (Toole 19R6). 

Large phase shifts cannot he reliably detected even by experienced listeners when lislcning 

to loudspeakers in a nonnal room. In such complex listening contexts, it is difficlilt 10 

detennine if an audible effeet is due to a shift in phase or to a related spectral amplitude 

change. Toole points out that the situation could he different for rapid local phase changes 

associated with resonances but then, one may wonder if it is the phase effect which is 

audible or the associated resonance. 

Suzuki et al. (1980) tested the audibility of phase distortion on transient artificml 

signaIs presented both over headphones and loudspeakers. Subjects were presented with 

four different pairs of sounds: A-B, B-A, A-A, B-B. Because the difference hetwecn the 

two sounds was very smaU, each sound of the pair was repeated five consecutive timcs. 

Again, the signals were short transients and the subjects needed the sound to he rcpeated 111 

order to remember the sound quality. The task consisted in determining if the two signais 

sounded the same or if they were different. 

Results indicated that although subjects were all sound engineers, the ability to 

perceive phase distortion was highly variable between individuals. Unfortunately, the 

authors calculated percentages of correct response. No threshold values were detem1incd. 

The frequencies studied were at 300 Hz and 1 kHz. The authors concluded that although 

some people can readily detect pha:le distortion at low frequencics "when highly arllticllli 

signaIs are used" (p. 573), most people are not very sensitive. None of the subjects wcre 

able to detect a change in sound qllality when popular music from commercial records was 

used as stimulus. 

Lipshitz et al. (1982) reviewed a number of papers that tended to demonstrate that 

phase distortion jJ:, audible. For example, they duplicated experiments by Malhe~ and Miller 

(1947) and Craig and Jeffress (1962) using a two-component tone consi~ting of a funda-
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mental and a second hannonic. They concluded that the timbre of the tone is a function of 

the relative phase between the two components. They went further and adj usted the phase 

difference to produce an asymmetrical wavefonn from positive to negative. They claim that 

a polarily reversaI (simultaneously al the two channel) can be readily detected as a change in 

timbre. They aiso claim that this effect can be heard, although with much more difficulty, 

with speech and music signaIs. Lipshitz and Vanderkooy (1981) qualified the change on 

percussive signais as a change in "perceived depth, high-frequency detail, c1arity and even 

level" (p. 489). The ability to hear polarity reversaI on asymmetrical signaIs is related to the 

half-wave rectifier behavior of the inner ear. "Neural output from the acoustic waveform 

occurs predominantly during the rarefaction half of the acoustic wavefonn, for frequencies 

below approximateley 1 kHz. Therefore the ear is able to detect wavefonn asymrnetries and 

hence polarity reversaI of asymrnetrical signaIs" (p. 383). Although rnany musical and 

speech signais are asymmetricaI, the effeet of polarity reversaI is very subtle. 

The authors dispute the argument that phase distoI1Ïon cannot be audible because in a 

reverberant environ ment, severe phase aberrations are observed for very small displacement 

in space. They claim that phase nonlinearities can be detected for the direct portion of the 

sound, before the reflections disturb the phase further. 

Although "to a greater or lesser extent aIl audio components contribute sorne phase 

distortion" (p. 585), loudspeakers appear to be the main source for midrange phase distor­

tion (between 100 Hz and 3 kHz)19. 

One of the authors could hear phase distortion over stereo records. It is weIl known 

that phase effects on stereo programs are quite obvious (Moir 1976). Stereo material is 

t9~ Lipshitz and Vanderkooy 1981 p. 585 for contributions of other parts of the 
audio chain to phase distortion. 
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probablv not a good choice for test stimuli. Results from one subject are not very conclu­

sive even when 99% confidence results are reported. 
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We know that phase shifts can he heard in sorne cases when there are two sound 

sources. If the sources are separated in space as with a pair of 101ldspeakers, spectral 

cancellatio'ls/reinforcements can occur or the stereo image can he perturbed. When the two 

sources oc.cupy the same horizontal position, there are daims that time delays thm reduce 

the steepness oftransient peaks can he heard (Moir 1976, Moore 1989). But beyond the 

obvious fact, the question of phase distortion audibility must he left open for now. 

Non-linear distortion 

Non-linear distortion occllrs when additional components not present in the original 

input of a circuit or devicc are observed at the output. If the input is a sine wavc, the output 

will produce new components which will he integer multiples of the fundamental. This is 

commonly called harmonic distortion. If the input is a complex wave, the output will 

consist (in addition to the harmonics of the input frequency) of the sums and diffcrcnccs of 

the original input frequencies, and ail combinations of these input frequencies. This is 

caIled intermodulation distortion. 

Cabot (1984) identifies five main factors that affect the perceptual significance of non-

linear distortion products: 

1. characteristics of the non-linearity 

2. type and complexity of the distorted audio signal 

3. characteristics of the listening environment 

4. other distortion in the other links of the audio chain 

5. the "ability, experience, concentration, etc." of the listener. 
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The nature of the nonlinearity has a strong effect on the spectral content of the distor­

tion components and their dependence on signal characteristics. For example, the amplitude 

of harmonie and intennodulation components produced by crossover distortion increases as 

the signal amplitude decreases. Clipping distortion products only appear when input level 

inereases heyond a certain threshold limit and the amplitude of distortion components 

inereases as the input level increases. 

The minimum audible distortion threshold is limited by the hearing threshold at any 

frequency, by signal-to-noise ratio in rooms, and by the masking propenies of the ear. The 

upward spread of masking (Moore 1982, 76) implies that components lower in frequency 

than the main tone should he more noticeable th an components higher th an the main tone. 

Harmonie distortion can therefore he viewed as a special case of masked threshold percep-

tion (Cabot 1984, 6). 

Bryan and Parbrook (1960) obtained perceptual thresholds of less than 0.05% for 

harmonies above the fourth and a listening level of 70 dB. The frequency of the fundamen­

t .. : was 357 Hz. Whyte (1977) suggested that the ear's sensitivity to interfering tones vary 

with frequency, according to the equalloudness contour curves. 

The characteristics of the listening room have important effects on the audibility of 

distortion products. Ambient noise may mask the distortion components. In a control room, 

noisy equipment that tends to he masked by the output from the loudspeakers could possi-

bly mask in tum distortion components present in the music when the output from the 

loudspeakers is low. Reverberation can also mask low level distortion whereas standing 

waves can lower the threshold if the fundamental of the signal corresponds to the center 

frequeney of a dip in the room response. Whyte (1977) observed variations in threshold in 

the order of 6 dB above 100Hz between two listening positions. 
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Higher thresholds have been observed for music signais compared to pure tones 

(Gabrielsson et al. 1972). In a first experiment, two types of stimuli were used: pure tOiles 

at 500, 1200, and 2000 Hz at a level of 60 dB SPL, and clarinet tones al ISO, 470, and 

1200 Hz at a level of 80 dB SPL. Both signaIs were gated with an onset time of 70 mscc. 

70 subjects were tested: 6 sound engineers, 4 musicians and 60 "normal" suhjc(·ts. Thc 

duration ofthe stimulus was 4 sec and x2 or x3 distortion was introduced during cithcr thc 

first or the second half. Five levels of distortion were tested. Subjects were instnactcd to 

determine if during each presentation, the tone was changed in any way. Both loudspcakers 

and headphones were used. Amorlg the results, it appeared that threshold values for pure 

tone stimuli were systematically lower ~han for the c1arinet tones. Threshold values for 

headphones were lower or equal to the ones obtained with loudspeakers. In general, 

engineers and musicians obtained lower thresholds. 

In a second experiment, 101 subjects were presentcd with pairs of tones and werc 

asked for each one if the y could hear a difference between the two tones. Clarinet and !lute 

tones were used, with a duration of 650 msec. Listening was done with hcadphones. Thc~e 

experiments revealed that detection of x2- and x3-distortion depends on complcx interac­

tions between physical variables such as distortion type, spectrum, transicnt type, and 

frequency. For example, it was found that threshold values for x2-distortion were hlghcr 

than x3- distortion for the flute whereas they were lower or about the same with the 

c1arinet. 

Because most distortion types vary with signal amplitude, il i~ rather difficult to 

determine a perceptual threshold for music programmes, which vary in level continuou,>ly 

(less so for pop music) (Moir 1981). To alleviate the problcm, some author~ provldcd 

statistical data. For example, Fryer (1975) determined thm clipping di~tonlon wa,> audihle if 

it occurred for 1.5 % of the time in a 5-minute presentation (in Cahot 19H4, H). 
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Wigan (1961) found that the ear can accept a certain level of distortion if it is condi­

tionned to a higher level of distortion. It seems that as the reproduction bandwidth is 

reduced, the threshold of distortion increases. For example, Oison (1957) obtained a 0.7 % 

threshold for a 14 kHz bandwidth and a 1.4 % threshold for a 4 kHz bandwidth. This 

would indicate that distortion components of higher frequencies are more objectionable than 

lower ones. 

Distortion products introduced by the ear itself may impose sorne limitations on 

perceptual thresholds when listening is done at high levels. According to Killion (1976), 

harmonie products exceed 1 % for sound levels above 80 dB and intermodulation products 

reach the same percentage above 90 dB. (Moore 1982, 57 and 132; Killion 1976). 

Fielder (1982) reported that binaural eues can lower the threshold of low level 

signais. Tones 10 dB lower than the ambient (average) level could thus he detected. Cabot 

(1984) hypothesizes that this same phenomenon could play a role in the perception of 

distortion. 

He points out that the method used to calculate thresholds has a strong impact on the 

meaning of the data obtained. For example, threshold values averaged over a large number 

of listeners with varying listening abilities will not he good indicators of what can he 

perceived by trained criticallisteners. For the latter, one would need to average several 

results from the same subject. As the author words it, "to say that 1 % distonion is 

acceptable because the average person cannot perceive the difference is not to say that 0.1 

% distortion is inaudible" (p. 12). 

Beeause various amounts of nonlinear distortion are often present in real sounds, 

perception of non-linear distortion ean often he equated to the perception of an increment in 

distortion from an initial value (Letowski 1975). The differenee limen for nonlinear 

distortion (DLND) is defined as "the smallest perceptible increment of the produet of the 
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nonlinear distortion" (p. 106). This "just noticeable increment" depends on the initial value 

of distortion, the nature of the distortion, the fundamental frequency of the signal, the 

sensation level of the signal, and its spectrum. 

Pure tones and electronic organ sounds were used. Sounds were presented in pairs, 

and the subjects (6 professional sound engineers) had to judge if the timbre of the two 

sounds was the same of different. The difference limen was calculated as the value produc­

ing 75 % "different" judgments. Il appears that ail physical variables tested intemctto affect 

DLND's; the initial distortion level is the most important. Differences in x3-distortion arc 

generally easier to detect. The results on the effect of spectmm indlcate that distortion of 

complex sounds is harder to detect than for simple sounds. While difference lllllcn were 

markedly higher at 4 kHz for pure tones, it was much less so for musical ~ounds. This can 

he due to the different masking powers of sine and complex signais, and the upper 

frequency limit of the hearing system. DLND's are lower at 50 dB SL than at HO dB SL for 

sine signais whereas they are independent of level in tht'.t range for complex sounds. 

An interesting point made by Moir (1981) is that threshold depends on the dumtion of 

the distortion product. Tests were performed on sine waves to which clipping distortion 

was applied. For a 4 msec burst, the threshold value reached around 10 % and for a 20 

msec pulse, the threshold was reduced to around 0.3 %. Therefore, "ten peaks cach la~ting 

2 msec are less objectionable than one peak lasting 20 msec in the sa me Ii~tening pcriod" 

(p. 33). 

According to the author, threshold values between 1 % to 5 % should bc expccted III 

practical situations. Equipment with distortion levels around 0.01 % should Ilot ~ound 

cleaner than another piece of equipment having distortion levels around 0.1 %. 
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Colorations and Resonances 

Besides phase and non-linear distortions which can produce audible colorations, 

resonances in the audio chain are a major cause of such colorations. The particular timbres 

of musical instruments and voice are produced by resonance mechanisms. Severallinks in 

the audio chain can introduce additional resonances which may modify the quality or timbre 

of the desired sound. Colorations are often added deliherately but they can also he side 

effects of the signal processing. 

The effect of these resonances on timbre depends on several factors among which Q, 

center frequency, and amplitude of the resonances were studied by Bücklein (1962). 

Audibility of peaks and dips in the spectra of music, speech, and white noise samples was 

measured for 10 listeners. The audibility of the se irregularities was measured as a function 

of their form and depth, the type of stimuii, and the frequency region of the perturbation. 

Various types of music, from solo instrument and voice to orchestra were used. Listening 

was done with headphones. The subjects' task consisted in detennining the order of 

presentation of pairs of stimuli, one of which was distorted. The frequencies tested ranged 

l'rom 150 Hz to Il kHz. 

One-octave wide lO-dB valleys are easily heard except at f = Il kHz. The threshold 

of audibiliry was esrimated to he for l-octave wide 5-dB dips. Antiresonant type dips of 20 

dB for Q values of 1.8,2.9, and 5 were also used. Threshold increases as the Q increases. 

Wide dips are better detected than narrow ones. 

Peaks in the frequency response proved to he easier to hear. 6-dB peaks at 1 kHz (Q 

= 6.7) were detected by 60 % slIbjects. Listeners reported that valleys, even when 

dctectable, didn't change the perceived timbre as mllch as corresponding peaks. 

Unfortunately. threshold values for peaks are not included in the Bücklein's paper. 



The author also notes that spectral differences were harder to hear whcn solo instru-

ment sounds were used. Tones had to he in the freqllency region of the irregularity in ordrr 

to reveal il. 

As with musical sounds, peaks were much more easily detected than dips when lIsing 

6-sec white noise stimuli. ClIrve depths of 5, 10, and 15 kHz were tested. Only 1 S-dB dip~ 

at 3 and 5 kHz were heard. Interstimulus interval played a I.~;)re important role for dips th an 

for peaks. Most subjects could hear 5 dB peaks with a Q of 10 while only 60 % cou Id hear 

the correspondmg dips. A sllbject with perfect pitch could detect 90 % of the dips in white 

noise20. Fryer (1965) deterrnined that the threshold for a resonance increases hy approxi­

mately 3 dB per doubling of the Q value. 

Toole (1986) suggested a few explanations for the greater audibility of low-Q rcso-

nances compared to large-Q ones: 

1 Q " ... from a purely statistical point of view, a broad resonance will be excited more onen 

by ~ounds in music than a narrow resonance" (p. 232). 

2Q Low-Q resonances reach full amplitude more often and more quickly than high-Q rcso-

nances. 

3Q A Iow-Q resonance "can ring at a frequency significamly different from the one Ihat 

initiated the response, thus imparting a monotonal coloration to a range of exciting 

frequencies" (p. 233). 

Toole and Olive (1988) studied the audibility of resonances in the contcxt of 

subjective evaluation of timbre in live performances and in reproduced ~ound. In additIon 10 

the factors mentionned above of Q, center frequency, and amplitude, the perceptual 

200ne might investigate whether absolute perception of pitch influences in any way 
the perception of frequency response irregularities. 



significance of resonances depends aIso on the "temporal relationship between the 

resonance and the signal it modifies" (p. 123; see Barlow 1978). 
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When there is no time delay between the resonance and the signal, as is the case for 

resonances produced by spectral filtering, resonances inherent in the sound source (voice 

and musical instruments), and sorne resonances from loudspeaker and microphone 

construction, the addition of reverberation at the recording or reproduction stage can lower 

the threshold of low- and mid-Q resonances in "discontinuous, impulsive, or transient 

sounds" by up to 10 to 14 dB (p. 138). The authors conc1ude that subtle timbrai shades in 

transient sounds can be more audible when listening through loudspeakers in a moderately 

reverœrant room than when listening with headphones. It is also implied that added 

artifidal reverberation ean enhance the audibility of artificial fonnants in transient sounds 

but the effect is opposite when using continuous sounds such as vowels and organ. 

Delayed resonances oceur when delayed reflections with different spectral contents 

are present. For example, many musical instruments radiate sounds with different spectral 

components in different directions. Interaction of th~se with room boundaries can produce 

delayed resonances. With white or pink noise, threshold increases as the amount of delay is 

increased. In headphone listening, threshold can increase by 25 dB for ddays from 0 to 60 

msec (p. 139). With transient signais, the opposite occurs. Threshold can drop by 40 dB as 

the dclay is increased from 0 to 20 msec in headphone listening (p. 139). The higher the 

frequcncy, the lower the threshold value. 

When adding reverberation either at the recording stage or at the reproduction stage, 

variations in threshold as a function of rime delay are reduced as threshold values are 

systematically raised (p. 139). The interaction between reverberation and the audibility of 

resonances implies that spectral equaIization applied in a given environment wil': not 

neccssarily produce the same perceptual results in another envirollment; the results will 



depend on the amount of reverberation in the recording and the amount of rcverœration 

added by the listening environmnent. 

2.2.2 Perceptual dimensions of timbre 

In several experiments invesrigating perceptual thresholds of distortion products and 

colorations, subjects' task usually consists in detecting the presence of distortion hy 

indicating if, basically, there is a change in timbre. No qualitative judgmcnts arc rcqt'ired A 

good reason is that it is much more difficlllt to perform qualitative jlldgmcnts than quanll\a­

tive ones. Nevertheless, a nllmber of authors have attempted to derive psychophyslcal 

relations for the timbre (usually denoted by the broader term of sound "quality") of rcpro­

dllced sound (Eisler 1966; McDerrnott 1968; Nakayama/Mivra 1971; Slaffc1dl 1974; 

Gabrielsson, Rosenberg, and Sjogren 1974; Gabnelsson and Sjbgrcn 1979; Gahriclsson 

and Lindstrom 1985; Toole 1985, 1986; Gabrielsson et al. 1988). Ali thc~e investigations 

are concemed with the reproduction side of the audio chain and the aim of thcse cxpcn­

ments is to evaluate the reproducing equipment itself (mainly loudspeakers) whcrea~ the 

main interest of this thesis is the evaluation of the sound as prodllced, modificd and 

perceived along the whole audio chain. Thus the choice of certain dimensions or ~calcs 

might apply more to the characteristics of the reproducing equipment than to the character­

istics of the sound. Furtherrnore, the particular sounù ~timuli uscd in the variolls cxperi­

ments influence the type of dimensions obtained. For ex ample, studlc~ lI~ing ~pccch 

samples will tend to emphasize dimensions related to clanty and loudnes~ whcrca~ ~tlldIC~ 

lIsing music samples will produce dimensions related to spaciousness and a~pccts of timhre 
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(McDennott 1968; Gabrielsson et al. 1988). Perceptual dimensions can he used to organize 

and quantify, to scale comparisons hetween different timbres21 . 

In experiments conducted by E.sler (1966), 4 sound engineers evaluated the overall 

quality of 10 different reproducing systems on 24 different sound examples. After factor 

analysis ni ne dimensions were found, seven of 'Nhich were interpreted: sound level, purity 

of transients, environmental information, bass OOost, full-treble reproduction, high-treble 

relative midrange, and disturbing directional effects. 

In experiments on listeners' preference~ for multichannel reproduction, Nakayama et 

al. (1971) obtained 3 dimensions: fullness, depth (of the image sources), and clearness. 

Their respective importance for overall sound quality is in the same order. From the results 

of Nakayama, there seems to be ~,close relation between fullness and the amount of early 

reflections from the side. That fullness is the most important attribute in respect to this 

particular ex periment is in agreement with the findings of Woszczyk (1979) and Benade 

(1985). 

Staffeldt (1974) found two dimensions, "emphasized bass" and "emphasized treble", 

both related to frequency and phase response of loudspeakers. 

The most substantial body of research on timbre of reproduced sound came from the 

work of Gabrielsson and his coworkers, and from Toole (1985, 1986). Gabrielsson and 

Sjo!,'Ten (1979) elaborated a set of 8 dimensions that were subsequently used in various 

listening tests (Gabrielsson and Lindstrom 1985; Gabrielsson et al. 1988; Toole 1985). The 

dimensions and the possible physical parameters underlying them are: 

21" ... il est utile d'explorer l'espace perceptif du timbre, pour dégager cenaines 
dimensions suivant lesquelles s'articulent chez l'auditeur ressemblances ou relations de 
timbres" (Risset 1978, 9). 
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1. Clarity (clearness/distinctness): a sound reproduction will score high on thls sCOlie if it 

has a broad frequency range, a fiat frequency response, and a low non-lincar 

distortion level. Systems with anal row frequency range, strong resonancc 

peak(s), and high distortion levels will get a low mtillg. It is suggcsted thnt 

opposites for this dimension could he temled roughness/harshness. If the 

sensation of roughness increases as the number of componcnts within a 

single cri tic al band increases, then the more distortion products are prescnt, 

the rougher becomes the sound. Clarity and definiuon of the sound enahlcs 

the listeller to hear and distinguish individual instruments, voiccs, notcs, and 

attacks (Toole 1985). 

2. Sharpness/hardness - softness: sharpness/hardness is related to a "stecply" incrcasing 

energy level at higher frequencie~ or to resonanœ peaks at higher frc()lIcn­

cies, especially around 2-4 kHz. It is also characterized by li weak bass 

response and depends on distortion and sound level. Softness is relatcd 10 

the naturalness of the high-frequency sounds (Toole 19H5). 

3. Brightness - darkness/dullness: similarly to the dimension in 2, this dimension is rclatcd 

to the energy balance between low- and high-frequency componcnt~. This is 

an example of two dimensions being sometimes judged as illdcpendcnt, 

sometimes covarying. The authors explain thi~ ambiguity by saying Ihal 

they may be different dimensions depending on the ~'\me physical factors. 

4. Fullness - thinness: a sound is full if it has a broad frequency range and ~ornc empha~b 

of the low-frequency region. ft also varies with sound levcl. 

5. Spaciousness (feeling of space): the psychoacou~tical relations for this dimcn~ion arc not 

conclusive. The stereo aspect was not examined in Ihi~ experirnent. 



6. Neamess: this is related to intensity of the sound. There are also no clear conclusions 

about the relation with the frequeney response. 
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7. Absence of extraneous sounds (disturbing sounds): noisy, crackling systems would he 

related to an "increased response at high frequencies" (Gabrielsson and 

Sjôgren 1979, 1031). Obviously, a high-frequency boost may reveal noise 

problems caused by other factors. 

8. Loudness: this would he more or less synonymous to sharp or hard. 

Half of these dimensions (1-4) have clear correlates with spectrum energy distribu­

tion, and hence with timbre. Gabrielsson et al. (1988) condueted listening tests to determine 

the effects of different frequency responses on the evaluation of sound quality along the 8 

seales: fullness, loudness, brightness, softness, nearness, spaciousness, clarity, and total 

impression. Monophonie sound examples included female and male speech samples, jazz 

and female solo voice. The various frequency responses were achieved by using 5 different 

filter circuits. The settings were: 

1- fiat; 

2- boost of 6 dB/8ve between 1 and 4 kHz 

3- 6dB/8ve eut helow 1 kHz and 6dB/8ve boost between 1 and 4 kHz 

4- 12dB/8ve cut below 1 kHz and 6 dB/8ve boost hetween 1 and 2 kHz 

5- 12 dB/Sye eut below 1 kHz 

Subjccts listencd through supra-auraI headphones in sound-isolated rooms. 

Scttings 3 through 5 led to a deerease in fullness, softness, nearness, spaciousness, 

c1arity and total impression, and an increase in brightness. Setting 2 features an increase in 
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brightness, neamess, spaciousness, clarity and total impression and a dccreuse in softncss 

relative to setting 1. Number 2 got the highest rating of aIl 5 on the total impression sCille. 

For the nonnal hearing subjects, highest correlation with the total impression scale l)CclIrrcd 

for fullness, followed by c1arity, nearness, spaciollsness, softness, IOlldness, and 

brightness (p. 173). 

The relative importance of the dimensions for good sound quality were ordcrcd by 

subjects with normal hearing as follows: 

Music Speech 

spaciousness 7 

fullness 2 6 

clarity 3 

brightness 4 5 

loudness 5 2 

softness 6 4 

nearness 7 3 

The usefulness of the perceptual dimensions developed by Gabrielsson and his 

colleagues was demonstrated in extensive listening tests conducted by Toole (I9X5) who 

obtained reliable and repeatable sound quality ratings for a large numbcr of loudspcakcrs. 
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2.2.3 Descriptive labels for timbre 

The use of labels to identify the different dimensions of timbre presents a number of 

problems as pointed out by several authors (von Bismarck 1974b; Toole 1985; Gabrielsson 

1979; Meyer 1978; Letowski 1989). Words can have different meanings for different 

listeners. The meaning of descriptive tenns may he determined by an individual's frame of 

reference. This frame of referenee is determined by past listening experience, context in 

which the sound is listelled to, and cven cultural background (Solomon 1958). There are 

also translation problems. Shades of meaning may not he easily transposable from one 

language to another. 

The ability to communicate timbre evaluations is nevertheless essential in sound 

engineering. Sorne words are more intuitively aceepted as describing a particular ao;peet of 

timbre. e.g., sharp, dull, bright, etc. And yet the information they earry is not precise and 

is subject to rnany interpretations. A number of au th ors have attempted to relate verbal 

descri plors to specifie physical characteristics of the sound (Gabrielsson 1979; Bartleu 

1983). But until a standard vocabulary of timbre is developed (elaborated), using words to 

describe timbre will rernain problernatic. 

Salmon (Salmon 1950a. 1950b) proposed a collection of words and expressions to 

descri be timbre and overall quality of reproduced sounds. He identified four general cate­

gories of terms: 1- adjectives that descrihe the perceptuaI effects of noise, distortion, etc.; 2-

terms characterizing specifie frequeney regions; 3- terros used to compare sensations 

produced by lwo frequency regions; and 4- terms used to describe more subtle sensations 

rcJated to overall sound q uality. Category 1 includes terms such as clean, dirty. harsh, 

rough. etc. Salmon subdividcd the audible range of spectrum frequencies into slightly 

overlapping regions defined as: 

-- - -- ------------
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extreme lows: < 100 Hz 

lows: 1 00 - 300 

lower middles: 300 - 800 

upper middles: 800 - 1500 

lower highs: 1.5 - 4 kHz 

highs: 4 K - 8 K 

extreme highs: >8 kHz 

An excess of lows will result in a "boomy" sound, a deficiency of lower middles will 

produce a "thin" sound. Increasing the energy in the lower highs will producc sounds from 

brilliant to bright, metallic, brassy and shrill. An emphasis of the hlgh frcqllencics will 

result in a crisp, hard, or harsh sound. Tenns used in freqllency range comparisons includc 

bump, peaked, shelving, etc. Tenns in category 4 are more general in naturc: "intllllacy 

presence" can he obtained by a reduction of reverheration, alldibility of certam noisc~ 

(breathing of a singer, key clicks, bow scraping, etc). "Detail presence" relatc~ 10 the ahllity 

of a listener to pick out individual sources in an ensemble. Other related tenns are 

transparency and clarity. Emphasis in sorne freqllency ranges ~llch a~ the low mHldlc 

frequencies rnay impair this quality. "Source size" seems to he deten11lncd he livc\mcss and 

spectral balance. Other terms are used 10 evoke spatial perception, ~Ollrcc ~IZC, rcali~m. 

The vocablilary described by Salmon does not identify indepcndent pcrceptual 

dimensions. The same words are used in diffcrent categories, cau~ing somc confu~ion in 

their meaning. His particlilar choice of words may secm at timc~ qllc~uonahlc. Iii!'. work 

nonetheless points to a few po!'.sibilities for the developmellt of a vocahlilary of timhre: for 

example, equating frequency-based timbre categories with sclcctcd dc~cTlpllVC word~. 
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Vowel labels 

Vowellabels can be used as timbre identifiers. The similarity between vowel timbre 

and musical timbre was p,>inted out in chapter two (Slawson 1968). Meyer (1978) 

proposed to relate the timbre of musical instruments to the formant regions attached to the 

vowel timbres, as an alternate method of "illustrating frequency regions in the sound of 

musical instruments" (p. 26). He used a set of 8 Gennan vowels each identified by a 

frequency range and a peak freque:ncy: 

Vowel Formant Region Peak of the curve 

u (OOot) 200 - 400 Hz 349.23 Hz 

o (beau) 400-600 Hz 493.88 Hz 

li (fall) 600-800 Hz 740Hz 

o (her) 1.2 - 1.8 kHz 1396.91 Hz 

Ü (!'\Je) 1.2 - 1.8 kHz 1567.98 Hz 
il (air) 1.2 - 1.8 kHz 1760 Hz 
e (née) 1.8 - 2.6 kHz 2217.48 Hz 

i (geese) 2.6 - ::: 4.5 kHz 3153.96 Hz 

Meyer then associated verbal descriptors to fonnant characteristics. For example, 

"sonority" would he characterized by the presence of strong components in the "u" fonnant 

region (200-400 Hz) and especially the "0" formant (400-600 Hz). A powerful timbre has a 

distinct "a" fonnant; a pungent sound is similarly characterized with emphasis especially in 

the 1 - 1.2 kHz region; a nasal sound has emphasis in the 1200-1800 Hz region with a 

weak fundamental and a lack of energy at higher frequencies; c1arity and brilliance are 

characterized by strong "e" 3"d "i" fonnants. 
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Opolko (1982) proposed a system in which a given (musical) sound is spcctmlly 

analyzed in order to determine peaks that can then he equated with fonnants FI. F2. and 

F3. The ratios between these peak frequencies are then compared to those charactcrizing 

eight pre-defined vowel types22. After a vowel identity is attached to the sound. il 

descriptive tenn can he used to more fully characterize the sound quahty. The eight vowcl­

type categories are: heed, hid, head, had, hawed, hood, who'd. The des{'Tiptlvc tcnns lIscd 

to supplement the vowel-type categories for string instruments are: fllll/~olid, bnght/trchly. 

open/dear, sharp/harsh, present, nasal, thin/constncted, bassy/soft/dul\' 

A numher of questions are raised by the use of vowellabcls to de~crihc tnnhrc. lbmg 

formants of vowel sounds as anchors for timbre identification lin1lts the !-.pcctrulll to 

frequencies below 5 kHz. Such a system implie~ that timbre IS Mrongly categoTllcd. what 

happens when a particular timbre doesn't correspond to any of the pre - dctincd vowc1 

types? In polar scales such as those lIsed by Toole and Gabrielsson. "m-hctwecn" valucs 

can be easily expressed; could there be tmnsitional values for the vowel-category ~y~tem'! 

There are also advantages. The method eliminates the ambiguity inherent in the u~c of 

descriptive adjectives. Vowel formants provide an already universally acccplOO sel of 

frequency regions. Of course, there are differences between the dlffcrcnt langllage~. One 

should perhaps choose the one with greatest resolution or comhllle vowc\ ~Olllld~ from 

different languages to obtain a more complete ~cale, as 111 Meyer (197H). AddlUonally. ~uch 

a system can be quite precise in tenns of the objective frequency corrclates. 

The findings presented in chapter 2 and 3 suggest a clarification of the meanmg of 

timbre. In musical contexts, timbre is essentially the perception of ~pcctral variation~ over 

22The use offonnant ratios is arguable. Vowel formants arc charactcnzed hy ah~olulc 
frequencies and not ratios. This is an attempt to apply the formant modcl to in~trumcnt~ 
which do not have a dear formant structure. In reproduced ~ound, the vowcl formant 
analogy can he applied to artificial formants produced by room resonancc~ or mIcrophone 
placement without the need to use ratios. 
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time. These variations can be triggered by acting directly on the spectrum itself­

modifying the distribution of energy among the hannonics and partials - and indirectly by 

varying other attributes of sound - intensity, duration, reverberation, etc. The manipula-

tions can be done globally (mixing) and locally (equalization of a single instrument, modifi­

cation of the attack rate of a note or of a single partial). 
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CHAPTER 3 

PERCEPTUAL JUDGMENTS, LEARNING, AND MEMORY 

This chapter covers topics related to hearing and listening performance. First, the 

notion of levels of timbre perception sensitivity is presented. Factors dctennining perccptllal 

judgments accuracy are enumerated as weil as general criteria for the evahmtion of a 

listener's hearing abilities. Then, studies on allditory perceptllallearning are reviewed and 

finally the subject of timbre memory and leaming is discllssed. 

3.1 Levels of timbre perception acuity 

As mentioned earlier, timbre has variolls meanings. Often, timbre refers 10 the "tone 

quality" of a musical instrument, to the "texture" of a sound. In several stlldies on timhre, 

the tenn is rather associated with the identification and discrimination mechanisms hctween 

different instruments (the timbre of a clarinet as opposed to the timbre of a b<ls'\oon). 

Timbre is also used to talk about the subtle shades of color that the sound of the sarnc 

instrument can have. Grey (1975, 104-105), Strawn (1982, 7), and other~ have ~lIggeMed 

that the perception of tone quality (or timbrai qllality) and the identificatIon of mll~lcal 

instruments are two different processes. One strong argument for the di'\tinction between 

the perception of tone quality and musical Instrument Ider.uficallon (~ourcc IdenlificalIon, III 

general) is that the tone quality of a glven instrument can he ~lgl1lficantly altered by liltcr'\ or 

other signal processing methods and yct he readlly Identiflcd a~ a clannel, a pIano, etc.21 1 

23Another explanation for thm is the redundancy of timbraI cucs: See Bregman 19X4 
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would like to further suggest that this difference in the meaning of timbre may also be 

considered as a difference in level of perception sophistication or "refinement". 
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One can distinguish four basic levels of sophistication in the perception of a sound's 

timbre: 

1. detection: this is the most basic level of sound perception related to the intensity of the 

sound (Roederer 1979, 138). (Is there a sound present? or Are there additional 

harmonies present?) 

2. discrimination: this cou Id be described as the ability to notice a difference, if any, 

between two sounds. (Does sound A have the same quality as sound B? Or is it 

different?) 

3. identification: this is the ability to reco~nize a given sound, to associate a label of 

sorne son with a particular sound; e.g., the ability to determine which instrument 

is playing (ls it an oboe or a bassoon?). 

4. evaluation: this may he the highest level of sophistication in timbre perception. It 

implies the ability to describe the tone quality of a sound (Is the sound dull or 

bright? How bright is it? Which region(s) of the spectrum is (are) emphasized or 

lowered?). 

The first three levels correspond to basic perceptual tasks to be described in the next 

section. In the fourth one, the ear is used more or less as a measuring instrument. 
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3.2 Listener performance 

Hearing acuity and listening abilities are critical issues in sound engineering.The 

resulting quality of a recording or broadcast depends for a major part on the enginccr's 

perception of the sound. Many factors can alter a listener's perceptual perfonnance: physlo­

logical factors related to the functioning of the hearing system, judgmcnt ability, listening 

experience. These will he reviewed in this section. 

3.2.1 Criteria to evaluate a listener's perfomlance 

A person's perceptual perfonnance is detennined by sensitivity (the ability lO delecl 

an uncertain stimulus), resolving power (the ability to discriminate), and by channel 

capacity and storage (the ability to identify an uncertain stimulus). If ail three are del11ol1-

strated, then we can say that this person has the abIlity required to proce~s a given stimulm., 

or a given set of stimuli (Watson 1981). Detecting, discnminattng, and Idenl1fymg arc lhu!'. 

basic perceptual tasks on which subjects can be eV~lluated. As will he secn, thcsc tasks vary 

in difficulty, memory requirements, and learning time. 

3.2.2 Detection 

The ability to detect a sound or a change in a ~ound depcnds on the ~en~itivlly of the 

ear. Sensitivity can be evaluated by measuring absolute and diffcrenl1al thre~~hold~. 

Threshold valu~s for various types of stimuli were glven in chapter 3. Scn~ttivlly can oc 
decreased by hearing impainnent, listening fatigue, lack of attention 
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3.2.3 Discrimination 

Discrimination can he defined as the process of delayed or paired comparison by 

which two objects, in our ca~e two sounds, are judged as being the sam~ or different. A 

delayed comparison consists in presenting a standard stimulus and, after a time interval, a 

comparative stimulus to he judged relative to the standard. It has been found that the 

variability of judgment increases with the interstimulus interval. Using a single standard 

repeatedly in a rehearsal process helps "to reduce trace variance for the standard and also 

for criterion variability" (Sandusky 1975, 72). Bindra et al. (1965) found that it consis-

tently takes more ume to judge thut two sounds are the same th,m to judge that they are 

diffcrent. AIso, it is more frequent to judge two sounds to be different when there are not 

than it is to judge two sounds to he the same when they are different. It takes more time 

whcn the task is to decide wether or not 2 sounds are the same than when the task is to say 

if the 2 sounds are different. So, it seems easier to compare two different sounds than it is 

to compare two identical sounds. 

3.2.4 Identification 

ln identification tasks, no immediate comparison standard is available. "The observed 

stimulus values are assumed to he compared to internal criwria which serve as standards 

and result 111 classification" (Sandusky 1975, 75). The accuracy of the identification is 

Iimited by the "channel capacity" of the subject (Miller 1956): it decreases as the number of 

prcsented stimuli increases. The correlation hetween the stimulus input and its perception 

increases at first and then levels off at sorne asymptotic value. This asymptotic value is the 

channel capacity of the sllbject: it is the greatest amollnt of information that the observer can 

-
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extract from the stimulus through an absolu te judgment. The amount of input infonllation 

(variance or the size of the stimulus catalogue) can he increased by increasing the nllmbel of 

alternative stimuli that must he distinguished (identified). Confusion will appcar near thc 

point of maximum "channel capacity" (p. 83). The hum an capaci ty for absolutc judgments 

of unidimensional attributes seems to he finite, the upper limit being mound 5 to 924. Thcrc 

is an obvious discrepancy between this number and our judglnent capacity fOllllultidimcn­

sion al stimuli such as complex sounds25.lt seems that "the addition of indepcndently 

variable attributes to the stimulus increases the channel capacity" (p. 88) but nt the salllc 

time, the accuracy for individual variables is decreased. 

3.2.5 Hearing losses 

Hearing los ses can significantly reduce hearing acuity. Sound enginecrs arc a tmgct 

population for hearing losses introduced by prolongcd exposure to high-levcl ~Olmd intcn­

sities. Hearing loss is caused by physiological, biochemical, and anatomie changes orthe 

hearing system. In particular, damage to the hair cells in the cochlca -"wherc pressure 

waves are transduced into electrical impulses that the nervous system interprct~ a~ ~ollll(l" 

(Martinez and Gilman 1982, 686) - impairs the system's abihty to tran~dllCC an acomtic 

signal. "Destroyed hair ceUs are Ilot replaced by other hair ccll~, nor do they rcgcncratc" (p 

686). Perceptual effects of hearing loss include: 

24This range is not absolute and could reach around 14 (Norwich 1981). 

25We can easily identify individual sounds among a large collection of in~trumcntal 
timbres. It would seem that the number of different wunds that can he Idenuficd incrca~e~ 
as the perceptual distance between the various sounds increa~es. One mu~t abo con~idcr 
that identifying a stimulus is a more difficult task than discrimmaung among a ~ct of stimuli: 
"our ability to discriminate is more acute than our ability to make absolute jlldgmcnt~" 
(Norwich 1981). 
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• reduced ability to discriminate between frequencies; 

• reduced ability to encode rapidly changing frC\}uency/intensity infonnation in 

a signal; 

• need for greater intensity for the detection of an acoustic signal (p. 686). 

The initial frequency region initially affected is between 3000-6000 Hz. Hearing loss 

is also caused by the aging process and initially affects frequencies above 4000 Hz, the ear 

acting as a low-pass filter. Both effects can combine. 

ft appears that a strong indicator of listener's judgment variability is the sensitivity 

(hearing level) below 1 kHz (Toole 1985). Particularly important is the range of levels 

below 20 dB, a range considered as normal in standard audiometric tests. Obviously, 

hearing requirements for criticallistcning are different than for speech communication . 

Impaired listeners "hear less, and less weil" (p. 27). The perception of several aspects of 

sound can be affected by redueed sensitivity: "temporal integration of short-duration 

sounds, ability to localize sounds". The first one implies that there could he problems in the 

detection and loudness perçeption of short sounds, causing "signal-dependent dynamic­

range distortion" (p. 27) The second one cOllld reduc(~ "the ability to differentiate sounds in 

space", therefore diminishing the possibility of using binaural eues to discriminate 

lInwanted sounds and reverheratiofl. AIso, the "loudness curves" could he significantly 

modified. 

One must make a clear distinction between "how weil people typically do perform 

from how weil they can perfonn in highly controlled and nearly optimal situations" 

(Trahiotis 1983. 63). Most studies done in the laboratory investigate the highest levels of 

allditory bchavior in ideal environments, striving to eliminate aH possible interferences 

llutside of the one aspect under scrutiny. In practice. a sound engineer's hearing system is 



not always "operating with maximum efficiency" (Toole 1985. 27). Results have becn 

obtained indicating that "25-minute exposures to IOO-dBA popular music produccd 
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measurable temporary threshold shifts and related changes in spectral halance in recordings 

made before and after the exposures (Toole 1985.28)26. More recently. Lmoche and Ilétu 

(1988) suggested that the decrease of temporal integration and the improvcment of 

difference limen in intensity might be better, more sensitive factors th an temporary 

threshold shifts to measure the effects of long exposures at low sound pressure levc1s. 

3.2.6 Listening attention 

A listener's attention to various aspects of a sound can be very selective. A study 

from Greenberg and Larkin (1968) and reported in Trahiotis (1983) reveals that "suhjects 

who were highly practiced at detecting a 1 OOO-Hz tone in the pre~encc of hroadhand nobc 

were completely un able to detect infreqllently presented tones which were \(X) Hz or so 

above or below the IOOO-Hz target" (Trahiotis 1983,65). Apparently. hstener~ were 

attending to a narrow frequency band arollnd the target, thus discarding tones sllfticlcntly 

remote from il. These results agree with the critieal band concept. Trat· Jti~ concludcs that 

"listeners may miss physically pre~ent and ~ignificant infomlation slmply hccau~c thcy arc 

attending to sorne other aspect of the input" (p. 65). depending on whlCh audllory Clle~ they 

are using. In that respect, traimng of alidiiOry aCllity can inclllde the \carnlllg of new c111e~ 

and anchors that help detecting and di~criminating slgnal'l in a complcx ~Olilld pre~cntal1on. 

26A threshold shift is a temporary elevation of the ~en~itivity floor of the car after 
exposure 10 a stimuli of sufficient magnitude and duration. See Moore (19X2), 60-(/) 
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3.3 Auditory perceptual learning 

Listencrs considered to have nomlal hearing audiometrically do not necessarily have 

the same auditory capabilities (Johnson et al. 1987). This is especially true of untrained 

subjects. The observation that subjects' performance in aurai tasks improves with practice 

has been rcported by several authors of psychoacoustical studies. A recent paper (Watson 

] 9X]) pre~ented a review of CUITent knowledge on auditory perceptualleaml1lg. Proper 

training enablcs ~uhjects to learn to hear selected propertIes of sound and hence to focus 

their attention on paral11eter~ of Importance. The time required for leaming depends on the 

complexlty of the task and on the type of stimuli. In general, time course will increase from 

dctcction to di~crimination to idenufication. 

For simple sounds, e.g., single musical instrument notes, "asymptotic detection 

performance is approached m 1-2 hours, discrimination in 2-6 hours, and identification in 

10- J()() hours" (p. 1Ol), the required time depending on the stimulus uncenainty27. When 

more complex stimulI are u~ed, learning time increases slgniflcantly: detectlon can take 

several hours, discrimination 4-12 hours, and identification from 20 to several hundreds of 

hours. Here, the required time depends both on the complexity of the stimuli and on stimu­

lus unccrtamty. The required time depends also on the particular task and the way it is 

prcsented. The ~tudles reviewed by Watson didn't specifically address timbre perception 

Icaming. Detection experiments wcre concerned with either sinusoids in quiet or in back-

ground nOIse, the latter takmg more ume to leam than the former. Discrimination experi­

ments were concemed with frequency, duration, or intensity for sounds presented in pairs 

27Watson dcfines ~tlmulus uncertainty as "the predictability of the pattern to be heard 
on the next trial, typically scaled by the number of patterns in a catalog from which a 
sample is drawn on each trial" (Watson 1981, lOl)o 



or within tonal patterns. The tasks in the auditory identification cxperiments indlldcd Mor~c 

code reception (the most demanding one), musical pitch identification. and temporal ortler 

identification. 

Various studles of reprodllced sound inc1uded ~cctions on perccptual1carnlllg. 

Blallert and Laws (1978) investigated the effects of training on group dc1ay perceplion. 

Delay values from 0.25 to 1 msec were used. Thcre were 15 trallling ~csslons of )0 

minutes each. Feedback was provided after each re~ponse and in case of crror, the ~uh.ie(.·t 

had to reevaluate the judgment. Threshold values droppcd from 0.86 ln 0 54 mscc al' ter one 

training session and reached an asyrnptotic value of 0.4 m~cc the second day Thc~c 

rernarkable results suggest that the effects of group dclay under the ~pccltïcd conditions arc 

quite easy to leam. However, the~e training te~ts were pcrfomlcd only for one ~uh.lccl 

There is no rea~on to believe that thls subject is repre~el1lative of a larger populallon. l'ven Il 

we narrow it down to a sample of criticallisteners. Second. no altempt~ werc donc 10 

qllalify the perceived differences in terrn of ~ound quality. A triadic forced-choicc procedure 

was used and the task was basically one of detection. 

Audibility of distortion is limited by listener "education" and charactcn~l1c~ of the 

hearing syMem. Familiarity wuh the sound of a given instmmcnt may hclp '0 deteel dcpar­

tures from it: "an indivldual trained in the sound of a partlcular in~tmmcnt Will he ahle to 

recognize slight departures in the reproduction of this in~tmment at the highc~t frcqllencie~ 

of the overtones of the instrument provided they are non-harmonically rclatcd tones" 

(Jacobs and Wittman 1964). 

Measuring crossover distortion thresholds, Moir (1981) estimated the improvernclll 

factor in sensitivity to be at least 10 limes for a 10-15 minute practice !.cssion. Apparently, 



the Iistener would leam after only a few comparisons to recognize the nature of timbrai 

changes associated with a particular fonn of distortion28. 

3.4 Timbre memory and learning 
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Empirical evidence presented in the previous section indicates that leaming does occur 

for various auditory tasks. However, the memory processes involved and the nature of 

what is actually learned is still under investigation. 

Tonal information is memorized in a specialized storage area separa te from speech 

(Deutsch 1975). Deutsch suggested that timbre memory could be a subdivision of a tonal 

memory system (p. 122). Roederer (1979) describes the process of timbre identification as 

consisting 111 the ~torage of 1I1fomlation about the auditory signal in memory with an asso-

ciated label of Identification and the subsequent comparison of a new signal with the stored 

one (p. 139). He further mentions that timbre memory probably consists more in the 

storage of information-processing instructions than in the storage of the actual timbre data. 

Profile analysis 

A new body of research has been recently developed (Green et al. 1983; Green and 

Kidd 1983; Green 1983; Green et al. 1984; Kidd et al. 1986; Kidd and Mason 1988), 

focusing on auditory intensity discrimination, the perception of spectral shape modification, 

2HThe retention period of this newly acqUlred skill is obviously of particular interest. 
Il would be mteresting to verify how long a particular performance level is maintained after 
a training session and how this retention period varies with experience. Also, the amount of 
practice time necessary to achieve asymptotic performance, the magnitude of this minimum 
value, and the frequency of practice sessions necessary to maintain the acquired sensitivity 
wOllld be m05t ll~eflll. 
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and the related memory processes. The authors describe a theory called protile analysis 

which states that when faced with the task of detecting a change in the mtensity of a single 

component of a complex sound (a change in spectrum), the hcaring system will perfonn a 

simultaneous comparison of spectrum level at different frequency regions (across nitical 

bands) in order to determine If there IS a bump III the !-.pcctral envclope. rather th;1n 

performing successive measurements of levels (withm one criucal band). 

Whenever a listener has to discriminate between two sounu!-. occurring at differenl 

instants in time, a comparison between the two must he pcrfonned. for a companson to 

occur, the first tone must somehow he remembered, thercforc it mUM he !-.tored in memory. 

For complex sounds, it has been suggested that sounds are !-.torcd ln mCl110ry In a "hlghly 

quantized categorization form" (Green et al. 1983,641). l'hus, a complcx ~pcetral dcsl'rlp­

tion of a sound would he stored in long-tenn memory a!-. "a few bm. of Illfonnalloll lIl(heal­

ing that the sound is signal-Iike or non-signal hke" (p. 641).Thl~ memory 111(1(1c1 ~ccm~ 111 

contradiction with the high levels of timbre perception acuity that can he attalllcu The 

authors reply: "The relative gross categones a~sumcd to represent the memory ~[ores do 

not imply that the observer IS insensitive to fine changes in the ~pectrul11 Logically, Ihe 

accuracy of the categorization proce~,s is indepcndent of the numhcr of categories crcatcd" 

(p. 641). 

Kidd and Mason (1988) found eVldence that "the detccuon of a dl fferem:c 1 n .... pectral 

shape between a pair of sounds does not require the convcr .... lon of the ~en~ory trace to a 

more abstract, nondecaying memory repre!-.entation" (p. 147) and that a "~cn~ory-tracc 

mode" is also used in profile analysi!-. in which "the li~tencr mall1tam~ through rchcar~al an 

image or trace of a ~ound ~timulu!-. 111 ~hort-terrn memory" (p 144). In thl~ mode, thre~.h()ld 

increases with inter-!-.timulus mterval Thl~ !-.ugge~t~ that h~tcncr~ u~c ~hon-tcnn mcmory 

for paired comparbons and long-terrn memory for ab~olute judgmcnt~ 
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Kidd et al. (1986) investigated the learning processes involved in the discrimination 

of sounds that differ in spectral shape. Signais were 100 ms long and were presented 

binaurally through headphones. A two-alternative forced-choice procedure was used. The 

signal to be detected was an intensity increment to the 948-Hz component of the complex 

sound.The "boost" was obtained by the addition in phase of a second component of 948 Hz 

to the one already in the complex sound. Threshold then was defined as the difference in 

levcl between the two 948-Hz tones. Fecdback was provided after each trial. Sounds were 

low-pass filtered at 3200 Hz. 

The signal increment threshold was detennined as a function of the number of trials 

for naive listeners. Between 150 and 3000 trials, threshold decreased by about 2 dB for 

each doubling of the number of trials. After the 3000 trials, threshold had dropped by II 

dB. This is not to say that no improvement should occur for more trials: "the most rapid 

improvement in threshold occurred during the first 500-750 trials with continued graduai 

decrease in threshold through at least 2500-3000 trials" (p. 1046). As to how the reference 

spectmm is stored ln memory and subsequently compared with the test spectrum, the 

author suggests that: 

... the cri tic al band levels representing the spectrum of a sound are compared with a 
similar set of stored values reflecting the relative critical band levels of the reference 
stimulus, with the decision variable depending on detecting a difference between the 
two sets of values. The leaming process is likely to involve the development of an 
accurate set of values of the reference stimulus in memory. Experimented listeners 
appcar to be able to generalize this process of encoding to novel spectra or to new 
manipulations of a previously learned spectrum more quickly than naive Iisteners (p. 
1051 ). 

Papcun et al. (1989) suggested a theory of prototypes to explain how subjects 

remember and forget unfamiliar voices. A prototype is defined as a representative member 

of a category. "What hsteners remember is a characterization of the voice they heard in 

tenns of a prototype and deviations therefrom. As times passes, listeners lose information 



about the manner in which the voice they heard deviates from the prototype". Listcning 

strategies for famlliar and unfamiliar sounds seem to he quite differcnt: "whercas unfanuliar 

voices are recognized in tenns of the prototypes plus deviations, fmniliar voiccs arc recog-

nized by deviations alone. In other words, when listeners become familiar with a VOlCC, 

they learn its idiosyncracies and no longer perceive it with respect to a prototype" (pp. 92J-

924). Learning, then, would consist in developing an ability to attend and rcmemhcr the 

deviations that differentiate a sound from a known prototype without malo.lIlg funher 

references to the prototype. The memory trace would hencc he more impervious to 

interferences accumulating over time29. 

29See also Watson et al. 1976, Brandsford 1979, Splcgcl and Wat~on 19X l, Jonc ... 
1976, Zwislocki et al. 1958, and Siegel 1972 for othcr matenal on mcmory. 



.. 

CHAPTER 4 

TIMBRAL EAR TRAINING 

4.0 Introduction 

The discussion presented in chapter 3 provided substantial evidence that auditory 

perceptual acuity and memory can be significantly improved by controlled practice and 

training. In addition, perceptual judgment consistency, which is vital in sound engineering, 

also increases with experience. 

The accurate control of sound quality at every stage of the audio chain requires highly 

specialized listening skills. Sound engineering practice involves the detection, discrimina-

tion, identification, and evaluation of timbre variations both in tenns of the underlying 

physical parameters of the sound and the resulting percepts. Perception acuity and memory 

demands for these tasks are high. However, surprisingly little attention has been paid in the 

audio field to the importance of training hearing abilities of sound engineers and few reports 

can be found in the literature on the subject. 

4.1 Review of past research 

The need for trained listeners has been pointed out by several researchers 

condueting listening tests on loudspeakers (Toole 1985; Gabrielsson 1987; Beek 1987). In 

listening tests on perceived sound quality of reproducing systems using three groups of 

°isteners (naive, musicians, and hi-fi listeners), Gabrielsson et al. (1974) found that "naive" 
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listeners were less reliable than musicians and hi-fi listeners. A tendcncy was also noted for 

naive listeners to give higher rat1l1gs to the poorer loudspeakcrs and to the reproductions 

with decreased treble than the other two groups. 'Hi-fi' listener~ werc charact~nz~d hy 

having substantIal expenence in h~tening to high-quality rcprodudng cqlllpmcnt and III 

attending live concerts. Thelr perfomlance wa~ tllgher than h~teners III the music group. 

Gabrielsson (1987) also reponed that "expenenced listencrs may dlffcr 111 ratlllgs among 

themselves due to more of less familiarity with the type of music programs uscd \Il the tc~t" 

(p. 58). 

Beek (1987) defined "aeou~t1c memory" as "the proce~~ that enahle~ ~uh.iect~ to 

remember certain characteri~t1c~ of an aeomotIc ~tImulu!>" (p 25). Unfortunatdy. he d.dn't 

specified what these characteri~tics could he. He found that a penot! of 24 hour~ wa~ Ilkal 

between listening se~slons in order to maintain a high lchahlhty of the Mlh.JCCt~ Ilc abo 

found that having more than 2 session~ wuhin 24 hours Illtroollccs fatlguc and dccrea<;c~ a 

listener reliability. When sessions were separated by more than 24 hour~. "'UhJCCb gave 

ratings that tended to gather around the 'mean' loud~peaker'(). Bcck compared two ha"'ll" 

test procedures in listening tests on loudspeakers: the palrt~d compan~om, and the ~lI1gk 

judgment method. In paired eomparisons. 1011d~peaker~ are pre ... entcd 111 group ... 01 two and 

they are evaluated in respect with each other. In the ~ll1gle ratlng mcthod. l()lld~pcakcr~ arc 

evaluated separately. Beck found that subjects were more rchahlc and con~l ... tcnt 111 thclr 

judgements when using paired comparisons than when ll~lllg ~lllgie ratll1g~. Ile condudcd 

that for listening tests on loudspeaker~. the pmred comran~on wa~ a hetter approach. 

3Ü'fhis phenomenon could perhaps he linkcd to the thcory of prototypc.., propo ... ed hy 
Papcun, Kreiman, and Davis (1989) for unfamiliar voicc~: with ume, Ibtcncr~ tcnd to 
forget the distinctive characters of sounds that differentiate them from ~ome prototype and 
their perceptual judgements tend to cluster around that prototype. 
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Beek (1990) eondueted experiments to investigate how training would affect subjects' 

performance (their reliability or "usability") in listening tests on loudspeakers. Ten subjects 

evaluated six pairs of loudspeakers on four different programme selections. There were six 

3X-minute sessions, rhe fir~t two being given the same day, the remaining four being given 

one per day. A procedure of paired comparisons was used and each sound presentation was 

approximately one-minute long. Results indicated that the main effects of the training period 

were "a decrcase in level of error variance and an increase in the perceived differences 

between loudspeakers" (p. 21)31. 

Hansen (1987) described the establishment and training of a panel (\f listeners for 

listening tests on ~ound reproducing equipment (loudspeakers, pickup cartridges, compact 

dlsk players, cro~sover netwC'rks, power amplifiers, etc.). The purpose of the training 

program was 10 allow panel mernbers to develop their "ability to express their impressions 

at a listening test reliably and clearly" (p. 91). Weekly sessions of one hour and a half were 

scheduled. In addition to these sessions, four to five live concert attendances a year were 

planned in order to "help members in building up an absolute reference and standard of 

judgment" (p. 91). 

A set of standard terms was developed to allow "more precise and accurate com-

rnunieation" bctween panel rnembers. Terms such as full, bright, hard, and sharp were 

u~cd to eharaeterize various spectral balances in four pre-defined frequency bands (bass, 

low midrange, high midrange, and treble). "Training in terminology resulted in members 

using the same words to describe identical aurai experiences, ensuring that descriptions 

wcre fully cOl1lprehen~ible" (p. 94). 

31 Beek defines error variance as "an estimate of the variance due to the errors made 
by subjects when making repeated ratings of the same stimulus" (p. 7). 

l 
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Familiarity with the sound of specific musical instmments was found to he csscntial 

since lia precise knowledge of the sound of acoustic instmmcnts is nccdcd to accuratdy 

quantify certain pararneters, for example, definition" (p. 96). Both rccordcd and ltvc 

sounds were used for that purpose. 

Both the paired comparisons and single stimulus raung modes of pre~entation wcrc 

used. The latter produced a significant mcrease m the vanance of ltstencr~' rcsponscs at th\.' 

beginning, but eventually became the procedure preferrcd by the lbteners afler ahout a ycar 

of training. 

While listeners were reported to improve, no supponing data arc provlded. One 

should note that the traming program descnbed by Hansen was to hclp It~tcnei~ cvaluate the 

perfonnance of audio equipmcnt 111 terrns of ~ound quality, and not ~peC\tïcally to tram thell 

timbre perception acuity - whlch obviously Improved in the procc~~ The de..,lgn of the 

program reflects thls objective. 

Everest (1982) presented a course designed to develop acuity of h~ten11lg ~kJlls for 

various aspects of sound qllaltty. The author sllggest~ that "the u"ual random learntng 

process [oflistening abllitiesl can be aecelerated by subjeeting the trainer to a wlde vanety 

of Iistening experiences in a carefully ~trllctured manner" (p 2). lhlIIg ca,,~elle~ and an 

accompanying manual, the author covers toples such a" pcrcepuon ot frequency re"'pon..,c 

irregularities, distortion, frequency band re~trictions, etc. General thcorettcal concept.., arc 

presented along the sound examples.The Itmitcd ~cope of the program and the tixed 

delivery mode of instmction make thi~ program inadcquatc for cxtcn~lve trallling of heanng 

abilities. 

More recently, Letowski (l9R5) reportcd on the deve10pmcnt of a collr~e called 

"timbre solfeggio" al the Chopm Acadcmy of MU~lc 10 WaNlw, Poland The purpo,>e" of 

the course are to develop timbre perception ~kllb - mcrca~c timbre ~cn~lIlvt\y and nnprovc 



timbre memory - and to eJaborate a vocabulary "for exchanging infonnation regarding 

timbn~ impressions" (p. 241). A wide rang~ of signal types (complex tones, noises, 
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isolated phonemes, samples of connected speech, electronic music signaIs, solo instru­

ments, duets, mUSIC groups and orchestras with music genres ranging from pop to c1assi-

cal) are u~ed to demonstrate parameters of sound quality that affect timbre: linear and 

nonlinea!' dIstortions, music dynamics, sound decay and attack rimes, reverberation rimes, 

and spectrum. 

Two main types of exercises are used. In the active exercises, the sound to be 

evaluated is transmitted through two identical but independent channels which contain the 

same sound proccssing device. By listening altemately to both channels, students must 

duplicate in channel B the modifications introduced by the instructor in channel A. The 

processes involved in this exercise are described as follows by Letowski: 

To match OOth timbres, a student needs flrst to analyze, compare, and identify the 
clements that differentlate the two signaIs, and next to adjust the controls to neutralize 
the difference. This reqUlres analyticallistening since, due to the extremely large number 
of possible changes, guessing is practically useless. Comparative analysis of timbres is 
an essential reqlllremcnt in searching for the most appropriate sound by changing micro­
phone posItions or by selecting a certain eqlJalization circuit" (Letowski 1985,241). 

This type of exercise hclps to establish relationships between timbre changes and the related 

physlcal parameters that the sound engineer can mampulate in the recording studio. 

P;lssivc exercises are used to develop both relative and absolute timbre perception. In 

the tonner, the students have to detect, identify, and verbalize timbrai differences between 

two sounds. In the latter, identification and description of the sound quality must be 

perfom1ed without comparison with a reference. 

The multidimensional nature of timbre and the practically unlimited number of possi­

ble shades of color called for the establishment, at the beginning of the course, of a limited 

set of timbraI categories or standards that are stored in long-tenn memory. In the solfeggio 

cour~c, nme categories identified by nine center frequencies an octave apart are used. They 
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are : 63, 125, 250, 500, 1000, 2000, 4000, 8000. and 16000 Hz. This initial set is cvcn­

tually extended to 27 1/3-octave frequencies. Such a modcl of frequcncy-based timhre 

perception thus uses well-defined, easily reproducible objective timbre catcgC'rics against 

which sounds can he compared. In addition, descriptive adjectivcs arc uscd as wcll as li 

system of vowel-like timbre categories. 

The program described in Letowski's paper lasts three years (6 scmcstcr!\). During 

the first year (the basic course), the 27 standards are leamed. Vcry pronolll1ccd nt the 

beginning, the timbre changes become more and more subtle as pcrceptlon acuity is rcflllcd. 

Complex ham10nic multitones and wide band noises are used to develop the mne hastc 

categories. Sound analysis is not limited to the cenier frequenctes, but also inclllde "the 

width of the formants and the lowest and highest components III the !\ollnd" (p. 243). 

The intermediate (second year) and th(, advanced (thtrd year) l:our!\CS deal abo with 

"the identification of the natllnù formants of various musical in!\trurnents (freqllcncy loca­

tion, relative strength, approximate formant width), the audibility of various distortions 111 

laboratory and commercial sound recordtngs" (p. 243), as weil as the analysis of the sound 

stage (the number and the name of instmments and their respective location, ctc.). 

Results of this training program are reported to he excellent: 111 sOllle ca!\c!\, IdentIfi­

cation of center frequency, bandwidth and relative amplttude of up to 4 artifictal formant!\ 

was achieved by the students. 

4.2 Program design criteria 

It is proposed in this thesis that a computer-assistcd program for timhral car tratning 

would provide an excellent tool for the improvement and maintenance of the aurai ~kills that 

are essential to sound engineers. The following sectio'l introduces the training sy~tcm. 
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Advantages of the u~e of a computer-controlled configuration are discussed. A list of 

de~ign criteria is presented along with hardware and software requirements. The last section 

pre~ents preliminary data obtained from infonnal tests that were conducted with an alpha 

version of the system. 

4.2.1 Rationale for a computer-controlled system 

Rcsearch on the lise of computers to assist in the development of aurai skills has been 

going on for the last 20 to 30 years. Although early studies such as Swets et al. (1962) 

lacked the tcchnological means to test viable systems (poor user interface, limited sound 

capabilities), essential questions were already addressed such as the use of feedback, self­

pllCÎng, task difficulty depending on previous performance. 

ln musical ear training, the use of computer-assisted instruction has proven to be very 

effective (Eddins 1981; Hofstetter 1981; Gross 1984; Killam 1984). Advantages of 

computer-assisted instruction include the individualization of the learning process, the 

possibility for the student to progress at her/his own pace, and the interactive environment 

made available for ea~h student (Hof stetter 198] ; Witlich et al. 1986; Bork 1986, 1987). In 

addition, the use of a computer allows the gathering of a wealth of information about a 

student's perfonm\l1cc that can be invaluable in research areas such as auditory perception, 

leaming strategies and memory. 

The advantages of the use of a computer-controlled system for timbrai ear training are 

manifold: 
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1) Individualized instruction: 

Aurai abilities vary greatly among individuals (Johnson ct al. 19X7). a~ weil a\ 

learning speed (Watson 1981). The computer system allows the student to spcnd k~s tlllll' 

on mastered material and invest more on harder tasks. The trainec can thus takc the tune 

necessary to build her/his competence away from the frclIuently ~Iressful conlcxt of il 

recording session. 

2) Regular practice: 

Training and practice on a regular basis are important 10 develop and mmntain aurai 

acuity (Letowski 1985). A computer system allows regularly schcdulcd Ir:unlllg seS~lons 

and the possibility of extra time for individuals who need il. 

3) Avoida,lce of group pres~ure: 

Perceptual judgmen:s are very sensitIve to others' influence during carly ~tages whcll 

confidence and skills are in development (Asch 1958) Individual trallling ~hould remove 

such stress and improve the rate of Iearning. The student should th us be hcttcr eqUlppcd 

when he/she faces the task of a recording ~ession. 

4) Interactive Ieaming: 

TimbraI car training is parlicularly weIl suited for an interactive cnvmmmcnt ~ince thc 

manipulation/modification of sound parameters is a key a~pcct. Tradiuonally, \ound 

engineers improve their hearing aCUIty \\'hile working on recording ~e~~lOI1\. 1 lowcvci , a 

recording session doesn't nece~'sanly providc an optimllm leamlllg environment and tllllC 

for experimentation is scarce. Theoretical knowledge of perceptIun l~ u\cful hut knowlcdgc 

of how the ear perceives sounds does not make one's heanng acuity bcttcr. praclIcal 



knowledge IS necessary. Interacting directly with the sound parameters and heing able to 

hcar the pcrceptual result IS essential for thorough knowlcdge: 
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To know and object is 10 aet on it. To know IS to modify, to transfonn the object, and to 
L1nder~tand the process of this transformation, and as a consequence to understand the 
way the object b constructed (Piaget 1964, 176). 

5. Constant, objective verification 

The monitoring of the ~tlldent's answers and manipulations by the computer makes it 

possible to objectively and ~ystematically verify the performance and progress of the user.It 

also allows the collectIOn of data on various strategies used by the student to accomplish a 

given task. 

4.2.2 Delivery modes 

There arc various possible modes of interaction between the user and the computer. 

They vary in complexity and serve different purpose". Probably the most common is the 

drill-and-practice mode "in which the student is repeatedly exercised by being placed in a 

loop involving prc~entation, response, and feedbaek" (Witlich et al. 1986, 75). According 

to the authors, this mcthod can he very effective provided that the feedback - the 

compuler's response 10 the user's response - "i" varied and appropriate to the task ... and 

if lessons pcn11lt flexible as well as fixed sequencing of the instruction" (p. 75). Keller 

(1987) points out that drill-and-practice is rnostly useful to reinforce a skill that has already 

been leamed. But Il cannot be used to teach effectively new notions. A second mode called 

simulation is defined as "a replication of the behavior of a phenomenon of one's universe 

designed to substitute for the phenomenon" (Witlich et al. 1986, 76). While this mode has 

not found many applications in music, it cOllld be used for example to simlliate the direc-



tional properties of musical Instruments. However, sinllllator~ arc" best uscd in contcxts 

where performing the necessary work wou Id be eithcr time COnSllt11l1lg. dangeroll~. or 

exper ,Ive (Keller 1987, 137) Finally, a tutoring system cou1d he dc~crihed a~ "a ~lIllu1a­

tion of the interaction between the ulumate instance of an expcn tcacher and an arhIlrary 

listener" (Witlieh et al. 1986, 76). Another possibllity IS the 'hcuri~tic' mode III wlllch the 

student learn by exploring and dlseovery (Hofstetlcr 1981 ). Dobon et al. ( 1(87) repot1ed 

on a system for exploration and leaming about sound and sound proce~\lIlg. The authors 

promote the Idea that the bcst use of computers in education IS not as III the drill-and­

practice mode but rather a~ an "opcn-endcd vehic1e for exploratIon and active learnlllg" (p. 

314). In the ~ystem described by Dolson and hls coworker\, studenl\ can II "c the comput!.:l 

to conduct thelr own expcriments and to dl~cover by t1H.'rn~e1ve~ pnnclple~ of acou~l1c:-. and 

psychoacoustIes like Fourier serie~, tImbrai brightncss, in~en~itivity tn pha~e, rC\lduc pltch 

, etc. This is accomplished by direct manipulation and lllodllicatIon of the "ignah wIlh hoth 

graphie (visual) and aurai feedback. The authors found that "the coordlllated prc~cntalion 01 

graphie and aurai mformation can be an enonnow.ly powerful ald to learrung" (p. 342) 

Although it is the simplest to implcment, the drill-and-practlcc mode wlIh it:-. rcpcwivc 

and somewhat mechanical nature should not be 'he ~ole mode of prt'~cntal1on Il; tUllhral ear 

training. A combination of drill-and-practice and clements of tutoring where the computer 

could sugge~t appropria te listening ~tratcgies and dcmon~tralc relauom.hlp" hClwccn phv\i­

cal parameters of sound and the perceived timbre ~hould be more appropnatc and effcclIve 

In the training program, Ihere should be a mode in which the computer I~ Hl control' 

specifie exercises have 10 be accompli shed. In addiuon, thcrc should he a mode \11 wlllch 

the user is free 10 explore variolls ti11bre manipulations. The computer would ~till rc\pond 

to the user actions, cithcr upon request or at a predetennincd moment, hut would not 

impose any spedf'c actions. 
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4.2.3 lIardware requirements 

Killam (1984) lists five basic needs in an environment for auraI skills development: 

sound, real-time interaction, individualization, student records, and research (p. 2). A 

computer-controlled system for timbrai ear training imposes even higher and very specific 

dcmands on the hardware. Among them are: 

1) fast and accu rate acce~s to high qualiry playback of a wide variety of sound examples 

2) real-time sound processing 

3) immediate feedhack (when needed) 

4) graphie interface allowmg a viable metaphor of sound processing devices used to 

manipulate umbre in the recording studio; the graphies must also allow fast and accurate 

modificattom of sound parameters under study 

5) !"l1lphIC representation of the changes in the physical parameters of sound or in the 

processing parameters 

6) storage of ~tudent records and production of reports of progress 

7) e~lse of lise: most people are still unfarrilliar with computers. The lime required to learn 

the system ShOllld be reduced to a minimum. Energy should he spent improving hearing 

acuity, not computer proficiency. 

Random access to sound material can he implemented in two ways. Hard disks can 

be llsed to store digital sounds. Using a sampling rate of 44.1 kHz, storage capacity is 

demanding and expensive hut access is fast. The other possibility is to use a compllter­

controlled audio recorder (DASH or R-DAT) and/or CD-player. The disadvantage of the 

tape rccorders is that access i5 sequenrial and hence adds delays in the presentation of auraI 

material. Real-time signal processing must be implemented with dedicated hardware. There 
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are two possibilities: a) The use of a DSP chip sllch as the Motorola 56(XlO. This off~rs the 

most flexibility in the actual type of sound processing needcd. b) The control of a signal­

processing device by a computer. Here the use of MIDI links offcr!l intcrc..,tlllg pO!l!llhlli­

ties. MIDI (Musical Instrument Dignallnterface) IS a standard protocol for cxchanging 

control data between synthe!lizers, sound processing dcviccs and computcrs n. 

Programming is reduced to sending the proper MIDI hyte strcam~ \0 ~pecify param~tcr 

values to the device; the actual processing is done by the machine IIsc1f. Il IS less tlexihle 

though: the type of processing is limited to what the devicc can do - it cannot l1~ually he 

expanded by the programmer. 

Listening environ ment 

Room, loudspeakers, and listening position choices 

Several authors have stressed the importance of an appropriate monitonng ~y~tcm 

(Toole 1985; Somerville 1954; B~rja 1977; Letowski 1985). Somc of the cffect~ on tllnhn: 

of the interactions between the loudspeaker, the listcl1lng room, and lll~ h~tcncr. wcrc 

pointed out in chapter two. A thOlough explanal10n and dc~cripl1on of the prohlcll1 cannot 

find its place in the present thesis. The Intemal10nal Elcctrotcchl1\cal COrnllm!llorl ha~ 

pubPshed specifications for a standard Ibtening roorn33. Since timhral car training ailll~ at 

developing perception aCUIty of timbre, it logically follows that a roOIll wlth the Ica~t 

possible inlerference with the sound to be evaluated ~hould bc u~cd logclhcr wnh high 

32MIDI is mostly used for music perfonnance, either live or ln the recording ~tl1dio. 
But the use of 'System Exclusive' messages in which only the first and la~l byte are 
inc1uded in the specification allows the transfer of data of arbitrary length and content. 

33& Toole 1990 for more detailed descnption. 
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quality loudspeakers. Therefore, wh en Iistening is done to critically and technically evaluate 

sound, a roorn with a short reverberation time, the use of directionalloudspeakers, and a 

near- to free-field listening position should be preferred. If headphones are used for rnoni-

toring, problcms cau~ed by a room with deficient acousties can be avoided. However,other 

prohlems are assocJated with he ad phone listening. As we saw previously (Toole and Olive 

1 9X7), ~ome aspects of ~ound quality are more easlly perceived on headphones and others 

are most ea~i1y perceived on loudspeakers. This irnplies that the perceived sound quality is 

dlfferent dcpcnding whether headphones or loudspeakers are used. 

Toole (19X4) dlscus~ed important aspects of headphone reproduction that may affect 

~OlJlld quality The author states that "there are good reasons to be cautlous about the choice 

and lise of hcadphones 111 crilleal h~temng ~lIuation~ ... Headphone~ are in essence sm ail 

loudspeakcr~ ~lIspended clo~c to the cars" (p. 1). An important problern in headphone 

Ibtening is the coupling between the ears and the headphones: ail ears are different. "Just as 

the hstening room IS the unpredlctable hnk between a loudspeaker and a hstener, the exter­

nal ear is the unccrtain acou~tical couphng belween a headphone and the eardrum. 1 Sol the 

aCOll~l1CaJ performance of a headphone 1 depends) upon the tndividuallistener" (p. 2). The 

externaJ ear act" as a sound colleetor for frequeneies above 2 kHz: 

ln normallistcning sounds arriving From different angles are 'encoded' with distinctive 
frcquency responses. Sorne of the resonances in the external ear are excited by sounds 
arriving only From rather narrow anguhu windows .... Because of the substantial 
aeoustieal activity in the external ear at high frequencles a unifonn sound field outside 
the ear ean be clevatcd or rcduccd by up to 20 dB at the eardrurn at sorne frequencies (p. 
3). 

The type of acollstical coupling between the ears and the sound source is dtfferent: "A 

headphone placed on the ear does not result in the same kind of acoustiealmteractions with 

the external ear as the complex sequences of more-or-Jess plane sound waves that are 

incident in nomlallistening" (p. 3). As a consequence, the sound quality in headphone 

listcning is distinctive. Supraaural headphones tend to cause "large deficiencies in bass due 



to excessive air leaks" (p. 4). In that respect, circlimaurai headphones are hctter. but not 

ideal. 

1..' ') ,"'1-

Letowski (1985) sliggested that timbrai ear train mg should bc donc on vanous types 

of loudspeakers and headphones to provide an array of timbres avallahle to the listcncr. As 

pointed out by Kirk (1957). there t~ a tendency for h"tener~ to prefer the ~0l1l1d of cqll1p-

ment they are used to even though it may bc worst. It is weB known that the \olllld li liait t y 

can vary significantly from one pair of loudspeakers to another. from olle It~lcnillg room 10 

another. Sound engineers often lItrive to make recordmgs that have a good sound qualtty 

both in the recording studio and in other hstening enVIf()t1ment~. Lt\tcnlllg to a variety of 

monitors mtght help to hutld a more stable ~ct of ttmbral refercnces acro\~ dtlTcrent 

listcning conditions. 

4.2.4 Software requiremcnts 

General Requirements 

A number of points must be kept in mind when devcloptng IIlMructional ~oftwarc 

(also called 'courseware') in order to insure the mOllt effective learntng. As Gro~~ POII1'" 

out, "the cour~eware de~igncr faces two main problcm~: pre~cnt1l1g malcnal and hclping the 

student learn" (Gross 1984,40-41). Abo stressed is the Importance of kecping ~ludent 

records: "To help in the leaming process, tt is de~irable to pro gram dtagnO\tlcs. and to kecp 

records of the students' recent ht~tory. Records are e~sential in di~tinglll~hing hcI' vcen 

guessing and mbunderstanding, a distinction that can only be made on tr...: ba~i~ of li 

repeated record of responses" (p. 41). 
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Software for timbrai ear training 

Timbrai ear training ai ms to improve the aurai perfonnance and reliability of the last 

element of the audio chain: the listener. Since there is still a lot to he investigated and 

leamed about timbre perception and the listening strategies used by sound engineers, soft-

ware for timbrai ear traming should meet two main requirements: teaching and tesearch. 

Tenching requirements 

Timbml ear training should he concemed with "Iow-Ievel" perception of timbre; 

cmpha~is should be on the developmcnt of perceptual skills, not of aesthetic judgment 

apl1ludc. The progmm should accommodate the development of both quantitative and quali-

tative evaluation of timbre. Quantitative evaluation involves the use of the ear as a 

mea~uring instrument. Qualitative or categorical evaluation involves the use of descriptive 

words and analogies with vowel colors. Exercises should be provided to: 

1!1 develop in long-term memory a set of timbrai category references against which sounds 

to be analyzed can be compared. 

2!1 provide the ~ttldent with a knowledge of the relationships between perceived timbrai 

changes and the physical parameters of sounds responsible for these changes and under 

her/his control. 

3!! develop perceptlon acuity of fine timbre differences (paired comparisons); this is the 

ahility to compare a given timbre with an absolute reference. 

4!1 dcvelop the abllity to describe the timbre of a given sound (absolute judgment); this is the 

ability to compare a given timbre with a personal internai reference. 



Research requirements 

Student records should be kept to cvaluate their performance. Infonnauon ~hould 

include data dcfining both the questions and the answers, respon~e tlI11e, ~es~lon durauon. 

etc. Ideally, every user's actions (fader maniplilatlon~, blltton and menu selection, and 

pauses) should be reeorded ln a time-ordered ~eqllence ~o that a11 the step" the u~er took to 

arnve at a partlclIlar answer are known. Doing so wOlild provide the wmplltcr the IIlfonna 

tion necessaary to interaet effectively with the user. 

User's evaillation 

There are a number of problems involved in the evaluallon proce~~ For the ca~e 

where an exercise requires the idenllfïcatlon of the center frequency of a rc~onal1ce, the 

evaluation is more or less straightforward. A tolerance mu~t he 1I1trlxluced to accourU for 

sm ail deviations within critical bands: depending of the sound~ u~ed, a collection of 

answers around the target frequency will sound the same and hencc ~hollid he c()n~J(lered 

as equivalent answers. 

A formula to calculate the critieal bandwidth34 at any frequcncy Wé.l!'. provided hy 

Zwicker and Terhardt (1980): 

CBc = 25 + 75 Il + (f / 0.85 kllz) 21 0.69 

where CHe = critical band in Hz and f = the center frequency in kf (z. 

34The eritical bandwidth is defined as the width of the frequency hand within witch a 
modification of different frequencies produces the same pcrceptual re~ult. 
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Value~ ohtamed with thl!\ fonnula !\hould be used with caution: audibility of a given 

~pectral modification can vary depending on the listemng condition~. the sound stimulus, 

the hMencr, etc. Reccnt findings by Moore et al. (1990) and Shailer et al. (1990) indicate 

that values u\ually calculatcd for the critical bandwidth function st>ould perharps he revised. 

The eqUlvalcnt rectangular bandwidth (ERB )35 of the auditory fiIters obtamed in these two 

~tudies were narrower than the conesponding critical bandwidths lIsllally cited m the litera-

turc. The valucs were obtained ming the fomlllla: 

ERB = 24.7 (4.37F + 1) 

where ERB = the equivalent rectangular bandwidth in Hz and F = the center frequency in 

kHz. 

For excrclses where the task con~i~t~ in replicating multiple modifications applied to 

the original sound on several parameters (freqllency, Q, gain), evaluauon of the student's 

answer by the computer becomes 'luite complex. The same perceptual result can he attained 

by different combinations of settmgs. Theoretically, a "good" answer is one that produces 

the samc pcrceived timbre. The computer could provide the feedback in the form of a 

dlsplay of the original settmgs of the problem and the student would then compare it at will 

with hcr/his anl>wer. The instmctor, luter, when collecting data, could test aurally the 

answers. 

35''The ERB of a filter is the bandwidth of a rectangular filter which has the same 
peak transmission as thm filter and which passes the same total power for a white noise 
input" (Moore 1989,334). 
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4.2.5 The sound library 

The basic teaching material used in timbrai car training consists of sound. The 

students manipulates, compare. and evaluate the timbre of sound cxamples. Thcsc mu-;t he 

selected very carefully in relation to the exerclses they arc u~cd for. The rclatlllllShlp 

between the sound material and the excrclses IS mo~t eriueal: modlfkauon~ (cqualllalton, 

fihering) will be audible only if the matenal ,ùlow~ them to he audihle. For example, 

con~lder an exercise ln winch the 'Itlldent mu~t dlscrill1inate bClwcen ~pcetral pcak~ wllh 

center frequencies ranging between 100 and 500 Hz If the ~Olllld cxamplr pre~ented to the 

student is il short excerpt played by a pIccolo 111 the upper range of the lIl~trument, Il WIll he 

very difficuIt to find the right answer. The sound examplc~ ~hould 11Iu~trate c1carly the 

problem presented III an exercise. It ~hould be cho~en ~o that Il help:-. the \tudent l'on", 

hcr/his attention on the proper parameter~ of sound. 

A collection of sound ~amples ~hould be a~~cmhlcd with the followlJlg general critena 

in mind: 

1. The sound example needs to contain proper ~pcctra for the exercise. The sound 

could be analyzed spectrally to verify objecuvcly its ~ultability (as long a~ the analy~l~ 

reflects the perceived timbre). 

2. The sound example need~ to be of ~ufficlent length :-'0 that proper cvaluatloll of 

timbraI aspects can be perfonned without con~tantly havlllg to go hac!.. to the hCglJllllllg of 

the selection. Since the time nccded to evaluate timbre can vary wtth the dJf'ficulty of the 

task, an dIternative is to provlde faclliues to Iocp examples ~o that they can ho.; continu()u~ly 

repeated. 

3. Spectral content and the loudness of the sound example should be a'l hom()gene()lI~ 

as possible to avoid perceived timbre fluctuations during ib pre~entatlon. 



4. Because the student must often listen repeatedly to a sound example in order to 

provide the proper answer to a given problem, sounds should not be monotonous or 

irritating16. 

5. The type of sound should be carefully selected according to the particular task at 

hand, us dlfficuIty, etc. For example, sImple stimuli (white/pink nOise, single musical 

instruments) ~holild he prcferred at early stages of the training and more complex sounds 

(ensemhle~, large orchestra~) shollld he used at later stages. 
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6. In h~tcning tc~t~ on loudspeakers, mono recordings are generally preferred when 

the pllrpo~e of the test IS the evaluation of timbre or sound quality. One of the main reason 

IS that 101ld~peakers differ wide1y in their spatial reproduction characteristics which in tum 

affect the reprodllced timbre of the sound. Toole reported thm "variations in listeners' 

opinion~, as a functIon of hearing threshold level, mcreaserl much m0re rapidly in stereo 

Ihan Ihey dld in mono te~t" (Toole 1990, 6)37. Poor loudspeakers judged as such in mono 

reproduction are ~ornetimes given a better rating when listened to in stereo. As Toole points 

out, "stereophonic hstening presents a listener with much more information, and therefore a 

much more difftCUlt task" (p. 6). Stereophonie reproduction can help masking distortion 

elements in the sound and thus prevent proper response to exercises that focus of percep­

tion of ~pc('lrall1lodIftcatlOns due to distortion products. In technical em training, the 

purpose IS not 10 evaluate the relative merits of different pairs of loudspeakers; it is to 

dcvelop and improve the ability to perceive changes in timbre and to bllild a stable set of 

timbre standards or refcrences 10 long-term memory. Interferences caused by the Iistening 

36Stimuli such as white and pink nOIse are an exception. They are very useful, 
c~pecial1y at early stages, because they contain aIl frequencies. However, they shouldn't be 
used for extensive periods of time. 

37lli also Toolc (1985). 



environment and the mode of presentation can preclude the building of ohjective timhrc 

standards. For that reason, monophonie sound ex amples should he lIsed when Ihe main 

focus of an exercise is timbre evaluation. The use of monophonie sound material however 

imposes li re'itriction on the choice of sources. Only sounds record cd wlIh one microphonc 

or stereo sounds which are 100 % compatible with mono ~hould he lISCÙ m order 10 avoid 

spectral cancellations. 

4.3 Preliminary implerncntation 

An alpha version of a computer-assisled system for timbrai ear lraining was huilt and 

infonnal tests were run with 9 subjects during the 6-month period ot c1cvclopmcnt. The 

following section describes the hardware and software for thm system. l'hen, excrclscs alC 

presented together with preliminary data obtained from these Cl rly trials. 

4.3.1 Hardware 

The most direct &nd sirnple~t way to manipulate the timbre of a ~Olmd is 10 rnodi fy tI~ 

spectral balance. Frequency equalizers and lilters are thus weil SlIltcd for timbrai car 

training. Parametric equalizers are nccessary so that center frellucncy, gam, and handwilllh 

of the modification can be directly controlled. !. system wa~ a~~cm hled u .... i ng an Apple 

Macintosh IIx computer wuh 2 megabytes of RAM, an Opcodc StudIO PIll~ Two MIDI 

interface, and two Roland E660 digital i'Ulamctric cqualll:er~. Operation of the digital 

equalizers was entirely controlled Ihroll!:~h the computer U~Ing MIDI. A Sony CD player 

(mode! CDP-C100) with multiple dl~h capacity was u~cd to prc~cnt audiO matcnal. 

Sounds (white and pink nobe, male speech, ~olo piano, ~olo cello, harp~lchord, anù 



orchestra) were selected from the Denon Audio Technical CD no 38C39-7147. Listening 

was done through AKG K240 Monitor headphones. Listening level m:,-{ balance bctwcen 

channels A and B, as well as channel selection for Iistening was managed by il MIDI­

controlled Yamaha DMP-7 digital audio mixer (see diagrams below). 

CD Playt;{ 

" " E6S0 E01 E660 EQ2 
(sound A) (sound B) 

• • 
DMP-7 Mixer 

~~ 

ri 
Fig. 1. Audio section of the technical ear training system 
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Computer 

~~ Seriai Port 

" out --... th ru 
MIDI interface 

~ 

Mixer ... 
.... dn ... 
...... 

___ E_Q_A_~lt h rU"I __ OO_8_--I 

Fig. 2. MIDI section of the technical ear truining system 

4.3.2 Software 

1 

Custom software in C and Assembly was written by the author to control the 

presentation of exercises to the subjects and for the evaluation of the answers. The feedback 

provided by the computer was simple, indicating if the answer was right or wrong and 

allowing the subjects to try again. Elements of the user interface will be presented as the 

exercises are described. Following is an algorithm describing the basic steps involved in a 

typical Techmcal Ear Training session, from the user point of view: 

repeat 
{ 

choose an exe~cise; 
choose a sound; 
get the first problem; 
repeat 
{ 

compare sounds A and B; 
gi ve an answer; 
get next problem; 

until exercise is completed; 
until done; 
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4.3.3 System perfonnance 

It seems clear that t:le transmission speed of MIDI l~gether with the use of a lugh­

performance per~lmal computer allow real-time sound processing of sound matcrial. SOIllC 

distortion elements were audible when the faders 011 the computer scrcen were l110vcd vcry 

fast (and thus sending large quantities of MIDI data to the equalizcrs). Howevcr dus SCCIllS 

to he more a hardware design problem than a 'ioftware problem. The CtjlHIlizers arc Ilot 

capa ble of processing the data quickly enough wh en the amount i-; too large. 

4.3.4 Studtnt records 

Extensive records were kept on disk during the development period in order to colleCI 

data on subject's perfonnance. For each work session at the computer, record cd 

infonnation included date, starting and ending time, and the number of exercisc~ completcd 

during the session. For each exercise, the infonnation inc1uded the amount of time spent on 

the exercise, and the number of problems that were done for that exercisc. Finally, for cadI 

problem within a given exercise, stored data included: the maximum number of trials 

allowed, the number of trials necessary to achieve a right an';wcr, responsc time (the time 

necessary to achieve a right answer), and the answer data for each trial (the data de~cribing 

the right answer). 

4.3.5 Exercises 

Two main types of exercises were used: comparative listening excrci~es (CLE) and 

absolute identification exercises (AIE). They are each related to a test procedure rncthod 
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used in listening tests on loudspeakers. CLE uses the paired comparisons procedure and 

AIE uses the single judgement procedure. Both methoos reflect situations frequently 

encountered in the recording studio. In CLE, the student is presented with two sounds A 

and B. Sound A has been spectrally modified by the computer but the modifications are 

unknown to the student. The task is to duplicate the timbre of sound A by adjusting on the 

computer sereen the settings of the eGualizer. The student can compare at will the reference 

sound (A), the sound he/she has to modify (B), and a flat, non-modified version of the 

sound. Three parameters of the sound can be manipulated with the equalizer for each of the 

frequency bands: center frequency, bandwidth of the modification (Q), and the arnount of 

gain or eut applied to a frequency region. The difficulty of the exercise can be modified by 

varying the size of the catalog of stimuli, the number of parameters to be identified in one 

single exercise, the magnitude of the modifications, the frequency regions to which they are 

applied. etc. 

ln a variant of CLE, a spectrally modified sound Ais presented, but ihls time, sound 

Bis a duplicate of sound A. A fiat version of the sound is also available. The task consists 

in modifying sound B parameters so as to remove the modificaticns that were applied to il. 

The possibility to listen to the flat version of the sound mayor may not be available. 

The frequency range was divided into 4 overlapping banùs (30-960 Hz, 800-4,000 

Hz, 4,000-12,000 Hz, and 10,000-20,000 Hz). For each band, 3 püientiometers could be 

lIsed to modified center frequency, Q, and gain between -12 and +12 dB. Q values ranged 

between 0.3 and 9.9. The stlldent could only see and manipulate the settings of sound B 

(the soulld to be modified). When sound A was selected, the potentiometers became inac­

tive. One dignal equalizer was used foreach sound (A and B). AIl controls relating to the 

equalizer section were gathered in the main window. A second window was used for moni­

toring tht! pro! -'ess of the student during an exercise and for the selection of sounds to be 
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used with each exerCÏse. Total number of exercises, number done/to do. numbcr of 

right/wrong answers as weIl as percentage, were displayed. The monitor window was uscd 

to allow the subjects to know where they are within an exercise at ,!ny given moment. 

Constant indication of performance level proved to be useful in order to providc incen~ivc 

for the student to strive for best perfonnance (see figure 3). 

Comparative listening is constantly perfonned by the sound engll1cer in thc rceording 

studio. Typical situations include comparing timbre produced by two mlcrophoncs. or lWll 

positions of the same microphone type, comparing IwO equahzation sClIings applicd 10 the 

same ~ound, or comparing a newly recordeû sound with one already on the tape. possihly 

from an earlier recording session, and trying to match the timbre of both ~ou!lds. l'te. In 

other occasions, undesirable resonances and antiresonances are present 111 a recordlllg and 

the engineer must remove them by applying a boo~t or eut at the resonancc frequcney. The 

second variant of CLE is a replicate of this task. In the tasks de~cribed above, the cngi lIeCI 

must be able to hear the resonances anti timbre differences and also know the phy~lcal 

characteristics of such timbraI irregularities. 

For AIE (~ce figure 4), the student was presented with a spcctrally modllicd sound. 

The task was to identify the center frequency [0 which the modification was applicd. For 

that exercise, the sound cOlild not!Je manipulated. Instead, the studcnt had to ..,clcct the 

answer from a menu of predetermined frequencies. The difficlilty of thc cxercl~c could he 

varied by modifying the size of the catalog of sti muli and by provldi ng or not the po~sihlljty 

to listen to a flat version of the sound for comparison. Absolute identilicatkm of timbre is a 

much more difficult task than comparative listening. The listener mu~t compare the ~timllllls 

with an internai reference stored in long-tenn memory. Absollite identllicatIon of 

resonances allows a sound engineer to pinpoint wuh accuracy and cfficiency ~pcctraJ 

regions that need attention. 
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For br,th types of exercises, two modes of interaction could be used. In the "free 

mode", problems were presented at random and their number was not fixed. The student 

could explore at will the sounds with the tool at hand (computer) and practice her/hb 

hcaring skllb. In the "fixed mode", exercises containing a fixed number of problems had to 

bc completed before proceeding to the next exercise. \\'nhin each exercise, the problems 

wcrc presentcd at random1H• Ali exercises were pre-detennined by the author: no computer­

gcneratcd problems were used. 

4.3.6 Preliminary data 

As mentionned above, data on subjects perfonnance were collected during program 

development. Sorne of thesc data will be presented here as a first indication of the perfor­

mance and u~efulness of the program. However, they should not be considered as final 

proofs of the validuy of the system. The preliminary nature of the system prevented the 

collection and amllysls of ail data necessary for a fully thorough evaluauon. 

4.3.6.1 Procedure 

Nine sllbjects lIsed the program for a period of 6 months as it was being developed. 

They were ail studcnts in the Graduate program in Sound Recording at McGill University. 

Four of the subjects were in the second year of their program of study, and five in the first 

year. The testing stage was done in the context of the Techniral Ear Training COllrs~ for 

which ail students received credits. Two periods of 45-60 minutes per week of practice time 

3HHere the term exercise is used to denote a collection of related problems. 
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were recommended for a total of 24 weeks. Factors such as schcdulc constralllts rcsultcd III 

a more irregular time allocation: session duration ranged bclween il fcw Tllllllllc!'> ln 2 hoUl" 

A first exammatio{1 of the data mdicates that mmt ~e!'>~lons for mo~t !'>lIb.leCb la'tet! hetween 

30 and 60 minutes. Ali session~ wcre donc mdlvldllally WlthOUl supcrvl~\On hy the 

instructor. The following section compares resuhs obla1l1cd al lhc hcgll1ning and at the end 

of the 6-month oeriod for one exercise ln ComparatIve Ll~,icning and onc cxcrcI<;c 111 

Arsolute Identification. Only the frequer.cy paramelcr was vaned. Q and galll were IÏxcd al 

2.0 and tl2 respectively. ModificatIons co',ld be appiied at 9 prc-delcnmned cenler 

frequencies: 63, 125, 250, 500, 1 non, 2000, 4000, ROOn, and 16,()()O 111 Â toI al of 20 

problems per exercise were presented and wlth1l1 each exerci~e, two prohlcJl1!'. were 

repeated twice. The order of presentation within a given exerClse wa!'. random. The !'.()und 

used was a looped se::tion of white noise. 

4.3.6.2 Results and discus~ion 

In figure 5, scores obtained by the nine students In the comparative lI,telllng exerci,c 

are plotted. The lower curve (black squares) represcnt~ the ~core\ ohtallled at the begll1l1ing 

of the six-month period. The upper curve (empty ~quare~) ~how~ thc ..,core~ for Ille ~al11c 

exercise at the end of the period. The values on the ordinate range hctwccn the l()wc~t and 

highest scores obtained by the student~ to empha~ize dlffercnces hclwcen the two ~et.., of 

values. Two main observatIons can be made about the graph. Flr~l, performance (~core 

value) improved for ail sludcnts ln some ca~e~ (~Iudent~ 3, 5, 7, and X), the lhffàcllCC i.., 

quite significant. Second, mdivldual abilily within the group vancd ..,uh,tantlally at the 

beginning whereas it was rnuch more homogenou~ at the end, aH ~tudcnt ... hut one ohtalnlng 

perfect scores. Students 1,4, and 9 had already dcveloped grcat abliity for that partlcular 
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auraI task when they Marted the training so their progress was sm aller in comparison with 

thase students who started at a lower level. 

Comparative listening 

100 

~ 95 

• • 

85 • -.- CLE 1 
Results (%) /\ 80 .Q- CLE 2 

·75 / .-. 
70 

65 ~ 1 

1 2 3 4 5 6 7 8 9 

Subjects 

Fig. 5 Scores for CLE 

htghest scores obtained by the students to emphasize differences between the two sets of 

values. Two maIn obsetvations can be made about the graph. First, performance (score 

value) improved for ail student~. In sorne cases (students 3, 5,7, and 8), the difference is 

l}uite significant Second, mdivtdual abthty within the group varied substantially at the 

begll1ning whereas it was much more homogenous at the elld, ail students but one obtaining 

perfcet scores. Students 1,4, and 9 had already developed grcat ability for that particular 

auraI task when thcy started the training so their progress was smaller in comparison with 

those students who started at a lower level. 

• 
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A significant aspect of perfonnance for sound engmeers 1:-' the limc nccc:-.:-.ary to 

achieve the de:-.ired result. The tnne necessary to obtain the desmxi sound qllahty .kpcnd\ 

on the speed with whlch the engmeer can modlfy appropnately the ~ollnd. how l]lIickly 

decisions are made in the chOice of center frequem:ies to alter, on the choice and placcmcnt 

of microphones, etc., which ail depend on the spced wllh whlch the cnglllecr can analylc 

and evaluate the ~ound and detenmne the modifications that ne cd tll he applied III onler to 

obtain the desired timbre. ThiS a~pecî was funher examined for thc comparallve h~tcnll1g 

exercise. For each exerci~e, average response time for aIl prohlclll'. wa~ caklllatcd. RC~lllh 

are presented in figure 6. 

Time (min) 

1.3 
1.2 
1.1 

Comparative Listening: Response Time 

0.8 • 
o.~ /.--..\ 

0.7 /"'-. 

0.6~.' • 0.5 
0.4 
0.3 
O. 2 +--+--+---t~--t~-+--+--+---l 

2 3 4 5 6 7 8 9 

Subjects 

Fig. 6. Average response lime 

.• - Tlme 1 

G-Time 2 

The upper curve (black squares) represcnts averagr respon~e time at the bcgmnmg 01 

the training and the lower curve (cmpty squares) is the respon"e time achlcvcd at thc cnd of 
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the traming. A few observations can he made. First, aIl ~tudents responded more quickly at 

the end, Le. the average time ~pcnt on each problem within the exercise was shorter at the 

end. Second, the diffcrence was very ~lgnIficant. For mm.t students, response time 

dccrca ... ed h, a factor greatcr than 2. Thlrd, the homogemzatlOn effect of practice that was 

ob~erved ln the ~core data I~ not a~ apparent in the lIme data. Student~ who wcre fa~ter al 

the hcgmnIllg were ~t111 [aster (han others at the end. Although inter-indivldual differences 

wcre le~~ marked at the end, the general ~hapc of the curve is ba ... ically the same39. 

The data ahove ml1~t he u~ed wllh caution. Even though ~tudcnt~ were already 

famillar wllh the ... y~tem whcn they fir~t dld the exerCI~e, Il IS po.,~iblc that addltlOnal expe-

nencc III the lI~e or the ~omrllter and the program contnhutcd to a certam extent to the 

quickcr performance at the end. In that re~pect, one would th1l1k that thcre should be sorne 

relation hctwcen practice ume and performance. Figure 7 ~hows a graph of total time spent 

hy each studcnt mlllg the program dunng the o-month period. One must real~ze that the 

total nllmher of hOllr~ for mo~t Mudent~ IS low, WIth an average of only 27.4 hours. There 

I~ no clcar rel' .Ion hetwecn practlcc tIIne (expenence) and performance. Perhaps practice 

ume was too ~hort to revcal any ~lgnIf\(.:ant effects. The comparative h~tenmg exerci~e 

dC!'Icnbed here was a ~Implc ta!'lk and ail students but one obtained a perfect score at the 

end. Data ohtall1ed from a more dlfficult task l111ght reveal more inter-individual differences. 

39Thc only exception is subject 8 who was slower than 7 at the beginning and then 
faster al the end. 
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Total Practice Time 
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Fig. 7. Total practice time for each studcnt for the 6-month pcrÎod 

Data obtained from the Absolute Identitication {'xercise i~ presented in figure X. Ttm 

wa~\ a more difficult exercise. lt calls on the use of storcd iniernal reference~ of lImhres. 

Students couldn't modify the sound and eJ\plore different equahzatIon scttIng\. The 

students muId however compare the equalized sound with a flat version of the \amc ~OUIl(I. 

Seven students only are represented since two members of the ongmaI group (lIdn'! do the 

exercise at the beginning of the traimng period, thus preventing comparison of pcrfor-

mance. The gr4iph mdicates that stlldents' abllities for that ta~,k remall1cd lInequal i,tter the 

training period. Gcnerally, the rank of students rcmawcd the ,>ame: ,tudcn!~ who wcrc 

better than others at the beginning remained in the same relati vc po~ltlon at the end. It ~eem\ 

that pracuce time was nor long enough to auain asymptotic perfonnancc. It 1~ abo 

reasonable to say that asymptotic levcls and the time ncce~sary to attam them may vary 
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ùctween individuals40. This is not surprising since the aurai task is quite difficult. Ail 

students improved although the magnitude of the improvement for students 3, 4, and 7 is 

small. There seems to he a relation between total practice time (on ail types of exercises) 

and performance levels ohtained for AIE. Students 3 and 4 practiced the least and they 

improved very !iule for AIE. Stlldent 7 practiced the most and improved very liule as weIl. 

The latter student had numerous sessions that were very long (around 2 hours). Listening 

fatigue might have hindered improvement. Other factors may also he responsible for the 

low performance of stlldent 7. Errors in the use of the program, lower ability of the 

student, etc .. Some students might have lower perceptllal abilitiy limits than others. 

Students 1,5, and 6 ail pracriced around 30 hours for an average of 1.3 hours a week and 

improved best. The data suggest that there might be an optimum practice time value in 

order to maximize improvement. More experiments are needed to det~rmine the time 

necessary to obtain asymptotic performance. 

4o~Jonhson et. al 1987 and Watson 1981. 
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This section presented a simple computer-controlled system for timbraI ear training. 

The data presented here do not allow any final conclusions to he drawn about the validily of 

the system in its CUITent state as a training/teaching tool for timbre perception. It docs 

however give indications that su ch a system could be a useful tool for sound enginccrs 10 

improve the perceptual abilities they need in their profession. The next chapter will disclIss 

the limits of the CUITent system and will present suggestions for fllrther rescarch. 



CHAPTER 5 

THE NEXT STEP 

5.1 General conclusion 

A lot of energy and time have been spent over the years in the audio industry to 

improve the performance of components of the recording/reproducing chain, from micro­

phones to loudspeakers. Comparatively tittle attention has been paid to the last element of 

the chain: the listener. Although relatively few papers addressed the subject of timbre in 

sound engineering41, it is quite clear that timbre perception acuity is an ability that sound 

engineers need in order to be successfui in their profession. 

Literature on timbre perception was reviewed. We know reasonably well what are the 

physical parameters of sound th;}t affect the perception of timbre. What is less clearly 

understood is the relative perceptual ~ignificance of these factors in the complex listening 

situations that are typical in sound engineering. As a consequence, we stiIllack a complete, 

standardized, and acknowledged set of sc ales or dimensions along which timbre could 

completely he measured and evaluated. Even the word "timbre" itself still needs to be 

clearly defined. 

Although much research remains to be done to full Y understand what is timbre and 

the nature of aIl complex interactions that determine it, numerous studies in psychoacoustics 

and papers that investigated issues related to listening tests on loudspeakers have shown 

that similarly to the other elements of the audio chain, the listener's performance and 

41See recent papers by TooI~, Olive, Letowski (1985). 
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reliability c:m be improved. Previous work has indicated that individuals can attain very 

high levels of timbraI perceptIon aeuity and memory when they are systematically trained 

(Letowski 1985). However, we still don't understand very weil the mechamsms govenllng 

this learning process and how timbre is stored in long-ternI mt'mory. Findings have started 

to emerge, mainly from researeh on profile ana!ysis, but many aspects arc still hidden in the 

dark. It is not certain that the results obtained in studies on profile a.lalysis wou Id he the 

same if the stimuli used were isolated notes and sequences of notes played by sll1gle and 

multiple musical instruments instead of synthesized multitone sounds. Other factors such a~ 

the time necessary to attain asymptotic levels of perfonnance in spectral shape lcarning and 

the practiee time neces~,ary to main tain such levels when musical sounds are used need to he 

investigated. Fa~lors impairing and aiding learning processes neecI to be identified. 

This thesis proposed that a computer-assisted training system could help improve 

timbre perception acuity and memory of sound engineers. Critena for the design of su ch li 

system were proposed. Custom software was developed and a simple system was asselll­

bled. The preliminary data presented in this thesis tend to support the hypothesis that a 

computer-assisted program for timbrai ear trair.ing should help improve users' performance 

for particular aurai tasks. Generally, students perfonned better at the end of the trainlllg 

period than at the beginning for specifie exercises. The improvement was more slgnificant 

for easier exercises than for more difficult ones. The total average practice ume wa~ ~h()11 

(around 27 hours) and it is not known if levels of performance would have contlnucd to 

increase with time. Tests were informai and the results should he consid~red as 

eneouraf,ing indieators of the potential of such a system as a teaching tool for timbre 

perception skills. 

However, a true measure of the validity of such a system i~ achieved only if 

improvements in the exercises can also be measured in the recording studio. Such a direct 
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comparative measure can he difficult to obtain since experimental control wou Id probably 

he impractical during recording sessions. However, if auraI tasks can he successfully 

modeled at the computer so that the decisions to arrive at a solution to a given problem are 

the same th an those used in the studio, then perhaps we can assume that improvements 

observed in timbraI t::ar training will result in comparable improvements in the recording 

studio. 

5.2 Limitations of the system and suggestions for further research 

The u~e of the exploratory system presented in this thesis revealed a numher of limi­

tations and problems that will need to he addressed in order to design an effective system 

for timbrai ear training. These limitations will he enumerated in this section and a numher of 

solutions will he proposed as additional desit;:,n criteria. 

5.2.1 Exercises 

The exercises were limi ted to the direct manipulation of the spectrum through the use 

of parametric equalizers. The gain and bandwidlh were fixed and known to the students and 

only single center frequencies were manipulated. E':.ercises in which multiple modifications 

(multiple frequency bands and combinations of parameters) are applied to the sound should 

be built. Other exercises related to spectrum should he added: for example, low-, high-, and 

band-pass filtering as weil as shelf-type spectrum equalization should be used in exercises 

where the task would he to identify eut-off frequencies and bandwidths. 

Our perception of timbre is determined by other factors than direct manipulation of the 

spectrum. The set of exercises should be expanded to include these other factors: recogni-
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rion of loudness, characteristics of spaciousness (reverberation, panning), various types nf 

distortions, and evaluation of spectral modifications introduced by sound proce~;slllg 

devices commonly used in the recording studio: compressors and limiters. anificial rever­

beration devices, flangers, etc. 

5.2.2 Sound material 

The choice of sound examples was limited to only a few choices. Sorne of the excr­

cises were not always accompanied with appropriate sounds in temlS of spectral content. 

As mentioned in chapter four, it is critical that exercises he accompanied with sOllnds 

specifically chosen for them. 

5.2.3 Procedure 

In the present system, the computer didn't control the presentation of the ~Olmd 

material. The relJuired sounds were specified but their selection on the compact dbk playcl 

was made by the student. The stlldent had to speclfy in the program the ~Olll1d u~ed for a 

particular exercÏse so that the selected sound was included in the storcd record. 

Presumably, the sound in the data file and the actual sound lIsed for the cxcrcIse were the 

same but the lack of control might have introduced errors 111 sorne cases. Because the 

instructor is not present when the students are practlcmg, the whole ~y~tcm must he under 

computer control. The computer sholild also he able to detect and notlfy the student wh en 

the sound used doesn't correspond to the pre~cnbed one. 

For the comparative listening exercises, a fixed tolerance of JO % was applicd to the 

students' answers (value of center frequency). Becallse the critical bandwidth varies with 
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center frequency, a more accurate tolerance function should be used. The equation provided 

by Zwislocki and Terhardt (1980) for the critical bandwidth or the more recent function 

used by Moore et al. (1990) for the equivalent rectangular bandwidth should be tested. 

5.2.4 Courseware design 

Several critical issues must be addressed in order to improve the system. What are the 

most effective ways of presenting the material to be leamed? How should differences in 

timbre/sound quality be expressed and demonstrated using a mixture of sound, graphies, 

and text? How should students' answers be evaluated? What type Jf and how much control 

should the student have on the materia1 and or the leaming sequence? In the system used 

for this thel}is, feedback provided by the computer was limited to messages displayed on 

the screen indicating if the answer was right or wrong. The interactions between the 

computer and the student must be expanded. The computer should be able to guide the 

student towards the resolution of a given problem, and different strategies should be 

suggested. What is needed is a model of an expert faced with the same problem: How does 

a professional engineer tackle a given task such as removing multiple resonances? It wou Id 

he useful to define a collection of strategies adapted to different tllsks and different contexts. 
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