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Abstract

Real-time ultrasonic imaging systems have been available for more than fifty-five years

and are becoming an important tool in the practice of modem medicine. During this time

much has occurred to the basic architecture and functions of these clinical systems and

their bearnformers, which are, in many ways, the most important components of these

systems. Throughout most of the 30 years of real time imaging, analog beamfonners have

been the mainstay of aIl ultrasonic instruments. But at the present time the industry is

undergoing a major shift toward digital beamfonnation with the introduction of several

commercial systems. The thesis will look at the evolution of digital ultrasound

beamfonners, sorne of the changes that have occurred and will discuss cunent trends in

beamfonner design. Typical analog and digital beam formers have been simulated and

their performance compared in tenns of beam width, side lobe levels and signal-to-noise

ratio. AIso the effect of apodization on images have been examined. Experimental

investigations have been carried out to compare delay-sum -add and synthetic aperture

imaging on different phantoms. The technical challenges in digital beamformation will be

reviewed, as also the constraints introduced by today's market place. Finally, the future

of digital beamformation in the context of advances in computer and microelectronics

technologies is discussed.
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Resumé

Les systèmes d'imagerie ultrasonic en temps réel sont disponibles depuis plus de cinquante ans,

mais à présent, ces systèmes prennent de plus en plus d'importance au sein de la médecine

moderne. Durant ces cinquante ans, plusieurs changements à l'architecture et fonctions de ces

systèmes ont beaucoup evolués, surtout pour ce qui est des composantes des ces systèmes qui

font la focalisation. Les fa<:aliseurs analogues ont dominé les trente demieres années.

Cependant, de nos jours, l'industrie fait un virage vers la focalisation digitale. Cette thèse

présente une retrospective sur l'évolution des systèmes de focalisation ainsi qu'un aperçu sur les

tendances contemporaines pour ces systèmes. La résolution latérale et le niveau du lobe

secondaire sont étudiés et les résultats de ces études démontrent qu'en reduisant le niveau des

lobes secondaires, la résolution latérale se detériore. Des systèmes de focalisation communs,

analogues et digitales, sont simulés et leur performance comparée en terme d'étendu du faisceau,

l'importance des lobes secondaires, et le ratio de signal au bruit. Des investigations

expérimentales comparent les performances des systèmes delai-somme contre celle des systèmes

d'ouverture synthétique. Imagerie d'ouverture synthétique permet d'augmenter la vitesse des

fenêtres de données, mais les systèmes delai-somme ont de lobes secondaires plus petits, et des

faisceaux plus étendus. Les défis techniques dans la focalisation digitale sont discutés, ainsi que

les contraintes presentes dans les marchés commerciaux. Finalement, le futur de la focalisation

digitale, étant donné les avances dans les domaines de la microeleetronique et dei'informatique,

sera presentée.
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1. Introduction

The use of ultrasound imaging has been studied since the early 1950's. During this time,

advances in technology and clinical practice have made ultrasound a leading medical

diagnostic imaging modality. Modem ultrasound equipment is relatively inexpensive and

portable. As the demand for higher quality ultrasound images increase, 'beamformation'

plays an important role in advancing image quality and reducing the cost of equipment.

The term "beamforming" is usually applied to focusing of transmit pulses and received

data.

Figure 1.1 shows a simplified black diagram of a typical medical ultrasound scanner. The

transducer converts electrical signaIs produced by the pulser into acoustic energy and

con verts returning acoustic energy into electrical signais. They are then beamformed and

the resulting composite signal is processed and formatted for display. Beamforming in

commercial equipment may have variations and employ different techniques. A

distinction that is important in the industry is whether a beamformer is analog, hybrid or

digital. An analog beamformer uses analog delay elements for focusing. A hybrid

beamfonner may introduce analog mixers for fine delay and/or basebanding. A digital

beamfonner will have analog-to-digital converters immediately following the TGC

amplifiers, where ail focusing delays are implemented digitally.

The earliest phased array beamformers were developed in the late 1960's for imaging of

the brain [9] and improved in the early 1970's for echocardiography [10, 11, 12]. These
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early systems involved relatively simple implementations of beamfonner functions [9,

10]. For focusing lumped L-C delay Iines were used as delay elements. Real-time sector

scanning, where the beams are steered in particular directions, required rapid switching

among a great number of delay configurations, which required a complex control system

and produced undesirable switching noise in the analog delay lines. For dynamic

focusing and steering, L-C delay lines as delay elements were extremely bulky, since the

delay patterns for focal points through the depth along the radial direction are different

for each element and for each steering direction, requiring very complex switching

circuitry. Also due to inherent artifacts such as insertion loss, impedance mismatching

and switching transients the L-C lines were replaced by electronic delays. Gradually,

digital beamformation evolved from beamformers with electronic delays to complete

digital beamfonnation systems (DBF). Underlyjng ail these changes, are known

mathematical relationships. These relationships and associated computer simulations,

illustrate the changes brought about by the beamformer evolution and are explored in this

thesis.

Digital beamfonnation has witnessed significant advances and changes recently. It has

evolved from simple delay and add architecture [5, 7, 8, 9, Il, 13, 21, 24] to complex

synthetic array beamfonning [28, 29, 30, 31, 32, 33, 34] with many features Iike phase

aberration correction etc., while techniques Iike frequency-domain beamforming, have

not received wide acceptance.

2
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The thesis is organized as follows. Section 2 describes the functions of a generic

beamfonner. The functions performed by a beamfonner are reviewed and a generic block

diagram is gi ven. The basic beamfonnation equation will he used to identify those

components. which have been modified during the evolution process. The different types

of arrays employed for beamfonning are described.

Section 3 reviews beamfonner development. Performance comparison of analog and

digital delay lines are presented in table fonnat. Section 3 then traces the evolution of

digital beamformation and changes that have occurred. Heavy use is made of diagrams to

show various changes that have been made in bearnformation over the years.

Section 4 describes the theory behind beam steering and focusing in terms of aperture

function, apodization, etc. These mathematical functions are the basis for most of the

si mulations carried out in this thesis. Graphical depiction of ultrasound beamshapes are

used ta describe the influences of various parameters described.

Section 5 describes the method and procedures for ail experimental investigations

conducted as part of this thesis. A brief description of ail the phantoms used are given

and also the system parameters used in the investigations are described.

Section 6 describes the simulations conducted that compare the performances of an

analog and digital bearnformer. The effect of apodization. discussed in Section 4 on

images will he studied through the simulations. Given the trends in digital beamformer

3
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development. Section 6 also describes the architecture of the two different

implementation of DBF: Delay-Sum-Add (OSA) architecture and Multi-element

synthetic aperture focusing architecture (M-SAF) and comapre their performances

through experimental investigations.

Section 7 presents the results obtained from the simulation and investigations carried out

in the thesis and Section 8 discusses the results presented.

Section 9 discusses the future work. Sorne of the unique challenges associated with

digital beamformation described. Section 10 summarizes the findings of this research and

their implications.

1.2 Why is digital beamformation gaining importance?

The general motivation to move towards digital beamfonnation is to achieve

multifunction use in a flexible format. Examples are

• The resolution of ultrasonic images is greatly enhanced using digital control

of weight vector to achieve beamwidth control.

• It enables more precise and rapid changing of the receiver delay times. so that

the focal point may track the retuming echoes along any steering direction.

• A sufficiently high dynamic range of the echo information cao be stored.

• Frame rate can be increased by sirnultaneously forming multiple beams.

4
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2. Beamfomer Basics.

The functions of a beamfonner include the following:

• generate transmit timing and possible apodization (the tenn apodization will

be used as a synonym for weighting, tapering and shading) during transmit.

• supply the lime delays and signal processing during receive.

• supply apodization and summing of delayed echoes.

• possible additional signal processing related activities.

The goal of aIl of these functions is to create a narrow, unifonn beam with low sidelobes

over as long a depth as possible. During both transmit and receive operations, appropriate

delays are supplied to accomplish the focusing and steering needed. Figure 2.1

demonstrates the geometry that is usually used. Figure 2.1 also illustrates the reception

process. Wavefronts are shown ernanating from a point source labeled as FP. These

signais are received by the array elements, amplified and passed on to the delay lines.

The delay lines are shown as rectangular boxes whose length corresponds to the desired

delay. Finally, the echoes are passed on to the apodizationlsummer stage, which takes the

contributions from each element, multiplies them with a weighting function, and adds up

the results. The transmit operation is essentiaIly the inverse of receive focusing; time

delays From a common synchronization signal are generated by sorne rneans, often down

counters, and the array elements are fired accordingly. It is assumed the array elements

act as point sources and generate the required wavefronts.

5
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N

r(t) = L
1 = 1

(2.1)
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In this expression. the transmitted waveshape is s(t). The A's refer to whatever weighting

function that might be applied to each of the channels during the transmit and receive

operations. In the simplest case these would be equaI to one for uniform aperture

weighting. Rfp(t) is the distance of the source point (FP) from the center of the transducer

array and c is the velocity of the wavefront in meters per second.. Similarly, T' s refer to

the transmit and receive delays applied during transmit and receive beamfonnation

operations. i and j are indices of the receive and transmit elements, respectively. and

subscripts r and x refer to receive and transmit operations. These four parameters. Ari, Axj,

Ln' and Tt} will form the basis of the discussion on beamformer evolution; changes in

their values and in the methods by which their role has been implemented has defined the

different generation of instruments. Quality of beamfonnation is stfongly influenced by

them.

Finally, in Equation 2.1, N is the number of transmit and receive elements and will

assumed to be constant. N is also an important factor in establishing the performance

level and the cost of an ultrasound system.

Referring to Figure 2.1, the expression for deterrnining the values for the transmit and

receive delays given a desired focal point is:

6
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In this expression. c is the speed of sound. ri is the transmit or receive delay, xfp and zfp

are the coordinates of the point at which we wish to focus, and Rfp is the distance from the

origin or the phase center to that focal point. The focal point may he one of the following:

• a fixed point in space such as a transmit focal point

• a point which moves at the speed of sound with the wavefront of the

transmitted pulse in dynamic focusing

• a point corresponding to a pixel in an image to be fonned as with a synthetic

aperture approach

These cases will he discussed as they arise in the thesis.

2.1 Transducer Arrays

Beamfonners come in a wide variety of sizes and capabilities with much of this

variability coming from different types of transducer arrays the beamformer service. The

commonly used arrays are described below:

A. Sequential Linear Array Scanners

A linear array consists of a number of small individual transducers arranged side by side

in a single assembly. Two-dimensional images are produced in a sequential array scanner

7
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by transmitting on each of the array elements and receiving the echo infonnation with the

same elements for each B-mode Hne in the final display. This sequence of image

fonnation which results in a rectangular image format can he illustrated with reference to

Figure 2.2. For the sake of simplicity, five elements of the linear array are shown.

Element 1 is pulsed first, and echoes from the insonification are received by the same

element producing the top B-mode Hne in the final display. At the completion of this

transmit-receive operation, the second element is pulsed, and the echoes received by this

element produces the second line of display. This sequence continues until the last

element has been fired to produce the bottom or last Hne in the display. In general, for

these type of systems, the number of unique B-mode lines corresponds to the number of

elements in the linear array. As a result of the electronic scanning in these systems, as

weil as the relatively low number of image lines per frame, very high frame rates are

possible. In these systems, the field of view is identical to the totallength of the array.

B. Meclzanical Sector Scanners.

Mechanical sector scanners include one or more piston transducers which are rocked or

rotated about a fixed axis by means of an electric motor. Usually the transducers are

contained in a Iiquid filled housing with an acoustic window, and the entire assembly is

directly placed onto the skin surface to produce the resulting image in a circular sector

fonnat. Individual B-mode fines are scanned radially from a common orgin

corresponding to the center of rotation.

8
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C. P/Zased Array Sector Scanners.

Phased array scanners are the most sophisticated real-time systems. These utilize a small

array transducer which readily allows visualization of anatomie structures through

restricted acoustic windows. Phased array systems produce images by rapidly steering the

acoustic beam through the target organ by electronic rather than mechanical means. In

contrast to the sequential linear array scanners. aIl of the array elements in a Iinear phased

array system are utilized in producing each of the individual B-mode Iines which

comprise the final two-dimensional image. Figure 2.3 shows a five element phased array,

where appropriate delays are applied to steer the beam and focus al the predetermined

point.

9
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Figure -2.2 Design of N eIement lineat array of aperture size D x L, element
separation d, and element size a•

Tr--aPocu

Figure -2.3 Phased array transmit steer (angle 6 ) and focus by using delays



1 3. Beamformer Development

In this section we will review the major evolutionary steps in beamfonner development.

The earlier designs[lO. 1L 12] relied mostly on using a collimated beam and narrowing of

the beamshape at the near-to-far field transition. Several significant limitations are

immediately apparent. For example. the focal region is quite Iimited, the sidelobe levels

are quite high. and the near field extensive. The transmit only beamfonner equation

generally used is given below:

(3.1)

•

•

The limited focal region is directly associated with the use of constant values for the T.r}

2R (1)
in Equation 3.1. As a consequence the T

X
] will cancel the Jp term only in one

c

location. Further. there is the need to use a high f-number so that the depth of field is

acceptable for routine imaging. It is likely that the limited focusing capabilities along

with extensive near field and high side lobe levels are the major reasons why the market

acceptance of real-time systems was fairly slow. The mechanical B-scanners dominated

weil into the late 1970's.

The need to suppress sidelobes in clinical imaging was recognized by Thurstone and Von

Ramm [Il]. The combination of transmit and receive beamfonnationdoes lower sidelobe

levels considerably. This performance can he dramatically improved by the introduction

of apodization or weighting of transmit pulses and/or received echoes by an appropriate

weighting function. This was demonstrated and reported in several research paPers in the

10
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70's [Il, 18, 48, 55]. Apodization became available in commercial instruments starting

From about 1980 and onwards. Along with dynamic apodization came the capability to

increase the aperture size dynamically during receive, i.e. dynamic aperture.

The concept of dynamic focusing with medical ultrasound transducers goes back to the

1950's[41]; however, its reduction to practice required about 20 years. The first Duke

University phased array system [49, 51] was capable, at least in principle of employing

dynamic focusing and reports of designs capable of dynamic focus were reported in the

literature in the late 1970's and early 80's [7, 18, 29, 52]. A major benefit from dynamic

focusing is the ability to lower the f-number during receive beamformation and to keep it

relatively constant until the end of the aperture. This was of obvious value with high

channel (i.e. number of transducer elements in an array) count systems. Implementation

of dynamic focusing in analog beamformers is usually accomplished by the use of coarse

and fine delay circuit blocks. In a typical design the coarse delay was realized by the use

of a summing delay line which was preceded by a cross-point switch to deselect the

appropriate tap for a particular channel. Two types of fine delay implementations have

been reported:

1. by heterodyning the recei ved signal to baseband or an intermediate frequency

with a mixing signal whose phase was changed as needed for dynamic

focusing [7, 18, 29]

2. by choosing a tap of a shorter delay Hne by a very carefully designed switch

or switches [2, 49] .

Il



• The heterodyning approach is more of a narrowband approach in that the fine delay

correction is valid over a limited frequency range [47]. However phase and hence the

time delay control that is achievable with this method exhibits good resolution.

There is considerable subtlety to the implementation of the required delays as weil as the

selection of delay quanta and other parameters. Later on. much interest was shown on

the amplitude and phase quantization on sidelobes as weil as grating lobes [3. 4. 28. 32.

34. 40. 46. 47]. Much of the cost variations associated with different types of systems is

related to the extent to which the system designers have attempted to minimize these

quantization errors. The entry into digital beamformation has required. however a re-

evaluation of many of these issues

Table 1. Comparisons of various delay systems•• Deviee Delay Programmability Bandwidlh Dynamie Range Cost

Lumped Eleetromagnetic Digital tap Tap density High(accurale increases
Elements propagation selection dependent malching) wilh

Delay

Charge Seriai charge Clock frequency -5 MHz 40-50 dB (cli)
transfer transfer
deviee

Seriai Single eharge Clock timing -6 MHz <30dB
analogue transfer
memories

•

Digital AID + memory Clock timing AID sampling
rale dependent

AID bil-number
dependent

Increases
Wilh
sample
rate

12
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3.1 Evolution of Digital BeamformatioD.

This section will trace the development of digital beamformation . We will start from the

very early designs and work our way towards the present.

The earliest works on use of digital control for delays appeared in 1975 [19]. A

technique was developed for use of charge coupled devices (CCD) to provide

programmable time variable analog signal delay for scanning a linear ultrasonic phased

array. This technique had dynamic focusing depths of 2 to 40 cm. The element delays

were controlled by a 8080 microprocessor. Figure 3.1 shows the system operation of the

earliest attempt at digitally controlling delays.

Even though digital control was used to control delays, the concurrent use of analog

delay lines created major problems in imaging like image artifacts. This led to the

development of electronic delay tines and new techniques for dynamically varying the

electronic delay lines. For the frnt lime, the concept of sampled data systems was used to

implement circuits for electronic delay tines [8]. The underlying principle behind these

delay schemes involved buffering the sampled data in a memory with independent

readlwrite ports. The stored samples are read out after an appropriate number of dock

cycles to generate an on-tine, pipeline delay (Figure 3.2a). Another variation of

implementing a delay line was aIso described [8, 20]. A FIFO (first in fltSt out) device in

conjunction with a RAM memory was used. The FIFO eliminates the addressing circuitry

needed for RAM implementation. The delays thus implemented are long with high

precision, broad bandwidth and minimum phase distortion. Furthennore, the development

13



•

• bj..
'~~., ...

"CII)~

JIRC DR

'-pccœ"'

•

Figure -3.1 Simplified system operation of earliest attempt al digitaUy
controlling delays



•
PUDŒR··

r----..... LA.1'CH.

•

•

.SlONAL :ADC
:INPU1'

Figure -3.18 Principle of digital delay line

EUC'IRCIIC.
TCIC· D!LAY'. .

·r--i.........bIatW.
~.

Figure -3.2b Pbased array ultrasound system with digital delays

DIOrfAL
1é:AN: ..
eoNVEIttER

r7\l... VJDSO-:L.9 ·oJilil.Av



•

•

•

and refinement of IC electronic components made these schemes attractive. Figure 5b

shows the general architecture of digital beamformer implemented.

Figure 3.3 is a block diagram of earliest digital system constnJcted where aIl analog

circuitry is replaced by digital circuitry [20]. In this 16-channel system, the

microprocessor controller flXed the times at which each transmitter sends an electrical

pulse to its transducer element" to steer the acoustic signaI in the desired direction. The

echo signais after amplification are digitized and fed to a digital delay circuit consisting

of FIFO memory element. The delay in this element was controlled by the

microprocessor to provide focusing and steering at the receiver. The signaIs were then

summed together to form the reconstructed image.

One of the major problems in Medical ultrasound imaging was the imaging of the

dynamic movements of organs such as the heart. The systems that were developed made

use of one delay line per channel, providing the required delay in a discrete quasi­

continuous manner. Each delay line provided hundreds of delay taps to provide the

overalI delay. So real-time scanning of the heart required fast switching to continuously

track the echoes, which required an especially complex control system and introduced

undesirable switching noise. In arder to track the variable retuming echoes efficiently,

novel methods for implementing a programmable delay system were developed [21, 22].

The technique was based on separate and independent processing of the carrier and of the

envelope of the echo pulses. Camer phasing was accomplished by electronic phase­

shifters, while delay lines varied the envelope delay. The approach adopted was based on
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mixing the echo with a digitally phase-controlled coherent local oscillator~ followed by

filtering of the upper or of the lower sideband. Once phase coherence of signals was

established~ the increment of the delay line required for time-shifting the signal envelope

is no longer dependent on the carrier frequency value fo~ but on the extent of signal

bandwidth around fo- This drastically reduced the requirements of the delay line. An

important consequence of this new technique was that the signais from ail array channels

could be processed using one single delay line~ rather than a delay line per channel.

Figure 3.4 shows the schematic diagram of the simplified system. Q'Donnell et_aI.~ [27]

proposed a digital beamfonner with autonomous channel control in place of the

conventional delay and add architecture. The fully digital beamfonner used the principle

of baseband interpolation. A block diagram of the processing perfonned on each channel

is presented in Figure 3.5. The digital baseband interpolation algorithm uses baseband

demodulation followed by low pass filtering and phase rotation to impIement the delays.

The phase is rotated using a COROIC processor.

While the earliest commercially available digital beamformers were available in the early

80's, they did not begin to have significant impact until the early 199O's. Much of this

delay was due to the need for AID converters (AOC) with sufficiently large number of

bits and a high enough sampling rate for ultrasound signal digitization. This was reflected

by the discussion of various designs published in the literature and reviewed above. In the

designs discussed above [8~ 22]~ 8-bit A/D converters were used which limited the

quantization of delay as weIl as the pulse fidelity. They tried to overcome this problem by

using analog shift registers [8] or by phase shifting [22]. Therefore an obviously
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important tapie is the number of bits required for AID conversion. The literature does not

supply a real answer. Most expressions given are constrained by the assumptions made.

Peterson et al. [23] gave the quantization induced sidelobe level as 1/2B .J3N, while

Steinberg [24], who considers the possibility of partial coherence in the quantization

noise, describes the same quantity as -101ogNeff -6B. In bath expressions B is the number

of bits, N is the number of processing channels, and N~ff is the number of statistically

independent channels. Thus B dictates the side lobe level. Higher the number of bits

used, lower the side lobe level. This in tum has an effect on the dynamic range. Now 12­

bit AID converters have been devel0Ped. thus increasing the dynamic range.

With respect to sampling rate, it is, of course, important to sample at a rate sufficient to

capture all of the information in the bandwidth. Once again, there is no consensus in the

literature, as to what is the optimum sampling rate. It has been generally agreed that a

sampling rate of four ta ten times the transducer frequency is required for waveform

reconstruction [3, 24, 27]. Earlier it was difficult for ADC's to handle such large

frequencies, which led to the development of alternative algorithms for beamforming that

required lower sampling rates. The different sampling techniques used were analytic

signal sampling, second order sampling, and quadrature sampling [25]. These methods

are shown in Figure 3.6. The analytic signal sampling is Perfonned by removing the

negative frequency components of the signal with the aid of Hilbert transfonn. This

method is not suitable for ultrasound imaging because it required a Hilbert transformer

for each channel. Second-order sampling is an alternative technique that eliminates the

need for Hilbert transfonner. Second-arder sampling yields two sequences of uniformly
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spaced samples, which are interleaved. This reduces the sampling rate but requires an

ideal bandpass filter with relatively complex. frequency transfer characteristics.

Quadrature sampling characterizes a bandpass signal with uniformly spaced samples of

its quadrature components. However this method has poor resolution and also has higher

hardware requirements like two low pass filters, phase shifters and adders for each

channel. Table 3.1 shows comparison of various sampling techniques.

To reduce the sampling rate alternative heamforming algorithms have been created [5,

26]. Song, K. T. et al. [5] have proPOsed a modified second order and quadrature

sampling to overcome sorne of the problems in conventional sampling rnethods. These

methods used fewer ADC's. Figure 3.7 is the schematic representations of these methods.

Cho et al. [26] proPOsed multi order sampling to further reduce the errors in sampling.

This method uses two pieces of data for quadrature component and yields a large SNR.

Figure 3.8 shows a digital beamformer with multi-order sampling.

Table -2 Comparison of various sampoog techniques

Type of sampliDg Sampling rate Hardware complexity Detection error

Uniform sampling fs > 2fo + B lowest large

Quadrature sampling fs>B very high no

200 order sampling fs >Ifo> B high Q independent
1=1,2, .....

Modified quadrature fo< fs< 2fo- B low no
samplin~ (0) 1.5)

Multi-rate sampling nifs + a < fs< nifs + a low no

In these implementations, the two parameters of the ADe, i.e. the number of bits and

sampling rate, cannot he optimized simultaneously. Generally, there is a direct trade-off

between the sampling rate of the AOC and dynamic range achievable. ~Iost of the

17
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commercially available converters are either, low speed and high resolution or high speed

and low resolution. Parallel or ~~flash" converters have the highest speeds (over 50 MHz ).

but their complexity grows rapid1y with increasing resolution. In practice. the optimum

performance from a speed and resolution point of view is obtained by using two-stage

parallel converters. This type of converter achieves a reduction in circuit complexity al

the expense of sampling speed and has speedlresolution parameters better suited to digital

ultrasonic imaging. A recently introduced twO-stage converter has twelve bit resolution al

a 10 MHz sampling rate [3].

While the implementations of digital beamformers reviewed above have been of the basic

delay-and-sum kind, lately there has been a considerable shift to a more complex

beamforming method, syothetic aperture imaging. The concept of syothetic aperture

focusing can be traced back to the early 1950's in radar applications. Rapid developments

in digital computing made it possible to apply the principles to digitized ultrasonic

signals. The application of the method to ultrasonic beamforming was flfSt proposed by

Johnson et al., 1975 [28]. A syothetic aperture image is formed by exciting the transmit

elements individually. The receive beams necessary to fill a sector scan are fonned

simultaneously. The final image formed is the sum of the beamformed energy from each

transmit burst.

Several different ways of implementing the synthetic aperture technique have been

published in the literature. Of these, the synthetic aperture focusing technique (SAFI)

appears to be the popular method. The flI'St real-time SAFf imaging system was

18
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developed by a Stanford University group [29]. The system viewed a fixed field with a

32-transducer array with a focus table for each pixel. To overcome the drawbacks of

earlier methods, new techniques were developed. Ozakï et al. [29] designed a new

imaging ultrasonic imaging system that used a single transducer, which moved linearly

on an object surface, transmitting a spatiaIly wide beam into the object and receiving the

returning echoes at a constant spatial interval. The received signal are then digitized and

stored in a AFO memory. An A-scan line was calculated using the signal data present in

the memory and transferred to a display unit, and then the transducer is moved to the next

measurement point. Figure 3.9 shows the principle of image reconstruction in SAFr.

Another technique called the synthetic receive aperture technique was developed by

Nock and Trahey [30]. This imaging system addressed a very large number of receive

elements using a smaller number of parallel receive channels. Figure 3.10 shows the

architecture of the receiver part of a SRA imaging system. In order to fonn each line of

data, the transmitters were fi.red once for each receive subaperture. After the signais were

acquired from each subapertuTe, the final signai is formed by adding the sum from

various subapertures. This technique was much simpler in terms of digital memory and

computations required. It also improved the resolution with a comparatively cheaper

architecture.

The synthetic focusing techniques discussed so far employed only one-way dynamic

focusing (during reception). Ylitalo [31] proposed a novel Fourier-domain synthetic

aperture ultrasound imaging employing a curved array. The new approach achieved two­

way focusing using simple hardware. The effective aperture had a size double that of the
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Figure -3.10 Architecture of a Synthetic Receive System (SRA)
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phased array technique. Synthetic focusing is achieved through Fourier-domain

processing.

Synthetic aperture systems are sensitive to motion artifacts due to phase distortions. But

phase correction for both motion and tissue inhomogeneities cao be performed in a single

compensation procedure. Many beamforrr1Ïng algorithms have been developed to reduce

motion artifacts due to phase distortion [29, 34].

A new method ,",alled multi-element synthetic aperture focusing (M-SAF), which

drarnatically reduces the size and cost of low channel couot systems was developed by

O'Donnell et al. [34]. Figure 3.11 shows the data acquisition strategies. This method uses

spatial frequencies corresponding to receive, transmit combination. The subapertures are

then stepped across the array one element al a time with coincident transmit and receive

subapertures.

Thus the flexibility of digital beamfonners pennits novel beamforming methods to be

developed and exploited. These areas are still under development and have begun to enter

commercial machines
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• 4. Aperture Tbeory and Far Field Directivity FunctioDS.

4'Aperture" in acoustics is used ta tefer ta eitber a single electroacoustic transducer or an

anay of eleetroacoustic transducers. The complex aperture functio~ that is~ the

magnitude and phase of the sound distribution within the apenure~ determines the Fresnel

and Fraunhofer diffraction patterns of the aPerture. which in tom determines the beam

profile of a transducer elemenL The basic equations that are derived from complex

apenure theory are used to describe the performance of a single transducer and an anay

of transducers. The derivations below are not presented in their entirety. These basic

equations are used in the simulations carried out in this thesis.

• The far-field and the near-field criterion are given by the following two equation [35] :

•

r > trR 2 /,t > 1.3~6R

1.356R < r < 1fR2 / ,t

where.

is the magnitude of the position veetor ta a field point and R is the maximum range.

The far field directivity fonction ofa general volume aperture is given by

-
D(!~s) =F,. {A(f .. r.)}= lA(!.. r.)exp(+ j21rs. r.)dr.~

where

(4.1)

(4.2)

(4.3)
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• s = (fX tIr' Iz)' are the spatial frqueocies.

and dra =dxadyadZa. Note that the complex apenure function can be expressed as

AC/,r,,) =a(f,T.)exp[+ j6(/,r,,)], (4.4)

where a(j,'a) is the amplitude and B(/,r.) is the phase of the response at spatial

location ra of the aperture. 80th a(f,rtl) and 8(f,r.> are real functions. The function

a(f,'a) is aIso known as the amplitude window.

4.1 Linear Apertures

A linear apenure represents a single transducer of length L meters where the phase

response of the transducer is zero, that is,

B(/,x,,) =0 (4.5)

• Now consider the case of a linear aperture of length L meters lying along the X axis as

shown in Figure 4.1. Also shown in the figure is a field point with spherical coordinates

(r,8,1jI). The field point is assumed to be in the far field region of the aperture given by

Eq. (4.1), where R = U2 meters is the maximum radial extent of the apenure.

The position vector describing the spatial location of the aperture is given by

r" = (xcr ,0,0),

and as a resul~

• and

A(j,r(lJ =A(f~),

S· T" = (Ix ,Ir' Iz)· (x. ,0,0) = Ix x.,

(4.6)

(4.7)
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Figure -4.1 Linear apenure of length L meters lying along the X-axis. AIso shown is a
field point with spherical coordinates (r,B,.,,).



• (4.8)

Therefore, upen substituting Eqs. (4.6) through (4.8) into Eq. (4.3), we obtain the

expression for the beam pattern of a Iinear apenure:

(. 9) LI1 (. 9}
D~ =F•• {A(/.x.)}= J~(f.x.)exp(+j21r~ .)dx••

where

A(f,x
tl

) =a(f,x.)exp[+j9(f,x.)]

Equation (4.9) is the directivity lunetion of the apenure.

4.2 Amplitude Windows

(4.9)

(4.10)

To determine the far-field beam pattern, beamwidth, and the relationship between

beamwidth and sidelobe levels of far-field beam patterns, the elements are windowed i.e.

• each element are given a ~weight'. thus controlling the ttansducer reponse. This is called

apodization and is implemented with help of amplitude windows which are discussed

next.

A. The rectanguJar amplitude window

The rectangular amplitude window is defined as follows:

{
1,1xI S L/2.}

rect(x! L) = lyJ
O'~I > L!2.

(4.11)

The amplitude of the complex frequency response of the transducer is constant aloog the

length L of the transducer, regardless of the magnitude of frequency f with zero phase

(Figure 4.2).

•
Therefore,

A(!,x.) = a(f,x.) = rect(x./ L) (4.12)
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• Substituting Eqs. (4.12) and (4.11) into Eq. (4.9) yields

(sin6) ~ }t 12
( sin6}D T = Fx• rect(x.! L) = -LI2 exp(+ j21c T fi )dx., (4.13)

or

(sin6) ~ }. {sin6} (4.14)D T =Fx• rect(x.!L) =Lsme T )

where

. () sin(ttt) (4.15)SIne x = .
ttt

The normalized far-field directivity function is defined as follows:

(sin6)_fD (4.16)D N --
Â. Dma

• (sin6) . (sin6} (4.17)D N T =smc( T ).

B. The trianguJar amplitude window

The triangular amplitude window is defined as fol1ows:

tri(x! L) = (4.18)

The amplitude of the complex frequency response of the transducer is triangular in shape

along the length L of the transducer irrespective of the magnitude of frequency f. AIso the

•
phase of the complex frequency response is zero (Figure 4.2). Therefore,

A(f,x.. ) =a(/,x.) = tri(x.! L), (4.19)
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• Substituting Eqs. (4.22) and (4.21) in Eq. (4.9) yields

(4.20)

or

(~\

n(sin 9 )= F Jtri(x / L)}= L sin c2 ITL.Â .l'.~. 2 2

Refering to Eq. (4.16), the normalization factor is given by

Dmg =D(/.O) =L/2,

(4.21)

(4.22)

•
since sïne(O) = 1 is the maximum value of the sine fonction. Substituting Eqs. (4.21) and

(4.22) into Eq. (4.16) results in the expression for the normalized far-field beam pattern

of the trianguJar ampütude window:

(4.23)

C. The hanning amplitude window

The hanning amplitude window is given by

(4.24)

•

The final expression for the far-field directivity function for a hanning amplitude window

can he found from Equations (6.3-65) and (6.3-66) in Ziomek [35] and is given by
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•
or

D(~9 )= F•• ~OS2(1a./ L)rect(x./L)}=.

O.5L sin cr~9
L )+ O.5F..~os(21a.IL)rt!Ct(x./L)}

(4.26)

which is the unnormalized far-field beam pattern of the hanning amplitude window.

Refering to Eq. (4.26), the normalization factor is given by

DmM. =D(/,O) =LIte. (4.27)

Substituting Eqs. (4.25) and (4.26) into Eq. (4.16) results in the normalized far-field beam

pattern of the hanning amplitude window (see Figure 4.2):

•
(4.28)

•

Looking at the plots for the normalized far-field beam pattern of the various amplitude

windows discussed above (Figure 4.3), one sees that the tirst sidelobe Ievelof the

hanning amplitude window is approximately -23 dB, while the sidelobe Ievels for the

rectangular and triangular amplitude windows are approximately -13 and -27 dB,

respectively. This can be attributed to the way the windows approaches zero at the end

points X = ±L12. The triangular window approaches zero in a comparatively smooth

fashion Le. with a smaller slope than the other two &n1Jlitude windows and hence bas

lower sidelobe levels. A reduetion in sidelobe levels results in a wider main lobe; see

Figure 4.3. Figures 4.4, 4.5 and 4.6 shows the polar plots of norrnalized far-field beam

patterns for the ampütude windows discussed, as given by Equations (4.17), (4.23) and
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Figure -4.4 Polar plot of the magnitude of the normaliud horizontal far-field beam
pattern of the rectangular amplitude window for (a) LI Â. = 4, (b) LI Â. = 2 .
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Figure -4.5 Polar plot of the magnitude of the normalized horizontal far-field beam
pattern of the triangular amplitude window for {a> LIÂ. =4, (b) LI Â. = 2.

Figure -4.6 Polar plot of the magnitude of the normalized horizontal far-field beam
pattern of the banning amplitude window for (a) LIA =4, (b) LIA =2 .
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•

the plots, the main lobe width is dependent on the aperture length and wavelength. The

beam width is directly proportional to the wavelength À and ioversely proportional to the

length L of the aperture. The figures shows the beam patterns for two different ratios of

LIÀ.

4.3 BEAM STEERING AND FOCUSING.

We now examine the far-field beam pattern when the phase response 8(f,xa ) is

nonzero.

We express 6(f ,..Ta) in terms of the following polynomial:

(4.29)

where B0 <i) represents a constant value of phase across the aperture, 81(f)..Ta is the

linear phase variation across the aperture and is responsible for beam steering. 6 2(j)xa
2

is the quadratic phase variation across the aperture and is responsible for focusing in the

Fresnel zone.

Now let ~Si~li)be the far-field beam pattern of the amplitude window a(f, x.J, that is.

(4.30)

•
and let D{ Si~li) be the far-field beam pattern of the aperture function Aif, x,J given by,
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• Dl~6)= F.. {a(f.x.)exp[+j6(/.x.))}

= la(f.x.)exp[+j6(f.x.)lexp(+j2n(~6 }.)u.. (4.31)

Now, assurœ that the phase response across the aperture is a linear fonction ofAQ, that is,

•

8(f,x.) =81(f)x",

IfEq. (4.32) are substituted into Eq. (4.31), tben

therefore,

(4.32)

(4.33)

(4.34)

•

Therefore, a linear phase response across the length of the aperture will cause the beam

pattern D(~6)to be steered in the direction 6 =6'.

4.4 ARRAYS

An anay can be thought of as a sampled aperture, consisting of individual eleetroacoustic

transducers called elements.

Consider a linear array composed of an even number of elements lying along the X axis.

If the each element is not identical; bas a different coll1'lex frequency response, and is
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• not equally spaced relative to adjacent elements. then the complex frequency response of

this array according to ZiODEt [35] can be expressed as

-1 ~

A(f,xa ) = Lb" (/)ell (/,X. -XII )+ Lb" (/)ell (/,x. -XII)
"a-NI2 ..l

or

NI2

A(f,xa ) = l',[b_,,(/)e_.(/,x. -x_.)+b.(/)ell(l,x. -x.)l
..-l

(4.35)

(4.36)

•

where N is the total even number of elements. XII is the x coordinate of the center of

element n, b,,(f) is the frequency dependent complex weight associated with element n,

and e,,(f, Xo) is the complex frequency response of element n, also known as the element

function.

Eq. (4.35) indicates that the camplex frequency response of the anay is equal to the linear

superposition of the camplex weighted frequency responses of all individual elements in

the array. The complex weights are used to control the complex &equency response of

the array and therefore, the array's far-field directivity fonction by amplitude and phase

weighting.

a) Even number ofelements

The expression for the far-field beam pattern cao be expresse<! as:

(4.37)

•
If all the elements in the anay are identic~ but still not equally spaced, then Eq. (4.37)

reduces ta
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•
(4.38)

where

(4.39)

•

is the far field beam pattern of one of the identical elements in the array and for Neven.

o(~8)= ~[b_.(f)exp(+j~ ~9 r->+b.(f)eXP(+j21f(~9 }.>] (4.40>

Equation (4.40) is referred ta as the product theorem for Unear arrays. It states that the

far-field direetivity funetion D(~8) of a Iinear array of identical. complex weighted

elements is equal ta the produet of the far-field direetivity of one of the identical elements

in the array, and the far-field directivity function of an equivalent linear anay of identical,

complex-weighted, omnidirectional point elements.

Finally, if all the elements in the array are eqUlllly spaced, then

XII =(n - O.5)d, n =1,2•.... ,N12,

and

(4.41)

.%.11 = ..x,., n = 1,2.....,N12, (4.42)

•

where dis the interelement spacing in meters.
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•
b) Ddd Humber ofElements•

Now consider a linear array composed of an odd number of unequally spaced elements

with different complex frequency responses lying along the X axis. Using the principle of

superpositio~the cornplex frequency response of this array cao be expressed as

N'

A(f,xa ) = LC,. (f)e" (f,x(J -X,,),
_N'

where

N =(N -1)/2,

(4.43)

(4.44)

N is the total odd number of elements, x" is the X coordinate of the center of element n,

and Xc = 0, since one element is centered at the origin of the array.

•
Therefore the far field beam pattern is given by,

(. 8) N' ( • 9} (. 9}D~ =~.bll(f)E. ~ xp(+j21c ~ Il)'

where E.(~6
) is the far-field beam pattern of element n.

(4.45)

If all the elements in the array are identical. but still not equally spaced, then Eq.(4.45)

reduces ta:

(4.46)

where ~~8) is the far field beampattem of one of the identical elements in the anay.

and for N odd, the far-field beam pattern of an equivalent linear array of identical

••
complex-weighted. omnidirectional point elements is given by

(. 8) N' ( • 9ro ~ = ~,b.(f)exp(+j21c ~ Il)' (4.47)
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•
where W is given by Eq. (4.44).

Finally, if all the elements in the anayare equally spaced., tben

XII = nd, n =-N' ,.. /J, •.•N (4.48)

4.4a The Pbased Array (Beam Steerinl)

Consider a linear array of N (odd) identical., equally spaœd., complex weighted.,

omnidirectional point elements lying along the X axis. The far-field directivity funetion

of this array is given by

•
(. 8) (' 8) N' ( • 6t"D~ =0 ~ = 'k.b.{f)eXJ(+i21r ~ r)'

since E(~8
) = 1for an onmidirectional point element.

(4.49)

Now let D(~8)be the far-field beam pattern of the anay when il is only arqllitude

weighted, and let Dl~8 )be the far field beam pattern of the anay when il is complex

weighted; that ïs.,

•

(. 6) N' ( • 8}tD~ = I, a. (f)exp(+j21C!!!- )
Â. _N' A.

and

(4.50)

(4.51)
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• ff the phase weights are given by

(.6'}8,. (f) = -21r ~ d. n = -N,....,0,....,N" , (4.52)

Now substituting Eq. (4.52) into Eq. (4.51) yields

,( . 6) N' J ( . 6) (. 6') ]
D l~ = l;~.(f)eA1.+ j21r( ~ - ~ nd.

or

(4.53)

(4.54)

•

Therefore, a Iinear phase variation applied across the length of the anay will cause the

beam pattern D(~9
) to be steered in the direction 9 = 9'. which is equivalent to

steering the beam pattern to 8 = 9'. FJgUres 4.7, 4.8 and 4.9 are polar plots of the

magnitude of the normalized horizontal far field patterns for rectangular, triangular and

hanning apodizations respectively. of a linear anay of N = 7 elements, equally spaced

for beam tilt angles of 6 =45 and 9 = 0 degrees. The figures show that steering of beam

from the axis causes grating lobes ta appear. The grating lobes are more pronounced

when the inter-element spacing is greater than 1/2, wbere Â is the wavelength

associated with the ttansducer anay [35]. While rectangular aPO<iization has the

minimum beam width, but bas the highest side lobe levels wben compared with triangular

and hanning apodization for bath cases of steering.

Finally, the phase shift 6.(/) in radians is equivalent to a âme delay 't'. in seconds, that

•
is,

911 (/) =2trf't'., (4.55)
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Figure -4.7 Polar plot of the magnitude of the normalized horizontal far-field beam
pattern of a linear anay with rectangular apodization for a beam tilt angle of (a) 9 =45° ,
Cb) 9 =0° and d 1Â. =O.S.
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Figure -4.8 Polar plot of the magnitude of the normalized horizontal far-field beam
pattern of a linear anay with triangular apodization for a beam tilt angle of (a) 9 =45° ,
(b) 9 =0° and dl Â. =O.S.

Figure -4.9 Polar plot of the magnitude of the nonnaliud horizontal far-field beam
pattern of a linear array with hanning apodization for a beam tilt angle of (a) 9 = 45°, (b)
6 =O· and d 1Â. =O.S.•
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or

(4.56)
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5. Methods and Procedures

This section describes the methods and procedures for investigating experimentally the

proposed implementations of digital beamfonnation. The system used for the

investigation can be divided into three components: 1) data acquisition and 2) signal

processing and 3) image reconstruction. The hardware and software implementation of

each of these components is described below.

5.1.1 Data Acquisition

Ultrasound images are obtained from a Aloka ultrasound machine (Aloka, Tokyo, lapan,

model: SSD-246), rnanufactured in 1964. The transmit part of the system is a parallel

real-time transmit system with a 3MHz, 64-element linear transducer array and pitch of 2

mm. The elements are O.2mm from the probe surface. The transmit circuitry of the

machine consists of a trigger which generates a gated square pulse. The amplitude is

variable from 0 to 400 V p-p. This trigger pulse is applied to the transmit elements

through a dual channel multiplex.er.

The RF (raw or radio frequency signal) data is then received linearly by tapping the test

points on the receive circuit of the machine after pre-amplification and transferred to a

Tektronix digital oscilloscope (Model: TDS-520, 1991) where the A-scans (received

electrical signais) are viewed. The oscilloscope digitizes the A-scans using an 8-bit

analog-to-digital converter at a sampling frequency of 25 MHz. The digitized sampies are

transferred and stored in a Pentium PC (66 MHz and 32 MB of RAM). The system

allows the efficient recording and transfer of the single element data, using a GPIB
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interface and an IEEE Std. 488.2-1987 GPffi cable that is connected to the 24-pin GPm

connector (D-type shell. IEEE Std 488.1-1987) on the oscilloscope. Each A-scan has 72K

samples corresponding to a spatial range of about 130mm. This system is not capable of

perfonning any real-time imaging. because of the absence of a real-time digital

beamfonner. Ail beam fonning and image reconstruction is carried out digitally. off-lïne

on a computer to emulate a full digital imaging system, which is described next. This

methad is advantageous since the received signais can be accessed at ail stages in the

signal processing chain. See Figure 5.1 for the experimental setup.

5.1.2 Signal Processing and Image Reconstruction

Figure 5.2 shows the schematic representation of the software-implemented signal

processing and image reconstruction of the received signais. Defore beginning the signal

pracessing the signais are averaged over a number of cycles to remove non-periodic noise

imposed by the data acquisition system. The bearn-fonning unit fanns the first part of

signal processing. It weights (apodizes) and delays the individual single element RF

signais and sums them into a RF scan lïne.

The delay and apodization values to the beamforming unit are given as coarsely sampled

representations of the ideal delay and apodization functions for each element. The delay

system operates by dividing the desired delay at a given time into a coarse delay and a

fine delay. The coarse delay is in units of the sampling time interval, Ts =1/fs. and can be

implemented by simply shifting the signal an integer number of samples. After the coarse

delay operation is performed. the fine delay is added after up sampling the coarse
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Figure -S.l Picture of the experimental setup for data acquisition
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Figure -S.2 Software implementation of beamforming and signal processing.
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delayed signal by a factor proportional to the delay error. The signal is then down

sampled to the original frequency.

Following the beam fonning~ the RF data are filtered with a digital bandpass fi1ter to

increase the signal-to-noise ratio. They are then envelope detected using the Hilbert

transfonn technique [36]. Since the real-time transmitter has a fixed transmit focus, a

retrospective filtering technique is used to reduce the effects of the fixed transmitter [41].

The inverse filler deconvolves the defocused transmit pattern producing a new in-focus

transmitireceive image. The inverse filler is designed using least-squares method and is

described later in the section. Finally, the scan lines are log compressed to reduce the

dynamic range, scan converted, re-scaled and displayed. Ali images presented in this

thesis were reconstructed on a rectangular grid with 192 beam lines positioned at constant

increments of sin(l1) over 512 pixels. Also, the scan conversion routine is constructed

such that any pixel is the maximum of the number of data points at the regjon represented

by the pixel, thus eliminating the drop in amplitude of the image that would result from

simple averaging.

AIl signal processing and image reconstruction, emulating the digital beamfonner

systems are implemented on a second computer, a Pentium PC (233 MHz and 64 KB

RAM). Thus the PC acts as the receive and display of the experimental setup.
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5.1.3 Phantoms

The RF data that are used for experimental investigations are acquired from different

phantoms. Since the receiving part of the experimental system described above is not

real-time, it excludes investigations where movement distortion couId be a problem.

Hence aIl imaging is done on custom built and standard phantoms. Phantoms used in this

thesis for the investigations may be c1assified into water phantoms and tissue-mimicking

phantoms.

a) Lucite block in water bath

This phantom has a single Lucite slab of dimensions 12.5 x 9 x 1.5 mm which is

immersed in a plastic tank holding de-mineralized and distilled water. Lucite is assumed

to be a perfect reflector. This phantom is used to characterize transmit and recei ve beam

patterns of the transducer array. The rf signais received are also used to set system

parameters such as signal bandwidth. center frequency of transmitted signal and filter eut

off frequencies.

b) Lucite block holding tubes of different lengths.

ALucite block of dimensions 12 x 6.5 x 4 mm has holes drilled on the surface to hold

hollow plastic tubes of 2 mm diameter. Copper wires are inserted in the hollow tubes to

increase the reflectivity. The lengths of the tubes vary from Imm to 8 mm. This phantom

is in a degassed water bath. It is used to find the point-spread function (PSF) of the

di fferent methods.
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c) Metallic sphere on Lucite slab.

This phantom has a metallic sphere of diameter 2.5 mm on aLucite block of dimensions

12.5 x 9 x 1.5 in a degassed water bath. This phantom is used to view improvements in

edge detection with beam forming.

d) Lesion and scattering phantom.

This phantom is custom made (Ernest L. Madsen, Dept of Medical Physics, University of

Wisconsin, Madison). It has a number of spherical lesions of diameter 6 mm and a

backscatter coefficient 14 dB below their surrounding medium. The lesions have a

attenuation slope of 0.5 dB/cmIMHz. The surrounding medium consists of glass bead

scatterers of 45-53 microns in diameter range. There are 4 grams of beads per litre.. It is

used to compare over ail image quality for different methods.

e) Cyst and Wire phantom

This is a wire and cyst tissue mimicking phantom (Nuclear Associates, model: #84-317).

This phantom has a series of monofilament nylon targets, O.375mm in diameter that are

separated over varying distances. It also has four simulated cysts of diameters 4, 6, 8 and

12mms.(cylinders of gel with no scattering). The filling medium is a hydrogel containing

a scattering agent that simulates human liver parenchyma. It is used for comparing the

overall image quality and finding the point-spread function .
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5.1.4 System parameters

This section presents the various design parameters like beam angle that decides the

aperture length, temporal and spatial sampling periods. filter eut-off frequencies. and

attenuation coefficients. Computer simulations are done to show the effect of temporal

sampling on image reconstruction. The criterion for deciding the minimum spatial

resolution are discussed. Also the filter eut-off frequencies and attenuation coefficient

calculations are presented.

5.1.4a Beam angle

The beam angle is an angle within which the scattered ultrasonic wave from a point

abject can be practically received. The received ultrasonic signal along an axis from a

point abject is dependent on the spatial distribution of ultrasonic signal produced by the

transmitted ultrasonic beam. This spatial distribution is primarily determined by the

spreading loss of the ultrasonic wave and by the shaPe and size of the ultrasonic

transducer (Section 4 Figures 4.4. 4.5 and 4.6). The beam spread angle or the beam width

of the ultrasonic wave transmitted was assumed to he the angle of di vergence al -6 dB

point. The effective aperture length was determined by this angle. The angle, 6MB is

given [37] by the equation

•

(5.L)
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• 5.l.4b Temporal Sampling Period

The temporal sampling period, ~l, is generally detennined by the sampling theorem

ât«5:-
1
­

2/lmJ(

(5.2)

•

•

where fma.T: is the maximum frequency in the frequency spectrum. However the

transducers have broad band characteristics. Aiso the received pulse echo has a wide

range of frequencies. Figure 5.3a shows the waveform of a transmitted signal, and Figure

5.3b shows its frequency spectrum. Figure 5.4 shows reconstructed images of a point

abject for four temporal sampling periods as contour plots. The sampling periods

correspond to frequencies at the -6 dB point. the -3 dB point. and the maximum

amplitude point, respectively, from the frequency spectrum. We see that side lobe level

increases as the sampling period decreases. This results in the degradation of image

quality. Also analysis of the plots show that it is the bandwidth of the waveform and not

the center frequency of the transducer that detennines the minimum sampling rate. The

rule of thumb states that the sampling rate should be 4 to 10 times the transducer

frequency [10, 24].

5.lAc Spatial Sanrpling Period

The spatial sampling period is Ilecessary to detennine the beam space resolution and

number of beam Iines in a scan format. Generally. the maximum spatial frequency is the

frequency at the -6 dB point in the spatial frequency spectrum. Aiso the azimuthal

resolution is given by the following equation
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Figure -5.3 Transmit pulse signal of the experimental system (a) Waveform (b)
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Figure 5.4 Effect of temporal sampling Period on resulting image of point object for
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• dx = 0.6.,1.
2 sin 9rrwr.

This is a practical, useful index for determining the proper spatial sampling.

5.J.4d Filter Cut-Off Frequencies

(5.3)

•

•

Both low-pass and bandpass filters are used to remove noise and limit the information to

the frequency band of the transducer. The frequency content of the initial ultrasound

pulse is modified by the frequency response of the recording and digitizing system, which

detennined initially the parameters for the filters and subsequently modified slightly in

response to actual evaluation of the displayed results. The eut-off frequencies for these

filters are determined from the frequency spectrum of the averaged RF data. For the

investigations in this thesis. the frequencies corresponding to the -20 dB level of the

nonnalized frequency spectrum are taken as the eut-off frequencies. The filters

constructed are AR butterworth filters whose magnitude and phase response are shown in

Figure 5.5.

5. J.4e Attenuation Coefficients

When imaging is done on tissue mimicking phantoms, the attenuation of the ultrasonic

wave as it travels through the tissue is compensated by a time gain compensating (TGC)

amplifier or an amplifier whose gain increases with depth. However. a more flexible

method [29] is used in this work where the correction is done on the image values after

the image reconstruction.
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• The incident pressure at a distance r from the transducer in the far field. due to the

ultrasonic wave is given by the equation

The attenuation correction is then made by multiplying the reconstructed image

amplitude by its corresponding correction factor Cp

where the first factor is from the spreading loss and the second factor is from the

absorption loss. Since the waves are assumed to he spherical. the value of b is taken as 1.

The argument, a, is the absorption coefficient and is frequency dependent. Since the

image is reconstructed by summing the data signais from the point element within one

effective aperture length, the amplitude of the reconstructed image is dePendent only on

its distance from the transducer. assuming that the scatter coefficient remains constant.

Thus the correction factor. Cr. is given by

•

P, =( ~ )' exp(-ar)p.

Cr = r b exp(2ar).

(5.4)

(5.5)

•

5.l.4! Inverse Filter

The transmit part of the experimental system has a fixed transmit focus. A retrospective

filtering technique is used to reduce the effects of the fixed transmitter. The filter used is

the Fourier transform of the self convolution of the receive aperture function divided by

the convolution of the receive and transmit aperture functions. The filter impulse

response is short and is designed using the simple mean square criterion method. The

filter is independent of the beam direction Le. sin (1. The transmit and receive apenure
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function for the array is assumed to he rectangular with unit magnitude and zero phase

(Section 4.2).
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6. Simulation and Experiment

Two different types of investigations were conducted a) computer simulations and b)

experimental investigations. Simulation studies of an ultrasound imaging system has been

carried out to detennine the effect of apodizations, as discussed in Section 4.2, on images.

Bearn widths and side lobe levels are shown to he affected by the type of apodization

used on an array. Aiso different imaging modalities, analog beamfonner and digital

beamfonner have been simulated. Through the comparison of their performances, the

reasons for the cause of graduai shift towards digital beamformation From analog

beamfonning could he understood. as discussed in Section 3.1. Digital beamforming

(DBF) can he subdivided into two types 1) Delay-Sum-Add beamforming (phased array)

and 2) Synthetic aperture imagjng. Experimental investigations have been carried out to

compare and test the efficacy of the above two imaging architectures. The first method is

commonly used in present day commercial digital ultrasound machines while the second

represents the future direction of the digital beamformer. and has a lot of potential.

Through the experimental investigations. the advantages and limitations of both these

architectures are brought out which will determine their application in commercial

machines.

6.1 Simulations

In the simulations. a 128 clement transducer with a center frequency of 3 MHz is used.

The element height is 2mm, with the width equal to the wavelength and a -3 dB element

angular response of 23.1 degrees. The excitation pulse for transmits consisted of two
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periods of a 3 MHz sinusoidal wave with Hanning weighting. The impulse response of

both transmit and receive aperture is a two cycle Hanning weighted pulse. The

simulations demonstrated the spatial variation of the point spread function for several

different imaging modalities, and the beam widths of each system at -6 dB and at -10 dB

were plotted as function of range. The simulations are carried out with either a single

transmit and receive focus, multiple focusing on bath transmit and receive, or dynamic

focusing. Apodization consisted of either rectangular or Hanning weights. The number of

transmit elements used in the simulations was either 64 or 128.

Configuration A simulated a single transmit focus and receive focus using 128 elements

which were uniformly weighted. Configuration B simulated a conventional analog

beamformer with single transmit focus and multiple receive focal zones. Each zone had a

length of 20 mm. It used 64 active elements for transmit and Hanning apodization to

weight the elements (both transmit and receive). For configuration C, four transmit and

receive focal zones were used. The length of the focal zones was 20 mm. 128 transmit

elements were used. Configuration D simulated a typical digital beamformer, with

multiple transmit focus and dynamic receive focus. The transmit had four focal zones of

length 20 mm. Hanning apodization is employed to maintain a constant f-number over

each focal zone. A f-number of 4 was used on transmit and 2 on receive. For

configuration A, a point target at the transmit focus was used. For configuration B. C and

D, a five point target with the points at the center of each focal zone was used. These

configurations represent the graduaI evolution of beamformer from analog to the present

day digital beamformer.
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6.2 Experimental Investigation

The two different implementations of the digital beamformer for which experimental

investigations were canied out are described below.

6.2a Delay-Sum-Add (OSA) Architecture

This implementation of digital beamfonner is the earliest and commonly used

beamformer in commercial ultrasound imaging instruments. Ali the beamforming was

done after the data were acquired using the experimental imaging system described in

Section 5. In this method~ the beamfonner samples the pulse echo received at each array

element and stored prior to the delays being applied. The stored samples for a1l array

elements, for a particular steering direction are delayed according to the receiving time

delays for the focal point and summed to obtain the constructive interference. The

amplitude of the envelope of the focused signal is displayed with corresponding

brightness.

Linear Array Delay Mathematics

The method by which a Iinear array may be excited in order for the wavefront to

propagate in any desired azimuth angle is shown in Figure 2.3 (Section 2). Figure 6.1

shows the coordinate system used to determine the time delay needed for an element so

that the summing of echoes from a targel at a range Rfp and angle (J produces
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Figure - 6.1 Coordinates for calculating the time delays givcn by Equation (6.1)



• constructive interference. For the calculationy it is assumed that the echo wavefront

retuming from a point scatterer is of circular shape. The resultant delay 'n required at an

element that is at a distance Xn from the center of the array for the delayed elemenfs

output to coincide in time with the center element output is given by

_ 1L. [R! "R . 9 2 )121
r" - - y<fp - - - fpxn sm + x" J Jc IP

(6.1)

•

Here Rfp is the radial distance from the array center and fJ is the pointing angle relative to

the array normal. The constant c is the velocity of sound in the medium.

Two problems arise with the use of above equation in computing channel delay element

times. First, the time delay becomes negative and therefore non-causal for negative

steering angles i.e. to the left of the center array. This can he overcome by adding a

positive constant to the delays for aIl elements. Secondy is the inseparability of () and Rfp

dependencies, which make the direct computation of the time delays time consuming.

This can be overcorne by the use of parabolic approximation. Equation 6.1 can he

approximated as

1 { . Ll x; ., (J}r == - x smu ---cos-
n n "RC _ fp

(6.2)

•

This equation is a second order approximation and minimizes the mean squared error

over the array aperture for reasonable ranges Rfp. The desired delay function can thus he

approximated by the sum of a linear phase delay and a quadratic phase delay across the

aperture, as stated in Section 4.1. Equation 6.2 can he used to calculate both transmit and

receive delays. In the experimental set UPy the real-lime transmit used fixed transmit
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focus. the time delay equation was used to calculate receive delays for single receive

focus and multiple receive focal zones.

In this experimental investigation. the total receive delay time in each receive channel is

calculated and stored in a matrix array for each scan. representing a single b-mode scan.

After ail the received information has been suitably delayed, the outputs are then

summed. The sum is then rectified, envelope detected and processed to obtain the

brightness information. In case of multiple receive zones, the delays for each channel.

focal zone and B-mode scan are stored in a 3-dimensional array. The received

information is first delayed for a range Rfpl along the same azimuthal orientation. Once

aIl the echoes within that focal region associated with RJpI are delayed, the delay in each

of the channels is altered to produce a new focus sorne distance beyond the first. This

process continues until ail echoes from the most distant focal region RfpN have been

delayed. This delay process is continued for each scan direction.

For the OSA architecture, a high sampling rate is required as discussed in Section 6.1.3.

However, if temporal interpolation of the receive data is performed in conjunction with

the beamforming operation, the received data needs only to be sampled at the Nyquist

rate. This is called interPOlation beamforming.

In this investigation, the interpolation is accomplished by zero padding the original

sequence, and passing the resulting sequence through a finite impulse response (FIR) low
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• pass digital filter as shown in Figure 6.2. The AR digital filter is characterized by a

nonrecursive input-output relationship such that

,'II

YI.; =!,1z/lxk _rt

n=1

(6.3)

•

•

where Xk and YI.: denote the k-th samples of the tilter input and output sequences,

respectively, and the /zn denote the Ne filler coefficients. The optimum placement of the

interpolation filter aIso is an important consideration. The filter can he placed either

before delaying the receive signais or after they are delayed and summed.

The above architecture of the beamformer is applied on three different phantoms having

both single receive focus and multiple foci, with and withoUl aPüdization. Hanning

apodization has been used. Also the different placement of the interPOlation tilter have

been tried out in the beamformer as shown in Figure 30. The optimal placement of the

interpolation filter is also an important consideration. Since both the interpolation and

beamforming operations are Iinear, the placement of the two processes can he

interchanged as shown in Figure 6.3

For DSA beamforming, the signais were sampled al 25 MHz, while for intrePOlation

beamforming they were sampled at 10 MHz and then upsampled to 25 MHz. The spatial

resolution between the beams was calculated using Equation 5.3 (ât" =0.4 mm). This

resolution is large due to the inter-element distance that is 2mm.

50



•

•

6.2b Synthetic Aperture lmaging (SAR) Architecture

In this section, the architecture for digital beamfonning with synthetic apertures is

described. The synthetic approaches can be separated into two classes:

• synthetic receive apertures

• synthetic transmit or transmitlreceive aperture

With synthetic aperture processing, the goal here is to achieve a level of perfonnance

without actually employjng ail the transmit and receive channels. The approach used

involves transmitting with two or more transmit sub apertures and receiving with two or

more subarrays. Though this approach has received much attention in the Iiterature, few

if any results of practical applications have been rePOrted.

The approach used here uses partial beam sums that are obtained from signal subsets of

overlapping receive sub apertures on consecutive fi rings. This architecture is called

multi-element synthetic aperture focusing method (MSAF) [33]. The MSAF system is

shown in Figure 3.11 with a five element active transmit (Kr = 5) and five element active

(Kr = 5) subapertures. For an N-element transducer array with Kr-element receive

subaperture, the overall processing resulting in an MSAF image is expressed as

where (r, sin 0) represent range, azimuth, an.k is the signal amplitude from the kth

channel of the subpaerture at the nth firing and t' is the beamfonning delay. The MSAF•
ft/-K +1 K

SMSAF(r,sinO) = ! !an.k(r-t'n.k,sinO),
11=1 -':=1

(6.4)
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• image can be regarded as the sum of the low-resolution images obtained from each firing.

The following partial beam sum gives the low-resolution image from the subaperture

associated with the nth firing:

K

sn(r.sinO) = !an..t(r-rn..t.sinO).
k=1

(6.5)

The image quality of each low-resolution image is determined by the single receive

subapenure. The lateraI point spread function of a Kr-element subaperture is:

sin 1r Krd sin 0

PSAP (sin8) = { J '
. 1r d . 0sm À sm

(6.6)

•
where À is the wavelength and d is the element spacing.

The image reconstruction continues by shifting spatially and temporally, each low-

resolution image for each transmit position. The final high-resolution synthetic aperture

image is the coherent summation of ail low-resolution subpaperture images (Figure 6.4).

Thus. the final high resolution MSAF image is given as:

N-K

SMSAF(r.sinO) = ~'sn(r,SinO).
01=1

(6.7)

where N is the total number of transducer elements. The overall PSF of an MSAF system

is approximated as:

•
. sin(y(N-K,+I)dSin8J .

PMSAF(smO) = (" , xPSAP (sm8),

sin -: d sin8 )

(6.8)
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where the first teon is the two-way PSF of the synthetic aperture formed by subaperture

steps. and second teon is the one-way PSF of the receive subaperture.

The MSAF technique is emulated digitally using the data sets acquired from three

different phantoms. The data set is the RF A-scans acquired from the transmit part of the

ex.perimental set up. The beamfonning is realized by MSAF processing.. and is followed

by envelope detection and scan conversion. In the investigations. 8 parallel channels both

in transmit and receive are used. Each firing is viewed as ex.citation from a single virtual

element, and hence does not require any transmit beamfonning. The MSAF is based on

64-element array and hence employs 56 firings/frame. The final high-resolution image is

simply obtained by pixel-to-pix.el summation of low-resolution images.

The images obtained from the DSA and M-SAF method are compared with images

from a digital ultrasound machine that acts as the "gold standard". The machine used is a

ATL HDI UM9 machine. The phantoms were imaged using a linear aITay consisting of

128 elements and had a center frequency of 6.9 MHz. The RF data are sampled at 20

MHz and are stored on a magneto-optical dri ve. The data is then transferred to the

computer for image reconstruction .
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7. ResuIts

7.1 Simulations

The trade-off between resolution and sidelobe level associated with the application of

apodization weights as described in Section 4.2 is explored using a wire abject.

Configuration A with 128 transducer elements, as described in Section 6.1 is used to

image these wire objects. It had 64 elements active, during transmit and used aIl the 128

elements for receive. The ultrasound images of the wire abjects are presented in Figure

7.1 and were created using configuration A, which had a fixed transmit and recei ve focus

at 100 mm. The wire is placed at a distance of 100 mm from the array surface. The three

images are created over a 40 dB dynamic range without apodization, with unifonn

rectangular apodization and using non-unifonn Hanning apodization. The effect of

apodization is clearly visible, with aPO<iization improving the lateraI resolution (Figurres

7.tb and 7.1c), when compared to the image with no apodization (Figure 7.1a).

Figure 7.2 shows the point spread function (PSF) calculated at a focal range of 100 mm

using the configuration A described in Section 6.1. The plots showed the spatial variation

of beam width and side lobe level without a) apodization. b) with rectangular apodization

and c) with Hanning apodization, as a function of the lateral and the axial distances. To a

large extent the performance of an ultrasound imaging system is characterized by the

spatial response of the transducer. From the response, one can detennine the spatial

resolution as weIl as the image dYnamic range, the two most important parameters of
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image quality. We see a decrease in beam width and side lobe level with apodization

(Figures 7.2b and 7.2c), thus indicating a improvement in image quality when compared

ta the image without apodization (Figure 7.2aa). The peaks of ail the PSF's are

normalized ta one corresponding to the maximum value of the main lobe. Table 7.1

shows the beam width measured at -6 dB and the side lobe levels for each window versus

the focal range. The values for beam width versus the focal range are plotted in Figure

7.3, indicating that apodization does help in controlling the beam width as we move into

the far zone. where the graduai divergence of beams occur.

Table -7.1. Bearn width and side lobe level Vs Focal range: (a) without apodization, (b)
rectangular apodization and (c) hanning apodization

Focal Range 100 103 105 107
[mm}

Beamwidth (a) 3.659 3.689 3.723 3.824
[mm] (h) 3.349 3.620 3.584 3.543

(c) 3.126 3.569 3.598 3.502
Sidelobe Level(a) -11.3 -9.2 -Il -11.54
[dB] (h) -10 -10 -10.9 -12.07

(c) -13.37 -12.07 -15.2 -12.83

Figure 7.4 shows the comparison of the -6 dB beamwidth versus the depth for the linear

array in configuration A. The point spread functions for the wire object are calculated at

distance of 3 mm, 5 mm and 7 mm respectively from the fixed transmit focus of 100 mm.

The numerical values are tabulated in Table 7.2. These results indicate that apodization

does help in improving the spatial response, when the objects appear beyond the focal

region as pointed out in Section 4.2.
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Figure -7.1 Point spread function (PSF) of images in Figure 7.1: (a) without apodization
(b) rectangular apodization and (c) banning apodization
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Table -7.2 Resolution of a wire target away from the focus of 100 mm for (a) without
apodization, (b) rectangular apodization and (c) hanning apodization

Axial distance 0 3 5 7
From focus [mm]
Beamwidth (a) 3.7 5.5 7.8 8.2

[mm] (b) 3.3 5.0 4.8 6.77
(c) 3.1 3.8 4.5 5.77

Figure 7.5 shows the surface plots of a 6 wire phantom obtained from configurations B, C

and D. as described in Section 6.1, which shows the beam responses and side lobes for

the arrays modeled. The surface plots are used to bring out the effect of various

configurations on beam response and sidelobes, that may not be visible in gray-scaled

images due to the scan conversion. The six wire objects areat distances 35, 50, 65, 80, 95

and 110 milimeters. Figure 7.5a shows the surface plot for configuration B, that had a

fixed transmit foc us at 60 mm and five receive focal zones starting at 10 mm from the

array surface and with a zone length of 20 mi llimeters. It uses 64 elements during

transmit and ail 128 elements for receive. Figure 7.5b shows the surface plot for

configuration C that had four transmit points at 40, 60, 80 and 120 milimeters and five

recei ve focal zones with same parameters as configuration B. Ali the 128 elements are

used for bath transmit and receive. Figure 7.5c is the surface plot for configuration D

which employed dynamic apodization and dynamic receive that continousally 'tracked'

the receive echoes. The system had four transmit points at 40, 60, 80 and 120 milimeters

and the data are sampled at a frequency of 25 MHz as discussed in Section 5.1.4b. These

plots bring out the efficacy of a digital beam former in improving the image quality by

limiting the beam spread and elminating side lobes (Figure 7.5c), as compared to the
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other two configurations (Figures 7.5a and 7.5b). Also the ability of the digital

beamfonner to pick up signais in the far zone better than configuration C with multiple

foc us, is evident from Figure 7.Sc.

[n order to generate the plots shown in Figure 7.6, a PSF is calculated al various ranges

between 30 and 120 mm. The laleral response on milimeters at -6 dB and -10 dB were

computed for each PSF. These beam widths were plotted versus range. Figure 7.6a shows

the lateral response for configuration B with 64 active elements in transmit and 128

elements on receive. Figure 7.6b shows the performance of configuration C with 128

elements active on both transmit and receive. Figure 7.6c demonstrates the decrease in

beam width aver range when compared to Figure 7.6b. using dynamic apodization and

receive. As discussed in Section 3.2, on of the reasons for the popularity of digital beam

forming is its ability to maintain good imaging capability at increasing distances from the

array. This can be noted from the Figure 7.6c and table 7.3, where the beam width at

lower signal levels over focal range is narrower than in configuration B and C (Figures

7.6a and 7.6b respectively).

Table 7.3 presents the results that provide a comparison of the three configuration B. C

and D that are modeled.

Figure 7.7 shows the lateral PSF's for the configurations B, C and D, obtained for the

wire phantom described above. The magnitude is in dB and is nonnalized to the peak

value. The PSF was calculated at range of 100 mm for each system. An increase in
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overall signal level is consistent with the discussion (Section 3.2) on digital beam

forming (Figure 7.7c). when compared to analog beamfonners (Figure 7.7b and 7.7c).

Table -7.3 The percentage narrowing of the laleral resolution of system C and D

referenced to system B

Improvement in lateral resoiution
Focal Signal
range level
(mm] System C System 0

30 -6 dB 37% 34%

-IOdB 19 % 61 %

60 -6 dB 38% 24.5%

-IOdB 34% 40%

90 -6 dB 38.06 % 27.7 %

-IOdB 28.7 % 49%

120 -6 dB 71 % 56.6%

-10 dB 56% 56.6%
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7.2 Experimental investigations

This section presents the results for the investigations carried out for the Oelay-Sum-Add

and synthetic aperture (SA) architecture as described in Section 6.2. AU data acquisitions

and processing for image reconstruction follow procedures described in Section 5, except

when otherwise mentioned. Gray-scale images, edge detected images, beam plots and

contour plots are presented to show the superiority of digital beam forming over

conventional analog beamforming (Sections 1.2 and 3). The reconstructed images may

not match the quality as seen on commercial ultrasound monitors. This may be because

of the poor quality and low end ultrasound machine being used to acquire the required RF

data. Also, since the processing is done off-lïne and simulated, it may not match the

actual processing done inside ultrasound machines.

7.2a Delay-Sum-Add (DSA) architecture

This section presents the results for the OSA architecture. The images obtained directly

from the ultrasound machine will he called US images, while those images reconstructed

after software processing (Section 5.1.2) the raw RF data and beamformed RF data are

referred to as raw image and beamformed image, respectively. The phantoms used in this

section are the metallic bail on Lucite slab (Section 5.1.3c) and a Lucite black (Section

5.1.3a), henceforth referred ta as Mb phantom and Lu phantom respectively.
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Figure 7.8 ishows the US image of the Mb phantom obtained from the Aloka ultrasound

scanning machine (Section 5.1.1). No TGC (time gain compensator to compensate for the

weak echoes acquired from deeper depths) was applied during the imaging. The image

was displayed with a overall gain of 3 dB and over a dynamic range of 40 dB. The image

does exhibit sorne ringing effect and poer lateral resolution because of the nature of

transducer array.

Figures 7.9a and 7.9b are the raw and beamformed reconstructed images, respectively

shawn over the same 40 dB dynamic range. The curvature of the metallic sphere is more

c1early visible in beamformed image than in raw image. The images are much brighter

because of higher amplitudes due to the summing. The difference between the two

images are more pronounced when the area around the metallic sphere is enlarged

(Figure 7.10). Here the curvature of the top of the sphere in beamformed image can is

more defined, while in the raw image it is less clear. The lateral resolution is also

improved with bearnforrning. That digital beamforrning helps in better edge detection

can be seen in Figure 7.11a. The edges in this image are more continous while in the raw

image (Figure 7.11b) the edges are discontinous. There is more noise in the background

of the raw image, while in beamformed image it is practically absent. This shows that

coherent summing during beamforming reduces and sometimes eliminates noise.

Figures 7.13 show the effect of beamforming at the signal level, which yields better

images, when compared to raw signais. Figures 7.12a and 7.13a show the frequency

spectrum of the interpolated beam number 122. Digital beam forming does raise the

overall signal level while reducing the sidelobes as stated in Section 1.2 and discussed in
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Figure-7.8 Image ofa phantom (metallic ball on Lucile) as seen on the Alan US 64
machine.
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Figure -7.9 Images ofphantom (metallic ball on Lucite 51ab) obtained after processing
(a) raw data (b) beamformed data
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Figure -7.10 Cropped section of images in Figures 7.9a and 7.9b showing the metallic
baU

(a) (b)

•
Figure -7.11 Edge deteeted images of the phantom (metallic bail on Lucite) obtained
after processing the (a) raw data (b) beamformed data
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Section 3. This helps in increasing the dynamic range of the system. Also as can he seen

from the beam plots (Figures 7.12b and 7.13b), the improvement in lateral resolution

shown in Figure 7.10b is due to the narrowing of the beams. The -3dB beam width for

the raw image is 3.4% broader than the beamfonned signal at -3 dB. Also the sidelobes

are absent in the beam formed signal which results in an increase in the contrast of the

images.

Figure 7.14b further illustrates the improvement in images achieved with digital

beamforming. The images of the Lu phantom are better when compared with the raw

image (Figure 7.14a). Aiso digital beamforming does help enhance the signal infonnation

at distances far from the array, due to its dynamic receive and coherent summing. This is

seen in the beamformed image where the lower surface of the Lucite slab shows up beuer

against the background as compared to the raw image where the contrast is worse.

Figures 7.15 and 7.16 show the frequency spectrum and beam plots of raw and

beamformed images of the Lu phantom respectively_ Digital beamfonning does increase

the signal level and lower side lobe level as stated earHer.

Interpolation beamfonning is the temporal interpolation of the receive data's performed

in conjunction with the beamforming operations. Results are presented on the effect of

this method by imaging aLucite phantom of dimensions 12.5 x 9 x 1.5 mm. The image is

cropped to show the upper and lower surface of the block. Figure 7.17 shows the raw and

beamfonned image after processing the data that are sampled at 10 MHz, which just
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Figure -7.15 Frequency spectrum and norma]jueJ beam width «a) and (h) respectively)
of a interpolated beam for beamformed raw data
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satisfies the Nyquist requirements. We see poor image quaIity and 'dark' pixels

indicating lack of suffieient information. Though the beamformed image is comparatively

sharper than the raw image, the lower surface of the block is not c1ear in bath images.

Comparing these images with the raw and beamfonned images respectively in Figure

7.18, the effeet of sampling at levels mueh higher than Nyquist level is obvious. Here the

data is sampled at 25 MHz i.e. four times the minimum sampling rate. The images show

much better lateraI resolution and contrast when eompared to corresponding images in

Figure 7.17. With interpolation beamforming, the data are upsampled to 25 MHz after

they are aequired at 10MHz. Figures 7.19a and 7.19b shows the images obtained after

processing the upsampled data before beamforming and upsampling after beamforming

respectively. Figure 7.19a has image quality equal to that in Figure 7.18b i.e when the

data are aetually sampled at 25 MHz. But when the data are upsampled after

beamforming operations, the images are of poor quality with low contrast.

Figure 7.20 shows the frequency spectrum of the interpolated beam at (a) 10 MHz, (b) 25

MHz, (c) 25 MHz-upsampled before beamforming and (d) 25 MHz-upsampled after

beamforming operations. The data sampled at 10 MHZ, exhibits wide band speetrum as it

is sampled at around Nyquist frequency. Figure 7.20b shows a peak around 3 MHz, the

center frequeney of the transducer and low sidelobes, thus exhibiting excellent dynamic

range. Though when the data is upsampled to 25 MHz before beamfonning (Figure

7.20c, appears similar Figure 7.20b, it has higher sidelobes thus 10weril1g the dynamic

range. Figure 7.20b indicates why Figure 7.19b is of poor quality, with high side lobes

and hannonics, thus lowering the dynamic range and contrast level eonsiderably.
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7.2b Synthetic Aperture lmaging

This section presents results for experimentai investigation of the proposed MSAF

method described in Section 6.2b and is compared to the Delay-Sum-Add method. One

of the phantoms used is the wire and cyst phantom described in Section 5.1.3d. The wires

are at different spatial positions and are used to test the point spread function at different

lateral and axial positions. The lesion and scattering phantom (Section 5.1.3c) are used to

test contrast resolution. To test the subaperture system, 8 parailei channels, both in

transmit and receive, N, =Nr = 8, where N =64, are used here. AlI the processes are

carried out digitally to emulate digital imaging systems.

Figure 7.2.lb shows the images of the wire phantom corresponding to K = 8 transmit­

receive subapertures. The full aperture i.e. delay-sum-add (OSA) images are shown in

Figure 7.2.la These images illustrate that the point resolution of the MSAF technique

does approach to that of the DSA method, although, the MSAF method produces higher

sidelobes than the OSA method.. The contrast Ievel of MSAF method is much worse than

the OSA method.

Figure 7.22 shows another images of the wire phantom, to test the point spread function

at different depths and laterai locations. The lateral resolution of the MSAF image

(Figure 7.22c) is poor compared to OSA image (Figure 7.22b). Also on observing the

right Figure 7.22c, the axial resolution is worse when compared to Figure 7.22b.
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Figure -7.21 Images of the wire and cyst pbantom alter <a) beamforming by ATL
machine (b) beamforming by OSA architecture (c) beamforming by M..SAF architecture
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Figure -7.22 Images of wire phantom after (a) beamforming by ATL machine (b)
beamforming by DSA architecture (c) beamfonning by M..SAF architecture
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Figure 7.23 shows the scan-converted images of the cyst phantom for the MSAF and

DSA methods. Straightforward examination of the images shows that the contrast

resolution with MSAF method (Figure 7.23b) is worse than the image with OSA method

(Figure 7.23c). But the cysts in MSAF image are more rounded while those in the OSA

image are of ovoid shape. A quantitative comparison of the CNR (contrast-to-noise-ratio)

for the images is done~ by computing il as follows:

where J1.c and cr; are the mean and variance of the intensity within the cyst, and JJs and

(j; are the rnean and variance outside the cyst. The mean CNR is computed over three

cysts in the phantom (Figure 7.23) using 40 dB display dynamic range. Also the signal-

to-noise-ratio (SNR) in dB of a phased array (OSA method) and synthetic aperture

(MSAF) method are given by 20 log(NJ/i) and 2010g (~K1KrNe) respectively [36].

Table 7.4 presents the values for CNR and SNR for the ATL image, M-SAF and OSA

methods. The CNR value of aIl the images, for both the techniques are normalized to that

of the CNR value of the ATL image. The M-SAF method has a Iower SNR and CNR

ratio compared to the OSA method. These results show that images of poor quality are

produced with smaller apertures.
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Ca)

Figure -7.23 Images of the cyst pbantom alter (a) beamfomUng by ATL machine (b)
beamforming by OSA architecture (c) beamforming by M-SAF architecture
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Table -7.4 Normalized CNR and SNR for DSA and M-SAF architecture

~
Delay·Sum-Add (DSA) Multi-synthetic aperture

Phantom focusïng (M·SAF)

Wire and cyst 0.084 0.003

phantom

Cyst phantom 0.09 0.013

SNR [dB] 51.04 35.2

65



•

•

•

8. Discussion

8.1 Simulations

Figure 7.1 demonstrates the improvement in lateral resolution after apodization when

compared with images produced with no apodization. The processed images show better

resolution and lower side lobe level compared to unprocessed raw data. These figures

show gray scale images of a typical wire object created using configuration A. The first

image (Figure 7.1a) is the unprocessed image (without apodization). Il has wide lateral

resolution due to the spreading of the beam. The next two images (Figures 7.1b and 7.1e)

produced after processing exhibit progressively narrower lateral resolution, even though

the differences between the rectangular apodization and hanning apodization cannot be

distinguished easily from these figures. This is consistent with the theory discussed in

Section 4.2. Apodization weights the elements to the produce apertures shown in Figure

4.2 (Section 4.2). These apertures restrict the spread of the beam, thus produce narrower

beams when compared to cases without apodization. The weighting also reduces the side

lobe level resulting in an increase in dynamic range. where dynamic range is the ratio of

maximum axial response to the maximum off-axis response.

Figure 7.2 also shows the beam response of a wire object with respect to the lateral and

axial distances, obtained without processing and with processing. Fig. 7.2a has wide

beam at the focus and also higher sidelobe levels. This is because there is no processing

done on the RF data. Figures 7.2b and 7.2c show the beam response after processing.
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Notice that the beam is narrower and also produces lower sidelobes. It can be seen that

hanning apodization produces lower sidelobes and narrower beams when compared to a

unifonn rectangular apodization. The improvements in the sidelobe level results from the

product of the aPo<iized transmit beam pattern and receive beam pattern.

It can be observed from Table-7.1 that the side lobe levels are around -10 dB when there

is no processing and around -11 dB and -15 dB with uniform apodization and hanning

apodization respectively. Aiso the side lobe levels after processing are progressively

lower levels as the focal range increases. The reduction in side lobe level amplitude for

hanning windows increases larger ranges, when compared with rectangular apodization.

This can he attributed to the non-uniform nature of weighting. The results obtained are

expected as discussed on in Section 4.2, except at 103 mm for rectangular window. which

shows a higher level than the non-processed case. This may he due to errors(inaccurate

measurements) in the simulations conducted.

Figure 7.3 shows the improvement in beam width as a function of focal range with

apodization. Although lateral resolution should be independent of depth, the resolution of

the wire at 107 mm with rectangular apodization is worse than the two wires at shallower

depths. In case of hanning apodization it can be noticed that, the resolution remains

almast constant with increasing depth. In case of resolution without apodization. there is

a marked increase in the beam width as we move from the array. This is due to the

braadening of the beam in the far zone, while in processed cases weighting controls the

beam width .
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Figure 7.4 shows the lateral beam width versus depth. There is a graduai deterioration in

the lateral resolution as the object is placed at increasing distances away from the fixed

focus. This is expected, but as can be observed from the plots, the deterioration in the

lateral resolution is far less when apodization is used and hence increase focusing. These

beam widths are compared to the beam widths at the focus for both processed and

unprocessed cases, which are found to be 3.7. 3.3, 3.1 millimeters without apodization,

with rectangular apodization and with hanning apodization respectively. A hanning

window nas a gradually decreasing slope compared to the rectangular weighting. From

Figure 4.3 (Section 4.2), it can be noted that the hanning window approaches zero in

smoother fashion and hence contributes to better beam width control.

Figure 7.5 is the surface plot comparison for a typical simulated analog beamfonner with

single fixed focus and multiple transmit focus and a digital beamformer with dynamic

apodization and receive. The analog beamfonner with single transmit focus

(configuration B) show higher beam spread and side lobes around the deeper wire

objects. The analog beam former is focused at one point on transmit and hence there is a

graduai convergence of the beam around that focal point only, resulting good resolution

at the focal point. Using a multiple transmit foci and receive method (configuration C)

improves the axial and lateral resolution (Figure 7.Sb). The beam widths are narrower

when compared to configurations 8 and 0 due to the use of a larger aperture. However

this causes an increase in number of side lobes. Figure 7.Sc shows the remarkable

improvement achievable by employing a digital beamformer. The side lobes are

practically non-existent, which is due to the continuos focus maintained on receive. The
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beams show better focusing because of dynamic apodization, where the ratio of the

aperture to the desired focal depth are greater than the ratio of array length to its focal

length.

Figure 7.6 plots the beam width versus the focal range at two signal levels. The

advantages of using a digital beamfonner are obvious. The lateral resolution deterioration

at lower signal levels are higher in configurations Band C than in D. The beam widths

are double when compared at the -6 dB level. The depth of field is significantly reduced

when a single transmit focus is used. There is an increase in beam width see from Figures

7.6a ta 7.6c of approximately 100% at -6 dB. Configuration C and D show narrowing of

the beam at -10 dB for deeper distances. This is due to the use of multiple transmit and

receive. At the -6 dB signal level, the beamwidth for configuration B increases

dramatically beyond the fixed transmit focus while in configuration C and D, they are

nearly constant for the entire focal range except at later depths. The diffraction limited

resolution at ail ranges is because of the transmit and receive aperture are nearly in focus.

However configuration D requires a complex scan converter and a large dynamic range

for the ADC's. The beam width for configuration C is lower than for configuration D for

ail ranges, is due to the use of a larger receive aperture. Figure 7.7 shows the frequency

spectrum for each system. Configuration D has lower side lobe levels around -25 dB.

This is due to the dynamic apodization. Configuration C shows higher side lobe levels

around -20 dB, which is due to the larger aperture being employed. Configuration B

shows higher side lobe levels due to the lack of any control on transmit for deeper

distances.
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Table 7.3 shows that there is an improvement in lateral resolution of about 50 % for

configuration D when compared with B for ail ranges. There is nearly a 30 % increase in

lateral resolution for configuration C when compared with B but it is bener at higher

signal levels.

8.2 Experimental investigations

8.2a Delay-Sum-Add architecture

The efficacy of the proposed Delay-Sum-Add architecture is compared with the common

analog beamformer architecture. The images generated using the analog beamfonning

(Aloka, SSD-246) show poor lateral resolution because of the transducer array design of

the ultrasound machine used. The inter-element spacing of the array is 2 mm, which

causes the appearance of many grating lobes. This contributes to the degradation of the

images. As presented in Section 4, an inter-element spacing that is greater than dl À

causes grating lobes to appear, as in this case. The DSA method does improve the image

quality and lateral resolution that can be observed from Figures 7.9b, 7.10b and 7.1Ib

when compared with the images in Figures 7.9a, 7.10a and 7.1Ia. Properly delaying the

samples and summing them, produces a coherent, strong signal with a narrow beam

width and lower side lobes. An improvement in the lateral resolution though not c1ear in

Figure 7.9bb is noticed in the enlarged beamfonned image (Figure 7.10b). Since the array

is always in focus while on receive, the main lobe width is narrower (Section 8.1, Figures

7.6 and 7.7). Thus the curvature of the sphere is c1early visible after beam forming

(Figure 7.10b). The edge detected images also demonstrate that beamfonning does help
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In improving image definition. The summing of signaIs after delaying reduces the

spurious signal level in the system, hence enhanced detection of reflected signaIs is

achieved. This is further obvious from Figure 7.lla. which shows noise in the

background of the raw image. The ability of the analog beamformer to bring out the real

signal is reduced. This results in reduced contrast when compared with OSA beamfonned

image.

The frequency spectrums (Figures 7.12a and 7.13a) show the difference in the main lobe

and side lobe levels. With beamforming, summation increases the energy of the resulting

signal. which means higher amplitudes for envelope detected signais, which in tum

means brighter images. Though this is not c1early visible from Figure 7.9b. may be due to

the quantization error while delaying the signais [24]. Since the signais are delayed by

advancing them according to the corresponding delays, they may not exactly match real

time delayed signaIs. This may Iead to less than coherent summing of the signaIs

resulting in lower than expected amplitudes. This quantization error results in lower array

gain and higher side lobe levels (Section 3). By observing the frequency spectrum of the

beam formed signal, we do see the increase in amplitude of about 5 dB al 3MHz when

compared with Figure 7.12a for the raw signal. The beam plots for the beamfonned

signal (Figure 7.13b) reveal that the main lobe beam width is reduced, thus improving

lateral resolution. The beam width is reduced by 5% when compared with the raw signal

(Figure 7.12b). Also the side lobes present in Figure 7.12a disappear after beamforming

(Figure 7.13b). This is in Hne with the discussion earlier for configuration D (Section 8.1,

Figure 7.7) and in Section 3 that proper delaying reduces the side lobes [24], thus
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increasing the contrast. Sorne beam spread is also visible at -8 dB (Figure 7.13b) for the

beamformed signal. This may he due to improper delayjng causing quantization errors

[24].

The processing lime for DSA method increases with the size of data~ and number of

channels in the array. and thus the frame rate due to the increase in processing steps viz.

delaying, summing etc. The computational time couId he reduced by the use of multiple

beamformers, each servicing a set off channels, thereby enabling the parallel processing

of data. Aiso the data storage space needed for DSA method is very high due to the

multiplicity of the processes. Also data storage space increases with the sampling rate.

This can be reduced by buffering the data for each scan angle until the array starts

scanning a new angle and new data acquired move in. Aiso by sampling at Nyquist

frequency and then performing interpolation beamforming (Section 6.2a, Figure 6.2 and

6.3), storage space can he reduced.

This temporal interpolation results in appreciable saving of storage sample due to the

reduced number of samples~ which when translated to hardware means savings in AID

circuitry and reduction in cable bandwidth for data transmission. Figure 7.17 shows that

sampling at around the Nyquist rate is not enough for imaging. Since the transducers

were designed as wide band (Section 5.I.4b, Figure 5.3b)~ sampling at twice the center

frequency of the transducer will produce aliasing, and also exclude the necessary

frequency components that lie beyond the Nyquist rate. Thus sampled data loses a lot of

information as cao be seen in Figure 7.17, where there is a lot of "gray' in the images.
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Even digital beamfonning does not help in improving the images. As discussed in

Section 3 and 5.1.4, the bandwidth of the wavefonn determines the sampling frequency.

This is because infonnation content is dependent on the bandwidth and not on center

frequency of the transducer. Thus when digital beamfonning is done on signais sampled

at higher frequencies, it results in images with higher dynamic range and contrast (Figure

7.18). This is because the signais exhibit higher main lobe and lower sidelobe levels

(Figure 20b). Sampling at around Nyquist frequency produces aliasing and harmonies

(Figure 20a), resulting in low dynamic range, and hence poor image quality (Figure

7.17). Event though interpolation beamfonning help in obtaining images comparable in

quality (Figure 7.19a) with Figure 7.18b, the optimum placement of the interpolation

filter is also an important consideration (Figure 7.19). Images obtained with

prebeamforming interpolation (Figure 7.19a) have better dynamic range, contrast and

brightness when compared with postbeamforming interpolation (Figure 7.19b). This May

be because of quantization errors in postbeamforming. As the delay operations

(advancing the signais) are perfonned at 10 MHz, the quantization step is high and so

accurate delays cannot be implemented to advance the signais. This results in less than

coherent summing of the signais, resulting in lower mainlonbes, wider beams and higher

side lobes as is evident from Figure 7.20d. Aiso the postbeamfonning filters must

accommodate peak amplitude corresponding to the addition of signais, whereas the

prebemforming interpolation filters need only accommodate peaks corresponding to data

of a single channel. On the other hand prebeamforming interpolation is the same as

beamforming at 25 MHz, with the signal samples being estimates at the higher frequency.

Thus the upsampled signal (Figure 7.2Oc) show a frequency spectrum similar to that at 25
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MHz (Figure 7.20d). This results in images comparable to Figure 7.18b. The upsampled

signais may be affected by filter dynamic range, resulting in higher side lobes as evident

from Figure 7.20e. However interpolation beamforming does help in reduclng storage

space and also processing time is not too different from that needed for beamforming

with no interpolation.

limitations

There are certain limitations associated with the Delay-Sum-Add architecture. These

limitations are:

l) target ambiguity caused by ohase quantization errors

2) limitations in delay line systems

3) increased hardware complexity

4) low frame rate

The lime delay for transmit and receive given by Equation 6.2 (Section 6.2a) are usually

discrete. This leads to quantization approximation to the ideal focusing and steering delay

curves. This in tum can lead to a phase grating effect that produces grating lobes within

the image field of view. These are independent of the amplitude grating lobes produced

to due to the inter-element spacing. These anomalous responses degrade the resolution of

the system and decrease the image dynamic range as seen in Figures 7.9b and 7.10b.

Several approaches have been ccnsidered to minimize the grating lobes [1], one of the

solutions being decreasing the lime delay increments.
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Even though the digital delay systems have become practical and offer many advantages

over analog delay lines, there are shortcomings primarily associated with sampling rate

and noise in the digital circuitry. Since the sample rate is generally four to ten times to

that established by the Nyquist criterion, the minimum delay increment is larger thus

causing phase quantization error and also necessitates the use of ND converters with

large dynamic range, increasing the cost of the beamformer. This limitation can be

avoided with use of interpolation beamforming as discussed above.

The system complexity is directly related to the number of elements or channels in an

array that is used for transmit and receive. In DSA architecture since ail the elements are

used for transmit and receive, it increases the hardware needed for each channel i.e. each

element would need a delay line, AOC, amplifier etc. Ail this increases the cast of the

system. Reducing the number of active elements by employing synthetic aperture

methods can reduce the system complexity and cast which is discussed next.

The use of a large number of elements increases the number of beam Iines which means

better resolution but a slower frame rate. Thus DSA architecture is not suited for high

speed imaging like 3-D ultrasound imagjng.

S.2b Synthetic Aperture Imaging

As observed from Figure 7.21, M-SAF method does produce images with the resolution

almost comparable with the commonly employed DSA processed images. The point
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resolution does get better with M-SAF processing (Figure 7.21c). as we move further

down the phantom. This is because of the smaller subapertures being used. which in tum

increases the focal range for the aperture. Also Figure 7.22c indicates poor lateral and

axial resolution when compared with the OSA processed image (Figure 7.22b). This may

be due to the smaller aperture being used and hence fewer beam lines are fonned. This

increases the lateral resolution. More beam line scan be formed by beam space

interpolation [33], thus reducing the lateral resolution. Poor axial resolution is due to the

low dynamic range as is evident by the poor contrast in the M-SAF images produced

(Figures 7.21c and 7.22c). The synthetic aperture produces higher side lobes (Figure

7.22c).

Contrast level is tested, using the cyst phantom. It is obvious comparing the images in

Figure 7.23 that the M-SAF processing produces image (Figure 7.23c) of poor contrast

when compared to OSA processed image (Figure 7.23b). The poor contrast is due to the

lower signal amplitude for the beams due to the smaller apertures. In the OSA method,

the entire array is used for transmit and receive, thus receiving contributions from each

element. But in M-SAF method, subapertures of 8 elements are used which means lower

beam amplitudes. Also the ability of these apertures to lower side lobe is limited due to

fewer elements compared to the full array in the OSA method, producing images with

lower dynamic range. These contribute to producing images with lower contrast levels in

the M-SAF method. The cysts are rounded in the M-SAF image compared to the ovoid

shape in the OSA image. This is because of the quantization errors introduced in the

processing. As can be recalled from Section 5.1.2. delays are implemented by advancing
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the signaIs. they may not accurately represent a real-time delayed signal with same

delays. This error may depend on the quantization steps dictated by the sampling

frequency. This error is more pronounced in OSA method because of the larger aperture

used for beamforming, while in M-SAF method only 8 elements are used at a time for

beamforming. So the ovoid shape in the DSA image is due to the less than coherent

summing of the RF data.

Table 8.1 quantifies the CNR and SNR levels. The OSA method show higher CNR and

SNR ratios indicating better image quality. Since more transmit and receive elements are

used. the SNR increases, thus producing images with higher contrast when compared to

M-SAF method. By summing more number of signais in OSA method. for each scan

angle reduces the noise, assuming they are not correlated. This increases the SNR of the

beamformed signal.

The system complexity, defined as the number of active channels during imaging, is

lower for M-SAF method compared to the OSA method. It is reduced by a factor of KtIN

and KrIN for transmit and receive respectively, compared to the OSA method.

Limitations

The M-SAF architecture has its limitations related to penetration of ultrasound in tissue.

Since fewer elements are used for transmit, the combined strength is less that of the OSA

architecture which uses ail the elements in the array. Aiso there will he sorne loss of echo

77



•

•

•

strength due to beam spreading since the transmit beam will not he weil focused as with

the methods that use the full transmit aperture. Since fewer elements are used on receive.

the noise cannat he suppressed by beamforming as efficiently when full receive aperture

is used. Hence synthetic aperture method works in those regions where there is no

dynamic range limitations. The fewer number of heam lines produced by the synthetic

aperture method though increasing the frame rate produces images with poor lateral

resolution. Another major limitation of the synthetic aperture method is its susceptibility

to motion arti facts during the transmit firings. However investigations have been carried

out to compensate for the phase aberrations caused due to movement of tissue while

imaging [33]. Compensation can be avoided if fewer active elements are used in the

subpaertures.
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9. Future Work

Ultrasonic imaging is proving to one of the Most important tools for diagnostic imaging

and is gaining dinical popularity. With digital beamforming, novel beamfonning

methods can he ex.ploited. Not only will digital beamfonning (DBF) use in ultrasound

systems increase but it will also help in producing systems with high image quality at

lower costs. As technological advancements are made, it will become viable to design

and construct diagnostic ultrasound systems with near optimal imaging characteristics.

The Delay-Sum-Add approach to acoustic imaging offers great versatility for both real­

time and off-Hne processing. These May have important implications in teleimaging,

where the subjects are in inaccessible terrain, while ail the processing is done off-Hne, in

a nodal center. Such systems are under development now. Arrays with increased number

of elements can be developed for improving the dynamic range. To overcome the effects

of image speckle in coherent DSA architecture, transducer angulation or spatial

compounding [39] techniques are being developed, where averaging techniques for the

images are employed. This method helps in improving the spatial resolution as weil as

the detectability of low-contrast regions. Multi-frequency compounding technique or

harmonie imaging is also proving to he useful in reducing image speckles [1]. In this

method, several images are formed at different frequencies by using transducers of

different frequency or by driving a broad-band array at different frequencies in its

passband. With a view to reducing the hardware requirements and the bandwidth required

for digital processing, new techniques to efficiently generate sample docks for dynamic

focusing and steering must he developed.
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With an eye on producing images of comparable quality with low channel counts,

considerable research is being conducted in the area of sYnthetic aperture processing.

With low channel count, lower power consumption and simpler digjtal circuitry, the

synthetic aperture method can be directly applied to personal computer based and hand­

held scanners. Transmitlreceive circuitry, a custom digital beamformer along with a

image display such as an LeD, can produce a small package. Also the M-SAF methods

can he further improved with use of transmit defocusing through beam optimization or

filtering techniques [41]. One of focal areas in sYnthetic aperture imagjng will be on

phase aberration and motion compensation [30, 33] that may ultimately learl to real-time

applications.

With the development of 2D arrays, 3-D ultrasound is proving to be a powerful method

for imaging. The high frame rate necessary for real-time volumetrie imaging can be

achieved by using the sYnthetic aperture techniques. The acquisition speed of a synthetic

aperture can be increased not by decreasing the beam lines but by decreasing the num~r

of transmit elements in the aperture. Thus good lateral resolution can be maintained.
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10. Conclusion

This thesis has looked ioto the graduai shift of beamformiog from analog to digital and

also traced the evolution of digital beamfonners to its present day commercial

implementations. The effect of apodization on lateral resolution and side lobes were

studied through simulation. While rectangular apodization have narrower lateral

resolution when compared with hanning apodization, it has higher side lobes. So a

compromise between the two was used as apodization weight. With digital beamfonning,

the advantages of it over conventional analog beamformers has been brought out by

comparing its performance with the simulated analog beamfonner implementation.

Digital beamforming does help in improving the image quality and has improved lateral

resolution compared to analog beamfonners. Also the increased dynamic range in a

digital bearnformer is due to the dynamic receive focusing and apodization. Two different

architectures of digital beamformer have been compared through experimental

investigations. The OSA architecture produces high resolution images but at a high cost

due to the many parallel transmit and receive channels. InterPOlation beamforming

reduces the sampling rate, saving storage space but lowers the dynamic range and

contrast. It had higher contrast levels when compared to the altemate architecture,

synthetic aperture imaging where a large aperture is synthesized by multiplexing a

smaller aperture over a large array. This method produced images with poorer lateral

resolution and was susceptible to motion artifacts, but helped in increasing the frame rate

that is suitable to do 3-0 imaging. Aiso the system complexity is lower due to the low

channel count. Thus with more research, images of comparable quality of OSA

architeclure can he produced al a lower cost through synthetic aPerture imaging.
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