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Abstract 

This thesis addresses the problem of registration, merging and viewing medical im­

ages from multiple modalities for stereotactic surgery planning. A technique is pre­

sented, using volumetrie rendering of tomographie data, to create anatomical perspec­

tive projections that can be easily merged with vascular projections. 

The geometry of the digital subtraction angiogram (DSA) projection is reproduced 

by the rendering process to en able registration between the DSA radiograph and the 

volumetrie projection. The viewing parameters are calculated from the location of 

fiducial markers in the image. Each angiogram is overlayed onto a translucent volumetrie 

projection of computed tomography (CT) or magnetric resonance (MR) data, rendered 

ta give a matched view. 

Until recently, rendered medical volumes have been used qualitatively in the diag­

nostic and surgical planning process. Since the volumetric projections are matched to 

the DSA images, the complete set of stereotactic surgery planning tools can be used to 

identify points and measure distances in the rendered images. 

A point spread function of the rendering pro cess is derived to establish a theoreticaJ 

limit on the accuracy of the technique and is verified by experimentation. 

1 



Résumé 

Cette thèse étudie le problème de la corrélation spatiale, de la surimposition et de la 

visualisation d'images médicales de modalitées multiples pour la planification de chirugie 

stéréotaxique. Le but de cette thèse est de développer une technique utilisant la projec­

tion volumétrique d'images tomographiques, afin de créér des projections d'anatomies 

en perspective sur lesquelles des angiogrammes numérisés soustraits (ANS) peuvent être 

surimposés. 

Afin que la surimposition soit alignée, la géométrie de la projection ANS est repro­

duite par le processus de projection volumétrique. Les paramètres de visualization sont 

calculés à partir <.le la position de pointes fiduciaires dans l'image. Chaque angiogramme 

est surimposé sur une projection volumétrique translucide de données tomographiqucs 

ou d'imagerie par résonance magnétique, créée pour avoir la même vue. 

Jusqu'à maintenant, les images médicales volumétriques sont utilisées de façon qua­

litative seulement pour le diagnostique et la planification de la chirugie. Puisque les pro­

jections volumétriques sont en corrélation avec les angiogrammes, un ensemble d'outils 

informatisés pour faire la planification de la chi rugie stéréotaxique peuvent être utilisés 

pour indentifier des points et mesurer des distances dans les images volumétriques. 

La function de difraction ('point-spread') de la projection volumétrique est dérivée 

mathématiquement et verifiée expérimentalement pour établir une limite théorique sur 

la précision de la technique. 
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Chapter 1 

Introduction 

Stereotactic neurosurgery is a technique used to safely approach lesions deep within the 

brain otherwise impossible to reach using traditional methods [49,6,58]. Two eonstraints 

must be met when planning the path of a probe or needle to a cerebral target. Th(' 

path must not pass through important cortical structures unI css absolutely nccessary, 

nor must it injure a blood vesse!. In this thesis, a technique is presented to mergc 

the digital subtraction angiogram (DSA) projection with the tomographie images in 

stereo. Viewing the three-dimensional (3D) cerebral vaseulature in eonjunction with the 

surrounding anatomy when planning the path of a probe will le ad to safer stcreotactic 

neurosurgery. 

Invasive stereotactic procedures are carried out through a small burr ho le in the skull 

and include biopsy, aspiration of lesions, implantation of electrodes for the recordinp, 

of deep EEG signaIs [75] and deposition of radioactive seeds in tumours. Non-invasive 

radio-surgical techniques use an external beam of high energy ionizing radiation from a 

linear aceelerator to treat an affected area [78,77]. For aIl of thesc procedures, precise 

localization of the target point with respect to sorne fixed external referenee frame is 

essential. 

Stereotaxis literally means spatial organization. Fixation of a rigid rcferencc frame 

to the patient's skull during imaging and surgery establishes an accurate 3D coordinate 

system for the cerebral volume (see Fig. 1.1). During scanning, fiducial marker plates 
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Figure 1.1: Stereotactic frame fixed to patient before imaging. 

attached to the frame appear in each image, providing identifiah!e landmarks that de­

fine the imaging geometry. After scanning, the frame serves as a base for specialized 

instruments during surgery. Thus the frame enables the location of any point appearing 

in an image to he accurately determined and used as a target in surgery [49,67]. 

Medical imaging tools present a wealth of information to he used analytically and 

diag,nostically. Vascular structure is visualized in digital subtraction angiograms (DSA) 

[74], most of which are performed in stereo at the Montreal Neurological Institute (MNI) 

[102]. The perception of depth due to the stereo cues is found to aid qualitatively in 

the diagnostic and surgical planning process [65]; however, the relationship hetween 

the vasculature and the surrounding tissue is difficult to establish due to the lack of 

anntomical information resulting from the suhtraction. New tomographie techniques 

l'l'ovide allatomical cross-sectional images in which organs are seen clearly, unohscured 

by othel's, permitting a radiologist or surgeon to locate points of interest deep within 

an organ. X-ray computed tomography (CT) provides detail of the structural tissues 
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white magnetic resonanee (MR) images yield high-eontrast in soft tissues. 

Examination and diagnosis is facilitated if the complementary information frf)m 

each modality is overlayed and eompared [20]. While this is a fairly trivial task for 

CT and MR (logistical eonstraints aside), merging a DSA perspective projection image 

with tomographie MR and CT images is more difficult since their native geometric 

formats differ greatly. This thesis describes a technique, using volumetrie rendering 

of tomographic data, to create anatomical perspective projections that may easily be 

merged with vaseular projections. (Note on terminology: Volume rendering is used to 

describe display methods that use overpainting of voxels to form a projection image 

in the field of image proeessing. Volume compositing is the term used in computer 

graphies to deseribe techniques that are based on the blending of semi-transparent 

voxels. J ~_ "~Jough both terms are us,~d interehangably, the work in this thesis follows the 

lat ter defini tion [52].) 

Most software systems used for medieal image analysis and surgi cal planning are 

based on a radiographie view-box model and as sueh are limited to the use of single 

two-dimensional (2D) tomographie and projection image. It is a formidable task to 

appreeiate the intricate spatial relationships between different anatomieal structures 

surrounding a target sinee the planar format limits 3D spatial comprehension. Mentally 

reconstructing the unknown shape of a tumour or lesion is difficult. Reorganization of 

the data by reslicing or reprojection is useful, but the observer must attempt to visualizc 

the 3D form. 

The goal of 3D reconstruction by computer rendering is to aeeuratcly and nOIl­

invasively display an organ (or organs) as seen inside the body. The additional infor­

mation, both qualitative and quantitative, and the supplementary insight gleaned from 

the 3D mode! without the assoeiated risks of explorative surgery makes this approach 

desirable. 

The appearanee of dedicated turnkey systems for 3D volumetrie rcndering of CT 

and MR data from a number of the major vendors shows a definite interest in the 

3 

l 



field I . Neurosurgeons and radiologists are demanding this type of technology2, since 

visualization of anatomical structures in three dimensions is much more natural than 

examining cross sectional data. 

Until the rnid-seventies 3D reconstruction was difficult and time-consuming. The 

contour of the object of interest was outlined by hand on the tomographie slices and 

reconstructions took the form of 3D models made of wood, plexiglass or cardboard [61]. 

They were costly, construction time was Iengthly and it was difficult to obtain any 

quantitative measurements such as shape or surface axea. New models were required if 

sections of the object of interest were to be exarnined. 

Computer graphie systems have solved many of these difficulties. The contours 

are created automatically by computer using an edge tracking scheme on a threshold 

image and then displayed from any angle on a vector graphies terminal using simple 

3D transformations [61]. A surface corresponding to these planar outlines are recon­

structed using simple triangulation to define a series of ribbon strips between each two 

consecutive contours [44,24]. This 3D wireframe mesh is viewed using known geometric 

algorithms to depict perspective with or without hidden-line rernoval. The triangu­

lat.ed models are displayed on raster graphies terminaIs with more complex algorithms 

to shnde the polygonal surfaces using Phong or Gouraud shading [76,32], greatly en­

hancing the apparent quality of the image. In addition to the visualization techniques 

dcseribed above, algorithms were also developed to estimate surface area and volume 

[15]. 

The cuberille models developed by Herman and others [38,31,84,40,13,97] visualize 

the volumetrie data by projecting the sides of eaeh voxePlying on the surface of interest 

directly on to the imaging plane. These techniques have been used clinically in a number 

of institutions for craniofacial surgery [IOO}, reeonstr~etive surgery planning [43,91], the 

IJSG Tcchnology's CAI\fRA ,-ystem, Siemen's 3D Display; Philip's MSP Package; General Electric's 

3D Package; lhpgraphic's Orthotool. 

2Persona! communication with Drs. A. Olivier and R. Ethier. 

3VoX('!s arc the 3D equivalcnt of image pixels. 
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design of customized artificial joints and prosthesis [87,96] and the visualization of bone 

fractures [86,22,59,9,60]. 

The implicit assumption with traditional computer-graphies bascd mcthods is that 

the 3D volume may be accurate!y represented by a mode! of thin surfaces suspended in 

a transparent environment such as air [90]. For 'hard-edged' objects, these techniques 

suffice, but there are many types of data where this scheme is not applicable. \Vhere 

the data is intrinsically ill-defined, such as in positron emission tomography (PET), the 

boundary between regions is not a 3D surface but a 3D transition zone. New techniques 

are needed for the visualization of these 'soft-edged' objects. 

3D reconstruction by direct volume compositing uses computer graphies techniquc>s 

to project aIl of the pixels of the tomographic slices (aU of the voxels from the volnnw) 

onto a 2D plane without surface or edge approximations [54,53,25,16]. The final eolouT 

of an image pixel is dependent on the eharacteristics of aIl the voxels lying in front of 

it. Thus, 'soft' surfaces contrihute to the final colour and are not lost by thrcsholdillg. 

The rendered Image may he an orthographie or perspective projection, opaque or trans­

parent, colour or grey-seale, shaded or surface enhanced, depending on the graphies 

l'outines used. 

In this thesis, thE' anatomical tomographie data sets are rendered using thcse direct 

volume reconst.ructi::m techniques and they may he merged with the DSA projectioll 

image if bot.h have the same projection characteristies. As diseussed previously, exact 

registration of the radiographie and the volume rendered projections is dependcnt UpOIl 

the use of the steœotactic frame. The geometry of the DSA prcjection is rcproduccd by 

the renderin.s process and is defined by viewing parameters detcrmined by the location 

of the fiducial markers in the image [92]. The tomographie volume is rcndercd in 

perspective as if seen from the same viewing point as the angiogram [14,73J. 

To form a merged stereo pair, eaeh angiogram is ovcrlayed onto a transluccnt vol­

umetrie projection of CT or MR data that has been rendcred to gÎvc a matchcd view. 

Using a computer equipped with a liquid-crystal polarizing serccn1 whieh displays lcft 
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and right eye views of the data sequentially at 120 Hz, the operator has the ability to 

directIy view the stereoscopie angiograms using cireularly polarized glasses. The merged 

images may be viewed together as part of a single stereoscopie 3D image with the same 

system [36,35]. 

The following questions are addressed in this thesis: 

• Are direct volume-rendered anatomieal images useful for the planning of neuro­

surgery? 

• Can these images be used quantitatively? 

• Cnn the tomographie data sets be integrated with each other and with the radio­

graphie projection images of digital subtraetion angiography? 

The goal of this work is not to develop a new rendering technique, but to revise and 

to extend the existing schemes. The original work in this thesis eonsists of the design of 

a metbod to integrate volumetrie and projection data using existing volume rendering 

mcthods, the analysis of the quantitative aeeuracy of the rendering and merging proce­

dures and the modification of an existing rendering algorithm to display medical data. 

Spccifically, this is limited to the merging of rncdical tomographie data, su ch as MR and 

CT, with projection digital subtraction angiograms for use in neurosurgical planning. 

The rendcring method is extended to correctly dis play the anatomical data present in 

the volume and create a precisely matched perspective projection image. 

The procedure is based on the following assumptions, namely that an external fidu­

cial stl ucture is used to provide a eommon frame of referenee in the images between 

the modalities [67], and the projection images are artifact-free. This is the case at the 

IVINI, nlthough this may not be true in general [74]. It is believed however that these 

limitations may be overcome by addressing each in turn in a preprocessing operation. 

The thesis bcgins with a description of the imaging methods used to collect medical 

data and the techniques available to establish a coordinate reference frame for measure­

ment and analysis of structures within the images. 
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Chapter three commences with a definition of a volumetric data set and follows with 

a descriptive, critical overview of the the existing methods of 3D visualization. 

Chapter four presents an existing rendering algorithm that overcomes many of the 

problems associated with the earlier schemes. Work performed to "tune" the application 

of this algorithm to the rendering of MR data in perspective is also described. Different 

techniques for 2D and 3D image registration are summarizcdj in particular, merging 

stereoscopic DSA with tomographie data is explained. This last section was pcrformed 

in collaboration with Chris Henri, a fellow graduate student. 

Chapter five presents the derivation of a point spread function for arbitrary per­

spective views of volume data sets. Since the tomographie volume is manipulated to 

yield a perspective rendering matehed with the perspective projection of the angiogram, 

distortions of the image may arise when the tomographie data is scaled, translat.cd and 

rotated. Experiments that yield estimates of the accuracy of the rendered images for 

potential 3D geometric measurement are described. 

Chapter six summarizes the technique, discusses the applicability of u~ing the 3D 

perspective rendered MR or CT volumes in conjunction with digital subtraction an­

giograms on a stereoscopie workstation for neurosurgical planning and provides direction 

for future work. 
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Chapter 2 

Materials and methods 

Stcrcotactic techniques used in neurosurgery and neurosurgical research are character­

ized by precise localization of cerebral targets in or der to direct the tip of a needle, 

clectrode or probe in 3D space to reach a specifie point in the brain. The stereotactic 

paticnts at the MNI are imaged by a number of modalities routinely. DSA images are 

uscd in conjunction with X-ray CT and MRI to identify 3D targets within the cranial 

vault for analysis and planning of neurosurgery. This chapter briefly describes each 

of thcse imaging modalities, the stereotactic environment and finally the stereoscopie 

workstation uscd to analyse and plan the surgi cal techniques. 

2.1 lmaging 

2.1.1 Stereoscopie DSA 

Digital subtraction angiography (DSA) is an invasive radiographie technique used for 

vasculature imaging. A catheter is inserted into an artery (or vein) and a radiopaque 

contrnst matcrial is injected into the blood flow. The; technique involves the acquisition 

of X-ray images both before and during the flow of contrast media following the injection. 

A Humber of images are taken as the contrast bolus moves along with the blood through 

the main arteries, into the sm aller branehing arterioles and then into the capillaries 

8 



Figure 2.1: Stereoscopie digital subtraction angiogram. This stereo 
pair can be viewed using the erosaed-eye technique so that the right 
eye fixes the image on the left and the left eye fixes the image on 
the right. When the two images are fused, the 3D structure is easily 
visualized. 

followed by the small veins and finally into the main draining veins. Image processing 

of the angiograms is limited to subtraction of sclected images as the bolus moves from 

the arterial phase to the venous phase. The subtraction of any two images eliminates 

the intcrvening tissues, leaving only the vessels where the contrast level differs hetw('('1l 

images [46]. A composite image is formed by subtraeting the images that best show the 

arterial or venous phase t)f the vasculature from eaeh other. 

At the MNI, radiologists and surgeons view angiograms stereoscopicaliy by using a 

stereoscope [45] or with a crossed eye technique (see Fig. 2.1). The use of stereo images 

provides depth information vital to assessing the spatial relationships between different 

vessels. 

One of two methods is used to acquire stereoscopie angiograms on a Siemens An-

9 



\ .. giotron - Angioscopl. Either a dual-focus X-ray tube ([951) is nsed or a C-arm gantry 

rotation is performed between the two required views. The 25mm focal spot separation 

of the stereoscopie tube gives a stereo disparity of 3 degrees at the image plane. Greater 

stereo shifts are acquired by angulating the gantry by approximately seven degrees be­

tween consecutive runs. In both cases, an image intensifier with variable field size is 

used, and 512 x .312 x 10 bit images are obtained from either a 19cm or 27cm field 

of view. Two mutually orthogonal image sequences are obtainedj usually lateral and 

posterior-anterior (PA) projections. 

Since the seven degree gantry angulation method provides a larger stereo disparity 

in the images and herlce a greater perceivable depth, it is preferred over the stereoscopie 

X-ray tube. A new stereoscopic X-ray system will soon be installed at the MNI with a 

focal spot separation of 6.5 cm. This will give the benefits of both the stereoscopie tube 

and the wide disparity. 

2.1.2 Computed tomography 

X-ray computed tomography (CT) provides images that are accu rate 2D maps of atten­

uation coefficients [37]. Contiguous axial sliees are aequired with a GE 9800 scanner2 

\Vith the stereotactic frame fixed to the scanner's couch, preventing patient movement. 

The CT images are reconstructed in a 512 x 512 matrix, 12 bits deep, with a field of 

view of 345 mm. If the gantry is angulated, oblictue sliees may be acquired. Look-up 

tables (L UTs) are applied to the CT data to enhance the visualization of soft-tissue 

contrast in the image. 

!Sicmens, Erlangen Germany. 

:lGcncral Electric, Milwaukee. 
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2.1.3 Magnetic resonance 

The MR image is based on the resonance behavior of hydrogen nuc1ei situated in a 

magnetic field, when stimulated by electro-magnetic energy at a radio-frequency. The 

contrast in the image is due to nuclear density as weIl as other tissue-related parameters 

that influence the MR signal, such as the relaxation properties (T1,T2) of the nuclei 

and the variation in resonant frequency of a particular nucleus with its molecular site 

(chemical shift) [82,47,70,71]. 

The MR image data is collected using a Philips 1.5T Gyroscan magnetic resonance 

imager using the body coiP. A 2D multi-slice spin-echo technique (TR 500ms, TE 30ms, 

2 measurements, 3mm slice thickness) is used to gather contiguous axial or sagittal slices. 

Each slice is reconstructed in a 256 x 256 matrix, 12 bits deep, with a field of view of 

325 mm. A 3D acquisition method is employed when numerous slices less than 2 mm 

thick are required, with slice thicknesses less than 3 mm giving the best results during 

the 3D rendering operation. The 3D spin eeho has a better signal to noise ratio than the 

multisliee technique. The 3D imaging parameters (TR 400ms, TE 30ms, 256x256x64 

matrix, 1 measurement, 2mm sliee thickness) are selected to keep imaging time at a 

mini.num while obtaining a data volume large enough to cover the full frame and slices 

thin enough to aehiev~ reasonable rellderings. 

2.2 Imaging computer 

For the work deseribed here, aU volumetrie image processillg is performed on a PIXAR4
, 

a powerful imaging computer. Originally designed to composite computer gcnerated 

special effects for science fiction films, its high quality imagillg capabilities makes it 

ideal for the manipulation of medical data. The PIXAR consists of a large frame buffer, 

sorne fast local memory and a channel array processor (CHAP)[l]. Although limitcd by 

3The stereotactic frame does not fit in the head coil. 

4PIXAR, San Raphael California. 
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the lack of a floating point processor, software programs have been written using the 

ChapVolumcs volumetrie proeessing software library [2] to manipulate and render the 

tomographie data. 

The author, in collaboration with Sean Marrett, has developed ft software tool to 

register volumes of data [19]. The large frame buffer memory of the PIXAR allows two 

volumes ta be stored in RAM (randam aecess memory) simultaneously. The tool is 

uscd to translate, scale and rotate the volumes with respect to each other, and also ta 

prepare a volume for a given projection. 

Images are ereated by projecting each data point in the volume onto the image plane. 

High contrast is achieved by using the 36 bits per pixel available to define a large range 

of colours and shades without creating {aIse contours. 

2.3 Stereotactic environment 

Stereotactic surgery is a technique whereby rnechanical apparatus is used to direct and 

guide the approach of surgi cal instruments through a small burr hole in the skull ta­

wards small or deep-seated intra-cerebrallesions (6,58]. Stereotactic radiosurgery uses 

a similar apparat us to direct an external beam of high energy ionizing radiation to 

the target [78,49]. Surgical tasks include the section of deep nerve fiber tracts for the 

trcatment of parkinsonism and intractable pain, implantation of radioactive seeds in 

tumors, cvacuation of cerebral hemorrhage using stereotactically guided needles, elec­

trolytic lcsion, aspiration of abscesses and cysts, and biopsy of deep mass lesions. Such 

blilld techniques differ from traditional surgery performed under direct visual control. 

Stcreotactic procedures are the result of careful planning and re1iance on specialized 

instrulllcnt.s. 13efore any of these procedures are atternpted, the precise location of the 

"targct." points (with respect to sorne fixed reference) within the brain must be ac­

euratcly dctermined. Since 1985, an integrated environment has been created at the 

l'vlont.real Neurological Institute and Hospital to meet this requirement [74]. 
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Precise localization of points of interest is achieved USillg a rigid frame which is fixcd 

to the patient's he ad with carbon-fiber or aluminUIll pins. Sets of fiducial marhrs art' 

attached to the frame during imaging [67]. (An overview of stereotaxie technique is 

given in a report by Olivier in [66].) This section describes the frame and the markers 

used with the different modalities. 

2.3.1 The frame 

The frame used at the Montreal Neurological Institute is the "OBT" frame (Olivier, 

Bertrand and Tipal)5. Hs design is based on, and it is physically similar to, the Lekscll 

frame [50] although i t embodies characteristics corn mon to a number of other stcreotl\ctic 

frames as well [8,72,57]. Once attached to the patient's skull using carbon-fiber or 

aluminum pins, it stays fixed during imaging and surgery. Throughout the imaging 

session, the different modality-dependent fiducial marker plates are physically attachcd 

ta the frame, while during surgery, it serves as a base for the stereotactic surgiea.l 

instruments and maintains the coordinate reference system established during imagillg. 

The cube-shaped frame is designed to provide maximum strength, while being light 

enough for the patient to wear comfortably. !ts base is constructed from an aluminum 

alloy on three sides and plastic (carbon fibre) on the fourth in or der to avoid any closcd 

loops which could produce spurious magnetic fields during MR imaging. The machilled 

vertical posts accommodate a calibrated, horizontal, sliding bar which supports the 

stereotactic instrument carrier during surgery. The posts are engraved with millimctcr 

seales sa that the bar (which can be fixed to the vertical posts with thumb-serews) can 

be accurately positioned vertically. The carrier is equipped with a collar ehuck and is 

mounted on the bar so that it can move horizontally. 

\iVhen using the rectilinear system for electrode implantation or for biospy, the surgi­

cal tools are inserted directly into the carrier. A stereomcter (also known as a phantom 

carrier) is used to determine the distance from the carrier stopper to any point within 

5Fabricated by Tipal Instruments Inc, Montreal 
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Figure 2.2: Stereotactic frame with movable semi-circular arc and 
instrument carrier. 

the frame to gauge the insertion depth of the tool. Targets may be approached via a 

polar coordinate system using a semicircular arc mounted on the frame with a movable 

carrier (see Fig. 2.2). It is is fixed to carriers on ei ther side of the frame so that its center 

Coillcides with the center of the target. Thus, any surgical tool placed in the carrier 

and inscrtcd to a depth equal to the arc's radius will reach the target in question. The 

arc can be rotated about its diameter and the carrier about the arc so that any direct 

straigh t path to the Iesion may be achieved. 

The base of the frame contain., pins, slots and recesses into which the base of the 

markcr plates fit exactly so that their positions are accurately known in relation to the 

framc [72]. From knowledge of the positions of the reference points, the coordinates of 

structures in cach image are measured accurately with respect to the frame coordinate 

~ystem [72J. 
14 
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Figure 2.3: Typical axial MR (left) and CT (right) tomographie sliee. 
Arrows indieate location of fiducial markers appearing in image. 

2.3.2 Tomographie tidueial mark ers 

To enable the eoordinates in the tomographie images to be eorreetly identified, the 

sealing, position and orientation of the 2D sliee within the 3D frame must be determined. 

If three non-collinear points are loealized on the image with respect to the frame, the 

parametrie equation of the image plane may be determined. This is aehieved by tll<' 

use of Z or N shaped fiducial markers embedded in plexiglass plates whieh arc attached 

to the sides of the frame. A eross-seetional slice through the frame displays Œ!C set of 

three points for eaeh marker plate intersected (see Fig. 2.3). Analysis of these point:-. 

in the image, combined with the knowledge of the frame geornetry, enablcs the location 

of t]lC middle point (from the diagonal member) to be known with respect to the frame 

eoordinate system. A cross section containing the intersection of three plates allows 

the location, seale and orientation of the sliee to be dctermined exactly. A simple 

transformation matrix relates the 2D location of any pixel in the slice to its 3D frame 
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coordinate [67,72]. 

The markers are made of different materials for each modality. The CT system 

employs N-shaped aluminum markers. Only three plates, one on each si de and one in 

the front of the frame, are needed for transverse imaging in CT. The MRI system uses 

closed channels in the same N-shape filled with a solution of O.7g/1 of CUS04 (copper 

sulfate). Five plates are needed for the MRI system sinee sagittal and coronal images 

are also allowed. 

2.3.3 DSA fiducial markers 

ilecause of the different geometry, another type of marker must be used for the DSA 

system. Small steel pellets are embedded at the corners of a square on the four plates 

used, front and back for PA images, left and right for lateral imaging. Since the DSA 

technique yields projections of the brain rather than cross-sections, where eight marker 

points are secn in each of the PA or lateral view. Although these points are placed at 

the corners of similar squares on opposite sides of the frame, they appear in the image 

to be on trapezoids of different sizes (see Fig. 2.4). These points nevertheless precisely 

dcfine the beam geometry of the system. 

Calculation of the homogeneous transformation matrix [88] defining the projection 

image geometry is achieved from a minimum of six identified fiducial markers using a 

lcast-squares minimization technique [92]. A single pixel in the image lies on an infinite 

ray passing through the focal spot. If the structure can be identified in another view, a 

simple intersection between the two rays will yield the 3D location of the point in the 

frame coordinates. 
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Figure 2.4: Typicalleft lateral DSA radiographic projection. Arrows 
indicate location of fiducial markers appearing in image. 

2.4 Stereoscopie workstation 

The stereoscopic images are viewed on a Tektronix SGA 6 system which has a single high 

performance monitor operating at a refresh rate of 120 Hz. The monitor is equipped 

with a liquid crystal polarizing shutter, which is synchronized with the field rat,<" to 

display right- and left-eye images alternately while changing the circular polarizatioll 

of the transmitted light between thp- left and right-handcd sense (sec Fig. 2.5). The 

operator views the stereo pair via correspondingly polarized glasscs. 

My colleague Chris Henri is working to extend the stereotactic cnvironmcnt dcscribcd 

above to the stereoscopie workstation. At this time, cursors and vectors ean he drawn 

interactively in stereo using a hand-held mou sc and have been used to identify target 

points in 3D or simulate surgi cal probes and needles. Using stereo triangulation, the 

6Tektronix Stereo Graphies Arlapter. 
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Figure 2.5: Exploded view of Tektronix stereo display system. 

3D location of the cursor can be displayed to the user in real time. The accuracy with 

which the depth eoordinate may be determined is a function of pixel size, stereoscopie 

image disparity, and the ability of the human observer to place a cursor accurately at the 

dcsircd depth using the computer system and mou se. It will be necessary to continue 

the work described in [36] to establish limits on aceuracy and precision. 

2.5 Summary 

Each imaging technique provides information complementary to the others. The goal 

of this work is to provide a basis for the integration of images from multiple modalities. 

The iI.mging geometry, defined by the location of the tiducial ID. rkers on the stereotactic 

frame in the DSA image, is used to ereate matched tomographie volume-rendered pro­

jections. This ultimately provides the neurosurgeon with 3D stereo images containing 

both vnsculature and anatomy that ean be used in the stereotactic planning software. 
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Chapter 3 

Review of rendering methods 

A volumetrie data set is formed by sampling (i.e. measuring) a volume of interest at 

regular intervals in 3D space. Each volume element is ealled a voxel anù is defincd by 

the intersection of six planes, two adjacent planes from each of the three sets, and are 

typieally arranged in a 3D lattice. Eaeh voxel has an (x, y, z) position as well as one or 

more measured parameters associated with it. Tomographie scanning techniques yiclù 

a series of 2D images, with each one representing the sampled values in a 2D plane. 

A sequence of tomograms, stacked in or der on top of eaeh other, forms the volumetrie 

data set. (see Fig. 3.1). 

The procedure used to create a 3D model of an object from its representation on 

sliced images is called reconstruction. The goal of the 3D reconstruction algorithm is 

to find the 3D structure from the 2D information on eaeh slice and display a 3D view 

of the model on a 2D screen. 

Approaches to the display of 3D data have been: 

1. seriai presentation of 2D slice images from the 3D volume (multiplanar reformat­

ting). 

2. multiple stacked 2D images. 

3. wireframe representation. 
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Figure 3.1: A volumetrie data set is a 3D array of ceUs called voxels. 

4. surface rendered views. 

5. volume rendered views. 

The following summary of these techniques begins with the simple surface rendering 

techniques, followed by a description of the cuberille model and finally the ray tracing 

and direct volume visualization methods. 

There are three basic techniques for rendering 3D volumes; cross-sectional rendering 

(or multiplar..ll' reformatting), threshold (or surface) rendering and non-thresholding 

direct volume visualization. In cross sectional rendering, aIl voxels are considered to 

be completely opaque. and the user may interaetively remove sections of the data 

by slicing through it with an arbitrary eut-plane. As the eut-plane mm'es through 

the volume, the voxels falling on the slice are texture mapped onto the eorresponding 

surface of the visualization cube. Programs of this kind are PIXAR's CubetooP and the 

1 PIXAR ine., San Raphael California. 
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Figure 3.2: Example of an MR data set visualized with the Cubetool 
software. The grey values from the volume are mapped onto the 
surface of a 'cube' that is manipulated by the user. 

TAAC's VOXVU2 (see Fig. 3.2). In threshold rendering, aH voxels falling outside the 

threshold region are considered to be completely transparent and do not contribute to 

the rendered image. The resulting image is a vicw of the surface corresponding to the 

threshold interface. There are a number of methods used to render thcse iso-surfaccs3
; 

surface reconstruction, ordered traversal (front-to-back or back-to-front) of the data and 

ray-tracing. These three schemes attempt to Dt. surfaces ta the data and then render 

the surfaces visible using standard graphies techniques. Direct volume visualizatiou 

techniques differ by rendering images directly from the volumetrie data, projecting cach 

voxel onto the image plane. The projection image is formed by compositing or mcrging 

the voxel values, one on top of eaeh other. 

2SUN inc., Transcept Application Accelerator. 
3 An iso-surface is the 3D equivalent of an iso-contour in a 2D image. Ali points on the surface have 

the same value. 
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3.1 Surface rendering 

Surface rendering of volumetrie data represents only the surface of structures. The first 

group of algorithms manipulates surface con t'Jurs as the basic data structure. These 

contours may be created manually by outlining the structures of interest, or created 

automatically by thresholding and iso-contour following routines. Many techniques are 

available to represent 3D structure in a 2D image such as perspective, lighting, shading, 

hiddcn surface elimination and translucency. 

The first scheme used in the past by Newman to view the reconstruction of individual 

contours begins by thresholding the slice data and extruding the resultant image in the 

axial direction by the slice-to-slice distance. These slabs are then stad ed together and 

vicwed using simple geometric routines, giving a staircase-like representation of the 

thresholdcd structure [63] (see Fig. 3.3). 

3.1.1 Surface tesselation from iso-contours 

One of the first methods used to represent iso-surfaces was to draw a vector mesh by 

halld, conneding iso-contours on consecutive slices of parallel planes within the data 

volume [103]. Alg{Jrithms were developed to automatically generate polygonal surfaces 

from thcse stacks of 2D contours (see Fig. 3.3). Most tesselation methods are based on 

triangulating the 3D surface ribbon between two consecutive contours, differing mainly 

in the choices made during triangulation. 

Kcppcl was one of the first to devise a method to reconstruct the ribbon surface 

defined by two consecutive contours [44]. AlI possible triangular tiling arrangements 

arc associatcd with a directed graph, and the graph is searched to identify a minimum 

cost path corresponding to a surface that maximizes the enclosed volume. If more than 

onc contour exists on a slice, ambiguities arise when determining which contours to 

COllllCCt. Fuchs ct al. presented a solution to the same problem that minimized the 

surface arca of the tesselated ribbon [24]. However, their algorithm is only able to deal 
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Figure 3.3: On the left, contours defined by hand on an MR data set 
are shown stacked, one on top of the next. On the right, the contours 
have been tesselated and surface rendered. 

with simply branching structures. Christiansen and Sederburg achieve a similar result 

by mapping the contours onto a unit square [12]. In this case, the triangulation is 

seleeted on the basis of the shortest diagonal and ambiguous branching is resolvcd by 

user interaction. 

These tesselated surfaces are displayed on a vector graphies terminal using wirefrarnc 

in perspective, with or without hidden Hnes to aid in depth perception. When displaycd 

on a raster terminal, the polygons are displayed as opaque tiles with lighting highlights 

and shadows. 

Suetens et al. [93] have developed a stereoscopie workstation where the objects, 

once defined, are displayed in stereo using a wireframe model. This system relies on 

motion parallax to give the impression of depth. As the user moves in front of the 

terminal, or as the user manipulates the object, its projection is reealculated, taking 
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into consideration the viewer's new position, giving a pseudo-holographic impression. 

Since thcre exists an infini te number of 2D surfaces passing through a given set of 

closed curves, Xu and Lu solve the surface reconstruction problem by thinking of it in 

terms of a functional minimization problem, which is solved by a partial differential 

cquation method [104]. This is possible when the constraint is imposed that the sum 

of the curvatures of the surface should be at a minimum. This is equivalent to stating 

that the surface be maximally smooth. 

In 1976, Mazziotta et al. developed the THREA04 system [61], capable of displaying 

30 images from 20 sections by using threshold segmentation (with manual correction) 

and an automatic boundary detection scheme to outline the area on interest on the 20 

images. Thc sectioned object outlines are viewed at different angles with and without 

hidden-line removal. Surfaces are defined and viewed in the same manner by tesselating 

the surface between the outlines on the consecutive slices and applying a simple surface­

normal based shading algorithm to the surface polygons. 

3.1.2 Surface patches 

Surface patches is the term used to describe the class of surface representation using non­

!incar polynomials or splines to map a given surface. Surface patches are conceptually 

simplc and rcnder curved surfaces naturally. The most widely used mappings are the B­

splinc and the bi-cubic families. The tesselation methods previously described can also 

be uscd to dcfine the control points (or nodes) of the surface patch. Catmull [10] has 

dcviscd a sub-division procedure to display non-Iinear patehes that recursively divide the 

region into sub-patches untiI the transformed sub-region covers only one pixel. Scan-Hne 

implclllentntions of this algorithm have been developed by Blinn and Lane-Carpenter 

[48J. 

4TlIREAD stands for TIIree dimension al Reconstruction And Display. 
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3.2 Volulnetric rendering techniques 

Increased machine capacity for data st orage and processing has made it possible to de­

velop algorithms that examine the data in its naturaI (voxel) format instead of resorting 

to simplification and compression of the data using explicit surfaces. These techniques 

can be considered as either forward mapping or backward mapping schemes. 

Backward mapping methods use computer graphie techniques of ray-tracing to form 

the image. For each point (or pixel) in the rendering, a ray ;s projected through the 

data volume, and each data element (voxel) intersecting the ray influences the value 

ascribed to the image pixel. 

Forward mapping algorithms turn the problem around and project eaeh voxcl di­

rec.tly onto the image plane, relying on the traversaI order of the data to ensure proper 

hidden surface removal. 

A volumetrie data set is intrinsically spatially presorted, and this property mnkes 

volume rendering feasible. For any viewing direction, one can easily detcrmine the 

foremost corner voxel. The data traversaI order can be established without explicitly 

sorting the data simply by stepping through the rows, columns and slices in the order 

that will ensure that the foremost voxel is visited last. (One only has to detcrminc the 

traversaI direction along each of the major axes.) 

3.2.1 The cuberille mode} 

Most volumetrie algol'ithms manipulate a cuberille as their basie data structure as 

defined first by Herman et al. [38]. A cuberille is the subset of voxcls in the data 

volume that belong to an object (or organ). The goal of volumetrie rcndering is to 

segment the volume into a cuberille representing the structure of interest and to project 

each of the segmented voxels to the image plane. 

The representation of the surface of a medical object usually contains a large nUmbf'i: 
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of voxcls (and consequently a large numher of surfaces to he projected). Three attributes 

can he idcntificd that accelerate the display process. The first of these is that each voxel 

has six sides, of which only three are visible from any one point of view [3J. The second, 

surfaces of the voxels on the inside of the structure are not visible, since they are hidden 

by the voxels on the surface of the structure. Thus, identifying and displaying only the 

boundary voxcls will result in a faster display. Finally, the intrinsic ordering applies to 

the cuLcrille sinee it is a subset of the volume. 

From the 3D array of numbers which constitute the series of image slices produced 

by a tomographie scanner, a particular organ can be selected using a 3D automatic 

boundary detection scheme. To extract a specific tissue of interest from an intricate 

data set, Lorenson et al. [56,13] use a connectivity algorithm. A surface detection 

algorithm described by Udupa [98] follows the volume elements of the cuberille on the 

surface of the object of interest, producing a large set of parallelepipeds whose faces 

dcscribc an approxiœation to the true surface. The faces are displayed using a z-huffer 

a!gorithm5 [63] w~th appropriate shading of the faces. 

3.2.2 Shading and the cuberil1e mode} 

Shading cuberille surfaces is not straightforward. The discrete nature of the model 

111a1\: J it difficult to estimate the normal to the true surface. From the comments 

ubove, there are only six possible orientations of the voxel faces. Naive application of 

a standard polyhcdral shading model results in aliasing evidenced by banding in the 

shadcd imLlges. Herman et al. apply low pass filtering to the final images to reduce 

the cffcct of baIlding at the price of reducing resolution. Other solutions are offered 

in a. paper by Chen et al. [11J. Context normal shading uses estimates of the surface 

normal bascd on voxel patches when displaying pre-determined surfaces, however, the 

Illost rcalistic images result when the gradient, calculated from neighboring cuberille 

5The faces are sorted with respect to their z-coordin"l.te and displayed in order so that the rearmost 

faces are dlsplaycd first. 
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elements, is used to shade a point on the surface of the model [31]. 

3.2.3 Front-to-Back rendering 

The front-to-back algorithm merges three techniques to produce images quickly: front­

to-back traversaI of the data, use of the dynamic Jcreen data structure and choice of 

rotational transformations so that a projected line segment of object is parallei to an 

image scanline [85]. The front-to-back traversaI of the data implicitly climinatcs hiddcn 

structures. The dynamic screen is a data structure that stores, for each scanline, thc 

free (unused) runs of pixels that can make up an image. In this way, only voxels that 

project to the free area are manipulated. This technique produces images quickly sinec 

much of the data can be ignored using object and scan-line coherence. Gradient and 

depth shading is applied to the resulting image wh en the depth of each projectcd voxcl 

is stored with the pixel in the image buffer. 

A special multiprocessor architecture has been developed by Goldwasser ct al. to 

implement the front-to-back algorithm [29]. It produces a shaded graphies display in 

reai time with rotation, sealing, sliee planes and shading transformations on grey-senle 

data. 

3.2.4 Marching Cubes 

The marching cube8 algorithm [56], converts an array of data elements into polygonal 

format by the tesselation of a cube of eight adjacent voxels (four each from two consec­

utive slices). The data value from each voxel is placed at a vertex of the cube. If one 

examines the number of possible ways a surface can intcrsect a cube, only 15 are topo­

logically distinct. The algorithm stores these tesselated configurations in a table that 

eontains the edge information for the tesselation triangles. This logical cube is marchcd 

through the volumetrie data set and each voxcl is tesselated by retricving edges from 

the pre-calculated table. The densities at the triangle vertices are tri-linearly intcrpo-
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latcd from the original voxel data. The triangles (which lie on the surface of interest) 

arc displaycd with gradient and depth shading. Hidden surfaces are removed via scan 

conversion wi th a depth buffer, and polygonal surfaces are displayed using Gouraud 

shading. In addition to a single iso-surface being displayed, the algorithm allows any 

Ilumber of transparent surfaces, capped with triangles or surfaces mapped with the 

interpolated data from the original volume. The image quality is very high consider­

ing the eomplexity of the surfaces that can be rendered with this method. However 

the mm'ching cubes algorithm is more costly in computing time than those previously 

dcscribcd. 

The dividing cubes algorithm was developed to eliminate the scan conversion step of 

the mm'ching cubes algorithm [13]. As the number of the triangular facets increases, the 

size of eaeh triangle decreases and eventually approaches the size of a single pixel. The 

dividing cube algorithm subdivides voxels that lie on the surface into small cubes, and 

then projects the intensity calculated for a triangle corresponding to the intersection 

of the small cube and the surface onto the viewing plane forming a gradient shaded 

rcpresentation of the object's 3D surface. 

Adjacent voxels can be merged together in an octree, a structure for the represen­

tation of 3D objects that is an extension of the quadtree representation of 2D images6• 

This compresses the original voxel data and reduces the processing requirements for 

display [62] at the expense of pre-processing required to prepare and build the data 

structure. In addition, octree encoding achieves less data compression with grey-Ievel 

data thal1 with binary data. Also the traversaI of the tree data structure involves over­

hcad on a conventional computer [29]. 

3.2.5 Problems with surface fitting 

1'Iost of thcse techniques described have the following characteristics: The data are 

scgmented iuto regions, geometric primitives are fit to the boundaries of the regions 

6 A quadtrce IS the 20 extension of a binary tree. An octree extends the concept to 3D. 
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and finally, classical techniques of computer graphics are used to display the primitives. 

These schemes differ mostly in the choice of graphical primitive, but suffer from the 

same problem, i.e. at sorne point in the visualization algorithm, a binary decision must 

be made. Either a surface exists at the voxel in question, or it does not. This decisioll 

leads ta artifacts in the resultiIlg rendered image. 

Each of the surface extracting and display techniques suffers from the fact that 

rnuch of the information in the original data is thrown away, that is one ean no longf'r 

look inside the original volume since it has been redueed to a hollow polygonal shell. 

Each algorithm tries to retrieve sorne part of the lost information. For examplC', t.he 

connected contour routines attempt ta recreate the connectivit.y existing in the original 

volumetrie data; the cuberille approaches attempt to recover shading information from 

the binary object; and ray casting methods attempt ta use depth shading alone or with 

an unnormalized estimate of the gradient. 

3.2.6 Ray-tracing 

Ray-tracing provides a direct method for idelltifying the visible points in a volume by 

simulating the effect of light rays. If the objects in the scene are opaque, then light 

cannot pass through them and will be stopped at the surface of the object. The visible 

points are those first hit by the ray traveling from the light source. In the simplcst casc, 

the rays travel from the source, are reflected off the object and impinge ou ta the image' 

plane. Each pixel in the image has a corresponding ray (sec fig. 3.4). 

Binary objects - a voxel has a value of one if it belongs to the object and a value of 

zero if it does not - are displayed dircctly by method of Tuy et al. [97]. Theil' technique 

is diffcrcnt From those euberille methods previously described, in that work progresscs 

from the screen toward the object rather than the inverse. From eaeh pixel in the image, 

a ray is cast through the data to the viewing point, and the voxcls are tested to ident.ify 

when the ray passes from the exterior to the interior of the abject. Images are displayed 

in black and white and are shaded by depth, light direction and estimate of the surface 
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Figure 3.4: A light ray impinging on a pixel is modulated by the angle 
at which it is reflected from a surface. 

normal. This algorithm has the advantages that interpolation and boundary detection 

do not have to be applied. 

Farrel et al. stack the cross section al images created by thresholding and display 

them using col our coding and depth shading by ray-casting [21]. However, the lack of 

surface shading and light reflection in the ray mode! makes it difficult ta appreciate 

sorne structural details. 

Hohne et al. have developed other methods that directIy image the volume of data 

[40]. Their technique, additive reprojection, is a ray-tracing technique that computes the 

image by averaging the intensities of the voxels along rays through the volume onto the 

image plane, with the resulting image being equivalent ta that of an X-ray projection 

through the volume of data. This is one of their generalized projection images. 

This same group has used grey-scale data to pro duce surface shading based on the 

partial volume effects [39]. The relative volumes indicate the surface orientation, sa that 
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the grey level gradient can he used as a measure of inclination and thus produce the 

projection of a 3urface. eut plane projections are produced by mapping the grcy-levcl 

values from the plane of interest directly onto the image plane. 

Additive projection techniques suffer from a confused or unclear appearancc. Sincc 

aIl of the information present in the volume is projected onto the the image plane, therc 

is be very little contrast available to distinguish graduaI variations or small abrupt 

changes in the data. 

Russel believes that obscuration plays an important role in visualization [89]. Pic­

turcs with complete obscuration (completely opaque) hide too much and images with 

little or none do not have enough contrast to he informative. They consider that se­

lective use of partial obscuration is the key to producing informative images. This 

approach has been applied in a technique developed by Vannier et al. [100]. The 

source-attenuation reprojection method assigns a source strength and an attenuation 

coefficient (also known as opacity) to each voxel. Vannier has developed algorithrns 

that accomplish depth shading by tracing rays through the volume array until thcy hit. 

a surface, and then assign an intensity inversely proportional ta the distance travclcd 

along the ray. A surface is defined as a significant change in opacity value, 80 this 

approach is still threshold-hased and suffers from the associated artifacts. 

3.3 Direct volume visualization 

In aU of the algorithms previously mentioned, the important classification step deter­

mines what is seen in the final rendercd image. The thresholding seheme defines the 

data left to be rendered, while the contouring method defines the outlincs through which 

the surface model must pass. Any error in the classification is thercfore carried through 

into the 3D model presented to the user. If the segmentation algorithm makes small 

mistakes in the estimation of the boundary of the object, then the approximation of the 

gradient of the surface will he incorrect. The surface normal will also he in error, and 
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the lighting and shading model applied to the surface of the model will not result in an 

accuratc representation of the true underlying structure. 

This has led to the design of direct rendering algorithms where the classification 

and gradient estimation are done independently and in parallel [54,53,16]. For each 

point in the data set, the gradient is calculated from local information in small neigh­

borhoods surrounding each voxel. In this fashion, the gradient does not depend on the 

classification scheme and is not affected by errors in the classification. 

The term direct volume visualization was coined by Mark Levoy [53,54]. His algo­

rithm is based on directly shading each data sample and projecting it on to the image 

plane. A shading model is applied to each data sam pIe using local gradients to estimate 

surface normals. Continuous classification and enhancement operators are also applied 

to cach voxcl, but no explicit surface detection or fitting of geometric primitives is ap­

plied. The rcsulting colo·us and opaeities are merged using volumetrie compositing7 

from back to front along viewing rays. Sinee each stage in the direct volume visu­

alization algorithm preserves the continuity of the data, non-linear operators su ch as 

thl'esholding are avoided. 

The key advantage of this technique is that weak or ill-defined surfaces are not lost 

III a binary classification scheme. Since classification and shading are separate, the 

accuracy of the shading (and consequently the apparent orientation of the surfaces) 

does not dcpend on the classification. This allows the classification eonstraints to be 

more rclaxed for volumetrie techniques than when using geometric primitives. Another 

advantage is that the user performs the task of interpretation, while the proeessing 

simply cnhanccs the features of interest. Rendering images directly from the volumetrie 

data set climinates the extensive preproeessing step neeessary for surface based models, 

and aIl of the information in the original data is also preserved. 

The technique used in this research is a modified version of the direct volume visu­

nlizatioll rcndering mcthod developed at PIXAR (San Raphael, California [1]) and is 

ïCOlllpOSltillg is dcscribed in chapter 5. 
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described in detail in the next chapter. 

3.4 Other rendering techniques 

Other reconstruction techniques create real or virtual 3D images directly, rather than 

2D projection on a sereen. These methods include holography and the use of a varifocal 

mlrror. 

3.4.1 Holography 

Holography is a form of lensless photography based on the recording of amplitude and 

phase of light illuminating an objeet [27]. To form a transmission hologram, a laser beam 

is used as a coherent light source and is split into a reference beam and an object beam. 

The object beam illuminates the object and is reflected onto the recording medium. 

The reference beam shines directly on the film. The two beams producc an interfer(,Ilcc 

pattern that is recorded on the film. When the developed hologram is illuminated by 

the refcrence beam at the same angle, an image of the original object is formed. The 

light waves traveling through the hologram are modulated by the recordcd interfercnce 

pattern and appear as if the viewer were looking at the original object. 

Computed holograms are created by calculating the interference pattern and record­

ing it on the film [42]. Unfortunately, output devices are not able to transfer thc pattern 

to the film at the rcquired resolution. Multiplex holograms have been dcveloped to over­

come this problem. In this technique, a series of perspective computer gencrated images 

are rendered and stored on the same hologram using multiple exposures8 . 

Sinee they achieve a very high levelof realism, holograms have been proposed a.c; 

the solution for recording and viewing 3D objects [26]. Multiplanar holography can 

show semitransparency but it is difficult to represent colour within the volume and the 

8Benton (87,88) uses approximately 1000 images in his Alcove holograms. 
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holograms suffer from insufficient luminous intensity. Fully computed holograms are 

not yet practical, sinee recording is diffieult and expensive. Finally, the holograms may 

have to be viewed under speciallighting conditions (point monochrome light source at 

a specifie angle). 

3.4.2 Varifocal mirror 

The varifocal mirror eliminates the need for mental reconstruction by displaying the 

cntire stad: of tomographie images as a 3D image [33]. The display system uses a 

vibrating mirror with variable focallength opties. The mirror eonsists of an aluminized 

lllcmbrane stretched over a laud-speaker coupled ta a CRT. The speaker is made to 

vibratc at 30 Hz and the tomographie images are displayed one at a time on the CRT 

in synchrony with the motion of the mirror. Because of the variable focal length of 

the min'or, the timing sequence of each frame and retinal integration, the stack of 2D 

images appear as a virtual 3D image in the mirror. 

3.5 Summary and discussion 

This chapter summarizes a number of the different rendering methods used to visualize 

3D data sets. Most methods can be classified into either surface or volume rendering 

tcchniqucs. 

The major advantage of surface representations is their simplicity, in that once 

created, they can be easily manipulated and visualized from any angle. Surface repre­

sClltations are appropriate when the goal of the visualization is to analyze an iso-surface 

corresponding ta a specifie threshold or the boundary layer between two regions, but 

it is Ilot always useful wh en trying to understand the volume as a whole. An implicit 

lIssumption of these renùering algorithms is that the model of a thin envelope depicting 

a boundary or an iso-surface accurately represents the volume. Often, the interior of 

a structure contains mixtures of severa! different substances, and their local variations 
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are lost if the volume is reduced to a series of layers. Reconstructcd images of sclected 

iso-surfaces are frequently difficult to interpret because many independent shells may be 

detected with the same threshûld value. For example, both the cortical and epidermic 

external boundary can be extracted as surfaces using similar threshold values. 

Producing a polyhedral mode! requires extensive preprocessing (often including op­

erator intervention), and in this process, much of the information in the original data 

is lost. If there is a change in classification, or in the eut plane, the data must he 

re-processed. 

Techniques exist to resolve the hranching problem hetween slices when creating the 

surface mode!. The processes work weIl enough when the connection between contours 

is fairly ohvious, hut fail when branching becomes ambiguous, particularly whcn the 

inter-slice distance is much greater than the in-plane voxe! dimensions. In this ca..c:;e on<' 

must resort to operator intervention [12] or heuristics [24]. 

The tesselation method is not always appropriate for diagnostic purposes. Only 

simple objects can be delineated and tesselated automatically. Objects whose bound­

mies can easily be identified using thresholds may be visualized using these techniques. 

However, the tesselation may not approximate the true exterior of the chosen structure, 

especially if the distance between slices is large. It is not reasonable to assume that the 

exact position and orientation of a small planar patch can be recovered from a point 

sample (such as a voxel) since this information is most probably lost in the sampling 

process. Hence, the resulting surface may not be an accurate depiction of the actual 

object. 

Surface rendering usually yields a more recognizable, and hence a more comprehen­

sible image than volume rendering techniques. This is an important consideration when 

the primary goal of the rendering is to communicate results to a wide audience9
• 

Direct volumetrie rendering techniques have been developed in an effort to resolve 

sorne of these problems. The most important improvement over the surface techniques 

9Comment made by Craig Upson, Siggraph89 
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is that the binary classification step is eliminated. This allows poorly defined surfaces 

to appear (however slightly) in the rendered image. 

The quality of the images depends critically on the inter-slice distance. When the 

sliees are thiek, and widely spaced, artifacts are readily seen and distract from the image. 

It is interesting to note that volumetrie rendering techniques show only the infor mation 

available in the original data. If the slices are spaced far apart, the polygonal tess21ation 

display using Phong shading gives a result that is pleasing to the eye, only because it 

creates the illusion that there is more information in the data than there really is. 

At this time, the state-of-the-art provides many techr...~ques to ereate attractive im­

ages for qualitative evaluation. This thesis project takes one step in the direction of 

quantitative analysis by developing a technique that allows geometric measurements. 

By using stereoscopie display and a fiducial marker system during imaging, distance 

Illcasurements can be made within the volume. The use of these fiduciallandmarks also 

pcrmits the rendering of volumetrie data that can merged with DSA images, providing 

more information to the radiologist for analysis and diagnosis and to the surgeon for 

surgical planning . 
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Chapter 4 

Rendering, Matching and Merging 

Volumetrie rendering techniques project the entire 3D volume onto the image plane as 

if each voxel were a semi-transparent gel filter. As described in detail in this chaptcr, 

the resulting image is strongly influenced by the characteristics assigned to each voxcl. 

The goal of this thesis is to develop a method, using these volumetrie projection 

methods, to merge tomographie data with DSA images so that the resulting composition 

is sufficiently accurate to he used quantitatively in stereotactie neurosurgcry planning. 

This chapter hegins with a short summary of the PIXAR rendering method, along 

with the modifications to the algorithm required to create semi-opaque direct volump 

renderings. Two types of merging are used to combine images from different modalities. 

The next section deseribes the first, a volumetrie registration tool used to bring two or 

more volumes into correspondence, while the last section describes the second technique 

developed to precisely reproduce the geometry of the DSA projection in the volume 

rendering. 

4.1 PIXAR rendering technique 

The seheme used to render the volumetrie medical data to creatc 2D projection images is 

based on the PIXAR volume rendering algorithm [17], and uses the PIXAR Chap Volume 
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software library [2]. This library contains subroutines to manipulate rectangular arrays 

of pixels called pixel windows. Facilities include geometric transformations (rotation, 

scaling, translations), mathematical operators (addition, subtraction, multiplication of 

pixel windows or constants), logical operators, lookup table manipulation and spatial 

filtering funetions for 2D and 3D convolution. 

The PIXAR method is a forward mapping, volumetric projection rendering tech­

nique, which creates an image by projeeting each voxel onto the image plane. While the 

method permits the 2D visualization of structures in a 3D data set without explicit sur­

face detection, a number of assumptions regarding the data must be satisfied to avoid 

alialîing in the projection image. The sample value at each voxel corresponds to the 

local measurement of a signal associated with sorne characteristic of the object, for ex­

ample, tissue density in CT, proton density in MR or the density of a radioactive tracer 

in PET. It is assumed that the sampling frequency of this signal satisfies the Nyquist 

criteria. [64]. If Nyquist sampling is not possible, it is assumed that the measurement 

proccss incorporates a low-pass fllter before sampling the signal. The data set is also 

assumcd to have isotropie resolution (i.e. made up of cubic voxels). This is not the case 

in mcdical imaging, where the inplane resollltion is much higher than the slice thickness, 

violating these assumptions by creating oblong voxels. Interpolation techniques to deal 

\Vith this faet are addressed later in the chapter. 

This section begins by describing simple additive projections that average the voxel 

values along columns perpendicular to the image plane. The following sub-seetions 

dcscribc cxisting enhancements to projert surface information and summarize segmen­

tation techniques used by the algorithm. The section concludes with a discussion of the 

problcIlls with the PIXAR mode!. 

4.1.1 Sirnple projections 

In gencral, a projection operator transforms points in a coordinate system of dimension 

11 iuto points of a coordinate system of dimension less than n. In the case at hand, the 
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reconstructed point 

voxel semple 

Figure 4.1: The value at some coordinate (x, y, z) is reconstructed by 
interpolating it value from the neighbouring samples. 

projection is from the 3D stereotactic frame coordinate system present in the volumetrie 

data set to 2D image plane coordinates. The PIXAR projection algorithm provides only 

for orthographie projections. 

With a general ray-tracing technique, a ray is cast through the volume to a pixel Oll 

the image plane. AlI of the rays may be parallel (parallel or orthographie projection) or 

can emanate from a single point (the view-point or focal spot) to define a perspective 

projection. The view is defined by the direction of the rays or by the location of the 

viewpoint, and the projection is calculated by resampling the volume along thcse rn.y~. 

These resampled points are reeonstructed from neighbouring samples in the volume (~ee 

Fig. 4.1), a technique which requires arbitrary access to the c.ata. While the architecture 

of the PIXAR does not allow for fast arbitrary aecess to the 3D volumetrie samplcs, it is 

designed for quick projection along any of the three major axes. VV'hen projections along 

divergent rays are needed (to match DSA and projected tomographie data for example), 
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Figure 4.2: Pixar projection technique. On the left is a given sam pIed 
volume. The required view is indicated by the arrow. On the right is 
the resulting resampled volume. The indicated axis is parallel to the 
required viewing direction. 

required 
view 

or when off-axis views are required, the data within the volume is manipulated so that 

orthographie projections, which only require re-sampling parallel te one of the volume's 

axes, form the sarne 2D image as would be obtained using a ray-tracing technique (see 

Fig. 4.2). These manipulations include rotations, translations and scaling. 

The simplest renderings to create using the PIXAR algorithm are additive projec. 

tion". These are formed by averaging the voxel values along eoIumns perpendieular to 

the image plane. This type of image is rarely used, sinee it is difficult to see any detail 

within the image. Usually, only the silhouette of an object within the volume may be 

recognized. 

The controlled use of transparency and opacity associated with each voxel determine 

the contrast in a projection image, which is the result of simulating the projection of 
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light through a gel-like substance. Each voxel in the volumetrie data set has a Humber 

of characteristics, the two most important for projection being: 1) The opacity of the 

gel filling the cubic voxel, measured by the parameter a, may block the transmission of 

light. 2) A source, plaeed within the voxel, emits coloured light along the direction of 

projection, with separate intensities in the red (R), green (G), and bIne (B) channC'ls. 

If a voxel is completely transparent (0' = 0), like clear glass, it docs not affect the 

light impinging on its back surface as the ray projects though it towards the image 

plane. A non-zero opaeity will attenuate the light coming from behind by the fraction 

1 -a. 

The projection method uses a simple compositing seheme modeled alter an optical 

film recorder [80]. This recursive technique is known as an opacity-weightcd integral. 

Placing one voxe1 over another, the projection begins at the back of HlC' volume iUld 

ends at the front. The OVER operator defines this operation on a voxcl basis to compositp 

a foreground voxel, A, with another directly hchind it, D, giving the rcsult C: 

(4.1 ) 

The colour-opacity, (R, C, B, a), of C is used in place of the background voxd when 

the next foreground voxel is composited. This recursive operation continues until aIl 

voxels have been merged, from back to front. The result of the opacity-wcighü .. d intcgral, 

the final C, is then displayed as a coloured pixel, with an appropriate intcnsity, on the 

image plane. 

For implementation, the a value resemblcs the forth element in a homogcllcou:-, 

coordinate system, and it is used to normalize the first three clements. Thus, a voxcl 

whose colour is (R, C,D) and opacity (a) is reprcsented by (r,g,b,a) where r = Ra, 

b = Ba and 9 = GO'. Since aU colours are stored pre-multiplicd, two multiplication 

steps in the composition are saved. 

In gcneral, computing the path of a ray and calculating the intersections with the 

voxels is an expensive operation. For an orthogonal projection parallcl to a volume axis, 
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the projection simplifies to a multiplane merge of the slices parallel to the image plane. 

Thus, the orthogonal projection through the i th plane may be expressed as eq. 4.2 from 

[80], 

(4.2) 

wherc 1 is the aecumulated intensity, Ci is the colour-opaeity of plane i and the final 

image is Icft in 10, 

Hidden surface removal is achieved by the traversai order of the data. Since ortho­

graphie projections are used, the traversaI order must simply ensure that the columns 

of data (one column per pixel) are traversed from back to front for a z-buffer type of 

hiddcn surface rendering to be aecomplished. (Opaque voxels in the front are overlayed 

on those behind, implicitIy hi ding them.) 

Whcn the data volume is rendered as described above, using only the opacity of 

caeh voxeI, an opacity-only image is formed , a monochromatic density image similar 

to a digital radiograph. If the colour of each voxel is used in the projection, then a 

COlo'UT-opaczty image is made, where structures may be differentiated by their colours. 

Rcfractivc mdex only images, whieh resemble the projection of the surfaces of the dif­

fercnt structures in the data set, are created by projecting the gradient of the voxel 

opaeitics. A shading model may be applied in the projection of the opacity gradients 

to ercate a shaded refractive index image, while adding the colour information to the 

gradicnt projections results in coloured refractive index images which are coloured sur­

face images. A shaded coloured refractive index image is rendered by using the colour 

information modulated by gradient with a shading model in the projection pipeline. 

4.1.2 Opacity-only projections 

Opaci t.y only projections of sealar data are the simplest to render, the opacity-weighted 

intcgrni projection being applied to eaeh of columns in the data volume. Voxels with 

signifkant opacity are brighter and obscure more of what is behind them, and the 

resulting pixel is assigned the value of the last opaeity calculation. If colour is applied 
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in the projection routine, then the colour of the pixel will he that resulting from the 

compositing, divided by the vaIue of the resulting opacity. 

Colour is useful for distinguishing the different tissues found in the volume, and 

colour-opacity images may be quickly rendered for noisy or low-resolution data sets 

where the surface information is difficult to extract. These images may aIso he uscd in 

the planning of the more complex time-consuming renderings since they cau be COl11-

pleted in a matter of seconds. As described previously, opacity-only projcctions suffer 

from the same prohlem such as a muddied appearance due to lack of contrast as additive 

projections. 

4.1.3 Surface projections 

A surface internaI to the volume may be defined as the interface betwecn two rcgions of 

different density. For surface-projection rendering, one assumes that the visualization 

of these interfaces will yield enough information about the volume. 

The output magnitude of a gradient operator, after application to the classified data 

volume, yields large values at the interfaces betwccn constant regions and null values 

elsewhere. The change in density may be visualized by projecting through the matrix 

of these gradient magnitude values. The estimate of an interface bctwf'('D rf'gions is 

defined at each voxel by a surface normal, N, and a surface strength (or magnitude), 

I1VI, and is derived from the voxcl density. The surface normal N = (Nx , N'J' N z ), and 

is approximated by a fini te difference of neighbouring densities and the surfacc strf'ugth 

by Il''1, the L 2 -norm of N. 

A refractive index-only image is obtained by projecting dircctly through the surface 

magnitude information. Since surfaces are dcfined by fractional values at cach vox cl , 

diffuse transitions that would not be possible with a binary value rcpresentation may 

be visualized. Surfaces mayalso appear to lie (or to be locatcd) at sub-voxcl accuracy. 

Coloured refracti';e index images may be rcndered by using the surface magnitude 
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Figure 4.3: The light refracted through the voxel is modulated by 
the colour of the voxel as weIl as the magnitude and direction of the 
estimated surface normal. 

information multiplied by the colour classified volume. When projected onto the image 

plane, the surfaces of the different materials may be differentiated by colour. 

4.1.4 Shaded surface projections 

In order to enhance the perception of depth in the rendered image, the 3D lighting eues 

may by applicd to the data set. The finite difference given by fi is used as the estimate 

of the surface normal direction for the lighting model. 

The light enters the voxel from the back with an intensity l and an outgoing intensity 

l'. The intensity and col our of the light may be modulated by three voxel dependent 

effccts, namely translucency, luminosity and refraction (see Fig 4.3). The direction 

of the surface normal may be used to modula.te the ivtensity of the transmitted light 

refracted to the next voxel. 
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4.1.5 Classifica tian 

Visualization of 2D and 3D data shows structures known to exist in the brain. One 

is often more interested in a single, or a few, cerebral organs rather than the head as 

~ whole. The purpose of segmentation is to partition an image space into meaningful 

regions [30], which should correspond to the different materials and structures of interest 

in the volume of data and the particular method should be able to deal with voxcls that. 

contain information from more than one type of tissue. This partial volume effect 

results in the value associated with the voxel (its density) being a weightcd average 

of the substances within it. It is important therefore that a non-binary continuons 

classification scheme be used in or der to avoid aliasing and contouring artifacts sinet' 

the voxel do es not belong to one group or the other. This way, subtlc surfaces that 

occur at the interface between two similar materials are not lost. 

Look-up tables 

In the simplest form, a classification algorithm uses a single variable (i.e. the pixcl/voxel 

intensity) as the input to the decision function. Using a nearest neighbor dccisioll 

function [18], each pixel is classified as belonging to the set with the ncarest ccnter. 

This technique is easily implemented using a linear look-up table, wherc each of the 

input values is mapped through the pre-calculated table into material perccntag<' vahl<'<; 

that correspond to the proportion of eaeh material in the voxel. The look-lIP table IIlay 

be based on the analysis of the image histogram, using its peaks as the CC'Iltcrs of tlll' 

density regions. This technique works well if the following of condi tions hold: 

1. Each material corresponds to a known density value. J 

2. Each voxel con tains no more than two materials. 

3. If two materials are found in a voxel, then their densities must follow each other 

in order in the !inear table. 
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This classification is appropriate for neurological CT data. However, there are sorne 

voxels that do not adhere to the third criteria. When classifying voxels corresponding 

to the nasal passages, the air-bone interface violat es the ordering of the table since 

soft-tissue is classified between air and bone. Also, most ir..ternal soft-tissue organs do 

not meet the adjacency criteria so this classification technique is not easily used for 

visualization without resorting to manual intervention to carve away unwanted tissues. 

In these cases, thin layers of the mistaken tissue appear at the interface between the 

two original substances. 

U se of several variables 

In arder ta improve the strength of discrepancy in the decision function, other image 

parameters may be used along with the pixel density in the decision function. The . 
density of the Tl and T2 weighted magnetic resonance images may he used as the 

two decision variables. Classification now becomes a problern of locating clusters in a 

two-dimensional space. A scat ter-plot (a histogram of two inputs) is used to locate the 

centers of the regions of interest. Once again, nearest neighbar classification are used 

where the distance function is defined as the length of the chard joining the center of 

each region with the 2D point corresponding to the voxel's parameters. 

Classification is a difficult prohlem and although routines exist that have specifie suc­

cess, a generalized t.echnique has yet to be developed. However, direct volume rendering 

techniques are not as sensitive to errars in classification as the polygonal surface ren­

dering methods. The following sub-section describes how the output of the continuous 

classification scheme is used to segment structures of interest. 

4.1.6 Matting 

As was pre\'iously mentioned, ohseuration (ar the lack of it) plays an hnportant role in 

visualization [S9]. By lessening the presence of certain regions of data, or by removing 
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them aItogether, other sub-volumes may become visible in the fore-ground of the rcn­

dered image. A matte is a mask volume, used to eliminate or enhance certain regions 

of the data volume. 

A volume, V, may be combined with a matte, M, with the following operations [80], 

V/NM = MV, 

V OUT M = (1 - M) V . 

(4.3) 

( 4.4) 

At each voxel, the matting operation multiplies the value in the data by t.he value in the 

matte. The IN operator is a multiplicative intersection operation yielding the portion 

of V inside the matte M. The OUT operator yields the part of V outside the matte by 

complementing the matte M and then forming the intersection with V. Each value il~ 

the matte volume is a scalar fraction, defining the percentage of the matte in the voxcl. 

These values are used to lower or raise the percent age of a material in the matted rf'gioll 

or to change other properties of the material. By making the values fractional instcad of 

binary, the boundaries of the defined regions remain smooth and continuous prescrviIlg 

the continuity of the data and avoiding potential artifads in the rcndcrings. 

Enhancing data in the foreground and fading it in the background by depth shadiIl~ 

is achieved by multiplying the original data volume by a ramped matte volume, tll11~ 

making voxels near the viewer brighter than those farther away. In this way, maitt: 

volumes are used as operands with the original data in spatial set operat.ion~ that. 

modify the data. 

The matte volumes may be created manually, for example, outlining the cortical rilIl 

in order to remove the scalp from the rendering, or geometrically, in ordrr to ddiIw 

a wedge or eut-plane through the data to move or rem ove a sub-volmne of data. TIll' 

matte volumes may also be created from the output of the classification technique in 

order to segment structures identified by the classification algorithm. 
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4.2 Modifications to the PIXAR algorithlD 

The highly transparent images formed using the gel-model may not he appropriate for 

neurosurgical planning. The mode! of light-emi tti.ug particles, aligned on surface bound­

aries within a semi-transparent coloured gelatin, is not particularly intuitive. While the 

rendered images share sorne characteristics with radiographie images (back-lit, light 

passing through the object, high level of transparency, problems with contrast), they do 

not model the organs as they are seen during surgery. The human brain is opaque, and 

during surgery, it is lit by direct and ambient light, usually from the same si de as the 

surgeon. If the visualization is treated as an abstract image, adherence to a common, 

familial', undel'lying physical mode! is not necessary. However, the human visual system 

picks up on cues that resemhle those from everyday experience. Ineonsistent eues may 

give rise to ambiguous and sometimes unplausible interpretations. For these l'easons, 

a number of modifications are introduced to the algorithm and are descrihed in this 

section. 

The surface normals estimated in the PIXAR technique are calculated from the voxe! 

values in the classified volume. Although the technique is not as sensitive as surface 

l'cndering algorithms, el'rors in classification lead to local errors ln the surface estimate. 

The modificd technique computes the classification and the gradient volumes indepen­

dently, similar to the rendering algorithm of Levoy [54]. The gradient is estimated by 

the fini te differcnce in density of neighbouring voxels within the original data. 

In order to enhance the perception of depth in the l'endered image, the 3D cue 

of lighting due to refraction i5 applied to the data set in the PIXAR mode!. Only 

the component of the rcfracted light, parallel ta the projection direction, is used in the 

opacity-\veighted integral. A more realistic eue is given by surface orientation, perceived 

by the rcflection of light from the object due to an externally positioned light source. 

Polyhedrlti surface rcndering techniques are weIl known in computer graphies [23,63,88]. 

The basic premise of thcse methods is that an object, represented by a polygonal model, 
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Figure 4.4: The intensity of the light reflected off the voxel is modu­
lated by the cosine of the angle between the estimated surface normal 
and the direction of the incoming light as weIl as the normal's mag­
nitude. 

is lit by both ambient and direct light. Ambient light illuminates the object evcnly in 

aIl directions, while the direct light is considered to eminate from a point source locatcd 

at a specifie position. The cosine of the the angle between the direction of the light rays 

and the normal to the polygonal surface modulate the intensity of the light rcflcctcd 

back to the viewer via the image plane. The goal of the modifications is to incorporat<' 

this lighting model in the direct volume rendering algorithm (see Fig. 4.4). 

Computer-graphies rendering techniques require some polyhcdral mode! of the sceIl<! 

to be viewed, i.e. the shape, size, orientation and position of the surfaces must he 

speeified. Here, the polygons are the result of the surface normal estimate at eac:h 

voxel using the finite difference between voxel values. The position and orientation of 

the polygon is given by the voxellocation and the normal estimatc and the !>izc of the 

polygon determines the amount of light reflected back to the vicwer and is estimatcd 
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by the magnitude of the surface normal. The shape of the polygon is irrelevant, sinee 

the surface within each voxel is orthographically projected to a single pixel using the 

PIXAR software libraries. 

The model yields fairly realistic, familiar images of objects, which appear as one is 

used to viewing them in everyday experience. Realism can be increased, at a cost of 

computational complexity, by ad ding shadows and reflections to the lighting mode!. 

The existing PIXAR rendering algorithm assigns the same range of opacities to 

intcrior and surface voxels. Features that appear to lie on the rendered surface may 

uctually be just above or just below it. Assigning a higher opacity ta the surface voxels 

climinutes this error at the risk of hiding sub-surface structures that one wishes to 

visualize. The use of f>tereo projection images achieved by selecting rendering geometries 

that correspond to two stereo views with only a slightly higher opaeity reduces both 

problems, since additional 3D eues are used ta determine spatial relationships. 

The algorithm is summarized in Fig. 4.5. Once the volume has been preprocessed 

ta fit in the cuberille model (skew correction, interpolation and spatial filtering), the 

data \Vi thin the volume is then oriented using translation, rotation and scaling trans­

format.ions to form the required view. The projection routine begins by classifying the 

data in or der to assign a colour and opacity to each voxel. Depending on the type of 

image required, coloUl' is used to differentiate between the different classified materials 

in the scelle. In paraUel, the gradient is calculated at each sample point to estimate 

the strcngth and direction of the surface passing through the voxel. After classification, 

mattes arc used to eut out, attenuate or emphasize certain regions of the data volume, 

and in particular, the gradient volume is used to accentuate the voxels with a large 

surface cstimate and also to increase their opacity. The intensity of each voxel is mod­

ulatcd by the cosine of the angle between the surface normal and the lighting direction, 

which has the effect of making surfaces perpendicular to the light source brighter. Depth 

shadillg is achievcd by multiplying the volume with a ramp, decrea'3ing the intensity of 

voxcls farther away from the viewer. The volume is then projected to the image plane 
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Figure 4.5: Flow chatt of the rendering method. To create a single 
horizontal scan !ine n: 

1. slice n is loaded and preprocessed (filtering, masking). 

2. data is mapped through a continuous classification LUT giving C. 

3. 3D gradient operator is applied to slices n - 1 to n + 1 giving N. 

4. surface enhancement if, achieved by multiplying C by INI giving S. 

5. lighting is applied by modulating S by the cosine of the angle between the 
lighting direction and N. 

6. opacity weighted integration is used to project the slice to a single scan Hne. 
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using the recursive volumetric compositing rendering method. 

4.3 Matching and registration 

It is well established that CT, MR, PET (positron emission tornography) and DSA 

provide complementary diagnostic information. PET displays metabolic and physio­

logical activity but has poor resolution and does not delineate anatomy. DSA images 

are non-tomographic but demonstrate fine details of the vasculature. MR and CT both 

image anatomy at high resolution but show complementary morphologies, e.g. calcifica­

tions and cortical bone are weIl seen on CT images while soft tissue structures are most 

clearly seen on MR images. It is often desirable to combine the complementary imaging 

information acquired during a complete study using the different modalities. When 

ll1erging images, precise geometric correction must he applied to one data set so that 

the corrcsponding anatomical or morphological features in both images are assigned to 

the same spatial location. 

Quantification of different parameters associated with specific regions of the brain 

is an important step in diagnosis. At the Montreal Neurological Institute, a region of 

interest brain atlas is used to classify structures in the brain [20]. Eachregion of the atlas 

is tailored hy hand based on tOr'ngraphic MR images. This atlas is then transformed 

to match the corresponding positron emission image data for quantitative analysis. 

This lllcthod is of key importance for reliahle analysis of PET data and relies on the 

lcgistration of the PET and MR tomographie volumes. Another application of image 

matching is in disease monitoring and grading for the the tracking of a lesion to detect 

changcs of shape and size occurring over time for tumour growth or the change in average 

tvIS plaque size. This requires registration of multiple volumes of the same modality 

acquircd at different times. A major difficulty in stereotactic neurosurgical planning is 

the determination of a vascular-free path to a tumour or lesion. The work accompli shed 

for this thesis permits projection angiograms to be merged with tomographic data [14]. 
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Before any merging or mat ching may begin, the volumetrie data sets must be ge­

ometrically normalized by a numher of preprocessing steps, deseribed in the first part 

of this section. Two type of merging are then eonsiùered. The first is the registration 

of two or more volumetrie data sets, while the second is the integration of a processed 

volumetrie data set with a projection image. Different techniques are used by each 

approach. 

4.3.1 Preprocessing 

The assumptions stated at the heginning of this chapter apply to volumetrie data sets 

that must be registered. If the volumes do not satisfy the requirements, some prepro­

cessing of the data set must he eompleted to minimize errors in the rcsulting image 

before the mat ching, registration or rendering processes begin. The volume should be 

sampled isotropically and eonsist of cubic voxels. The preprocessing consists of an im­

age by image correction of any distortions or artifacts, correction of any skcw in the 

data, interpolation (resampling) to obtain eubie voxels and finally 3D spatial filtering 

to rem ove aliasing of high frequencies (if the sampling of a non-bandlimited signal is 

not proceeded hy low-pass filtering). 

Correction of skew 

The volumetrie data set is created by staeking the parallel 2D tomographie images ml 

they are aequired, assuming the scan plane is perpendicular to the scanner axis. If the 

images are acquired obliquely, stacking them results in a vertical skew of the volume, 

and voxels that should he directly adjacent have a small offset between thcm (sec Fig. 

4.6). 

This problem is corrected by introdueing a relative translation within each slice hy an 

amount determined by the gantry angle and the slice thickness, which may be calculated 

from the positions of the fiducial markers appearing in the tomographic images. Since a 
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Figure 4.6: Volumetrie Skew. a) shows slices acquired with angulated 
gantry. b) shows skewed volume when slices are simply stacked. c) 
a11g1es defining correction amount. 
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particular pixel in every sliee of the raw data corresponds to the same physical point in 

the scallner's field of view. The 3D stereotactic frame eoordillatcs of this point in el\ch 

slice dcfines a vector in the direction of scanner's coueh movemcnt.. The fiducial mnrkel's 

in an image also allow a vector, nor111 al to aIl slices, to be estimatcd in stcl'eotartir fmme 

coordinate system. The angle between the vector normal and the direction of 1ll0V('lll('Ut. 

is the angle of skew, and the projection of this angle onto the tomographie slice dcfiues 

the amount of skew in the inplane directions to be corrected. 

Interpolat ion 

Medical tomographie data sets often fail to meet the requirements of isotropie samplillg, 

since imaging constraints cause the slice thickness to he two or more times gl'eat('r thal1 

the pixel size. In order to obtaill cuhic voxels, resamplillg of the ol'iginalllon-isotropiC' 

data set is achievcd using tri-cubic interpolation. 

4.3.2 Registration of volumetrie data 

Registration is the term used to describe the process of geometrically aligning two or 

more data sets so that the voxels in a specifie area may be supcrimposed or lll<'f!!;<,d. 

Two types of registration are generally considered: rigid alignIllcllt of the image·s anc! 

clastic registration of image sub-areas. Elastic registration distorts an imag(', warpillg, 

it to match specifie reference points between the two imag<'s, ('.g. Ratih <'t al. [83] 

and Bookstien et al. use a model warping technique ha.'i(,c! on thin nu'tal plate' pl.y~i('~ 

[5]. Sillce the data uscd in this study is l'e'latively free froIll imagillg distortioIlS, ('lastic 

warping is Ilot required. 

Any technique for image correlation must take into aeïoullt th(' diff('f('llt pati('I1t 

positions, the ang,lc of scan \Vith respect to the patient axis a.<; well a., the' inplaw' alHl 

inter-plane resolution. Imaging requirements of the differcnt modalitics Illay requin' tlH' 

use of different slice thicknesses, inter-section gap (if any), matrix ~ize and pixel sizc. It is 
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Ilot unc:ommon to eneounter transverse seans of the same patient performed on the SaIlle 

machiue that differ by as mueh as 25 degrees in angulation. In this case, registration 

of the data sets cannot be achieved on an image by image basis and must therefore he 

compIctcd in a 3D environment, where one data set must be re-sampled along the axes 

of the other. In order to eorrelate the two studies, a coordinate transformation must he 

round iucorporatillg translation, scaling and rotation that maps corresponding points 

in each data set onto the same voxellocation. 

Titree rcfcl cnee points are necessary to fix a rigid body in space, specifying the six 

dcgrcch of freedom: translation along x-,y- and z-axes and three angular parameters of 

pitch, roll and yaw. Since the two volumetrie data sets to be matched may also differ 

in scaIe, a fourth refercnce point is necessary. Registration techniques differ in their 

cllOice of mcasuring the distance between the points of reference, the caleulation of the 

traIlsfol"matioll and the application of the transformation to the data sets. 

A llumber of differcllt tcehniques have been used in the medieal field to register data 

VOhlI11CS. Pe1izzari ct al. have uscd an edge detection scheme along with surface fitting 

lllethods to register volumes of different modalities hy what has been called the head 

and ha.t mcthod [60]. The contours from the higher resolution data set, usually MR or 

CT, me uscd to dcfine a head surface, while the hat points from the lower resolution data 

set, PET in this case, are fitted to the head by an algorithm that minimizes the mean 

dist(\Ij('(' bet\\'CCll the hat points and the he ad surface. The residual r.m.s. distances 

bd,wc(,ll the points and the surface is on the order of 1 to 2 mm. This technique 

has fOIl11<1 ",ide suceess [51,41,00J becausc it is conceptually simple and requires little 

expert is(' in IlCUl'Oanatomy. 

A VOlUlllC'tric registration tool has been developed in the Neurolmaging Lab at the 

},INI t hat incorporates interactive manipulation of the volumes with the Procrustes 

Illatching mcthod [10J. In this program, the user specifies the transformation values for 

:\calillg, rotation and translation along any axis that are to be applied independent1y to 

('a el! volullle. Ail user input is accompli shed with a hand-held mouse and the results 
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are displayed to the user interactively. The tluee cardinal slices from each volume m'(' 

displayed along with the resulting merged image by opacity weighted composit.ing. Thl' 

user may pan through the data along either the cardinal axis or along arbitnu'y obliqlH' 

directions. 

The Procrustes mat ching algorithm has b{'Cll partially implcnl<'ntcd wit.hin the t.ool, 

which is used to identify corresponding points within the two volumes. The l<'ast-squlll"!'S 

optilnization is performed to calculate the affine transformation which minimizes t.ht' 

r.m.s. distance between the two groups of paired points. The identification of fiftc'c'Il 

point pairs, matched with a standard deviation 3D ullccrtainty of 10 mm, mmlt.c'd in a 

lesidual r.m.s. error of 1 mm betwcen the mergcd volumes [1!)]. 

4.3.3 Integration of projection images with volume data 

No single modality is suitable for imaging both anatomy and vasculatur('. Unt.il Il('W 

scanning techniques, such as MR angiography [7D], bccome routine, thC' int.C'gration allcl 

correlation of vascular structures and anatomy will depmcl on the IlH'rgillg of DSA 

images \\"ith volume rendered projections of MR or CT data 1>cts. 

As describecl prcviously, t.he fiducial markers in tilt, DSA images rompld,ply ddiw' 

the hOl1logeneous perspective projection transformation matrix hy tlw usc' of au opti­

mization algoritlul1 that minimizes in the least-square seIlse the diff(,lt'IlCC' !)('tW('('1l the' 

projection of the fiducial markers in the image and those plOjœtcd through t}}(' matrix 

[94]. This matrix fully describes the gcometry of the image aud may 1)(' tlspd to dc·t<·r­

mine the camera parametels, which arc uscd in turu to proje'ct the VOIIlIlH'tric data sI'!, 

onto an image plane that may be merged the the DSA imag(' (s(,C' Fig 4.7). 

USillg a naive algorithm, the 3D position cach voxelmay be sent through the' lllatrix, 

and its value mapped outo the projection location on the image plane'. This approilch 

sllfi"ers from the necd to have arbitrary access to the data and aliasing wOllld re'sult ill 

the projcctcd image duc to partial volume/pixel cffects. Finally, hidcl(~n ohjects may 
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Figure 4.7: Projective imaging geometry. 

not he properly obscurred depending on the order of traversai of the data. A direct 

volume rendering technique must be used. 

A difficulty for any forward or backward mapping algorithm is perspective. The 

sampling rate of the volumetrie data set with respect to the screen changes with depth. 

In arder to makc optimal use of the PIXAR imaging computer and maintain the simplic­

ity of the orthographie projection scheme for arhitrary views, the viewing coordinate 

system remains fixed and the volume is oriented by geometrical transformations and 

resrunpled to lie in the fixed coordinate system. 

Pcrspecti\'e views of the data are formed by ereating a troncated perJpective viewing 

pyratntd as described in the next section. Once the volume has been resampled for the 

required vie\\;ng direction, the slices perpendicular to the viewing direction are resized 

according to the differential magnificat ion required by the perspective (sec Fig. 4.8). 
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Figure 4.8: Truncated perspective viewing pyramid. a) shows the 
radiographie projection. b) shows how the same projection is achieved 
using ray- traeing. c) shows h0w the volume is differentially scaled to 
create a truneated viewing pyramid to achieve the same vicw Ilsing 
orthographie projections. 
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Creation of a particular perspective view: 

Once the tomographie data set has been properly un-skewed and interpolation corn­

pletccl, the stercotactie frame may be at any arbitrary orientation within the working­

volume. The DSA projection parameters must then be identified and the volumetrie 

data re-oricntcd to match the projection geometry. The pro cess is deseribed below in a 

stcp-by-stcp füshion (see Fig. 4.9 for an overview). 

1. The stercotactic fiducial markers are located on slices at the top and bottom of 

the volullle and the location of the DSA markcrs are calculated (in voxe! space). These 

DSA points mc called the A group, and they define the orientation and position of the 

fraIllc in the volumetrie data set. It is necessary to re-position and re-orient the frame 

withill the volume since orthogonal projections are used to yield the required view. 

2. The homogeneous transformation matrix is decomposed into its component matri­

ces m .. ing a technique duc ta Strat [92J. (Another technique is described by Ganapathy in 

[28].) Since the transformation rnatrix M is made up of translation T, rotation R, scal­

illg S, per&pective projection P and cropping C, it can be expressed as M = TRSPC. 

3. The requircd orientation and position of the stcrcotactic frame are identified. 

Using the kIlown locations of the fidueial rnarkers in frame eoordinates and the seanning 

paramctcrs (slicc thickncss, slice spacing, pixel size), positions of the DSA markers are 

calculatcd so that the frame coordinate system is ccntercd in thc volume space and 

oriented to have its axes parallel with those of the volume. These points are called 

group il and are transformcd by the Rand T component matrices of the homogeneous 

lrausfOllllatioll matrix calculated in Step 2. This transformcd group of points is called 

the D' glOUp aud this defincs the target position of the frame within the volume. 

4. TIl<' ProCl'ustcs matehing algorithm is uscd to identify the rotation and translation 

tram,forlllations ncccssary to bring the points of group A into alignrnent with the group 

[3'. (Sraling tl all~formations are not neccssary since the points of group B were ercated 

ll~lIlg th(' sC<lllllillg paramcters.) At this point in the algorithm, the volumetrie data 
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Step 2. Caleulate homogeneous 
transformation matnx. 

Step 3. Identlfy required 
position of stereotactlc 
frame wlthln volume. 

Step 4. Use Procrutes matching 
to determine necessary rotations 
and translations. 

Step 5. Loeate plerclng point 
ln arder ta apply perspective 
scaling. 

Step 6 Create truncoted 
perspective vJewJng pyramld. 

Figure 4.9: Manipulation of volumetrie data to );eld perspf'ctive pro­
jection. 

61 



set has the correct orientation and position relative to the image plane (the projection 

plane). 

5. The piercing point P must be located in voxel coordinates before applying the 

perspective scaling which is given by the intersection of the viewing ray with the image 

plane. The column of voxels perpendicular to the projection plane and containing P is 

equivalcllt ta the principal viewing ray and aH perspective scaling is ccntered on this 

colllmn. 

Û. In order to obtain a perspective rendering when using orthogonal projection, it 

Îs necessary to resize the volume slices that are parallel to the projection plane. The 

remIt of this operation is the perspective viewing pyramid1
. The following algorithm is 

applied to cach sIice: 

l tnke point J on viewing ray 

II trallsform Jvoxel to Jlrarne 

III let J~crcen = [AI] Jlrarne 

IV choose point 1 at the edge of slice on the same horizontal scan line as J 

V trallsform 11Joxel to llrarne 

VI let Iscrccll = [1\1] IfTarne 

VII choose point 1\ at the edge of slice on the same vertical scan li ne as J 

VIII transform Kvoxcl to /{Irame 

IX let Kscrecn = [AI] Kfrarne 

X let Cr = II.r6creen - JX6creenl/llxframe - JXframel 

XI let C y = IKY.tcreen - JY6creeni/l K Yirame - JYiramel 

tOile should Ilote that the sicles of the pyramid are not fiat, but are curved since perspective magni­

rh- a t 1011 18 Ilot IlIIcar 
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XII Cx and Cy are the scaling factors to be applied to the slice. 

After the perspective viewing pyramid is formed, the direct volume rendering algo­

rithm is applied to create the required perspective rendering. 

4.4 Results 

Figure 4.10 shows a single frame from a sequence of 32 images showing a the rotation of 

a semi-transparent rendering of a 64 slice MR data set with a posterior section rCIlloved. 

The transparency is more apparent in the animatcd sequcncc. Thc tissue is scgllWIlt,C'd 

using an illtensity-bascd heated-object look-up table (LUT), which maps (starting From 

the lowcst intcnsities) to black, then red, through yellow and then white. This seheu\(' 

cnhanccs cOlltrast without creating artificial contours scen in rainbow colour scalc-s. 

Surface cnhancement is achieved by matting the classificd volume agaillst the gradient 

magnitude bcfore the data set is projected onto the imagc planc using the standard 

PIXAR tcchnique. 

Figure 4.11 shows the same data set rendcrcd with the modified algoritlull using 

a singlc viewcr centercd light source. This image dcmonstrates that it is ('asi('r t,n 

clistinguish differences in depth with the more opaque rendering. 

Figure 4.12 shows the rendering of two 64 slice Mn angiograms of the n('ck. TIl<' 

vessels are scgmcntcd from cach volumc bascd Oll their pixel illtensity by mappillg 

through a lincar continuous classification LUT. In this example, the arü'rial volume is 

colom'cd red and the vcnous bIue, with thc vesscIs in both voÎunlPs being assignC'd high 

opacities relative to thcir respective pixel intcnsitics. A compositc voll1ml' is fOlIne'cl 

by direct addition of the two classificd data sets without surface cnhauccIlH'Ilt. ThC' 

projections were then calculated by simple depth-cued opacity-illtcgrals. As can 1)(' 

seen, the technique yields projections in which objects appcar scmi-tranflparent., giving 

saIlle dcpth eues through partial occlusion. The dcpth shadillg, achievcd using a ramp('cl 

mat tc volumc, rcduees ambiguity in the visualization oft.cIl apparent as a reversaI in tll<' 
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Figure 4.10: Semi-transparent rendering of 64 slice MR data set using 
the PIXAR technique. 
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Figure 4.11: Rendering of 64 slice MR data set using the modificd 
algorithm. 
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Figure 4.12: Semi-transparent rendering cf composite MR angiogram 
of arteries (red) and veins (bIue) obtaineè as two 60 slice acquisitions 
and rendered using the PIXAR depth-cued opacity-integral technique. 

direction of rotation or as an inside-out flip in depth. 

Figure 4.13 shows an ex ample of combined vasculature and cortical data acquired 

as a single MRA study. To expose the surface of the brain, the cortical tissue was 

outlincd using a semÎ-automated intensity contouring procedure. The contours were 

then fillcd and convolved with a gaussian kernel with a full-width at half-maximum 

(FvVHM) of 5 pixels to produce a blurred a matte volume used to mask the cortex from 

the SlllTOluHling tissue prior to projection. This blurring operation is necessary to ensure 

a graduaI change at the mask edge in order to avoid artifacts in the final rendering due 

to mtificially high gradient values at a binary mask boundary. The masked cortex was 

then mapped though a heated-object colour LUT. Vessels were extracted as described 

nbo\'c, bascd on thcir high pixel intensity and mapped to white. The vessels were then 

COlllpositcd Ol'E1I the cortical tissue. The opacity of both the cortex and the vessels were 
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Figure 4.13: Volume rendering of cortical surface and vasculaturc. 
The data was acquired as a single 128 slice acquisition and proccsscd 
using the modified algorithm. 
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Figure 4.14: Merged rendering of MR tomographie data set and cor­
rcsponding DSA image. This stereo-pair may be viewed using the 
crosscd-cye technique. 

set to high values based on their original intensities and the projections were formed 

with the modified algorithm, using the gradient calculated from the original volume as 

('stima tes of yoxel surface normals. 

Fip,\U (' 4.14 is nn example of the merging technique applied to DSA images and MR 

!olllo!2,ltlphic data and Figure 4.15 is the result when applied to a CT volume. In bath 

cases, t Il(' fiducial markers are identified in an unsubtradcd angiogram and used to 

caklllat<> th!' DSA image gcomctry and the neccssary volume manipulation parameters. 

The t()Ill()~laphic volumes arc then loadcd into the PIXAR, interpolated to cubie voxels, 

ol'imtccl to match the r<'quircd vicw and diffcrcntially scaled to mateh the perspective 

lIlagJlificatioll (as dcscribcd in detail in §4.3.3). The MR volume is rendered using the 

lllodificd algorithm tshoWll in Fig. 4.14), while the CT volume is rendered using the 

()['i~ilwl PIXAR method (shown in Fig. 4.15). 
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Figure 4.15: Merged rendering of CT data set and corrcsponding 
DSA image. This stereo pair may he viewcd using the crosscd-eyc 
technique. 
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4.5 Problems with Rendering and Merging 

4.5.1 Robustness to parameter selection 

hllngc~ cI'<'llted by the rendering algorithm arc sensitive to the parameters chosen for 

opacity mnpping in the segmentation algorithm and to the parameters chosen for lighting 

dircctioll. A small change in the opacity mapping in the segmentation has a large affect 

ou surface visualization. A stecp opacity ramp at the edge of a region rcsults in a very 

hnrd, lloisy ~mrfacc. However, a ramp that climbs too slowly causes definition in the 

cortical folds tü he lost, resulting in an image with low contrast surface and details. 

The light.iug mode! used hy the Chap Volume software library is a black box. It is 

lilllitcd ill that it is Ilot possible to control the amount of diffuse and specular light used 

t.o ilhullillate il model. However, if a single light source is uscd, ccntering the light source 

a t t h(' viewing focal-point (viewer-ccntered lighting) yields acceptable images. Multiple 

li.!!,ht. sourccs cau he simulatcd by ad ding the cnhancement due ta each source to the 2D 

:-.licc hefOl c projection. 

4.5.2 Dependency on segmentation algorithm 

The fil'st step in the rcndering algorithrn consists of mapping the acquired data into 

a matte' volulllc used for segmentation. Each voxel in the input volume is essentially 

c lassifkel llsiug Ct Dayctiian estimate of the percent age of each tissue of interest within 

t hat yoxel, sinct' a binary classification will introduce artefacts in the final projection 

reIldt'ring. The use of a probabilistic classifier reduces the depcndency on the actual 

rcsnlts of the S('glllcutation. However, a misclassified volume is not interpretable. Future 

proj('dti willnced to include work on better algorithrns for automatic segmentation. 

70 



4.5.3 Robustness to slice thickness 

Direct 3D volumetrie rendering works best when the data s('t has isot.ropie r('solut.ion, 

sampled at (or ab ove) the N yquist frequcncy. When this is Ilot the rase, aliasillg artifaets 

are apparent in the rendered image such as stair-casing, balldillg or striping. \Vhm tll(' 

slice thickncss is large compared to the inplane l'l'solution, surfac{' rClld('ling t('dmiqlH's 

(marching cubes, dividing cubes, surface contour tessclation) produc(' lllor(' a Urartiv(' 

irnages. Howevcr, l am not certain that this is better, SillC(' it giv('s t.ll<' vic'wI'r a fals(' 

sense of data quality. Work has been donc in the contcxt of illtt'llig('ut, iut(T}>olat.ioll 

by Liang ct al. in [55], in order to overcornc this prohll'lll for vol ullIt'tric l"t'lH!Pl inp; 

Their tcclmiqne use a contour following algorithm after structUl<'s have h(,(,1l id<'1ltifit'd 

in two consecutive slices. To crpate an slice oetwCCll the two originals, tll<' ('(l\\!,Ol\n ... 

and the grey level regions contained within tht'll1, arc interpolat,pd. U Ilfortuuat dy, t his 

technique depends on a good segmentation algorithm. A more direct solution would 

involyc modification to scanning protocols to obtain volumes with iHotropic n'solutioll. 

4.5.4 Occlusion artifacts of merged DSA on tomographie vol­

ume 

Tbe rendered images contain a numher of depth cues to give the impr('s~ion of ft 3D 

secne. Among thcse include dcpth shading, perspective, occlusion and liglninp; high­

lights. When a pair of images is rendclcd to match the stCl'('O DSA imag!'s, sh'n'o ('11('~ 

also aid in the perception of depth. However, the snch eues will oppose thos(' of oc­

clusion whcn a vesse! apparently cnters an opaque t.issue and is Ilot hiddell hy iL Dy 

making transparent renderings of the of the anatomical surfaces, the dc'pth ClICS due to 

occlusion are reduced, and consequently minimize possible confiicts. 
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4.5.5 Artifacts of pseudo stereoscopy 

The htereoscopie projection images are rendered from a partieular viewpoint. If the 

imagc's are Ilot vicwed from the same viewpoint, sueh as wh en the neurosurgeons flip left 

itIld lip,ht. images when viewing with crossed-eye stereo, the rendered depth eues confliet 

\Vi th the' ste! eo elles. Simple additive projections could be used for both forward and 

backwill'd vi('willg, however a simple radiograph would give the same information with 

il llluch hip,llC'r quality and volume rendering would not be necessary. 

4.5.6 Computational cost 

Dil ('('t volume visualization is a eomputationally expensive technique to make 3D projec­

tioll illlages. Interactive manipulation of the volume would be neeessary (but currently 

impossible) to examine aIl of the data. Since th<:' rendcrings are merged with given stereo 

vicws, t.he pOhsible vicwing geomctry is limited to specifie AP and lateral images. It is 

possible to pre-calculatc a sequence of images (each with a differcnt amount of tissue) 

for intel active panning through the volume. With a small amount of pre-planning of the 

\'i!->ualizatioll, thil'ty to sixt Y images could be rendered in the hour before the surgeon 

sits down for the analysis and planning. 

4.6 Summary 

The rendering techniques presented in this chapter pro duce projections of tomographie 

data S(,ts that allow the user to visualize the anatomy in a natural 3D format. The 

l'(,Ilclcrillgs do not use ally specifie surface detection schemes, rather natural surfaces 

me cllhnnccd during the rendering operation with the task of interpretation left to the 

observer. 

The merging of the DSA projection with the tomographie volume depends on the use 

of t.he fiducial markcrs and the stcrcotactie frame. It may be possible to use anatomieal 
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knowledge, locating a number of anatomical lalldmarks in both tht' VOhllll<' and the 

projection, along with the known scanning parameters of both lllodalitit's, tn crf'utp a 

matched image. 

A large nmount of the information in the tomographie volume is corrclatcd. Th!' 

shadcd surface renderings enhance the surfaces cxisting the in data, and in a !WllSt' may 

show aH of the relevant information from the study. If ouly the matrhed stc'reo vi('ws 

of the 3D tomographie reconstruction and DSA proj('ctioll dCbCl ibcd a ho\'(' 11<'('<1 to 1)(' 

saved, the rendering technique may be consider('d as an eff('rtive', destru,tivp, high-mt(' 

data compression seheme. While the tomographie data sets rc(plÏre largf' 1lH'lllory an'as 

for storagc, the rcsulting stereo pair occupics a fraction of the spa('~. 

The images ereated eontain information of Loth vasculatul'<' and anat.omy Sinc(' 

the rendcrings are crcated using the samc gcolIldry as the' DSA proj('ction, the ('xisl.­

ing stereoscopie stcrcotactic analysis boftware may 1)(' llsecl to locah' points, IlH'aSI\J(' 

distances and plan probe trajectorit's in the alla tomical volume. This t,{'e!llli(l'H' for ("o1lI­

bining data from diffclcrlt modalitic,~ is new and constitutl>s tl1e first ~t<'p towarcls OH' 

realization of a truc 3D stereotactic surg('ry planning workstatioll It i~ <'llvlsaJ!pd tlmt. 

in i ts ultimate rcalizatiol1, the surgeon will in tcract with the imagc' Il~illg a hallcl·lll'ld 

3D localizing probe. 
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Chapter 5 

Projection Accuracy 

Rend('rcd images of tomographie data are merged with DSA images for quantitative use 

ill the stcrcotactic planning system. Rendered image quality rlepends on a number of 

fwtOlS illc1nding noise, eontrast, spatial distortion and sharpllcss. (A good description 

of ('(\ch cause is given by Hendee in [34J.) This chapter addresscs the question of image 

sharpllcss; a me(ll>ure of the blurring of an object 's true projection represented in a 

rCIHkrC'd image. The blurring is due ta original data sampling limits, patient motion 

al ti[ad,~, image rcndering gcometry, and finally the olsplay characteristies. 

SHluplillg and patient motion artifaets are not trcatcd hcre, as the use of the stereo­

tactie [taIlle (in CT amI MR) or foam-lined head-holder (for PET) fixed ta the scanner 

("(Juch lllillilllizes lllO::,t motion ar tifacts. Assumptions made in chaptcr 4 regarding sam­

pliug llJ>J>ly 11<'le. That is, the volumetrie data set, V, reprcsents an ob ject, 0, sampled in 

3D spat'c nt or gl('atcr thnn the Nyquist frequeney. If this is Ilot possible, the assumption 

is llwd(· that t.he value associated with a voxcl rcpresents the average measured value 

withill t.he volume clement, which rcprescnts a low-pass filtering of the abject before 

sam pling. 

The image quality cau be churacterizcd quulltitatively in two ways. The ideal pro­

jection of a point, a, from the abject, 0, is dcseribed by P(a). If PO is the rendering 

projection operator, thcn the point spread function (PSF) of the volume rendering pro­

cess is ddillcd by the projection of a single voxel, P( a), outo the image plane. Similarly, 
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the modulation transfer function (MTF) describes the blurring br spt'('ifying how wdl 

each spatial frequency in the true projection, P(a), is prescrvcd in the voltlIUe rendtTinl?, 

projection, P(V). The MTF is the normalized modulus of the Fourif'r trallsform of t.he 

PSF. 

This chapter begins by deriving the PSF for straight orthographie plOjf'd,ions, fol­

lowed by arbitrary angle orthogonal views and arbitrary perspective viewH. The n'Httlt~ 

are confirrncd experimentally and the MTF is Illeasured by computer ren<1('r('<1 illmg('S 

of random points distributed in the data VOhlllH'. 

5.1 Orthogonal projection 

"\Vhcn creating a direct orthogonal projection the PSF is due to the projed,ioll op('r­

ator only. Suppose p(x,y, z) is the density function of the object, 0, cOllvolVC'd witl! 

the imaging system PSF. Let the X-, y- and .o-axis dc'fine the wOlld (or ht<'f('o!.ac­

tic frame) coordinatc system. The sampled density function, p,(.T, y, z), is dcfillcd hy 

measurements performed at a finite sampling rate described by: 

x y ;; 
Ps(x,y,z) = comb(-,-,-)p(.r,y,z) 

Xs y, Ys 
(5.1 ) 

where xs, Ys and Zs are the sample intervals in thc I-, y- alld z-dircctiom, rc~p('ctivcly 

of the Dirac delta functions of thc 3D comb function [7], with the result.ing silmpkh 

bcing storcd in the volumetrie data set, V. The ~y -, Y-and Z -axes defilH' the' 

volume coordinate system, with transformatiol1ll1atrix TU/v defining th!' WOlld-to-voxC'} 

coordinate system mapping. The sampling volu1llc of 0 is limitrd in space hy Xmlr" 

X max ; Ymm, Ymax; .oman, ZI1lGX in thc VOhUllC coordillate system. 

Images arc formcd hy projecting the volumctlic data set onto the imag(' plane, whos(' 

coordinate system is defined by the u- and v-axis at 'W = O. The w-axiR ('xtends ftom 

of the image plane towarcls the viewer. The transformatioIl matrix Tvs dcfiIl<'s tll(' voxel 

to scrccn mapping. 
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volumetrie 
data set 

v 

l::X 

plane 

Figure 5.1: Orthographie projection of the volume. The projection 
rays are parallel to a major axis of the volume. The rays pass through 
the volume, resampling it, and project onto the image pla.T),e. 

When creating a projection image, it is necessary to sample the measured data vol­

ume arbitrarily along a given ray (see Fig. 5.1). An estimate of the continurus function, 

p(x, y, z), within the volume must be reconstructed from P30 prior to resampling. If 

the object, 0, is spatially hand-limited (p has negligible frequency components outside 

the range Il,r1 ~ Ex, If yi ~ By, Ifzl < Ez, where fx, I y, fz are the signal frequencies 

and Ex, By, Bz are the frequency limits in the X-, y- and z-axis respectively) and 

sampled nt a rate greater than the Nyquist frequency, its density function, p, can he 

cxactly reconstruded from the sampled data points by sine interpolation [68]: 

= P5 + [sinc(2Bxx )sinc(2By y)smc(2B.,.z)] , 

(5.2) 

l
xmoz lYm.% l zmo% [SinC(X - 2Bxx') sinc(y - 2B y') sinc(z -- 2Bz Z

1
)] 

P5(X
I
,y',z') 2B 28 y 2B dxdyd::, 

r m1n Ym," Z,nln X y Z 

1 Zmll,s lImaz ZY7las 

- BB B B L L L p5(m, n,p)sinc(x - 2Brm)sinc(y - 2Byn)sinc(z - 2Bzp), 
x li z P=Zm'n n=Ymtn m=xmln 
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where '*' signifies the 3D convolution operator, h v is the separable 3D reconstruction 

kernel and x', y' and z' are the variables used for integration in the continuous domnin 

and m, n and p are the corresponding variables used in the diserete domain. In Il 

sirnplified form 1 

p(x) = E p,,(i)/w(x - i), (5.3) 
ieVol 

where i = (ix, iy , i z) is a sample point and the snmmation over li 01 eovers aU the samplf's 

within the extent of the volumetrie reconstruction kerncl hl' centcred on x = (x, y, z). 

Sine interpolation is used in this derivation sinee it appf'ars2 that the' PIXAR impl('­

rnentation of the affine transformations used to gcornetrically manipulate the VOlUIlll' 

uses a truncated sine kernel and the use of a sine reconstruction kcrncl greatly simplifi(ls 

the deri vation. 

The value of points u = (u, v) in the image plane is ealculateel by integratioll along Il 

line through the volume (see Fig. 5.1). Since orthographie projections are llsPel, the rnys 

are pm'aBel to the Z -axis and the (Xi u) and (Yi v) coordinatc systems are aligIl(ld. Due 

to the imaging geornetry, the rays are also pm-aUel to the w-axis of the' imag(l plarl<' 

coordinate system. For an additive projection inlage, the point vaIncs in th!' image 

plane are given by: 

leu) 1
Z2 

,,>(w)dz, 
ZI 

(5.4) 

r 2 

}z L p,,(i)hv(w - i)dz, 
21 ieVol 

(5.5) 

where Zl awl Z2 are the minimum and maximum volume limits in the Z -direction and 

w=(u,v,z). 

Instead of reconstructing an arbitrary point by convolviIlg the reconst.ruction ker­

nel \Vith aIl the sample points and projecting the result to the image plane, (,oIlHidc'l' 

projecting aIl the samples to the image plane and convolvillg them with the proj('dion 

lUsing notatioll from Westovcr ln [101' 

2The affine transformations implcmentcd by PIXAH. arc proprietary, and the doculrI('ntatlOn <loes not 

cxplicitly ~tate the type of kerneluscd. However, experilllcnts discussed at the end of tllls chaptcr I/Idicat/! 

thc usc of a sIne kernel, truncated after the first negattve lobe 
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of the reconstruction kernel. Thus, the reconstruction of the projection of an arbitrary 

point may be perforrned completely in the image plane. 

If the summation over i is moved out of the integral in eq. 5.5, then the intensity 

of points in the image plane is due to the sum of the projection of each sample point's 

contribution to the reconstruction of a given point w = (x,y,z). 

r 2 

leu) = I:}z P!(i)hv(w - i)dz. 
ievoi z} 

(5.6) 

Considcr how a single sample point, i, contributes to the reconstruction of an arbitrary 

point x = (x, y, z). The point i must be included within the extent of the volume 

reconstruction kernel centered on x. This scalar value Tj is given by: 

Tj(X) = Ps(i)hv(x - i). 

The projection intensity due to sample i is given by: 

Ii(U) = r2 

Ti(X)dz, 1z } 

= r2 

Ps(i)hv(x - i)dz. 1z} 

(5.7) 

(5.8) 

(5.9) 

Sincc the sample point Ps(i) is a constant independent of z, it can be moved out of the 

iIltegral: 

(5.10) 

SlIbstituting eq. 5.10 in eq. 5.5 gives: 

f Z
2 

l(u) = L PS(i))7 hv(x - i)dz, 
jeVo/ z} 

(5.11) 

i.c., t.he intcnsity field in the image plane due to the projection of an arbitrary point, (x), 

is eqllal to the SUffi over the convolution of the reconstruct;on kernel's projection with 

cach samplc point within the extcnt of the kerncl. Replacing hvO with the separable 

3D si1lc interpolation function gives: 

t 2 

Jeu) = E P3(i)sinc(x - i:zJsinc(y - iy)}z sinc(z - iz)dz. 
iEVol z} 

(5.12) 
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If Zl and Z2 represent the minimum and maximwn limits in the z-dircction in tilt' 

sampled volume then Jz~2 sinc(z - iz)dz ~ 1 and the image plane intensity field is 

due to 2D sine interpolation of the projected sample points. The intellsity of the 

point spread function of an arbitrary point x that projects to the image point u (i.e. 

(u,v) = Tvs ' (x,y, z), where TtJ~ is the voxel to screen transformation) is defiued by: 

lCu) = E P6(i)sznc(x - zx)sznc(y - iy) ( 5.13) 
ieVol 

If the object has been sampled at a rate exactly equal to the Nyquist frcqnelley, tl1<'n 

the zero-crossings of the 3D 3inc function will faU at sample points (i.e. the valU(' of tlw 

reconstruction kernel for a givcn samplc point will be equal to zero at the position of t.he 

neighboring points), so that the reconstruction of a point coinciding with a sampl{\ point. 

is the sample itsclf. If the image is projected onto a matrix with the SaJile sl\mplilli!, 

rate and phase as the planes parallel to it in the volume (i.e. the pixels lille np exactly 

\Vith the voxels), then the projection of that data point is simply a voxc1-to-pixd copy 

and add. This is exactly the method used for projection rendering hy t.he PIXAR's 

ChapVolume software library. 

For an orthographie projection the reconstruction kernel does not change for diff('r­

ent voxels, hence the point spread function is spatially invariant [101]. However in il 

perspective view, the sampling rate changes with respect to distance from the ser('<'l1 

Thel'efore, the PSF function must be modified to take i11to accollut the divergent rays of 

a perspective projection, or in the case of the truncated vicwing pyramid, the refinement 

must take Înto account the changing sampling rate. 

5.2 Arbitrary orthogonal projection 

Since orthographie projections are used by the PIXAR to l'en der images, the H1Lmpled 

volume must be transformed to match the required view. An arbitrary orthogonal vi<,w 

of 0 is formed by applying rotation (R) and translation (T) transformations to V beforf' 

projection, 80 that the front face of the volume is parallcl to the image plane-. If 0 i:; 
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sampled isotropicallyand the measurement of the density function satisfies the Nyquist 

criteria ~hcn the transformations are equivalent to resampling V by a 3D array that is 

positior ed and oriented to give the required vicw by V'. 

If the dcnsity function is band-limited (with bandwidth B) then the convolution 

givcn by cq 5.2 becomes: 

P Pa * hv, (5.14) 
1 Zma.r Ymar Xmaz 

= 8B3 l: L L Pa(m,n,p)sinc(x-2Bm)sinc(y-2Bn)sinc(z-2Bp). 
P=Zmln n=Ym.n m=Xm.n 

where X mm , Xmax , Ymm, Ymax, Zmm, Zmax, m, n, p, x, y and z are as defined for eq. 

5.2. The dcnsity function is exactly reconstructed from its sampled points prior to 

resampling \Vith the ncw 3D array to form p~O. This array lllust also fulfill the criteria 

for Nyquist sampling frequency (i.e. have the same spacing as in the first array) so that 

arbitrary points in the transformed volume may be reconstructed. 

ECjllation 5.3 gives the exact value for the dcnsity function P ?,t any point x in the 

01 iginal data volume. The density value of aU sample points i' in the resampled volume 

are calculated by applying the inverse transformation, T-l R -1, to x' to find the position 

of the point x in the original volume. Equation 5.3 is then used to give the value for 

p(x) which is cqual to p~(x'). The density of a point in the transformed volume is given 

hy: 

p' - p~ * hv, (5.15) 
1 z:noz y:naz x!na.r 

SB3 L L I: p~(m', n',p')sinc(x' - 2Bm')sinc(y' - 2Bn')sinc(z' - 2Bp'). 
p=z~lIn n:=Y:n.n 7n=x!n.n 

WhCl'C X" " , , , , ln', l , " cl' d t th' 
7IUtl' X mar , Ymm' Ymax' Zmm' Zmax' n, p, x, y an z correspon 0 elr 

tlIlprillled cOllllt.crpru-ts as defined for eq. 5.2. 

Thl' PSF of the projection of an arbitrary point is given by applying eq. 5.13 to 

the poillt. x' usillg p~() illstead of pl) and integrating along the z'-axis in the reoriented 

\'OIUlll<'. If the "olume V' is isotropically samplecl at greater than Nyquist, the projection 

of the 3D kernd will have the same shape, regardless of the projection direction. 
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5.3 Perspective projection 

A perspective projection is created by scaling each slice in the volume parallcl to t.he 

image plane proportional to its distance to the plane. This creates a truncatcd perspcc· 

tive viewing pyramid, V", with its base pataUel to the image plane. While V' continues 

ta have isotropie resolution, V" is no longer isotropically sampled, sincc th" samplillg 

rate changes when the slices are scaled. If V' is sampled cxactly al. the Nyqllist Emit, 

the size of the slices can only be increased sinee scaling thcm down violates the samplillg 

criteria and arbitrary points can no longer be recovered from the samplcd points. 

To calculate the reconstruction kernel of an arbitrary point x" = (x", y", Zll) in the 

viewing pyramid, its corresponding source point x' = (x', y', z') in the oriC'utecl volume 

must be found. This is done using the scaling factors that were uscd t.o cr.pa.t.e tJH' 

truncatcd perspective viewing pyramid. 

The point x' has a separable 3D sine reconstruction kcrncl associatcù with it aH 

shawn in the last section. (The 3D shape at F'WHM of the its central peak is a right. 

hexahedron, i.e. box-shaped.) The kerncl associated with x" is estimated by geomctl'i· 

cally scaling the one of x' by the same parameters uscd to scaie the sliee containing x', 

It will be scaled in the x'- and y' -directions. 

The reconstruction kernel of x" can be calculated more exactly hy differcntially 

scaling x"s kernei from front to back. The resulting shape of its peak nt FWHM 

resem bics a trapezohedron (truncated pyramid). 

The rcsulting point spread function i5 calculated by projccting the reconstructioIl 

kcrnel outo the image plane, givcn by: 

, '1 l " 

l( ) "", (0') , (x - ~X)' (y - 'ly ) 
U,V = L- p~ 1 smc S (") smc S (") 

i'EVol x' ZZ y' Zz 

(5.16) 

where Sxl(i~) and Sy,(i~) are the perspective scaling paramcters in the x'- and y'-

directions. 
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5.4 Practical limits 

The preceding discussion is based 011 two assumptions: aIl sampling is performed isotrop­

ically and at a rate at least twice that of the highest frequency component in the original 

density function; and the reconstruction fllter is designed to pass an frequcncy rom po­

nents of the reconstructed point without distortion. Pratt [81] defines two contributions 

to the reconstruction error; the difference betwecn the interpolation function used and 

ideal reconstruction ke.'nel, and the fini te bounds of the reconstruction kcrnel that cause 

truncation artifacts. Since the actual implemented reconstruction kernel is limitcd in 

size, arbitrary points are reconstructed to finite precision. 

A number of interpolation kernels can be chosen. A square pulse function is the 

easiest ta implement and results in a nearest neighbour or zeroth-order interpolation. A 

triangular pulse is used for !inear interpolation (and is the result of the convolution of 

two square waves). The reconstruction kernel used in the affine transformations of the 

pixel windows in the ChapVolume software library [2] is the truncated sine function. 

Each resam pling operation can be seen as fiat tening, the responsc from a poin t sourC(' 

by convolution of each point in the volume by the PSF. In order to create the pcrspcctivr 

viewing pyramid there are seven resampling operations. The final image is convolvcd 

with six point spread functions before the perspective scaling is applicd. Howcver, not 

an six are applied in the same direction, for exarnple a rotation about one axis blurs thr 

data in cach plane perpendicular to the rotation axis. The blurring is considprcd to have' 

two components, one along each in-plane axis due to the two resampling stcps applicd 

during the rotation algorithm. Hence, the three rotations contributc two convolutions to 

each axis. The translations blur the data only in the direction of the translation, adding 

one convolution to each axis. Therefore, the extent of resulting PSF is expected to be 

threc times broader than that due to a single convolution (before perspective scaling is 

applied). However, its FWHM increases by only eOapproximated by the convolution of 

three gaussian kernels. Thus, the expected resolution is on the arder of 1.8 pixels. 
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1 , 5.5 Experiments 

In the prcvious scction, a PSF was defined theoretically in terms of the affine transforma­

tion interpolation filter used to geometrically manipulate the volume before projection. 

Here, cxpcriments are performed using two methods to confirm the estimates made 

above. First the PSF determined by rendering a single voxel is plotted and, second, the 

MTF of the projection of a random field is measured. 

lu order to separate scanning and imaging errors from those involved with thè ren­

dering, the data sets for the experiments are created mathematically. Single, randomly 

placcd voxels are used to measure the PSF and a uniform random field placed within 

the volume is used to determine the MTF. The volumes are rendered using the direct 

volume rendering technique described in Chapter 4. 

The MTF shows how the unit spectrum is modulated by the system. The MTF 

curve describcs what fraction of the input is transferred though the system at each fre­

(ltlency, detailing the system's ability to transfer the l:lwest possible sinusoidal contrast 

di ffcrcnccs. For a given object contrast, Oc, and image contrast, lc, 

(5.17) 

wherc Smax and Smin are the maximum and minimum object intensities and [max and 

1711111 arc the maximum and minimum image intensities, the M'TF i8 the r;ttio of image 

cOlltrast to object contrast for a given sinusoidal frequency of contrast change, and when 

i8 cvaluated at each frcquency, we have 

(5.18) 

Direct l11casurement of the MTF is tedious, however it may be determined by calculating 

the modulus of the Fourier transform of the PSF, 

1 f oo () -21ft/rd 1 
MTF(J) = -ooP X ex, 

J~p(x)dx 
(5.19) 

where p(:/.') is the amplitude of the PSF, measured at a distance x from its center or by 
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calculating the ratio of the power spectrum of the system output (the projection image) 

over the input (the random field). 

In the spatial domain, the PSF is the 2D unit re~ ponse function, which describcs how 

an input point is transformed by the system. In general, it may or may not he spatiaIly 

invariant. A single pixel in the sr~tial domain is replesented by aIl frequen<:'ics in t.1w 

spectrum. Since the projection operator is not ideal, the projection of a voxcl to t.he 

image plane is not represented by a single pixel, but rather by a small group of pixels 

and the MTF shows characteristics of a low-pass filter. Since the image is projed('d outo 

a square matrix, the PSF (and consequently the MTF) is asymmetric. In the invariant 

case (i.e. orthogonal projection), the 2D M'TF can he calculated directly from t.he 2D 

PSP, just as in eq. 5.19 giving: 

1 f oo (00 ( ) -2"1/;r !yxYd d 1 
lvITF(f f) = x=-ooJy=-ooP x,y e x y 

x, y Jx~_ooJy~_oop(x,y)dxdy 
(5.20) 

In t.he following tests of the first experiment, the PSF is determincc1 by averaging 

the projection of 10 different randomly placed voxels w~thin the volumetrie data. sct.. 

Each voxel is set to full intensity (=2047). Geometrie transformations, similar to tho8e 

required to prepare a volume for a given view, are applied. (Perspective magnificat.ion is 

not applied, as it is descrihed by a simple sealing factor.) The volume is thcn projf'ctcd 

using the additive projection technique described in chapter 4. A program is useel to 

automatically locate each voxel's projection, and average them after applying 11 (,1'088-

correlation to mateh thcir centres. 

The first example, figure 5.2, shows a 2D elevation plot, the vertical profile aIld the 

horizontal profile of the average PSF of an orthographically projected voxel subjccted 

to translations in the x- and z-directions in or der to position the volume in front of 

the image plane. The spread along the x-axis is easily seen projected onto the u-axis 

of the image plane. The spread in the z-dircction is integratcd along the w-aXlS, 

essentially nullifying the blurring effect along this axis. 

The next three tests demonstrate how the PSF changes with rotations about each 

axis after the application of a translation operator. Figure 5.3 shows the average PSF 
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Figure 5.2: PSF of voxel after translations only. a) shows 2D elevation 
plot of PSF, b) shows horizontal and vertical profiles through the PSF 
peak. 
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of an orthographically projected voxel rotated about the x-axis after translation. Th(, 

rotation blurs the data in the yz-plane. The projection integrates the biur once ngaill 

aiong the w-axis, resulting in a PSF that is siightIy wider in the v-direction thnn that, 

due to translation only. 

Figure 5.4 shows the average PSF of orthographically projected voxcls rotat.ed about. 

the y-axis after tmnslations. The biur in the xz-plane is projected onto the tt-axis 

of the image plane. 

Figure 5.5 shows the average PSF resulting from a rotation about the z-axis aftel' 

translations for orthographie projections. Th(' biur in the l'y-plane is projected direct.ly 

onto the uv-plane and it easily seen that the PSF is symmetrically wider than the PSF 

eorresponding to translation only. 

The fourth test, shown in Fig. 5.6, examines how the PSF changes with lOtatioIl 

ang,lc. A voxel in the volume is rotated about the y-axis and projccted to a. sillgl!' 

seanlille. The ID profile of the projected point is measured and a gaussian is fit to 

the süIl1ple points in or der to approximate the width of the PSF. The FWHM and 

full-width-tenth-maximum (FWTM) of the gaussian eurve arc measured and plotted 

for rotation angles from zero to ninety degrces at 1 degrce inel'ements. The IJl('asured 

FvVHM inerenses from 1.0 to 1.5 pixels as the angle changes from zero to forty-flv(' 

degrees. The width of the FWHM then diminishes back to one pixel as the anglP 

increases to ninety degrees. This is due to the PIXAR implemcntation of the Catmull­

Rom [10] rotation algorithm. Since the PSF increases with the the angle of rotation, 

transposition and reflection of the pixel window using direct pixel-to-pixel copies are 

used to limit the nccessary rotation angle to the range -45° to 45°, th us ewmring il 

minimum splead. 

Finally, fig,ure 5.7 shows the average PSF from an ol'thographically projected voxel 

aftel' translations and rotations about aIl thrce axes. The FWHM of the PSF is approx­

imatcly 2 pixels wide in both the horizontal and vertical directions. The corresponding 

2D MTF is shown in Fig. 5.8. It is interesting to note the existence of small ncgativc 
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side-Iobes in the PSF profiles. This is consistent with the use of a truncated sine inter­

polation kernel. The relatively small magnitude of the negative lobes, compared to the 

size of the central peak is indicative of a gau8sian envelope modulating the kemel. 

The MTF i8 calculated directly in the second experiment. A randorr. field 15 created 

by generating uniformly distributed random numbers in '~he range 0 to 511 for each 

pixel in a 256x256 2D image. The 2D Fourier transform i8 calculated on a 128x128 

window of this input plane using a radix-2 fast Fourier transform (FFT) algorithm [4]. 

The random field is placed within the volumetrie data set in a plane parallel to the 

projection plane. Translations and rotations are applied to the volume along each axis 

and the output image i5 formed using the simple additive projection scheme, as before. 

The FFT of a 128x128 window of the output image is then calculated. Figure 5.9 shows 

the plot of the 2D MTF calculated by averaging the ratio of the magnitude of the output 

matrix FFT over the input FFT for 32 input/output matrix pairs. 

Figure 5.0 shows the normalized horizontal and vertical profiles of the MTF through 

the transform's zero frequency term. The F\VHM or 3db point of the PSF i8 often 

uscd to dcfine system rcsolution, since two points with closer 8pacing than this will 

not be resoh·cd. Here, the 3db point on the MTF curve calculated from the PSF is 

approximately 0.2ï cycles per pixel horizontally and 0.31 cycles per pixel vertically. 

This corresponds to a resolution of 1.6 pixels horizontally and 1.4 pixels verti calI y. 

vVhen measured on the MTF of the random field projection, the 3db point falls at 

0.32 and O.3-! cycles per pixel horizontally and vertically respectively, corresponding 

to resolutions of lA and 1.3 pixels in the two directions. The measured value of the 

FWlf:\r of the rendcring PSF is consistent with that theoretically estimated in section 

5.4 . 

It is interesting to note that the resolution measured from the MTF does not exactly . 
correspond to the F\YHM of the PSF in Fig. 5. ï. There are two reasons for the 

discrepency. 1) A single projected point is spread over a small area. Thus, only three 

ta fi\"!., non-zero samples are avrulable to estimate one of the vertical or horizontal cross-

.. ' 
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sections of the PSF. This small number of data points limits the refinement of the fitting 

parameters, even though the experiment was repeated over a large number of points. 

2) Expcriments have shown that the PSF has the shape of a truncated sine function. 

Howcvcr, a simple gaussian model was used to estimate the FWHM of the PSF. 

Othcr experiments have shown that any 3D point, at a constant distance from the 

imagc plane has the same PSF for a given geometric transformation, regardless of its 

spatial position. The PSF of points at different distances from the image plane have 

diffcrent PSFs due to the differential scaling of the perspective view, Ïlowever they are 

directly enlarged or minified by the perspective magnification factor. Since the PSF 

is point-to-sercen distance dependent, the MTF is as well. As the point cornes doser 

to the center of projection, the scaling magnification increases, enlarging the PSF and 

decrcasing thc eorresponding MTF. 

5.6 Summary and discussion 

This chapter has presented a derivation of the 2D point spread function of an arbitrary 

point in a volumetrie data set when creating a volume rendered perspective projection 

in order to quantitatively describe the image quality. The derivation is based on an 

isotropieally sampled band-limited volumetrie data St;!t. The processing described in 

this chaptcr supposes that the projection operator is of the simple additive type, in 

orcIer to maintain system linearity. 

Experimentation consisting of projecting single voxels and random fields has con­

firmed the theorctical size estimates of the PSF. An orthogonal projection has a PSF 

duc to translations only, and as shown in Fig. ,5.2 is approximately 1.5 pixels FWHM. 

The PSF of an arbitrary orthogonal projection is between 2.5 to 3.5 pixels FWHM and 

a perspective perspective view of the volume increases the width of the PSF by the scaIe 

of the perspective magnification. The PSF is not necessarily symmetric along each axis, 

as the width in each direction depends on the projection of the reconstruction kernel in 
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that direction. The measurements of the MTF ealeulated from the random field eonfirm 

these estimates. 

The MR tomographie volumes eommonly used in medieal imaging have a pixel size of 

1.2 mm. The results in this ehapter indieate thal a tomographie voxel is blurrcd over an 

approx: 'nate extent 4mm in diameter at FWHM in the image plane bcfore perspective 

magnifieation. The Siemens Digitron/ Angiotron DSA unit has a selectablc focal spot 

size and field of view. When imaging with a focal spot size of 1mm and a field of vicw 

of 170 mm, the spatial resolution in the object plane is almost 4 line pairs per mm [35). 

A single point is spread to 0.25 mm at FWHM. While there is more thall one order of 

magnitude difference in resolution between the two images, the merged projections arc 

still useful for loealization sinee the tomographie projection image gives an anatomieal 

eontext for visualization of the vaseulature. 
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Chapter 6 

Discussion and Conclusion 

6.1 Summary of technique 

This thcsis has presented methods for merging the eomplementary information from 

multiple medieal imaging modalities. In partieular, the goal of merging tomographie 

image data (MR and CT) with DSA projections has been realized. The method is based 

on the presence of fiducial markers during scanning whieh define each modality's imagmg 

gcomctry. The perspective projection parameters are calculated from the positions 

of thcsc fidueial points in the DSA image and then used in the volumetrie rendering 

algori thm to project the tomographie data set onto an equivalant image plane. The 

two mntched projections are then merged by overlaying the DSA image on top of the 

volume rendering. 

Direct volume rendering yields aceurate 3D projection images that are free from the 

artifncts associated with threshold-based rendering methods so that soft, fuzzy or ill­

defined surfaces within the volume can be visualized. The rendering technique permits 

one to dircctly view 3D anatomi.:'Ù structure previously inferred from 2D tomographie 

slices. vVhcn mergcd with the DSA projections in stereo, the neurosurgeon is provided 

with accurate, unclouded 3D images relating anatomy to vasculature. 

SillCC aIl imaging is performed in the stereotactic environment, the merged images 
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have the same geometry as the DSA projection images. They can be uscd immcdiatcly 

in the stereotactic planning software to determine the location of target points and 

position 3D probes, simulating surgery. No extra software tools need to he written to 

access and analyze these new images. 

Viewing the images in stereo permits the analysis to occur in 3D, subjcct to sorne 

constraints [36], which allows the neurosurgeons to consider unorthodox paths for probe 

placement that would he difficult, if not impossible, to evaluate using a simple 2D bi­

plane technique. The visualization of vessel structure and surrounding tissue in thcsl' 

stereo-pairs allows the neurosurgeon to identify both the target and the vasculaturc­

free path required to attain it without having to refer to multiple images. Sclectively 

choosing regions of the anatomy to he visualized with the vasculature helps to determine 

their spatial inter-relationships, thus aiding in diagnosis and surgical planning. 

Another difficulty in stereotactic procedure planning resides in the selection of fi 

triphenation site l . If this hole lies directly above one of the surface vcsscls on the 

cortex, it may not be used since any stereotactic instrument cntering the hole may 

pierce the vesse!. Volumes of magnetic resonance angiography (MRA) data have b('cn 

rendcred using the modified technique descrihed in chapter 4. The neurosurgcons are> 

excited about the possihility to view, and directly evaluate, the position of vcsscls on 

the surface of the cortex. Not only does this allow them to avoid the surface vesscls, 

but major important gyri can be located and circumvented as well. 

6.2 Accuracy 

Stereotactic localization demands a high degree of measurernent accuracy, and an ex­

tensive study of this issue has been made with respect to the raw images obtaincd from 

each of the modalities [73]. It has heen demonstrated that the measurcd values hav(' 

an accuracy of ± Imm in DSA, and transverse CT and MRI. 3D image reconstruction 

lSmall burr hole through the skull giving access to a lesJOn when using stereotactic instruments. 

98 



.. 
1 

-

uscs manyoperations that involve interpolation and rotation steps, each of which de­

grades the modulation transfer function of the imaging operation to sorne extent. The 

derivations and experiments in chapter 5 show that the FWHM of the PSF of the ren­

dered images is approximately 4 pixels in diameter, which degrades the resolution of 

the rendered image to 0.25 line pairs per mm. 

6.3 Future work 

This thesis has only begun to scratch the surface of 3D medical data visualization 

through direct volume rendering. Four areas of work may he identified to extend this 

projcct: the rendering algorithm itself, preprocessing techniques, other applications and 

thc dcvclopment of a user interface. 

6.3.1 Algorithm 

A ~'actOl' limiting the use of this technique is the algorithm 's high computational cost and 

the rcsulting lengthly processing time associated with rendering images for each study. 

The volumetrie manipulation and projection for single renderings take approximately 

12 to 15 minutes per view and a stereo pair requires 20 to 25 minutes. This is definitely 

Ilot an interactive technique. However, most of this processing tirne is due to geometric 

manipulation of the volume, as only one to two minutes are required for the actual 

projection. Mcthods must he examined to determine how the oriented volume can he 

rcndc"cd with different levels of ohscuration to aid in the analysis. 

While the rcnderillg model is very simple, it should he extended to increase the 

rcnliHlll of the rcndcred images. The lighting model should take into account multiple 

light sources as well as diffuse and specular refl.ection from different surface types to 

crcatc more visible highlights. Shadows could he incorporated into the rendering model 

as well. (Each of these would incur an additional computational cost.) 
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6.3.2 Preprocessing 

Interpolation of the volumetrie data sets in the axial direction is often neeessary when 

dealing with medieal tomographie images. The simple interpolation methods used in 

this thesis result in aliasing artifaets present in the rendered images. A direct solution 

would be to modify the seanning proto cols to obtain more isotropie volumes. 

A major obstacle to volume rendering of MR data in this thesis is an automatie, 

probabilistie, continuous classification seheme. Sueh a method would permit the use 

of intelligent interpolation algorithms and the creation of meaningful matte volumes to 

mask selected regions of data. 

6.3.3 Other applications 

\Vhile merging DSA with CT or MR has been considered and studied in this thesis, 

techniques to visualize the composition of different volumetrie data sets have not beell 

addressed. Interesting results may be obtained using parameters derived from caeh 

daLd set for rendering. For example, the gradient and segmentation information from 

an MR volume may be used to render PET data in or der to visualize the cortical surface 

activity. 

Many institutions render czne-loops (short animated sequences) of rotating volumes 

as an aid to visualization. Cues due to motion give the observer a stlOng impr('ssioll 

of depth. Until now, these sequences have only been used qualitativC'ly. Sine!' tll<' 

volumetrie data sets acquired stereotactically at the MN! contain imaging gC'omctry 

information, it is possible to project a 3D cursor within the moving volume. The location 

of the cursor within the image is easily caleulated using the vol'lmctrie geometry and 

the projection parameters. As eaeh image in the animation sequencc is presented, 

the cursor position is updated on the screen. This allows cine-Ioops to he uscd tu 

obtain quantitative geometric information. This technique will have to be evaluated to 

determine i ts use in neurosurgieal planning. 
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Volumetrie reformatting (described in chapter 3) is used to exam:lll' the data on a 

sliee by sliee basis. A floating plane display of the volumetrie data may he achieved by 

panning through and displaying slices, parallel to the image plane, from two volumes 

in stereo. The truncated viewing pyramid corresponding to each eye's view would 

be uHed as the volumetric dataset. The planes could he merged direetly with the DSA 

projections, yiclding yet anouther method to merge projection images with tomographic 

data. 

6.3.4 Interface 

A remaining issue is the design of an effective user interface to the system. In clinical 

practicc, the surgeon must he able to quickly retrieve the required data sets from the 

relevant imaging systems, interaet readily with the images in 3D using simple spatial 

pointing systems, refer any operation hack to the original 2D images for confirmation 

purposes, and to quickly manipulate the 3D image (generation of alternate views, in­

teractive 'dissection' of the images, etc ... ). Techniques must also he developed to assist 

\Vith, or to automatieally find, suitable rendering parameters for a given data set. 

6.4 Synopsis 

The technique of merging DSA images witb tomographie data provides another view of 

cxisting data so that more informed, and thus hetter, safer deeisions regarding surgery 

planning can he made. Radiologists and neurosurgeons at the MNI are enthusiastie 

about the work and are looking for ward to using it in everyday practiee. The initial 

cxperience \Vith the system, along with this enthusiasm, leads one to helieve that such 

11 system will he a valued addition to the tools used by the neurosurgical community. 
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Glossary 

• CHAP: CHannel Array Processor. The PIXAR uses a four channel array pro­

cessors to quickly manipulate pixel window data. Each proccssor is applicd to one 

channel of the pixel data. 

• cropping: defines the sub-region of the projectcd image to be vic\\. ~d. Croppin~ 

is achieved by translating the origin of the image plane. 

• CT:Computed Tomography. 

• direct volume rendering: a technique used to create a 3D view of a volumetric 

data set by projecting each voxel directly onto the image plane. 

• DSA: Digital Subtraction Angiography. 

• focal distance: the distance between the X-ray source and the film plane in the 

DSA projection. This distance is equal to the perpendicular distance betwcen t.he 

center of the projection and the image plane in the rcndcred image. 

• homogeneous transformation matrix: a 4 x 4 matrix which detcrmillcs how 

a point (_Y, Y, Z) in the frame coordinate system is mapped onto the imagc planc. 

• image plane: the planar surface (perpcndicular to the principal ray) OIl whieh 

the image of the data volume is projected. Aiso known as the projection plane. 

• MIPS: Million Instructions Per Second. A computational spccd rating. 

• MR:Magnetic Resonance 

• orthographie: a projection employing parallell'ays as if the center of projection 

was located at an infinite focal distance. 

• piercing point: the point of intersection betwcen the principal ray and the image 

plane. Also known and the viewing point or the stare pomt. 
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• perspective: a projection corresponding to the center of projection iocated at a 

finite distance from the image plane. The rays are divergent, emenating from the 

center of projection. 

• principal ray: the ray defining the viewing direction, intersecting the image 

plane perpcndicularly. 

• SIMD: Single Instruction Multiple Data. The architecture of the PIXAR permits 

4 streams of data to be processed simultar.eous by the same instruction by a four 

channel urray processor. 

• stereotactic frame: is attached to the patient's cranium. It provides a common 

frame of rcfcrence for scanning and a base for surgi cal instruments. 

• stereotaxy: is a field of neurosurgery where smaH and deep seated cerebral tu­

mours are approached through a small hole in the skull using mechanically guided 

instruments. 

• volume rel1dering: lS a technique used to produce a 2D image of a higher 

dirncnsional (usually 3D) dataset. The data in the volume is projected onto the 

image plane eithcr directly, or by fitting geometric primitives to each sample point 

and projecting the primitive. 

• voxel: is the smallest 3D element making up a volume. A voxel is the 3D equiv­

aIent of a 2D image pixel. 
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