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Abstract 

This thesis presents a deep learning framework that aims to learn and predict 

microanatomical features from magnetic resonance imaging (MRI) of the rat brain. We 

obtained different MRI contrasts in an effort to understand the underlying mechanisms of 

MRI signals and their relationship to microstructural features. Scientists have studied 

numerous neurological disorders through analysing the brain’s anatomy and functionality. 

For decades, the gold standard for accurately assessing and quantifying microstructural 

biomarkers of several pathologies and disorders in the brain remained to be histology. 

However, since acquiring histological images is only done post-mortem, this results in very 

limited capacity of diagnostics and prognostics. Therefore, we suggest a multimodal deep 

learning framework to learn and predict histological features from their corresponding MRI 

images. Our study forms a proof of concept and includes the preprocessing, registration, and 

optimization stages based on MRI data and histology that we collected in-house for this 

project. In addition, different analyses are conducted to test and analyze the contribution of 

different MRI modalities for learning specific microstructural features in the brain. We 

present a qualitative and quantitative performance assessment of the developed framework. 

Particularly, our pipeline is concerned with using T1, T2, and T2* MRI contrasts to learn and 

predict Nissl and Myelin histology labels through unimodal, bi-modal, and multimodal 

experiments. Our conclusions emphasize the significance of image resolution in such studies 

and shows that the performance of the models improves with an increasing number of MRI 

contrasts that are included in the learning. 
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Résumé 

Cette thèse présente un système d'apprentissage en profondeur qui vise à apprendre 

et à prédire les caractéristiques micro-anatomiques à partir de différents contrastes d'IRM 

de cerveau de rat, dans le but de comprendre les mécanismes sous-jacents des signaux IRM 

et leur relation avec les caractéristiques microstructurales. Les scientifiques ont étudié de 

nombreux troubles neurologiques en analysant l'anatomie et la fonctionnalité du cerveau. 

Pendant des décennies, l'histologie est restée l'étalon-or pour évaluer et quantifier avec 

précision les biomarqueurs microstructuraux de plusieurs pathologies et troubles du 

cerveau. Cependant, comme l'acquisition d'images histologiques ne se fait que post-mortem, 

les diagnostics et les pronostics sont très limités. Par conséquent, nous proposons un 

système d'apprentissage en profondeur multimodal pour apprendre et prédire les 

caractéristiques histologiques à partir des images IRM correspondantes. Le système sert de 

preuve de concept et comprend les étapes adéquates de prétraitement, d'enregistrement et 

d'optimisation basées sur les données IRM et l'histologie que nous avons collectées en 

interne pour ce projet. De plus, différentes expériences sont menées pour tester et analyser 

la contribution des différentes modalités d'IRM à l'apprentissage de microstructures 

spécifiques dans le cerveau. Une évaluation qualitative et quantitative des performances du 

système développé est aussi présentée. En particulier, notre pipeline se concentre sur 

l'utilisation des contrastes IRM T1, T2 et T2* pour apprendre et prédire les étiquettes 

histologiques de Nissl et de myéline par le biais d'expériences unimodales, bimodales et 

multimodales. Nos conclusions soulignent l'importance de la résolution de l'image dans de 
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telles études et montrent une corrélation positive entre la performance des modèles et le 

nombre de contrastes IRM inclus dans l'apprentissage.  
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Chapter I - Introduction 

Since MRI was first developed, researchers have actively pursued the imaging of 

anatomical structures in the brain through advancing the imaging technologies. The ability 

to also probe microstructural features in-vivo is anticipated to revolutionize the diagnostics 

and prognostics of many neurological diseases that present early microscopic markers. 

However, due to several hardware limitations, the ability to capture microscopic information 

using MRI is still very challenging. To date, histological datasets are considered the gold 

standard for studying the brain’s morphology, microstructure, and pathology at resolutions 

that are not achievable by other non-invasive techniques. Histology, however, is a post-

mortem procedure that cannot be deployed for living organisms. It also introduces tissue 

deformations and structural distortions that affect the desired in‐vivo quantitative 

measurements. Therefore,	 current	MRI	 and	 histology	 imaging	 technologies	 do	 not	

provide	optimal	in‐vivo	quantitative	measurements	of	microstructural	features	in	the	

brain. 

In addition to studying microanatomical features in the brain, scientists have been 

intrigued to understand the underlying MR signals. Since these signals are known to be 

related to several physio-anatomical features, studies observing them would often need to 

refer to the corresponding histology data to analyze causality and correlative relationships. 

Overall, complementing in-vivo MRI data with ex-vivo histology data allows for better 

observations of microstructural features, and supports the understanding of underlying MR 

signals. 
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My	 thesis	 research	 is	 motivated	 by	 the	 need	 to	 detect	 and	 quantify	

microstructural	 features	 from	 multimodal	 in‐vivo	 MRI	 data	 without	 the	 need	 to	

perform	invasive	histological	procedures.	

1.1 Brain Imaging 

1.1.1 Magnetic Resonance Imaging 

MRI is an imaging technique based on the fundamental concept of nuclear magnetic 

resonance (NMR). Since it was first introduced, it has been the gold standard for in-vivo 

imaging in several applications due to its non-invasiveness and ability to provide a wide 

range of anatomical and functional information through capturing multiple parameters and 

contrasts [1]. Many MRI studies focus on analyzing the morphometry of the brain, 

specifically its macroscopic and mesoscopic structures. Several longitudinal and cross-

sectional studies track and measure certain morphometric properties of the cortex and sub-

cortical structures, such as volume or thickness [2]–[5]. These anatomical measurements are 

key for studying a range of features and effects that are anatomically detectable and 

traceable, such as aging [6], [7], neurodegenerative disease (diagnosis and monitoring) [8], 

plasticity [9], and several neurophysiological endophenotypes [10]. However, several 

complications arise when interpreting these standard morphometry observations in the 

brain. For instance, the spatial resolution is often reduced due to the fact that statistical 

group analyses require spatial smoothing. In addition, changes observed in these studies 

could be due to factors other than the macroscopic variation in shape, such as image contrast 

influenced by microscopic processes or instrumental artefacts. These changes are often a 

result of a number of microstructural neuronal events, such as axonal sprouting, 

neurogenesis, dendritic synaptogenesis, or non-neuronal events such as vascularization [9]. 
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The main reason behind this lack of specificity is the fact that conventional imaging does not 

directly map a specific MR parameter but is weighted towards it. 

Weighting is a term used to describe the source of the contrast (difference in signal 

between different voxels) in MR images. The qualitative concept of contrast in MRI is a result 

of the difference in response between different tissues when specific pulse sequences are 

implemented. For instance, an image is considered weighted towards a tissue property such 

as T1 (longitudinal relaxation time), T2 (transverse relaxation time), T2* (effective 

transverse relaxation time), or proton density when the change of that specific property 

across different tissues is the key source of contrast in the image. However, the intensity 

values of different voxels in weighted MR images do not represent any meaningful or 

quantitative measurements, and are not consistent across different experiments, subjects, or 

locations. Therefore, conventional weighted MRI scans, such as T1-weighted, T2-weighted, 

or T2*-weighted contrasts may not be the best predictors or indicators of microstructures 

and microanatomical processes. Instead, the growing fields of quantitative MRI and in-vivo 

histology provide more reliable and expressive markers. Detailed review and explanation of 

quantitative MRI is provided in Chapter II. 

1.1.2 Histology 

Histology is a type of tissue imaging that studies morphology under a microscope. 

Since most cells are naturally transparent, histology specialists typically use a different 

number of stains to visualize individual cellular features and provide contrast. In brain 

imaging, there are a few popular stains that have been employed for varying purposes. For 

example, neuron cell bodies that constitutes gray matter are typically stained with Nissl. The 
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Nissl dye (such as Cresyl violet) attaches to nucleic acids and shows the somata with a purple 

color. Similarly, white matter could be studied through using a dye known as Luxol Fast Blue, 

that targets and stains myelin – the protective fatty layer that surrounds neuronal axons. 

Another staining technique is immunohistochemistry, which relies on the fact that 

antibodies are specific to certain antigens (molecular targets) found on certain cell types. It 

thus uses antibodies fused to fluorescent compounds or enzymes to highlight and visualize 

target sites using fluorescence or enzymatic reactions. 

A number of histological procedures are implemented before staining the tissue to 

ensure optimal results and visualization. First, the brain is perfused to preserve its cellular 

structure. Perfusion refers to draining the blood from an animal’s vasculature and using it to 

pump a chemical fixative into the tissue. The brain gets fully soaked in fixative after 

dissection to ensure preservation process is complete and begin the embedding process. The 

embedding process involves inserting the brain in a medium – such as paraffin - that 

possesses similar mechanical properties to the tissue. Following that, a sectioning 

instrument called microtome is used to cut the brain into thin slices. These slices are then 

left to dry after mounting them on transparent slides. After preparing and slicing the tissue, 

the staining procedure takes place, and the slices are then imaged using appropriate 

microscopes. 

1.2 Rationale behind complementing MRI with histology 

Structural MRI has the potential to non-invasively estimate the brain’s 

microanatomical features. With the rapid advancement in medical imaging technologies, it 

is now possible to image the brain in-vivo at a single-cell level in animal models using 7 Tesla 
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MRI [11]. However, up until this day, microscopic resolutions at the level of neurons or 

synapses are not yet possible to directly image using in-vivo MRI [12], [13]. It is indisputable 

that post-mortem microscopy data and histology are the gold-standard in providing the 

maximum amount of microstructural information at the highest resolutions. Therefore, 

complementing histological information with non-invasive in-vivo imaging has been a highly 

pursued task over the years. 

Studies that looked at the diagnostics and prognostics of cancer pathogenesis has 

driven the advancements in several in-vivo imaging techniques, such as computed 

tomography (CT), single-photon emission computed tomography (SPECT), positron 

emission tomography (PET), and MRI. These techniques are able to non-invasively and 

quantitatively identify and measure a range of molecular, functional, and structural features 

of oncological lesions [14], [15]. Of these methods, MRI stands out by offering the maximum 

possible amount of information simultaneously from multimodal functional and 

morphological contrasts, which allows simultaneous monitoring of carcinogenesis and the 

different processes corresponding to its pathway [16]. For instance, prostate cancer imaging 

has been facilitated significantly through multiparametric MRI. Specifically, higher spatial 

resolutions (<1mm) and the comprehensiveness of information provided from both 

morphological and functional images allowed prostate cancer MR examinations to 

characterize vascular and cellular features of possible lesions [17]. 

Several limitations arise from the utilization of MRI to assess oncological lesions, 

which clearly reflect on the diagnostic predictive power, treatment response prediction, 

diagnostic accuracy, and differential diagnosis [18], [19]. Despite being invasive, histology is 
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still considered the gold standard in characterizing and assessing lesions, and the absence of 

histological information that corresponds to MR images is the main source of the afore 

mentioned limitations. When analyzing correlations between histological data and imaging, 

the bias introduced from four main sources need to be addressed [20]. First, when a 

histological sample is taken outside of a living organism, tissue deformations occur due to 

the absence of mechanical compression and tension that existed inside the organism from 

all the surrounding structures and vascularization. This necessarily imposes local and non-

linear inconsistencies in the alignment between histology and MRI images. Second, a 

significant mismatch could be introduced due to different orientations between the 

histological sample and the imaging planes of the scans. Third, since the two methods use 

different spatial resolutions (MRI: 0.5 - 3 mm, histology: 1 - 5m), a perfect superposition of 

the images cannot be reached. Finally, it is difficult to assess the registration accuracy 

between the two imaging modalities due to their different contrast resolution. 

The ability to extract histological information from in-vivo MRI scans will open new 

possibilities and help overcome several limitations in the current standard of imaging. To 

start with, the in-vivo non-invasive assessment of microstructural features will advance the 

diagnosis and prognosis of several brain disorders and pathologies. Moreover, collecting the 

measurements in-vivo will reflect the real-time effects and changes in microstructural 

features, and would eliminate distortions related to extracting histological samples post-

mortem outside of its anatomical environment. Finally, collecting structural MRI and micro-

structural information in single imaging session is far more efficient in terms of cost, time, 

and convenience. 
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1.3 Objectives 

The key objectives of my work are to: 

1) Study the relationship between the MR signal and the corresponding 

microanatomical features presented by immunohistochemistry. 

2) Develop a deep learning framework that predicts microanatomical features of the 

brain from MRI images without having to resort to invasive or post-mortem 

approaches. 

3) Test and validate the deep learning solution using different datasets and through 

performing different experiments. These experiments will include uni-modal, bi-

modal, and multi-modal MRI input to predict individual microanatomical features. 

1.4 Proposed Solution and Approach  

The ability to infer microanatomical features of the brain from MRI scans will open 

numerous possibilities in the field of neurological diagnoses as well as help elucidate the 

complex relationship between the macroscopic MR signal and the underlying microanatomy. 

To do that, we propose a deep-learning-based framework to predict microanatomical 

features from quantitative MRI without the need for the corresponding histology data. 

However, constructing an accurate predictive model for multimodal data is not a trivial task. 

We started by collecting in-vivo and ex-vivo MRI data for T1, T2, and T2* images from a rat. 

On the same animal, we performed histology staining and imaging for myelin, iron, and Nissl. 

Before creating the deep-learning model, we had to extract 2D MRI images from the 3D MRI 

volumes and register them with their corresponding histology slices to achieve a reliable 

alignment. This allowed us to start training the deep-learning network and optimizing its 
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hyperparameters to obtain a highly representative model of the data. We trained various 

models using different combinations of the data to determine the effect of individual MRI 

parameters or histological stains on the quality of the prediction. Finally, based on the results 

of these different models, we provide our analyses and conclude with possibilities for future 

work.  
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Chapter II- Review and Background 

2.1 Diseases identified by imaging 

Several pathologies and neurodegenerative diseases are identified and monitored 

using MRI, such as lesions, multiple sclerosis (MS), and epilepsy. MS is an immune-mediated 

disease in which the central nervous system (CNS) is attacked by the immune system of the 

body itself [21]. MS could be identified by demyelinated inflammations that present as 

lesions in the brain. Initial diagnosis and monitoring of MS are commonly performed using 

MRI. However, the CNS lesions presented as MRI abnormalities are not specific for a certain 

pathology but could be originate from a multitude of biological processes, such as 

demyelination, gliosis, axonal loss, or inflammation. Currently, globally approved treatments 

of MS focus on slowing the rate of myelin damage through suppressing the inflammation. 

However, these treatments do not cure MS nor stop its progression and are only anti-

inflammatory. Recently, treatments that target myelin reparation instead of inflammation 

suppression are being studied and tested. Myelin is a protective layer made of protein and 

fatty substances that insulates axons to enhance their conductance. Damage in myelination 

hinders the flow of electrical impulses through neurons, which can lead to axonal 

dysfunction and several neurological symptoms [22]. Assessment of new myelin treatments 

and their efficacies requires accurate and quantitative in-vivo measurement of myelin. In-

vivo MRI-based quantification of myelin has been the focus of many studies as described in 

the review by Heath et. al [23]. Although these studies and MRI methods have advanced 

significantly in myelin quantification, it is still necessary to compare and evaluate them 

against the current gold standard, i.e., histology. This comparison will give insight into the 

accuracy, specificity, and reproducibility of the techniques. A systematic review performed 
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by Weijdan et. al [24] on MRI-based myelin quantification techniques concluded that they 

generally correlate well with corresponding histology data. In humans, the authors 

concluded that the myelin-water fraction (MWF) technique correlated the best with 

histology (R2 = 0.85). However, it was also concluded that the accuracy and resolution of 

MRI-based estimation of myelin was still not close to that of the histology. In addition, there 

was insufficient data provided by MRI-based myelin quantification studies and the 

performance variability was too high across studies, not allowing the review authors to make 

a very reliable conclusion about those methods [24]. 

Another common neurological condition that could be detected and monitored 

through MRI is epilepsy. Epilepsy is a disorder in the CNS caused by abnormal brain circuitry 

and leads to seizers and uncontrollable behavior for short periods of time. Statistics showed 

that epileptogenic lesions that were identified using MRI had more favorable surgical 

outcomes. [25], [26]. However, studies showed the sensitivity of preoperative conventional 

MRI scanning protocols was unreliable in detecting seizure onset lesions, where more than 

30% of patient diagnosis results were false negative [27], [28]. Quantitative MRI mapping, 

such as T2 and diffusion tensor imaging (DTI) [29]–[31], showed better correlations with 

the histology when compared to conventional weighted MRI. 

Analyzing the correlations between MRI and histopathology of the neocortex in 

temporal lobe epilepsy (TLE) patients helped build better conclusions about the imaging-

histopathological relationship. A study conducted by Garbelli et. al [32] correlated a visible 

blur in the temporal pole cortical boundaries on fast fluid-attenuated inversion recovery 

(FLAIR) and T2-weighted images with the degeneration of fiber bundles. Another study by 
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Eriksson et al [33] that the gray matter (GM) on FLAIR and T2-weighted images was 

negatively correlated with neuronal nuclear antigen (NeuN). However, a follow-up study 

found no correlations between probability maps of GM and NeuN or glial fibrillary acidic 

protein (GFAP) [34]. Another follow-up study that looked at DTI and FLAIR also found no 

correlations [35]. This discrepancy in results and data suggests a poor understanding of the 

abnormal MR signals from focal epilepsy in light of their pathological basis. Quantitative 

imaging show promise in understanding the relationship between seizure outcomes and 

specific MRI parameters in patients that were classified as false negative using conventional 

weighted MRI [36]. In-vivo identification of these histopathological microstructures should 

also improve the detection, monitoring, and surgical outcomes of hippocampal sclerosis 

patients. 

2.2 Brain microstructure and MRI parameters 

In-vivo visualization of brain structures have recently improved significantly due to 

advancements in MR imaging, where it is now possible to image human brains at 350 m 

isotropic voxels within feasible scan durations. Since the contrast of MRI images originates 

from a number of different microanatomical structures and processes, it is important to 

understand them and quantify their effects on MRI observations. Figure 1 demonstrates an 

example of the multitude of features and structures held within a single brain slice and 

affects the MRI contrast at different levels. Myelin and iron are considered the top 

contributors to MRI contrast and will be highlighted more in this review. 
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Figure	1:	Structural	information	extracted	from	a	single	brain	slice	at	multiple	scales.	(Figure	
reproduced	from	Weiskopf	et	al.	[1]	with	permission)	

 

Myelin comprises approximately of 70% lipids (30% phospholipids, 20% 

galactolipids, and 20% cholesterol) in addition to at least 340 different kinds of proteins that 

make up the remaining 30% of myelin’s dry weight [37]. The relationship between myelin 

and the MR signal has been investigated by Laule et. al. [38] through measuring the MWF in 

MRI images of MS patients and using cadaver brain slices stained for myelin. Similarly, iron 

and its distribution in the human brain have been investigated using standard staining 

procedures, such as Turnbull’s blue for divalent iron and Perl’s Prussian blue for trivalent 

iron [39]. However, these techniques are not very reliable and are known to present some 

biased distribution of iron. As for myelin, the quality of staining is also known to vary 
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significantly based on several factors. For instance, the post-mortem duration before 

fixating, the type of fixation, the stain type, and the stain bath temperature all play important 

roles in preserving the quality and reliability of the staining.  

Several studies have reported a relationship between myelin content and the T1, 

some of which only offered vague statements and observations with no supporting 

quantitative evidence [40], [41], while others attempted to find a quantitative relationship 

between myelin and T1 [38]. Another study by Glasser et al. [42] claimed that the ratio 

between T1w and T2w images can be used to map myelin. However, since current imaging 

technologies are not yet able to determine an absolute measurement of myelin 

concentrations, quantifying such relationships is still an active area of study. Similarly, the 

contribution of iron in the formation of T1 contrast is still ambiguous [43]. The cortex, for 

instance, often has concentrations of both myelin and iron, and the T1 contrast there is not 

only caused by myelin but also partly by ferritin molecules (iron) according to a study [44]. 

However, studies on the contribution of iron in T1 contrast contradict one another in many 

cases. Some are reporting no significant effect of iron on T1 [45], while others present data 

that shows a correlation between iron and T1 [46], [47]. 

T2* relaxation describes the effective decay in transverse magnetization caused by 

both the spin-spin relaxation and magnetic field inhomogeneity [48]. Water on T2w images 

appear hypointense when it is close to paramagnetic iron due to its local magnetic field 

gradients, especially in areas with higher iron concentrations [49]. Research focused more 

on the relationship between iron and T2* than any other MR parameter because of its 

relevance in clinical applications, such as visualizing iron for Parkinson’s disease [49]. It has 
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been suggested by earlier studies to use T2*w brain images as biomarkers for iron mapping 

[50]. However, recently, quantitative susceptibility mapping (QSM) has been getting more 

focus as it can better visualize the distribution of iron in the brain tissue [51].  

2.3 Quantitative MRI  

QMRI is an imaging technique used to quantify specific MR tissue properties, such as 

magnetic susceptibility [52]–[55], relaxation times [43], [56]–[59], proton density [60]–[62], 

and tissue exchange processes [63]–[66]. These physical parameters are mainly determined 

by macromolecular concentrations. Myelin, as discussed earlier, is an encasing sheath that 

protects axons which has high macromolecular content. This means that several parameters 

such as magnetization transfer (MT) and relaxation times (longitudinal T1 and transverse 

T2) [62], [67], [68] are markers for myelination in the brain. 

Diffusion imaging [69], [70] captures quantitative information of microscopic 

structures that hinders or restricts water diffusion, such as axonal myelin sheaths [71]. This 

allows quantitative measurements of microscopic features such as neurite densities and 

axonal diameter [72], [73], as well as fibre tracts delineation [74]–[77]. MT imaging also 

captures information regarding microanatomical features such as myelin through observing 

its effect on mobile protons visible on an MRI scan [78].  

Biases that exist in conventional structural MRI scans such as radiofrequency (RF) 

coils’ transmit and receive profiles [61], [79], [80] are eliminated from qMRI. In addition, 

contrast-generating parameters are quantified separately, unlike standard contrasts that are 

a mix of several MR parameters, such as MT ratio, T1-weighted, or T2-weighted images [81], 

[82]. Therefore, microstructural features are generally better estimated in qMRI. 
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Morphometric analysis and segmentation of particular subcortical regions on T1-

weighted scans is often a challenging task. Quantitative MT maps have been utilized to 

overcome some of these challenges through its enhanced specificity [81]. Voxel-based 

morphometry (VBM) effectively translated the contrast between the white matter, 

substantia nigra, red nucleus, and basal ganglia into a higher sensitivity. High resolution 

maps of MT (800mm isotropic) and proton density (PD) facilitated multiparametric 

segmentation that improved the delineation process and even allowed for the brainstem to 

be effectively parcellated into separate classes of tissue [83]. Subtle variations in histological 

features that were captured on qMRI yet concealed in standard structural MRI illustrate the 

sensitivity of qMRI. This increased sensitivity is validated by the clear correspondences 

between ground truth brain anatomy and the aforementioned morphometric results. Several 

studies showed that the interpretation of morphometric measurements could be refined 

using qMRI. For instance, Lorio et al. [84] concluded that the age-related volume reduction 

in the gray matter of the basal ganglia observed using VBM is consistent with the underlying 

histological changes and the corresponding T1-weighted change in contrast. 

Conventional MRI methods provide poor comparability and reproducibility across 

time points and sites, which significantly affect longitudinal and multicenter studies [80]. On 

the other hand, qMRI offers a high degree of reproducibility and comparability through 

standardized voxel values across different times and sites. A study demonstrated this highly 

equivalent comparability through imaging for quantitative T1 and T2 maps at 1.5 Tesla 

across different MRI scanners from different manufactures and at different imaging centers 

[85]. Another study mapped for T1, T2, PD, and MT parameters at 3T across three imaging 

sites and the results were highly aligned [61]. Unlike conventional T1-weighted intensity 
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values, qMRI provides microstructural biomarkers that allow reproducible comparisons of 

data points across time and sites as shown in Figure 2. Therefore, data for group studies 

across different scanners that is by default standardized in quantitative measurements could 

be pooled and used to investigate microstructural variations related to ageing, for example. 

In fact, reproducibility and comparability could even be achieved across field strengths 

through the use of PD maps or different derived measurements such as, for example, 

macromolecular tissue volume [86]. 

 

Figure	2:	Applications	of	qMRI.	(a)	The	mean	and	coefficient	of	variation	(CoV)	of	 inter‐site	
qMRI	maps	and	T1w	images.	(b)	Myelin	and	iron	concentrations	differences	related	to	age	and	
estimated	from	qMRI	biomarkers	of	T1,	T2,	and	MT	maps.	(Figure	reproduced	from	Weiskopf	
et	al.	[87]	with	permission).	
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With the increasing interest and advancements in qMRI, a wide range of opensource 

toolboxes have emerged to facilitate the processing and the different applications of qMRI 

studies. Even though most toolboxes are focused on the analysis of the brain, they are not 

only limited to that. hMRI is a popular toolbox developed in 2019 and is based on MATLAB 

and the Statistical Parametric Mapping (SPM) package [88], [89]. It enables accurate 

estimation of key qMRI maps, such as MT saturation, PD, T1, and T2*. The other MATLAB-

based toolbox mRQ [86] on the other hand, allows the processing of the same qMRI maps in 

addition to the quantification of macromolecular volume, water-surface interaction rate, and 

interacting water protons apparent volume. Finally, a comprehensive toolbox developed by 

Karakuzu et al. [90] using MATLAB allows the processing of all relaxometry maps, 

quantitative susceptibility maps, quantitative MT, diffusion imaging, and field mapping (B0 

and B1+). It also offers a user-friendly graphical user interface (GUI) for visualization and 

simulation as well protocol optimization routines. 

2.4 In-vivo histology (hMRI)  

In-vivo characterization of microstructural parameters in the brain (e.g. axonal 

diameters) has further improved by advancements in biophysical modelling and 

interpretation of the MR signal. Since these measurements are typically only possible to 

obtain through ex-vivo histology, researchers studying this developing method are calling it 

in-vivo histology or hMRI. The main challenge that hMRI is aiming to tackle is the ability to 

directly estimate the microstructural features and histological markers of brain tissue, which 

is now more achievable due to recent advancements in biophysical models and MRI 

acquisition. For instance, higher spatial resolutions and better data quality are direct results 

of improved gradient strength and RF coils [91], higher field strengths [92], optical 
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prospective correction of motion [93], and retrospective correction of instrumental, 

physiological, and subject artefacts [94], [95]. In addition, the effective resolution could be 

further increased through super-resolution methods [96], [97] and adaptive de-noising [98]. 

MRI and qMRI measures could be transformed into in-vivo histological maps via biophysical 

modelling as shown in Figure 3. This could be accomplished by building direct relationships 

and inferring upon microscopic biological features that typically require ex-vivo histological 

processes or analysis to obtain, such as measuring the axonal g-ratio or staining for myelin 

concentrations. 

 

Figure	3:	Using	MRI	and	qMRI	measures	to	obtain	in‐vivo	histological	measures.	(Figure	
reproduced	from	Weiskopf	et	al.	[87]	with	permission)	
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A correlation between one physical MR parameter in brain tissue and the 

concentration of myelin or iron is the basis of the simplest biophysical models. For instance, 

an increase in the concentration of myelin in a tissue is directly correlated to an increase in 

MT and to shorter T1, T2, and T2* relaxation times [62], [67]. On the other hand, an increase 

in the concentration of iron in a tissue corresponded to a decrease in T1, T2, and T2* 

relaxation times [43], [58]. Diffusion weighted imaging (DWI) shows that axonal 

degeneration and demyelination directly results in reduced values of fractional anisotropy 

[99], [100]. It is noted that these biophysical models describe the effect that is visible on MR 

signal and parameters caused by the underlying microstructural processes. However, the 

reverse relationship of inferring microstructural features from MRI could be misleading and 

complicated to interpret. For instance, an increase in myelination might be mistaken by an 

increase in iron concentration on T1 maps, since they both result in a shorter T1. Also, blood 

depositions and calcification may be mistaken for one another on T2-weighted scans since 

they both appear identical [101]. 

Since several microstructural variations could affect qMRI measures, it is necessary 

to combine multiple qMRI measures to be able to extract meaningful and quantitative 

microstructural or histological features of a brain tissue. In order to model this 

multiparametric relationship, several studies have investigated multiple regression and 

multivariate models. A study by Callaghan et al. [102] used a linear model to describe the 

relationship between MT, T1, and T2 maps, which allowed the inference of one parameter 

from the other two. For instance, MT and T2 could be used to estimate T1, which allows the 

synthetization of additional qMR maps to improve the correction of artefacts or reduce 

computational time.  
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Stuber et al. [103] studied the relationship between the concentration of histological 

features (myelin and iron) and MRI parameters (T1 and T2) using a linear multivariate 

model. Direct estimation of the content of myelin, iron, and potentially other histological 

measures from MRI parameters could be feasible through this linear model, which calculated 

hMRI measures comparable to the measures calculated with proton-induced X-ray emission 

(PIXE). However, this might only be applicable in the brain regions included in the study (the 

subthalamic nucleus, the primary visual cortex – V1, and the pre/post-central gyrus – M1, 

S1). These models developed by Stuber [103] and Callaghan [102] represent a solid step 

towards non-invasive direct in-vivo quantification of microstructural characteristics and 

measurements in the brain. 

More complex estimations of specific sub-voxel properties derived from the MR 

signal require more complex qMRI models. For instance, magnetization transfer effects are 

modelled using multi-compartment models (‘two-pool models’) [65], [79], [104]. The same 

type of modelling is also used to describe axonal features from DWI that are key factors in 

the velocity of nerve conductance, such as axonal diameter and fiber density [71]–[73], 

[105]–[107]. The recent improvements in acquisition times [108], [109] and developments 

in high-power gradient technology [91] can facilitate the increased need of data for these 

models. 

Susceptibility weighted imaging is an MRI contrast that has gained popularity over 

the past few years [54], [110] due to its ability to directly estimate non-haem iron, which is 

a marker for myelin breakdown and neurodegenerative processes, and is important for 

maintaining myelination patterns and brain function [111]. This contrast, which is obtained 
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from the often-overlooked intrinsic phase data of the MR signal, is unique for its potential to 

characterize entities that are not possible to characterize elsewhere on other contrasts 

[101]. Magnetic susceptibility can be quantified from the same data used to extract 

quantitative T1 and T2 maps. Wharton and Bowtell [53] studied magnetic susceptibility and 

provided a tensor description that is analogous to how water diffusion was modelled using 

mutli-compartment models, which opens the door for a combined modelling of contrast 

mechanisms. Although susceptibility imaging holds great potential for characterizing brain 

tissue and its microscopic features with MRI, its underlying mechanisms is not fully 

understood and is still an active area of research [112]–[114]. 

2.5 Registration of MRI and histology 

Image registration generally refers to the spatial alignment of two images with similar 

features or structures in the same frame. Those two images usually differ in one or few 

characteristics, such as shapes within the image, intensities, viewpoint, deformations of 

structures, or noise. Numerous methods have been developed to tackle down this problem, 

starting from manual or semi-automated implementations all the way to fully automated 

pipelines [115].  

Registration algorithms estimate a transformation that maps voxels from one image 

to another such that most corresponding voxels align if both images were superimposed on 

top of each other. This registration process involves three main components: a geometric 

mapping that describes the spatial transformation between the voxels, a metric that 

evaluates the quality of the registration, and an optimization algorithm to tune the mapping 

parameters until the best combination of parameters is found [116]. 
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Transformations that used to map images in a registration problem can be classified 

into two types: rigid and non-rigid transformations. Rigid mappings maintain parallel planes 

and preserves a relative angle between the lines. These transformations are calculated using 

parameters with 6 degrees of freedom (DOF), controlling the translations and rotations 

(pitch, roll, and yaw) along three orthogonal axes [117]. According to literature, rigid 

transformations are typically used in two scenarios: when registering rigid structures such 

as bones [118], or as a pre-registration step before applying a more complex transformation 

[119]. Non-rigid transformations on the other hand include similarity transforms (allows for 

additional uniform scaling), affine transformations (allows for additional shear), curved, and 

projective [115]. There are several methods used to interpolate intensity values to new 

voxels, such as nearest neighbor, trilinear, and sinc interpolations [117]. There is also a range 

of optimization functions that are used to find a spatial mapping that minimize the loss 

function or the quantitative dissimilarity between the two images. Common functions 

include correlation, mutual information (MI), mean squared error (MSE), and other 

variations of these metrics.  

The registration of medical images from different modalities is usually governed by a 

few additional factors, such as the differences in contrast and resolution. For instance, 

registering histological images to in-vivo MRI images might be complicated by the fact that 

in-vivo MRI typically has a much lower resolution than histology, which makes it difficult to 

trace corresponding features across the two images. A solution to this that has been 

described in many publications suggests using an intermediate modality to bridge the 

differences between the two targeted modalities [117]. In this case, ex-vivo MRI is used as 

the intermediate image since it has the same contrast and was acquired using the same 
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technology as in-vivo MRI but has higher resolution and can better correspond to features 

and structures on the histological image. Another complication that usually arises from this 

registration setting is the difference in the acquisition imaging planes [115]. Addressing this 

requires ensuring that the sectioning of the brain is done in the same orientation of the MRI. 

Using a device to help fixate the brain in a specific orientation and obtain slices that are 

evenly distributed has been proposed in previous implementations [117]. Other studies have 

suggested 3D-printing an MRI-based customized concave model to hold the brain during 

sectioning [117], [120]. This ensures that the sectioned slices are already coarsely aligned to 

the MRI data. 

2.6 Image-to-image translation  

The use of artificial intelligence tools for pattern recognition and feature extraction 

applications have amplified significantly across all fields. Unlike conventional statistics, 

machine learning models focus on predictions rather than inferring relationships between 

variables or features and are particularly powerful for large datasets complicated non-linear 

relationships. However, machine learning requires structured data with pre-engineered 

features to perform optimally. This is not the case for images, for instance, where no 

“structured” sense could be directly inferred of how pixels are organized in rows and 

columns. Therefore, deep learning and neural networks was introduced as a sub-category of 

machine learning to offer a sophisticated yet efficient approach that mimics the complicated 

connections of neurons in the brain to automatically engineer features and build non-linear 

models from non-structured data. Even though these neural networks generally require vast 

computational power and more data to perform optimally, they remain the gold-standard 

today in image-based learning and analysis.  
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There are usually two main prediction tasks that are performed by any machine 

learning or deep learning model: classification or regression. Classification refers to the 

labeling of input data into categorial classes or discrete quantities, such as predicting the 

existence of a malignancy or an abnormality from an input MRI scan. Regression on the other 

hand predicts a continuous output or quantity, such predicting the age of a patient based on 

their MRI scan. Image-to-image translation is sub-application of image regression, which 

maps and predicts continuous values of pixels from one image domain to another image 

domain rather than one single output value. This concept has been key in several 

implementations across different fields such as segmentation, image synthesis, pose 

estimation, restoration, and style transfer. 

With the rapid advancements in computational analyses, interest in cross-domain 

image synthesis in the field of medical imaging has increased. Image synthesis, 

transformation, or mapping refers to the accurate procedure of estimating the 

corresponding image b2 of a subject in D2 (target domain) from an image b1 of the same 

subject in D1 (source domain). There are generally two main tactics to go around this 

problem: intensity-based methods and registration-based methods [121]. 

Methods based on registration begin by registering the images to create atlas of co-

registered images a1 and a2, acquired in domains D1 and D2 respectively [122]. The 

underlying assumption behind these methods is that a geometric wrap relates images of 

different subjects within the same domain. For instance, if the task is to synthesize b2 from 

b1, an estimation of the wrap that maps a1 to b1 is applied to a2. However, registration-

based methods are not effective when the underlying morphology across different subjects 
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is very different, since the methods are solely based on geometric transformations [121]. For 

example, a failure could occur due to an inconsistent pathology across the atlas or across test 

subjects. Also, even within normal subjects, the accuracy of registration in a single domain 

can be limited. 

Intensity-based techniques are powerful alternatives that are not solely based on 

linking the anatomies of different subjects by geometry [121], [123]–[126]. For instance, 

frameworks of compressed sensing provide an effective approach for synthesising MRI 

images from different contrasts, where the patches of an atlas image a1 is linearly combined 

in a sparse representation and are used to express every single patch in b1, the source image 

[125]. The patches of image b2 are then estimated from patches of image a2 through 

applying these learned sparse representations. Generative models based on labelled tissue 

segmentation and multi-scale patches were also used to improve cross-domain patch 

matching [127], [128]. Other studies demonstrated that predicting image b2 from image b1 

can be possible through learning generalized mappings based on nonlinear representations 

of voxels in image a2 based on patches in image a1. Techniques such neural networks [129] 

and nonlinear regression [121], [123], [124] could be utilized to learn this nonlinear 

mapping from training data. For instance, a supervised machine learning method called 

REPLICA has been developed by Jog et. al [121]	to perform image synthesis based on random 

forests and multiresolution patches. This technique shows promise in translating MR images 

across contrasts or across different modalities. However, since the dictionary constructed 

deals with patches at different resolutions independently and the algorithm averages the 

separate predictions from different forest trees, the performance of the synthesis is 

suboptimal and high-frequency spatial information is lost.  
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Recently, an end-to-end deep learning approach called Multimodal was proposed for 

image synthesis of MRI contrasts [130]. This framework predicts a target image contrast 

based on several source images contrasts using a trained neural network. Moreover, the 

Multimodal framework constructs a dictionary of multiresolution patches and performs 

image synthesis under a single umbrella, which demonstrated satisfactory results – even 

with limited datasets – compared to other conventional techniques. However, the 

Multimodal method requires the input MRI contrasts to be perfectly registered spatially for 

optimal performance. Also, high spatial-frequency errors are not effectively captured by the 

absolute or mean squared error loss functions. [131]–[133].  
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Chapter III - Development Methodology 

3.1 Pipeline  

 

As described earlier, our pipeline consists of four main components: Data collection 

and processing, registration, model generation, and model evaluation. Figure 4 explains the 

different stages of the pipeline. 

 

 

1- Data	Collection	and	processing: In this stage, we collected in-vivo and ex-vivo MRI 

data and the corresponding histology data from the same brain to analyze the 

relationship between two different microstructural labels of interest – Nissl and 

Myelin (we also stained for iron – but preferred to not include the results, as will be 

explained later in this section). We also preprocessed the data to prepare it for 

registration and deep learning. This included skull stripping, noise reduction, 

Figure	4:	Summary	of	the	pipeline	of	our	framework	
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intensity normalization, and other morphological filters to ensure emphasis on key 

features and preservation of information necessary of the following steps. 

2- Registration: In this stage, we aligned the different datasets in the same space using 

image registration techniques and a tailored pipeline to ensure optimal feature 

mapping between MRI and histology. We validated the registration results using both 

quantitative and qualitative evaluation methods. 

3- Experiments	and	Model	Generation: We developed and optimized a GAN-based 

deep learning algorithm to accurately map histological features to MRI parameters. 

We also designed several experiments for analyzing the contribution of histological 

features to shaping the MR signal of different individual contrasts. The experiments 

include unimodal, bi-modal, and multimodal training of models using different sets of 

data. 

4- Validation: Finally, after the different models are generated, we used a randomly 

selected testing dataset from images that were never seen by the training algorithm 

and that cover different areas of the brain to evaluate the performance and prediction 

quality of these learned models. To visualize and quantify the performance, we used 

a set of qualitative and quantitative evaluation techniques. We then summarized the 

results and determined the best predictive MRI parameters of microstructural 

features. 

3.2 Data 

3.2.1 MRI 

To the best of our knowledge, there are currently no publicly available datasets of rat 

brain MRI and histology from the same animal. Since morphological and microanatomical 
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features vary due to sex, age, individual biological differences and other factors, it was not 

optimal to rely on the publicly available datasets alone to accurately test our framework and 

map the features across MRI and histology. Therefore, we collected our own complete 

dataset from a 3 months old female Sprague Dawley rat, including in-vivo and ex-vivo MRI 

of multiple contrasts, and histology of multiple stains. 

Since our pipeline depends on mapping features from one modality to another, we 

were opting for the best MRI resolution and contrast we could obtain given our available 

resources. After a few rounds of trials and improvements, we finalized the acquisition 

protocols and parameters that yielded satisfactory scans. Both in-vivo and ex-vivo 

acquisitions were performed on a 7 Tesla Bruker Pharma-scan MRI system. We acquired 

multiple scans using Mult-echo Spin-echo (ME-SE), Multi-echo Gradient-echo (ME-GRE), and 

Variable-TR (VTR) protocols to obtain T2, T2*, and T1 images respectively. We used the 

FieldMap method on ParaVision 5.1 (i.e. the imaging software used to acquire data on the 

Pharmascan system) to acquire B0 maps and to shim B0 at the outset of the experiment. We 

also acquired B1+ maps using 2 spin-echo echo planar imaging (SE-EPI) sequences with 2 

different flip angles for the excitation pulse. For in-vivo MRI, the rat was under anesthesia, 

laid in a ‘sphinx’-like position in a custom-made MRI bed for rats. The temperature of the 

animal was monitored and kept at approximately 37 degrees using warm air flow into the 

rat bed. The spontaneous respiration of the animal was monitored by means of a small air 

cushion positioned below the chest and connected to a sensor. For transmission, we used a 

Bruker 1 Tx channel, 70 mm ID coil. For receive, we used a Bruker 1 Rx channel, 38 mm ID 

coil. Table	1 describes the acquisition parameters associated with each of the in-vivo scans. 

For ex-vivo MRI, we used a smaller coil of 2.3 cm diameter (we could use this small coil 
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because we scanned only the brain, after extracting the brain from the skull and scalps) and 

acquired 9 repetitions per each protocol. We later averaged these 9 repetitions for better 

Signal to Noise Ratio (SNR). Table	2 presents the acquisition parameters of an individual 

cycle in the ex-vivo scanning protocols. For ME-GRE scans, there was an interpolation in slice 

direction, which explains the mismatch between the slice thickness and the 3rd dimension of 

the voxel size. 

Table	1:	Summary	of	imaging	parameters	for	in‐vivo	MRI	acquisitions	

Method  Target 
No. of 

Averages 
Voxel size 

(um) 

Slice 
thickness 
(um) 

TR (ms)  TE (ms) 
Flip Angle 
(degree) 

FOV (mm) 

ME‐GRE 
(3D) 

T2*  2  200x400x200  400  40 

[1.5647, 4.5647, 
7.5647, 10.5647, 
13.5647, 16.5647, 
19.5647, 22.5647, 
25.5647, 28.5647] 

22  [3.2, 4.8, 3.2] 

MSME 
(2D) 

T2  4  200x200  400  2338.096 
[9.6365, 19.273, 
28.9095, 38.546, 
48.1825, 57.819] 

180  [5.01, 3.5] 

RARE‐
VTR 
(2D) 

T1  1  200x200  400 

[8000, 6000, 
4000, 3000, 
2000, 1200, 
800, 400,] 

9  180  [5.01, 3.5] 

 

Table	2:	Summary	of	imaging	parameters	for	ex‐vivo	MRI	acquisitions	

Method  Target 
No. of 

Averages 
Voxel size 

(um) 

Slice 
thickness 
(um) 

TR (ms)  TE (ms) 
Flip Angle 
(degree) 

FOV (mm) 

ME‐GRE 
(3D) 

T2*  4  100x300x100  300  40 

[1.5647, 4.5647, 
7.5647, 10.5647, 
13.5647, 16.5647, 
19.5647, 22.5647, 
25.5647, 28.5647] 

22  [3.24, 1.5, 1.6] 

MSME 
(2D) 

T2  4  100x100  300  5200 
[9.6365, 19.273, 
28.9095, 38.546, 
48.1825, 57.819] 

180  [3.2, 1.5] 

RARE‐
VTR 
(2D) 

T1  1  100x100  300 
[8000, 6000, 
4000, 3000, 
2000, 1200] 

9  180  [3.2 1.5] 
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Even though we collected the protocols necessary to extract quantitative MRI data, 

we decided to save it for future work and focus in this study on processing conventional 

weighted MRI scans of T1, T2, and T2* contrasts to present a proof of concept of predicting 

microanatomical features from MRI. 

 

3.2.2 Histology 

Through collaborating with an external lab, we acquired three different histological 

stains from the same rat that we imaged for in-vivo and ex-vivo MRI acquisitions. Stains for 

microstructural features included Nissl histology, Myelin Basic Protein, and Iron labeling. 

These tissue labeling procedures were performed on slices cut from a 7.6 mm thick slab 

embedded in paraffin. Each 5 m thick slice was stained according to staining scheme that 

was designed earlier to optimize the data acquisition and ensure uniformity in the order of 

slices across every stain. This scheme described a cycle of 26 slices which included 4 Nissl 

slices, 2 Myelin slices, 2 Iron slices, and 18 unstained slices. This cycle was repeated in the 

same order for the entire slab (15 times) and is summarized by Table 3. The unstained slices 

were also mounted and screened for multiple purposes. Firstly, observing all unstained 

slices before staining allowed us to evaluate the quality of the cutting and eliminate all 

damaged slices from the staining procedure, saving both time and cost. Secondly, having a 

continuous and uniform chain of slices (both stained and unstained) from the entire slab 

allowed us to employ our registration pipeline more efficiently. Since we have a good 

approximation of the slices positions across the z-axis based on our knowledge of the 

thickness of the slab and slices, we are able to narrow down the search window of the 
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registration algorithm and find the corresponding 2D MRI slice to the targeted histology slice 

in an optimized manner.  

Table	3:	Histology	staining	scheme	

Slice	number Staining	action	

1 Nissl	

2 unstained 

3 Myelin	
4 unstained 
5 unstained 
6 unstained 

7 Nissl	

8 unstained 

9 unstained	

10 unstained 

11 Iron	

12 unstained 
13 unstained 

14 Nissl	

15 unstained 

16 Myelin	
17 unstained 
18 unstained 
19 unstained 

20 Nissl	

21 unstained 

22 unstained	

23 unstained 

24 Iron	

25 unstained 
26 unstained 

 

Even though iron histology was acquired, we discarded it from our analysis pipeline. 

This is due to the fact that the amount of iron detected by the staining in the rat brain we 

sliced was negligible. An example of a histology slice with scattered iron cells is shown in 
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Figure 5. The pink color is the background stain, while cells with iron should appear as blue 

in Prussian Blue stained slices (as shown in the right part of the figure). 

 

Figure	5:	Example	of	slices	stained	for	iron	

 

3.2.3 Preprocessing 

Before performing the registration and deep learning, we had to preprocess the data 

(MRI and histology) to ensure optimal results. First, we performed skull stripping for the in-

vivo MRI data using a method described by [134]. To segment the brain, we initially register 

a reference volume with its brain mask to our in-vivo scan of interest. In this case, we used 

the ex-vivo scan of the same brain since it is the same brain and is already physically stripped 

from the skull and scalp. Using an affine transformation model, the mask of the reference 

scan is overlayed onto the in-vivo brain. This mask is then eroded and serves for the 

initialization of the brain extracting technique using level-sets segmentation. Through 

expansion, advection, and curvature terms, the level-set evolves towards the brain-skull 

border until all edges are matched [134]. However, we found that using the full volume (with 

skull, scalp, and surrounding structures) resulted in better registration. Therefore, we 
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implemented the registration pipeline using the full in-vivo scan, then used the calculated 

transformation on the other skull-stripped versions to use in the deep learning. 

As for the histology, we down sampled the data to match it - approximately- with the 

in-plane resolution of MRI. This significantly reduced the computational time required to run 

an entire histology through the pipeline while maintaining satisfactory registration results. 

Following that, we processed the histology images to eliminate the noise and heterogeneity 

of the background. To automate the segmentation process, we assumed that the saturation 

values (from the HSV color model) of the background were low and that the brain formed 

one connected component in each histology slice. Therefore, we first removed the sporadic 

noise using Wiener filtering [135] then removed areas of low saturation values using 

thresholding. Finally, we only kept the largest single connected component in the image (the 

brain) using a popular morphology analysis technique of erosion, dilation and region filling 

[136]. 

To further improve the appearance of the slices before registering them to MRI, we 

removed the variability in intensity – a common artifact in histology images. This artifact 

shows as an inconsistency in staining across the histology slices and can be eliminated by 

histogram matching, which is mapping the intensity distribution of the slices to a reference 

distribution [136]. However, since not all anatomical structures appear on all slices, 

luminance distributions are different across slices and a global intensity histogram cannot 

be used. To account for this biological variability, we matched the histogram of slices with 

their neighbours using a sliding window rather than matching the entire dataset at once. 
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Finally, after registration, and even though the MRI and histology are of the same 

brain of the same animal, there will still be some regions that show on the MRI but not on 

the histology due to losses from cutting or tearing. These areas - especially if they are large 

relative to the training patch size - might mislead the learning algorithm and cause severe 

errors. Therefore, we eliminated those areas in the MRI that cannot be mapped to brain 

tissue in histology from the analysis.  

3.3 Registration  

Multimodal registration between histology and MRI is crucial for the feature learning 

process. If the anatomical features of the two modalities do not align well, the neural network 

could be misguided, and the results would be unreliable. To accurately align the different 

stains of histology to both in-vivo and ex-vivo MRI, we used the methodology and algorithm 

developed by Pilgram and Shmuel [137] and tailored it to our application. This pipeline 

describes a registration technique that finds and extracts 2D MRI slices that best correspond 

to 2D histology slices from a 3D MRI reference template and registers them well. As 

described in the literature review, using an intermediate image to register images that 

greatly vary in contrast and resolution is recommended. Therefore, we used ex-vivo images 

as the intermediate bridge for registering histology to in-vivo images. We first registered 

histology to ex-vivo MRI, then used these registered histology images and aligned them to 

in-vivo images using the pipeline described. 

The first step in the pipeline developed by Pilgram and Shmuel is to localize the 

position of each 2D histology slice along the z-axis of the 3D MRI volume [137]. This was 

done using 3D affine registration in a coarse-to-fine strategy while taking the oblique angles 
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into account. To guide the process, registration quality measures were estimated at each 

scale level after predicting the reference MRI slice corresponding to a specific histology slice 

using diffeomorphic highly regularized demons’ registration [138]. The metric used to assess 

the quality of the registration and guide its optimization included a combination of 

normalized Mutual Information and Mattes Mutual Information [139]. This metric is 

considered the gold standard for registration between multimodal images where intensity 

distributions are significantly different but general structures are similar. To optimize the 

parameters of the affine transformation, stochastic gradient descent optimization was 

implemented by the author [137]. Also, only random patches of pixels were used in the 

registration instead of the entire image to reduce the computational cost. 

Further using the pipeline developed by Pilgram and Shmuel [137], several similarity 

measures were used to evaluate the quality of registration between the 2D multimodal 

images (i.e., histology and reference MRI slices) along the registration pipeline. After each 

stage, the weighted combination of two similarity metrics - the structural similarity index 

measure (SSIM) and the entropy correlation coefficient (ECC) - was calculated, with a 

maximum value of one for perfectly aligned images. SSIM [140] is calculated based on the 

difference in luminance, structure, and contrast between two images, while ECC is similar to 

normalized mutual information and is independent of individual values of entropy [141], 

[142].  The steps of the registration pipeline implemented on our dataset is summarized by 

the schematic illustration in Figure 6. 



47 
 

 

Figure	6:	Schematic	demonstration	of	the	registration	pipeline	adopted	from	Pilgram	
and	Shmuel’s	implementation	[137]	

First, the user saves all the histology slices in order (for example, anterior to 

posterior) and defines approximate values for the positions in millimeters of the first slice 

and the last slice along the z-axis. These defined values will be the basis for a search window 

with ±2 mm tolerance (or any other tolerance defined by the user). After selecting the 3D 

MRI volume from which we wish to extract 2D slices that correspond to the desired 

histology, the following steps are implemented to each histology image slice to extract its 

optimal reference MRI slice, as developed by [137]: 

1- Build a 3D block of histology: three adjacent slices are selected to build 

an isotropic mini-stack, with the target histology slice to be aligned to the 3D MRI 

volume in the middle. These three slices are all registered to one another (with the 

middle slice being the reference) through affine registration. Following that, a second 



48 
 

registration operation is implemented using the highly regularized demons’ 

transformation, thereby creating a smooth and compact 3D stack from these three 

adjacent images and removing any coarse deformations across them. Finally, linear 

interpolation is used to resample and generate isotropic images to match the 

resolutions of the 3D histology stack and the 3D MRI, with a minimum of five isotropic 

slices [137]. This now creates our 3D block of histology. 

2- Extract a corresponding 3D block of MRI: based on the width of the 

search window and the pre-defined z-axis position of the target histology slice, a 3D 

block of MRI is extracted. 

3- Register the 3D histology block to the 3D MRI block: using Elastix [143], 

the blocks from the two modalities are registered in three stages, from coarse-to-fine-

to-patches: 

 Coarse affine registration: the 3D histology block is first 

registered to the 3D MRI block and a spatial reference is estimated with 

approximated z-axis position and angles of rotation. 

 Fine affine registration: the 3D histology block is then registered 

to the new 3D MRI block that was found in the previous step. However, the 

search window is halved to force a more accurate estimation of the z-axis 

position of the corresponding MRI slice and its rotation angles. 

 Patches affine registration: Finally, the 3D histology block is 

divided into patches/sub-blocks of <a×b> size with up to 20% overlap 

allowed. Every histology sub-block is separately registered to its 

corresponding MRI sub-block and its registration quality is calculated based 
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on the combined metric of SSIM and ECC that was described earlier. We used 

the transformations from the sub-blocks that had the highest registration 

quality to obtain an optimal estimation of the z-axis position and rotation 

angles of the entire reference MRI slice for this specific histology slice. 

Finally, since we are performing patch-based learning, we implemented a second 

round of non-linear registration between the patches of MRI and histology that will be fed to 

the deep learning pipeline, and employed the same metrics to assess their registration 

quality and eliminate all patches whose registration was unsatisfactory from the analysis 

(See Chapter 4 for the evaluation of unsatisfactory registration).  

3.4 Deep learning framework 

One type of neural network architectures that grew popular recently in image-to-

image translation applications are conditional general adversarial networks (cGANs). A 

typical non-conditional GAN consists of two sub-networks competing in a zero-sum game: a 

generator G, and a discriminator D. The goal of G is to learn a mapping between a random 

noise n and a target image t that will allow it to generate a plausible fake replica of the target 

image. D on the other hand is trained to distinguish a fake images G(t) from the real image t. 

The learning process of both neural networks is simultaneous, where G is trying to learn the 

best mapping that will trick D, and D is trying to detect the fakes that are generated by G. The 

following equation explains how the adversarial loss is used by G and D: 

𝐿ீேሺ𝐺, 𝐷ሻ ൌ 𝐸௧ሾ𝑙𝑜𝑔𝐷ሺ𝑡ሻሿ  𝐸ሾlog ቀ1 െ 𝐷൫𝐺ሺ𝑛ሻ൯ቁሿ 

The goal is for G to minimize the adversarial loss and for D to maximize it. High-

frequency information in the image can be modeled by the generator by the help of 
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adversarial loss [132]. The two networks will keep competing in this game until convergence 

occur when G has learned a reliable mapping to the point that D is no longer able to detect 

the fake images generated by G. 

Our aim is to learn and predict histology from MRI images. Since both images 

represent the same general anatomy and structures of the same subject, the goal is to map 

from a source image s (rather than noise) to a target image t, which has a statistical 

dependency and shares a visual common ground with s. Therefore, it is necessary to 

condition the prediction of the GAN by incorporating the knowledge of s [144]. This is called 

cGANs and can be represented by the following adversarial loss: 

𝐿ீேሺ𝐺, 𝐷ሻ ൌ 𝐸௦,௧ሾ𝑙𝑜𝑔𝐷ሺ𝑠, 𝑡ሻሿ  𝐸௦,ሾlog ቀ1 െ 𝐷൫𝑠, 𝐺ሺ𝑠, 𝑛ሻ൯ቁሿ 

One common architecture for cGANs that was proposed in 2018 by Isola et al. [145] 

and has been used in numerous image synthesis applications ever since is the pix2pix 

architecture. Based on the assumption that the MRI and histology are very well registered to 

one another, we adopted the pix2pix framework. In previous implementations, mixing a 

traditional loss – such as L2 or L1 distance – with the GAN objective yields better results 

[146]. Therefore, in addition to fooling the discriminator, the generator’s new task will be to 

minimize the distance between the prediction and the ground truth. We used L1 distance 

since it does not enforce blurring to the level L2 does: 

𝐿ଵሺ𝐺ሻ ൌ 𝐸௦,௧,ሾ‖t െ Gሺs, nሻ‖ଵሿ 

Therefore, the final objective of our architecture is: 

𝐿ெோூଶ௦௧ ൌ arg 𝑚𝑖𝑛 ถ
ீ

𝑚𝑎𝑥ถ


𝐿ீேሺ𝐺, 𝐷ሻ  𝜆𝐿ଵሺ𝐺ሻ 
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Where 𝜆 is the factor determining the effect of the L1 loss compared to the adversarial 

loss. 

Generator	 architecture:	 In our implementation, we adopted the infamous UNet 

architecture – a variant of an encode-decoder network – as the generator. A typical encoder-

decoder network consists of an encoder module that down-samples the image input in a 

series of convolutional layers to extract features, followed by a decoder module that reverses 

the operation and up-sample the features back to the starting spatial dimensions. Since we 

are translating MRI to histology and vice versa, we design our generator according to the 

assumption that the images represent similar structures and are well registered to one 

another. The typical encoder-decoder structure forces all the information to flow in one 

direction across all layers, including the reversing point between the encoder and decoder. 

However, in our case, there are a lot of low-level features that are necessary to be shared 

between the encoder and the decoder, such as the existence of specific substantial structures 

(corpus collosum, ventricles, etc.) or the location of substantial edges. The solution to this, 

as suggested by Ronneberger et al. [147] in their implementation of U-Net, is to use skip 

connections between the encoder and the decoder. This simply means that connections are 

made between each layer 𝑖 in the encoder and layer 𝑛– 𝑖 in the decoder (𝑛 being the number 

of total layers), and the channels from those two layers are concatenated together as shown 

in Figure 7. For both the encoder and the decoder, we used series of convolutions, batch 

normalization, and ReLU activation layers. Following the original implementation of pix2pix, 

we used a 4x4-pixel sized filters for all convolutions and a stride of 2. In the encoder, the 

convolutions were down-sampling the images by halves at each step and all the ReLUs used 
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were leaky at a 0.2 slope. In the decoder, the convolutions up-sampled by at each step by a 

factor of 2 and all ReLUs used were not leaky. 

 

Figure	7:	Demonstration	of	a	standard	U‐Net	architecture	with	skip	connections	[147]	

 

Discriminator	architecture: Conventional L1 and L2 loss encourage blurriness in 

image-based applications due to their favoring of mean values, failing to capture high-

frequency features [148]. However, since L1 adequately captures low-frequency features 

and is less blurry than L2, we worked around its poor high-frequency capturing by using 

patches in the discriminator. In other words, we are forcing the cGAN discriminator to only 

train on modelling high-frequency features, while also maintaining the accuracy of low-

frequency features through using L1. This means that the discriminator will only assess 

patches of the image and predict if it is real or fake. The results from all patches across the 

image are averaged and the final prediction of the discriminator is made. This type of 

discriminator is named a PatchGAN discriminator [149]–[151]. The structure of the 
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discriminator follows a repeated “convolution layer –> batch normalization layer –> leaky 

ReLU layer” sequence. 

Optimization: We used Adam optimization and a learning rate of 0.005. Based on the 

implementation by [152], we alternated between the discriminator and the generator in the 

gradient descent steps. Also, as suggested by the pix2pix original paper [145], dividing the 

objective of the discriminator by 2 in the optimization will slow the learning rate of the 

discriminator in comparison to the generator and will improve the results. Figure 8 shows a 

simplified schematic of the pipeline. 

 

Figure	8:	cGAN	pipeline	

3.5 Evaluation Metrics 

Numerous metrics have been employed and discussed in the literature of previous 

image-to-image translation applications to assess the performance of the neural network on 

test datasets. Typically, a test dataset is created as a subset of the original dataset and is 

never seen by the neural network during the training process. This allows for an objective 

evaluation of the accuracy of the prediction and the bias/variance of the model. In our case, 
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we randomly split our data into 90% training data, and 10% testing data. We implemented 

a 5-fold cross-validation scheme on our training data (using 20% of the training data each 

fold). Since our prediction task is visual, we decided to employ both qualitative and 

quantitative evaluation methods. The following is a description of those methods: 

Superimposed	Edges: This is a qualitative method of visually assessing how the 

predicted image is similar to the ground truth image when overlaid over it. To implement 

this, edges are first detected on the predicted image using the Canny edge detection 

technique [153]. This technique uses a Gaussian filter derivative to calculate the gradient of 

the image, followed by a search for local maxima of the gradient to find the edges. Two 

thresholds are used to ensure that both strong and weak edges are detected, which makes 

the Canny technique less sensitive to noise than other methods, and more capable of catching 

weaker but real edges. 

Peak	signal‐to‐noise	ratio	(PSNR): This quantitative evaluation metric assesses the 

differences in intensities between a predicted image and its corresponding ground truth. 

Higher values of PSNR reflect a closer range of intensities between the two images. The 

following function is used to calculate PSNR: 

𝑃𝑆𝑁𝑅 ൌ 10𝑙𝑜𝑔ଵ ൬
𝑃𝑒𝑎𝑘 𝑉𝑎𝑙𝑢𝑒

𝑀𝑆𝐸
൰ 

The 𝑃𝑒𝑎𝑘 𝑉𝑎𝑙𝑢𝑒 is the peak signal level in the image. For instance, if the range of 

intensities in the image is [0, 255], the 𝑃𝑒𝑎𝑘 𝑉𝑎𝑙𝑢𝑒 will be defined as 255. The Mean Squared 

Error (𝑀𝑆𝐸) is calculated pixel-by-pixel between the predicted image and the ground truth. 

Structural	Similarity	Index	(SSIM)	[140]: This is one of the most common metrics 

to holistically evaluate the similarity between the predicted image and its ground truth 

through computing the perceptual distance between the two images. The index is a value 
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between -1 and 1, where higher SSIM values indicate greater similarities between the 

structure, contrast, and luminance of the two images, and vice versa. The final metric is a 

combination of those three elements as is shown in the following equation: 

𝑆𝑆𝐼𝑀ሺ𝑥, 𝑦ሻ ൌ ሾ𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒ሺ𝑥, 𝑦ሻሿ. ሾ𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡ሺ𝑥, 𝑦ሻሿ. ሾ𝑙𝑢𝑚𝑖𝑛𝑎𝑛𝑐𝑒ሺ𝑥, 𝑦ሻሿ 

The notions "contrast”, “structure”, and “luminance" are based on findings and 

observations of the authors [140]. For example, they concluded that averaging over all the 

pixel values of the image is a good descriptive of the luminance. Therefore, if the two images 

differ greatly in brightness, the luminance term will drop. These features are mathematically 

represented as follows: 

𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒ሺ𝑥, 𝑦ሻ ൌ
𝐶ଵ  𝜎௫௬

𝐶ଵ  𝜎௫𝜎௬
 

𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡ሺ𝑥, 𝑦ሻ ൌ
𝐶ଶ  2𝜎௫𝜎௬

𝐶ଶ  𝜎௫
ଶ  𝜎௬

ଶ 

𝑙𝑢𝑚𝑖𝑛𝑎𝑛𝑐𝑒ሺ𝑥, 𝑦ሻ ൌ
𝐶ଷ  2௫௬

𝐶ଷ  ௫
ଶ  ௬

ଶ 

Where 𝜎௫ and 𝜎௬ are the standard deviations, 𝜎௫௬ is the cross-covariance, and ௫ and 

௬ are the means for images 𝑥 and 𝑦. 𝐶ଵ, 𝐶ଶ, 𝐶ଷ are constants used to avoid instability when 

certain parameters are close to zero. 
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Chapter IV – Experiments and Results 

4.1 Experiments Scheme 

We are interested in analyzing the relation between the different MRI parameters 

(T1, T2, and T2*) with microanatomical features based on Nissl staining and relative Myelin 

content presented in histological data. According to the literature, several microstructural 

variations could affect MRI measures. Therefore, combining multiple MRI contrasts is likely 

necessary for extracting meaningful and quantitative microstructural or features from the 

brain tissue. This will also allow us to distinguish microanatomical features that contribute 

the most to the MR signal from those that have insignificant effects. Therefore, to study this 

multiparametric relationship, we conducted a number of different experiments to predict 

individual microanatomical features from individual MRI contrasts or a combination of 

contrasts. These experiments involve training separate deep learning models that we later 

quantitatively assess to determine the best predictor (or predictors) of a specific tissue 

feature. Table 4 shows our experimental scheme including unimodal, bi-modal, and 

multimodal experiments. Since we acquired T1 and T2, and T2* with several TRs and TEs, 

we selected the individual TRs and TEs with best contrast and SNR. Namely, all T1 images 

selected for this analysis were acquired with a TR of 1,200 ms, T2 images were acquired with 

a TE of 19.27 ms, and T2* images with a TE of 7.56 ms. Also, since we are using single TR and 

TE acquisitions for analysis, it is important to mention that these are now weighted 

acquisitions and not quantitative maps. Therefore, our use of the terms “T1, T2, and T2*” 

from this point onwards will be referring to these weighted acquisitions. Moreover, even 

though T2* images were included in the data we acquired in-vivo, we did not use them in the 

analysis since they were too noisy to be of any use in the predictions. This left us with 20 
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different experiments for our three different tissue labels. We trained all our models through 

remote computing on Compute Canada’s cluster Cedar using both CPU and GPU cores. For 

each experiment, we used 3,000 images of 400x400 patches of different magnifications (all 

rescaled to the same size) of MRI slices and their corresponding histology slices. Meaning, 

the training dataset consisted of images representing the full brain, as well as images 

representing patches from the brain at different magnifications (~10%, 15%, and 20% of the 

brain size). The goal behind this is to ensure that the network is being trained on all low-

level and high-level features at different magnifications. Even though the size of our training 

set is not exceedingly large and different parameters were optimized for faster processing, 

it still took ~12 hours to compute 500 epochs of each model. Therefore, using Compute 

Canada’s cluster enabled us to perform parallel computations of different models 

simultaneously and accelerate the overall process. For each experiment and deep learning 

model, we qualitatively assessed the quality of predictions using superimposed edges on 

testing dataset. We also calculated and reported the quantitative evaluation metrics of PSNR, 

SSIM, and MSE. 

Table	4:	Summary	of	all	validation	experiments	to	predict	histology	from	MRI	

Histology	label	 MRI	environment	 Unimodal	 Bi‐modal	 Multimodal	

Nissl	
Ex-vivo 

T1 T1 & T2 
T1 & T2 & T2*T2 T2 & T2* 

T2* T1 & T2* 

In-vivo 
T1 

- T1 & T2 
T2 

Myelin	
Ex-vivo 

T1 T1 & T2 
T1 & T2 & T2*T2 T2 & T2* 

T2* T1 & T2* 

In-vivo 
T1 

- T1 & T2 
T2 
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4.2 Registration results and evaluation 

The registration pipeline described earlier was implemented to achieve adequate alignment 

between MRI and histology images, which is necessary for facilitating the learning process 

and ensuring accurate predictions. We also used the evaluation metrics discussed in the 

previous chapter to assess and improve the registration quality. Figure 9 presents an 

example of the registration result for a histology slice with its corresponding 2D MRI slice 

that was identified and extracted from the 3D volume using the methodology described in 

the previous chapter. Figure 10 demonstrates a qualitative assessment of the registration of 

the same slices using superimposed edges. The red edges were computed from the histology 

image. They can be seen tracing the external edges of the brain in the histology image. When 

superimposed on the MRI image, they almost trace the same shape. This method can also be 

used to visually track the alignment quality of certain regions or structures, such as the white 

matter, ventricles, or corpus collosum. 
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Figure	9:	Registration	example	between	a	Nissl‐stained	histology	image	and	the	
corresponding	T2	MRI	image	localized	and	extracted	by	the	software	developed	in	[137]	

 

 

Figure	10:	Qualitative	assessment	of	the	registration	of	a	Nissl	slice	and	its	corresponding	ex‐
vivo	T2	MRI	slice	

Based on assessments of the registration quality and on the fact that some histology 

slices were significantly severed during the cutting or staining process, we had to eliminate 
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a few slices (~5% of the data) as shown in Figure 11. All slices that were included in the 

analysis had the pattern expected from previous MRI and histology. In other words, 

distortions or tears were minimal.  

 

Figure	11:	Examples	of	severely	damaged	histology	slices	that	were	eliminated	from	our	
analysis.	The	slice	on	the	left	is	a	Nissl	slice	that	got	torn	in	the	cutting	process,	while	the	slice	

on	the	right	is	a	Myelin	slice	that	had	a	staining	artifact.	

In addition, since we perform patch-based learning, we implemented a second round 

of non-linear registration between patches and employed the same metrics to assess their 

registration quality and eliminate all patches whose registration is unsatisfactory, before 

feeding them to the deep learning pipeline. This second round of patch registration is 

different than the patch registration described in the methodology section that was used to 

determine the most accurate localization of the corresponding 2D MRI slice. Figure 12 

demonstrates examples of satisfactory and unsatisfactory patch registration. The number of 

patches eliminated in this process varied for each experiment, but was always <5% of the 

dataset size. 
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Figure	12:	Example	of	the	second	round	of	registration	of	patches	to	eliminate	patches	that	
were	poorly	registered.			

 

Below is a summary of the quantitative evaluation metrics for the registration quality 

of all the pairs that were included in our analysis. We used the same metrics that were 

explained in the methodology section. The average and standard deviation across each set of 

images is reported in Table 5. The best and worst experiments according to each metric are 

highlighted in green and red respectively. 

 

Table	5:	Summary	of	registration	quality	evaluation	for	all	different	registration	pairs	

Histology	
label	

MRI	
environment MRI	contrast 

SSIM	 ECC	
Avg	 SD	 Avg	 SD	

	
	

Nissl	

 
Ex-vivo 

T1 0.71 0.091 0.56 0.033 
T2 0.68 0.079 0.59 0.031 
T2* 0.74 0.075 0.60 0.036 

 
In-vivo 

T1 0.67 0.132 0.46 0.088 
T2 0.58 0.112 0.41 0.098 

	
	

Myelin	

 
Ex-vivo 

T1 0.77 0.042 0.66 0.028 
T2 0.75 0.058 0.62 0.030 
T2* 0.80 0.044 0.66 0.024 

 
In-vivo 

T1 0.64 0.098 0.49 0.075 
T2 0.61 0.093 0.48 0.081 
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Validation	experiment	–	Predicting	different	anatomical	views:	

Before running our pipeline on the real dataset that we are interested in analysing, 

we need to validate the concept and assess the learning capabilities of our algorithm on 

dummy data. Since we are significantly constrained by the availability of data, working with 

images from a single animal, we needed to verify and prove that our algorithm was not 

overfitting and was actually learning the local features between MRI and histology. To do 

that, we aimed to train and test the models on two different anatomical views. For instance, 

we train the model using coronal slices of MRI and histology, then test using horizontal slices 

and observe the results. If the model succeeds to map the features from a horizontal MRI 

slice to a horizontal histology slice, then this indicates that the underlying learning 

mechanism is functional and meaningful. However, since it is not possible to obtain 

horizontal histological slices from the same animal after cutting the brain along the coronal 

axis, we could not perform this validation due to the lack of ground truth data to evaluate the 

predictions. Since the purpose behind this is merely validating the concept, we tested the 

algorithm through an alternative experiment of predicting ex-vivo images from in-vivo 

images. Since the MRI data is acquired as 3D volumes, it is possible to extract both coronal 

and horizontal slices from the same acquisition. As mentioned, the goal is to be able to 

predict horizontal ex-vivo images using a model that was trained using only coronal slices 

and features from the coronal view. We used the same registration pipeline and same deep 

learning hyperparameters to conduct this experiment. Figure 13 demonstrates the 

registration result for one of the slices.  
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Figure	13:	Predicting	ex‐vivo	horizontal	slices	using	a	model	trained	only	on	coronal	slices	

 

We also employed the same evaluation metrics to assess the quality of predictions. 

Table 6 presents a summary of the findings. 

 

Table	6:	Quantitative	evaluation	of	validation	experiment	(in‐vivo	to	ex‐vivo)	

Slice	orientation	
PSNR	 SSIM	

Avg	 SD	 Avg	 SD	

Coronal	 23.201 1.113 0.64 0.0612 

Horizontal	 15.673 3.894 0.56 0.298 
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4.3 Uni-modal experiments 

In this set of experiments, we are interested in investigating which individual MRI 

contrast best predicts each microanatomical feature. To the best of our capabilities, we 

ensured the preprocessing of the datasets, the training environment, and the network 

hyperparameters were identical and consistent throughout all experiments. Table 7 lists all 

10 experiments along the average quantitative evaluation on the test set consisting of 50 

images of varying magnifications, resolutions, and regions of the brain. The best and worst 

experiments according to each metric are highlighted in green and red respectively. 

Table	7:	Summary	of	quantitative	evaluation	of	predictions	for	uni‐modal	experiments	

Histology	
Label	

MRI	
environment

MRI	
contrast

PSNR	 SSIM	
Avg SD Avg SD 

	
	

Nissl	
Ex-vivo 

T1 21.873 2.748 0.653 0.121 
T2 19.891 3.776 0.549 0.202 
T2* 22.770 2.494 0.659 0.165 

In-vivo 
T1 18.889 3.012 0.527 0.207 
T2 18.296 3.009 0.516 0.199 

	
	

Myelin	
Ex-vivo 

T1 20.393 2.175 0.655 0.118 
T2 21.000 2.412 0.658 0.160 
T2* 21.999 2.475 0.690 0.124 

In-vivo 
T1 19.028 3.491 0.569 0.220 
T2 18.372 3.573 0.500 0.193 

 

Figure 14 and Figure 15 demonstrate different examples of predictions for Nissl and 

Myelin labels from different MRI contrasts. It is important to mention that the results from 

in-vivo MRI slices appear slightly different from ex-vivo MRI slices because the imaging 

environment and parameters were different. Importantly, also the tissue has different 

microstructural features. This however had no impact on the training process since both 

scans were used separately. 



65 
 

 

Figure	14:	Unimodal	evaluation	to	predict	Nissl	from	different	individual	MRI	contrasts	
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Figure	15:	Unimodal	evaluation	to	predict	Myelin	from	different	individual	MRI	contrasts	

 

4.4 Bi-modal experiments 

In this set of experiments, we wanted to evaluate the impact of combined MRI 

contrasts in predicting individual histology labeled images. Since we have three MRI 

measurements (T1, T2, and T2*) we implemented a leave-one-out scheme to find out which 

MRI contrast had the least impact in predicting each histological feature. Since we eliminated 

in-vivo T2* scans from all experiments and we only have two in-vivo scans, we will be 

reporting the in-vivo experiments with multi-modal experiments. This leaves us with a total 

of 6 experiments for Nissl and Myelin. Table 8 names the different experiments and presents 
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a summary of the average quantitative evaluation using PSNR and SSIM on the same test set 

used for unimodal experiments. The best and worst experiments according to each metric 

are highlighted in green and red respectively. 

Table	8:	Summary	of	quantitative	evaluation	of	predictions	for	bi‐modal	experiments	

Histology	label	 MRI	environment	 MRI	contrasts
PSNR	 SSIM	

Avg SD Avg SD 
	

Nissl	
 

Ex-vivo 
T1 & T2 23.021 1.976 0.726 0.110

T1 & T2* 23.997 2.843 0.777 0.108

T2 & T2* 24.344 1.332 0.819 0.083

	
Myelin	

 
Ex-vivo 

T1 & T2 24.001 1.102 0.816 0.077

T1 & T2* 23.872 1.366 0.834 0.099

T2 & T2* 23.749 2.018 0.714 0.137

 

Figure 16 and Figure 17 demonstrate examples of predictions for full brain and 

magnified patches of Nissl and Myelin. For demonstration purposes, we split the MRI full 

brain slice in two halves to show the two contrasts involved in each bi-modal experiment.  

 

Figure	16:	Bi‐modal	evaluation	to	predict	Nissl	from	different	combinations	of	MRI	contrasts.	
For	demonstration	purposes,	we	split	the	MRI	full	brain	slice	in	two	halves	to	show	the	two	
contrasts	involved	in	each	bi‐modal	experiment	
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Figure	17:	Bi‐modal	evaluation	to	predict	Myelin	from	different	combinations	of	individual	
MRI	contrasts	

4.5 Multi-modal experiments 

Similar to our investigation with bi-modal MRI experiments, these set of experiments 

take a look at the effectiveness of using all MRI contrasts (T1 and T2 for in-vivo and T1, T2, 

and T2* for ex-vivo) to predict specific microanatomical features. Table 9 lists all four 

experiments and reports their average PSNR and average SSIM measures along with the 

standard deviation from each experiment. The best and worst experiments according to each 

metric are highlighted in green and red respectively. 

Table	9:	Summary	of	predictions	quantitative	evaluation	for	multi‐modal	experiments	

Histology	label	 MRI	environment	 MRI	contrasts	
PSNR	 SSIM	

Avg	 SD	 Avg	 SD	

Nissl	 Ex-vivo T1 & T2 & T2* 25.375 1.929 0.813 0.083

	 In-vivo T1 & T2 21.009 2.976 0.557 0.130

Myelin	
Ex-vivo T1 & T2 & T2* 27.161 1.893 0.822 0.080

In-vivo T1 & T2 20.811 1.993 0.594 0.089
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Figure 18 and Figure 19 demonstrate examples of predictions for full brain and 

magnified patches of Nissl and Myelin. As we did with bi-modal experiments - for visual 

demonstration - we used red lines to divide the full brain slice to segments of the MRI 

contrasts involved in each experiment. 

 

Figure	18:	Multi‐modal	evaluation	of	predicting	Nissl	from	all	combinations	of	individual	MRI	
contrasts	

 

 

Figure	19:	Multi‐modal	evaluation	to	predict	Myelin	from	all	combinations	of	individual	MRI	
contrasts	



70 
 

Chapter V - Discussion 

Numerous clinical applications and research opportunities in neuroscience could be 

made possible from the ability to estimate and predict microanatomical features 

noninvasively from in-vivo scans. This will enable more accurate comparisons between 

different individuals that track subtle microstructural differences. For instance, several 

studies have highlighted the correlation between age and changes in quantitative 

parameters such as MT, T1, and T2 [6], [84], [154]. These changes in quantitative MR 

parameters were also correlated with a corresponding increase in iron concentrations and 

demyelination effects related to age as shown in Figure 2. Moreover, in-vivo accurate 

estimation of microanatomical features can also help detect and monitor traumatic injuries 

and their consequences as well as degenerative processes. A spinal cord injury was observed 

by Freund et al. [155] and they recorded rapid morphological changes in the brain within 3 

months of the injury. These changes were also expressed by the MT and T1 signals and 

suggested that myelinated axons were in retrograde degeneration. Another study by Deppe 

et al. [100] used DTI imaging to detect changes in white matter in Alzheimer patients. 

Iannucci et al. [156] discussed how MS patients could be potentially better monitored using 

a multiparametric MR approach. It is therefore clear that the ability to directly link 

quantitative MR parameters with microstructural features will have a wide impact on 

neurological studies and assessments. 

Accurately estimating microstructural features in a standardized manner and relating 

them to MRI parameters opens another possibility for systematic comparisons between 

structure and the underlying functional activity. A recent study performed by Helbling et al. 
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[157] demonstrated how magnetoencephalography (MEG) measured functional response 

amplitudes can be predicted from qMRI maps that are sensitive to myelin. This shows how 

estimating features of the tissue in-vivo could be an important step in elucidating the 

structural-functional relationship in the brain at a microanatomical level. 

The task of studying the relationship between microanatomical features and MRI 

parameters is primarily concerned with in-vivo MRI measurements. This is because the post-

mortem brain is known to experience certain chemical and biological alterations that 

influence the quantifiable measurements of microanatomical features we are interested in. 

Therefore, the post-mortem ex-vivo brain is not expected to accurately reflect the 

biomarkers of interest for different pathologies and is subject to unquantifiable variations. 

However, there are several imaging constraints that limit the ability of in-vivo MRI 

acquisitions to correlate with microanatomical structures in an accurate and quantifiable 

manner. To start with, we have established earlier that histological imaging provides a much 

higher resolution (on the order of 1m) compared to MRI (0.1-5 mm) and is therefore the 

current gold-standard for analyzing microanatomical features and structures. In addition, 

in-vivo and ex-vivo MRI acquisitions also provide a different range of resolutions. For 

instance, our in-plane resolution for in-vivo T2 was 200x200 m compared to a 100x100 m 

for ex-vivo T2, and the slice thickness for in-vivo T2 was 400m compared to 300m for ex-

vivo T2. This is controlled by the fact that a living animal cannot be put under anesthesia or 

held steadily for too long, therefore limiting the scan time. Certain biological processes like 

heart beat and respiration also affect the quality of the in-vivo scans. Therefore, even though 

in-vivo scans are theoretically a better predictor of quantitative microanatomical 

measurements, its relatively poor resolution limits its utility in deep learning applications of 
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this kind. Thus, as a proof of concept, we included both in-vivo and ex-vivo scans in our 

analysis to explore and present the potentials of our methods. It is also important to mention 

that it is possible to acquire in-vivo scans with better resolution, either through optimizing 

the scanning parameters or through using a different scanner. This is an area of future work 

and improvement since better in-vivo acquisitions is expected to lead to more reliable 

conclusions about the relationship between MRI parameters and histological features. 

5.1 Challenges and limitations 

5.1.1 Data availability 

There were several challenges and limitations faced while designing and 

implementing our deep learning framework to learn and predict microanatomical features 

based on different MRI contrasts. Similar to most projects that are heavily dependent on 

data, the availability of adequate and suitable datasets was one of the first challenges to 

tackle. For our project to work, we needed sets of images of different MRI contrasts and 

histology stains, ideally from the same animals. Even though medical datasets are nowadays 

in abundance and there are several individual MRI scans and atlases of different contrasts 

available online, we could not find - to the best of our knowledge - any publicly available sets 

of MRI and histology data of the same animals. Therefore, we had to acquire our own datasets 

from scratch. Since this was a secondary task to the project, the process of acquiring and 

processing the datasets was costly, time consuming, and required several iterations and 

revisions until satisfactory results were obtained. As a result, we were only able to acquire a 

full set of scans from one rat, including ex-vivo and in-vivo acquisitions with different 

contrasts and histology scans with different stains. Since we are considering 2D slices for the 

learning process, we had a sufficient number of coronal slices from MRI and histology scans 



73 
 

to kickstart our pipeline. We used patches and image augmentation (rotation and flipping) 

to overcome the shortage of data and expand our dataset size. However, since the data used 

to build the predictive models came from a single animal, it was not possible to validate 

whether the model has accurately learned the local histological features and would be able 

to map them from a new MRI scan of a different animal with biological variations. We 

therefore adopted an alternative technique to generally test if the neural network was 

indeed learning the desired features through predicting horizontal ex-vivo MRI slices from 

in-vivo slices using a model that was only trained on coronal slices. Even though the model 

was not able to predict all features from one anatomical view to another, the results were 

satisfactory, and some key features were successfully translated from the in-vivo image to 

the ex-vivo image. This shows that the model is in fact able to generalize to a certain degree 

and adapt to the variability introduced in the transition from a coronal view to a horizontal 

view. 

5.1.2 Impact of registration quality 

Another challenge that we had to work through was accurately registering the MRI 

images to their corresponding histology slices. There are several types of unwanted 

distortions that occur in both MRI and histology acquisitions, some of which can be 

addressed or accounted for, and others that cannot be avoided or fixed. For instance, MRI is 

subject to issues related to hardware (B0 and B1 inhomogeneities), software (errors in 

programming or shortcomings in the protocol), specimen (blood flow or motion) or physics 

(Gibbs ringing or susceptibility artifacts) [158]. Histology data is also subject to many 

potential distortions, mainly stemming from errors in sectioning leading to tears, folding 

artifacts or staining artifacts. These faults in the images will necessarily interfere with the 
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registration procedure and would therefore result in poorly registered pairs of MRI and 

histology features that will mislead the learning algorithm. Therefore, we had to optimize 

our registration strategy to maximize the quality of the input to the deep learning 

framework. We implemented the pipeline developed by Pilgram and Shmuel [137] with a 

few modifications. We used mini-blocks of histology slices to coarsely register to the 3D MRI 

volume and accurately extract the corresponding 2D MRI slice, with a precise z-location and 

a rotation angle. This was followed by a second stage of fine affine registration then finally a 

patch-based registration to optimize the localization of the 2D MRI slice that best 

corresponds the histology slice and registers well to it. Finally, we added an additional 

registration step of nonlinearly registering the patches that were being fed to the neural 

network and assessing their registration quality using the combined metric of SSIM and ECC 

to eliminate patches with poor registration. These registration improvements and data 

cleaning procedures guaranteed that all features being fed to the deep learning algorithm 

represented anatomically accurate information of the underlying structures, and therefore 

reduced the potential learning errors from distorted images or inaccurate registration.  

Even though registration could be further improved using non-linear transformations 

to try and almost perfectly align MRI and histology voxel-by-voxel, it would not be the best 

practice. This is because, as mentioned earlier, the corresponding slices from MRI and 

histology are not identical in terms of underlying structures and trying to perfectly register 

them voxel-by-voxel would necessarily introduce deformations in key structures. In 

addition, we want the generated deep learning model to be able to generalize to different 

and new variations of the data without overfitting – which can be achieved better if there are 
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a few nonsignificant or natural misalignments between the images to help train the model 

on these variations.  

5.1.3 Patch size optimization 

The tradeoff faced while selecting a suitable patch size was subject to consideration 

and led to continuous tuning and optimization. Smaller patch sizes (approximately <20% of 

a coronal slice size) results in a more accurate mapping of the local features and is less 

influenced by large irrelevant structural features such as the external edges or shape of the 

brain slice. However, very small patches (<5% of the brain size) may also be misleading and 

result in very poor learning, since the registration between the two modalities of interest 

(MRI and histology) is not perfect, and features are not expected to align perfectly with one 

another at a pixel level. Therefore, we utilized skip connections between the encoder and the 

decoder in our implementation of the generator’s UNet to allow the transfer of both high-

level and low-level details directly through the net. In addition, we used multiple 

magnifications of patches in our training set. Meaning, the network was trained on patches 

that represented different structures at different magnifications to ensure that the model 

was learning the local features despite of some general morphological features that were 

repetitive along slices (such as the slice’s outer edges or the shape of the corpus callosum). 

We used 3 different magnification level in our training set, representing approximately 10%, 

15%, and 20% of the central coronal slice and applied to all other slices. Using image 

augmentation techniques (rotation and flipping) also aided our objective of mapping local 

features regardless of the structural appearance. 
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Moreover, the difference in resolution between histology and MRI adds an additional 

constraint to this optimization problem. If the modalities of interest were both of similar high 

resolutions, the size of the patches could decrease further and still be able to highlight 

meaningful structure and texture, which will therefore improve the learning of local features 

and map them more accurately. In our case, if the patch size is lower than <5% of the brain 

size, the ex-vivo MRI will represent nothing but noise. For in-vivo MRI, the resolution is even 

worse and the patch size cannot go lower than 10% of the brain size. This problem of 

resolution is believed to be one of the main constraints and main areas of improvement for 

this project. 

5.2 Observations and analyses 

Analyzing the predictions that resulted from training all the different models has 

allowed us to make a few observations. First, we noticed that almost all models have chosen 

not to map the folding artefacts in the histology during the learning process. For instance, it 

can be seen clearly in Figure 20 that even though the histology ground truth has a large 

folding artefact, this artefact was eliminated from the predicted histology and was not part 

of the learned features. This makes sense and aligns quite well with our expectations, since 

these artefacts do not appear on MRI images and therefore, it is likely that they have been 

outcasted by the neural network as an “outlier”. Moreover, this re-emphasizes the key 

concept that was discussed earlier about the rationale behind complementing MRI with 

histology, since histology acquisitions typically suffer from distortions and artefacts 

resulting from cutting, staining, and physical ex-vivo factors. These artefacts could be 

reduced or eliminated if histology was learned and predicted from in-vivo MRI images 

through a reliable pipeline. 
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Figure	20:	Elimination	of	the	folding	artifact	by	the	trained	model	
The literature does not mention any direct relationships or correlations between 

Nissl and MRI parameters. Therefore, it is not expected that MRI contrasts would generally 

be good predictors of Nissl. We included Nissl histology slices in our analysis to validate our 

hypothesis and present it in contrast to other histological labels. As seen in Figure 14, Figure 

16, and Figure 18 the models are able to predict Nissl but not as accurately as they predict 

myelin. The predictions of Nissl have less distinct features. This can also be confirmed by 

comparing the quantitative evaluation of Nissl against Myelin presented in Table 7, Table 8, 

and Table 9, where the quality of Nissl predictions (reflected by PSNR and SSIM metrics) is 

generally worse than the Myelin’s predictions. Even though the current performance of the 

pipeline does not provide reliable quantitative predictions and merely serves as a proof of 

concept, this observation demonstrates the possibility of learning local features between 

MRI and histology and indicates that quantitative predictions can be achieved with improved 

implementations of this pipeline. 

Another interesting observation that can be inferred from the qualitative and 

quantitative evaluation of the results is that there is a general trend of improved predictions 

with increasing information (i.e., the number of contrasts included in the learning). Even 
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though all experiments were implemented on the same data sample size, we notice that bi-

modal predictions are usually better than uni-modal predictions, and multi-modal 

predictions are also generally better than bi-modal predictions. The way multi-modal and 

bi-modal experiments were handled is that MRI contrasts was fed as a multi-channel input, 

and the different contrasts were considered input feature maps. To ensure that the final 

sample size was the same across all experiments and to establish a fair comparison, we 

unified the number of feature channels across all experiments starting from the second layer. 

Meaning, if we started with a 1-channel input for uni-modal experiments, 2-channel input 

for bi-modal experiments, and a 3-channel input for multi-modal experiments, the second 

layer of all neural networks for all experiments will include 64 feature maps. This positive 

correlation between prediction quality and number of modalities can be explained by the 

variation of features covered by different MRI modalities and appearing on the histological 

slice. For instance, T2* images best highlight vascular detail, while the corpus collosum is 

most apparent on T1 images, and the ventricles are more defined on T2 images. The 

integration of these features together helps the neural network build more accurate patterns 

and perform a better mapping of the features. 

5.3 Future work and directions 

As highlighted earlier, qMRI measurements are anticipated to be the best predictors 

of microanatomical features and have been included in previous studies that investigated 

the possibility of achieving “in-vivo histology” [87]. Initially, we collected our MRI data with 

the intention to process them for quantitative data. We applied all necessary equations and 

tools to do so, as described in the literature review and methodology chapters. However, as 

mentioned earlier, since data acquisition was a challenging procedure, the fitted quantitative 
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measurements were too noisy to include in our pipeline. Also, since this study is intended to 

be a proof of concept in the first place, we decided to leave qMRI processing and analysis for 

future work and focus on analyzing MRI datasets of weighted measurements. Because we 

acquired data for qMRI, we had several images for T1-weighted contrast (with various TRs), 

T2-weighted contrast (with various TEs) and T2* (with various TEs) with multiple 

parameters, we only selected individual images that provided the best contrast and least 

noise. Finally, since we have already established the pipeline for qMRI processing, it will be 

easier to incorporate them in future studies with improved data acquisition.  

Another interesting set of experiments to be investigated in the future is the ability of 

histological features to predict different MRI contrast. With sufficient data and appropriate 

implementation, these experiments could give important insights and conclusions regarding 

the contribution of microstructural features in shaping the MR signal and contrast. More 

broader studies could include additional MRI maps that might better reflect key 

microstructural features as described in the literature review. As established earlier, 

obtaining sufficient datasets with adequate resolution will have a great impact on the 

reliability findings. 

Future work should also investigate the applicability of different machine learning 

and deep learning algorithms in building reliable mappings from MRI to histology and vice 

versa. Even though GANs are viewed as the state of the art for such image translation 

problems, different implementations could be of use under certain conditions. In the case 

that MRI and histology acquisition was optimized to the degree that corresponding slices 

could be aligned to one another in high confidence, polynomial regression could be used to 
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translate features voxel-by-voxel. For similar projects, the choice of the most suitable 

learning algorithm depends on the format of data available and is an open area of research 

that could drive interesting discussions and findings. 

5.4 Conclusion 

Through this work, we managed to fulfill the key objectives that were set in Chapter 

I of this manuscript. Namely, we: 

1) Studied how microanatomical features presented in histological images can relate to 

their corresponding MRI images. 

2) Developed an integrated pipeline with preprocessing, registration, and deep learning 

blocks to predict microanatomical features from MRI images without resorting to 

post-mortem analysis or invasive procedures. 

3) Validated and tested our pipeline using through running several experiments to 

explore the relationship between different microstructural features (Nissl and 

Myelin) and MRI contrasts (T1w, T2w, and T2*w). 
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Appendix I: Abbreviations 

MRI – Magnetic Resonance Imaging 

qMRI – Quantitative Magnetic Resonance Imaging 

NMR – Nuclear Magnetic Resonance 

CT – Computed Tomography 

SPECT – Single-Photon Emission Computed Tomography 

MS – Multiple Sclerosis 

CNS – Central Nervous System 

DTI – Diffusion Tensor Imaging 

MWF – Myelin Water Fraction 

FLAIR - Fast Fluid-Attenuated Inversion Recovery 

NeuN - Neuronal Nuclear Antigen 

QSM – Quantitative Susceptibility Mapping 

RF – Radiofrequency 

VBM – Voxel-based Morphometry 

PD – Proton Density 

MT – Magnetization Transfer 

SPM – Statistical Parametric Mapping 

GUI – Graphical User Interface 

hMRI – In-vivo Histology 

DWI – Diffusion Weighted Imaging 

DOF – Degrees of Freedom 

MI – Mutual Information 

MSE – Mean Squared Error 

GAN – Generative Adversarial Network 

TR – Repetition Time 

TE – Echo Time 

ME-SE – Multi-echo Spin-echo 

ME-GRE – Multi-echo Gradient-echo 



92 
 

VTR – Variable Repetition Time 

SNR – Signal to Noise Ratio 

FOV – Field of View 

FA – Flip Angle 

IR – Inversion Recovery 

RARE – Relaxation Enhancement 

ETL – Echo Train Length 

SSIM – Structural Similarity Index 

ECC – Entropy Correlation Coefficient 
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Appendix II: Additional examples on registration evaluation 

 

 

 

 

Figure	21:	Qualitative	evaluation	using	superimposed	edges	of	the	registration	between	T2	
MRI	and	corresponding	Nissl	slices	
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Figure	22:	Qualitative	evaluation	using	superimposed	edges	of	the	registration	between	T2	
MRI	and	corresponding	Myelin	slices	


